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Foreword

Pioneers in surgery—like early explorers who sought goals like the North Pole, the 
South Pole, the top of Mt. Everest—are sometimes ill-fated. The inventor of one of 
the first surgical robots—ROBODOC for precision CT-guided femur reaming in hip 
replacement—is an example. Howard A. Paul, a forward-looking veterinarian at the 
University of California, Davis (California, USA)—who was affectionately called 
by his initials “HAP”—sadly succumbed to leukemia in 1993 at the age of 44. I was 
fortunate in the 1990s to visit the manufacturing facilities for ROBODOC (and 
NeuroMate) in Lyon (France), and also to participate in another building block of 
neurosurgical robotics: the innovative program for image-guided surgery at 
Vanderbilt University. Fortunately, Hap Paul lives on in the annual “Hap Paul 
Award” of the International Society for Technology in Arthroplasty.

The editors of Introduction to Robotics in Minimally Invasive Neurosurgery are 
pioneers in their own right—particularly the lead editor, Mohammed Maan 
Al-Salihi. To assemble such an informative book on cutting-edge neurosurgery 
while working in one of the world’s political “hot spots” requires dedication and 
insight far above the norm.

“IRMIN” is remarkable in several ways:

–– It comprehensively reviews the field from both the anatomical aspect (vascular, 
spine) and the technological aspect (stereotactic, endoscopic).

–– It covers the timeline from its beginnings in the 1980s (and groundwork laid 
decades earlier) to the future of neurosurgical robotics (artificial intelligence 
(AI), internet of things (IoT), brain-to-brain interface (BTBI)).

–– Each chapter can be read “stand-alone.” Although this results in some overlap 
and repetition, the reader can quickly access the specific information desired.

–– The documentation is exemplary. Most chapters have dozens of references, up-
to-date and relevant; one chapter has 147 references!

By tackling neurosurgical robotics, Dr. Al-Salihi and colleagues have addressed 
the area that is destined to be the core of neurosurgery in the second half of the 
twenty-first century (if not before then!). No doubt a second edition will document 
progress in various aspects:
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–– Minimally invasive access to the nervous system will undoubtedly progress. As 
Rodolfo Llinas (Emeritus Chair of Neurophysiology at New York University) 
envisaged in 2005, one can drive the endovascular pathways not only along the 
“superhighways” of the internal carotid and other large arteries for coiling and 
stenting but also along the “alleyways” of the capillaries that reach every nook 
and cranny of the nervous system. He showed one can record and stimulate the 
nervous system utilizing electrodes within the blood vessels. And, as suggested 
by Kendall Lee at the Mayo Clinic, one can poke a micron-size catheter through 
the capillary wall to investigate (and manipulate!) the brain parenchyma—red 
blood cells are ten times the diameter of the penetrating catheter and thus will not 
leak out.

–– Neuroprostheses will evolve to replace parts for nervous systems defects. 
Researchers in Italy, the Netherlands, and the USA have developed a prototype 
bioinspired artificial synapse. Being able to replace defective neurons, nerve 
fibers, and synapses—either with artificial prostheses or stem-cell derived 
replacements—will revolutionize the treatment of nervous system disorders.

–– The brain-cloud interface (B/CI) and brain-to-brain interface (BTBI) will take 
neurosurgical robotics into the realm of neurosurgical “crowdsourcing.” A group 
at the University of Washington in Seattle, WA, USA, has shown that one person 
being monitored by EEG can—through the internet and transcranial magnetic 
stimulation—remotely control the motor function of another person. In essence, 
the second person becomes a slave of the first.

The implications of advanced B/CI and BTBI are of concern, as the example 
above illustrates. As the tools for neurosurgical robotics become more sophisticated, 
the ethical aspects will need to be addressed. Psychosurgery has repeatedly been 
accused of overstepping the boundaries of medical ethics; neurosurgical robotics 
should avoid this fate.

Seventy-five years ago, Norbert Wiener—considered the “Father of Cybernetics” 
(cybernetics—including feedback guidance—being a cornerstone of neurosurgical 
robotics)—was confronted with a similar dilemma. He denied a request from a 
company for a report on guided missiles he authored during World War II, arguing 
in a letter that appeared in both the Atlantic Monthly and the Bulletin of Atomic 
Scientists:

…in any investigation of this kind the scientist ends by putting unlimited powers in the 
hands of the people whom he is least inclined to trust with their use.

Let us hope, by creating next-generation neurosurgical robotics, that we are not 
unleashing unlimited powers for “mind control” by the people we are least inclined 
to trust with their use.

As Lars Leksell, inventor of stereotactic radiosurgery, observed:

A fool with a tool is still a fool.

Foreword
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By surveying neurosurgical robotics so comprehensively, Dr. Al-Salihi and col-
leagues have laid the groundwork necessary to avoid neurosurgical robotics becom-
ing at best a “fool’s errand” and at worst—in the hands of inhumane fools—a tool 
for exploitation of the human mind.

June, 2021 Russell J. Andrews
Nanotechnology and Smart Systems

NASA Ames Research Center, 
Moffett Field, CA, USA

Foreword



xi

Foreword

I have read with great satisfaction the book Introduction to Robotics in Minimally 
Invasive Neurosurgery by the editors Dr. Mohammed Maan Al-Salihi, MD, R. Shane 
Tubbs, MD, Ali Ayyad, MD, Tetsuya Goto, MD, and Mohammad Maarouf, MD.

Although Robotics began to be applied to medicine several decades ago, we can 
say that this area of modern neurosurgery is like a child who is just taking his first 
steps and that probably, in a not too distant time, will amaze us with the applications 
that we will find for it and the usefulness it will have for modern medicine and neu-
rosurgery. The fantasy of humankind finally replaced by machines, by a “robot,” has 
ceased to frighten the scientist, gradually giving way to the concept of robotics 
complementing and perfecting his task. It is necessary to read this book so that we 
can keep in mind when in the future we will see minimally invasive neurosurgical 
techniques assisted by robotics. The main value of this fascinating work is not in the 
details or the learning of a surgical technique, but in the fact that the reader can 
visualize and explore the various paths in which this child, who is Robotic 
Neurosurgery, is already taking a leading role in major neurosurgical centers in the 
world. This book is helpful in understanding where we are going in neurosurgery 
and robotics.

The different chapters are practical; the most important concepts are clearly 
explained and quickly provide the reader with the necessary knowledge to imagine 
how much robotic technology can improve our surgical interventions in different 
areas such as spinal, vascular, endoscopic neurosurgery, among others.

I believe that just as the surgical microscope first and then computers and images 
gained a place in neurosurgery operating rooms, robotics will be another important 
tool in the near future that is here to stay.

I also want to emphasize that it caused me great satisfaction to receive and pref-
ace this work when I saw that its leading editor comes from one of the places on the 
planet that has suffered the most in many years, Iraq—a country that endured diffi-
culties and adversities of all kinds and yet it is capable of giving medical profession-
als like Dr. Mohammed Maan Al-Salihi, MD, and other authors, who wrote a book 
about medicine practically of the future. This is really exciting. I want to congratu-
late you for the work done on this book. Furthermore, I want to tell you that it has 
been an honor for me to write this foreword, and I also want to recommend your 
book mainly for young neurosurgeons who want to explore robotics applied to min-
imally invasive neurosurgery as a specialty to follow.
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Finally, I want to tell you that a country whose young doctors choose the path of 
science and innovation, ethics, merit, and knowledge is a country that undoubtedly 
has ahead not only great professionals but also a bright future.

� Roberto R. Herrera
Neurosurgical Department and Intraoperative MRI

Belgrano Adventist Clinic, 
Buenos Aires, Argentina

Foreword
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Foreword

Robotics will definitely bring us a new horizon of Neurosurgery.
What do we expect Robotics and AI to bring us? The utmost goals for such sys-

tems are the ability to treat challenging lesions safely and securely, especially 
ACCURACY and DEXTERITY beyond human skills and knowledge. At the same 
time, safety, accuracy, durability, versatility, and cost-benefits are the realistic 
requirements for the system to be efficiently developed and distributed.

For that purpose, various imaging techniques, computer technology, and robotic 
systems have been developed. The book Introduction to Robotics in Minimally Invasive 
Neurosurgery by Dr. Al-Salihi MM, et al. nicely summarizes the current technology 
and future goals of robotic surgery in the field of neurosurgery. AI which I prefer to 
read “Augmented Intelligence” rather than “Artificial Intelligence” is also an essential 
part of our future operative theater. Advanced virtual reality, augmented intelligence, 
and robotics will be assisting us greatly, not replacing us in the OR in the 2030s.

The Alchemi could not yield GOLD, but it brought us vast knowledge in Chemistry.
Robotic technology does not only advance our skills but also provides clues on how to 

digitalize surgical procedures and understand the science behind the surgical techniques.
To guide appropriate developments and applications of such technology, we 

should be involved in the essential processes of the development. We should never 
be driven by market-oriented forces, or use robotics just for the interests. We need 
to know the limits and yet use the benefits of such technology. Otherwise, robotic 
surgery will follow the route and history of Alchemi.

Hope this book will guide you.
KNOW the ROBOTICS’ BENEFITS and LIMITS.

� Akio Morita
Dean, Graduate School of Medicine  

and Professor and Chairman
Department of Neurological Surgery, Nippon Medical School

Tokyo, Japan

President, Japanese Society for Skull Base Surgery
Osaka, Japan

Secretary, World Federation of Neurological Societies
Nyon, Switzerland
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Foreword

“The glory of medicine is that it is constantly moving forward, that there is 
always more to learn.” This quote, stated by a pioneer of the twentieth century, 
Dr. William J. Mayo, not only denotes passion and dedication for our field, but 
also envisions and inspires us towards innovation and the search for greatness. 
Introduction to Robotics in Minimally Invasive Neurosurgery is the first edition 
of an excellent book that explores and presents an overview of technological 
advances poised to help the medical practice. Dr. Mohammed Maan Al-Salihi 
gathered a group of experts in the surgical, neurological, and engineering fields 
to guide us through this aspect of neurosurgery, which includes, but is not lim-
ited to, surgical procedures, augmented reality, supporting systems, and artifi-
cial intelligence. This text expands our understanding of current and future 
robotic technologies used in the surgical treatment of central nervous system 
diseases and encourages neurosurgeons to embrace innovative tools that push 
the boundaries of traditional practice.

The authors describe present and upcoming applications of robots in neuro-
surgery. The book concisely covers the broad topics involved with diagnostic 
and surgical protocols, guided procedures, image processing, robotic assistance, 
geometrical accuracy, and automation. The unique interaction between robotics 
and minimally invasive procedures in neurosurgery is detailed while exploring 
specific nuances and challenges of stereotactic, endovascular, endoscopic, and 
spinal techniques. From assisted aneurysm coiling, stent deployment, and brain 
biopsy, to precise pedicle screw placement, the role of robotics in surgery is 
well outlined.

We live in an unparalleled time when science and technology interact and move us 
forward. The editors have taken the challenge of organizing this topic in a meaningful 
approach, which will provide the neurosurgeon with a trustworthy source of information. 
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This book will be important for our field, and it will help us attain the “two objects of 
medical education: to heal the sick and to advance the science” (Charles H. Mayo).

� Fidel Valero-Moreno
Neurologic Surgery

Mayo Clinic Florida, 
Jacksonville, FL, USA

Alfredo Quiñones-Hinojosa
William J. and Charles H. Mayo,  

Neurologic Surgery
Mayo Clinic Florida

Jacksonville, FL, USA

Foreword
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Foreword

The word “robot” conjures up a variety of images, from human-like machines that 
exist to serve their creators to the Rover Sojourner, which explored the Martian 
landscape as part of the Mars Pathfinder mission. Some people may alternatively 
perceive robots as dangerous technological ventures that will someday lead to the 
demise of the human race, either by outsmarting us and taking over the world or by 
turning us into completely technology-dependent beings who passively sit by and 
program robots to do all of our work.

So, what exactly is a robot? Several definitions exist, the Robot Institute of 
America defined it in 1979 as “a reprogrammable, multifunctional manipulator 
designed to move material, parts, tools, or specialized devices through various pro-
grammed motions for the performance of a variety of task.” While in Webster’s 
Dictionary it is defined as “an automatic device that performs functions normally 
ascribed to humans or a machine in the form of a human.”

The idea of an industrial robot was born from American engineer George Charles 
Devol Jr. in 1954. He later on met Joseph Frederick Engelberger, an entrepreneur 
and the man who would come to be known as “the father of robotics” and convinced 
him of the potential of his idea. In 1961, they founded Unimation Inc. In the follow-
ing year, they succeeded in the trial production of the world’s first industrial robot, 
the Unimate. General Motors Company showed interest in the Unimate, and with 
the deployment of the robot in the GM’s die-casting factory, the world’s first indus-
trial robot was brought to life and the practical use of industrial robots commenced 
in 1962. Since then, industrial robots have transformed not only the manufacturing 
industry but many more parts of industry and even our daily life.

Academia also made much progress in the creation of new robots. In 1958 at the 
Stanford Research Institute, a research team developed a robot called “Shakey.” 
Shakey was far more advanced than the original Unimate, which was designed for 
specialized, industrial applications. Shakey could wheel around the room, observe 
the scene with his television “eyes,” move across unfamiliar surroundings, and to a 
certain degree, respond to his environment. He was given his name because of his 
wobbly and clattering movements.

But it took nearly three decades before robotic technology entered the surgical 
industry, beginning with applications to improve accuracy and precision in neuro-
surgery during stereotactic brain biopsies and in the field of orthopedics for joint 
alignment. The first documented use of a robot-assisted surgical procedure occurred 
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in 1985 when the PUMA 560 robotic surgical arm was used in a neurosurgical 
biopsy! The first laparoscopic procedure involving a robotic system, a cholecystec-
tomy, was performed in 1987. The following year the same PUMA system was used 
to perform a robotic transurethral resection. In 1990 the AESOP system produced 
by Computer Motion became the first system approved by the Food and Drug 
Administration (FDA) for its endoscopic surgical procedure. In that period there 
were great expectations for robotic neurosurgery because it would allow for greater 
precision when used in minimally invasive surgeries. But the progress was first 
outside the neurosurgical field. In 2000, the da Vinci Surgery System broke new 
ground by becoming the first robotic surgery system approved by the FDA for gen-
eral laparoscopic surgery. This was the first time the FDA approved an all-
encompassing system of surgical instruments, scopes, and camera utensils. Since 
then, robotic assistance emerged as a tool to overcome problematic ergonomics 
limiting dexterity and the pitfalls of bidimensional imaging associated with tradi-
tional endoscopic approaches, with roles quickly expanding to urologic, gastroin-
testinal, cardiac, maxillofacial, ophthalmologic, and gynecologic procedures.

Although neurosurgical history is intricately linked to the predecessors of today’s 
robot platforms, neurosurgery has not seen as broad an adoption of robotic tech-
niques as it was expected in the 1990s, despite the rich history of technical neuro-
surgical innovation, e.g., in stereotaxy, in functional neurosurgery and 
neuronavigation. And also, despite the fact that many aspects of neurosurgery lend 
themselves perfectly to the need and implementation of robotics. I think that the 
reason why robotic neurosurgery has been slow in its development has not been for 
lack of creativity or desire, but rather because of the inherent complexity of micro-
neurosurgical operations, even more so of minimally invasive and endoscopic pro-
cedures. It will be impossible to have just one robot that has all the competencies to 
fulfill such specific needs as, e.g., endoscopic removal of a ventricular tumor or 
placing pedicle screws in multilevel spinal fusion.

With this Introduction to Robotics in Minimally Invasive Neurosurgery, the edi-
torial team of Mohammed Maan Al-Salihi succeeded in a comprehensive academic 
compilation of the current status of robotic surgery in many aspects of contempo-
rary neurosurgery. Chapters in the book are primarily written by experts in their 
respective fields, with excellent overviews of the use of robotics in vascular neuro-
surgery, stereotactic neurosurgery, and, most extensively, in neuroendoscopy. But it 
also includes areas like artificial intelligence, internet of things, use of robots in 
training of neurosurgeons and even nanorobotics. For everyone who is interested in 
this field and wants to know where the field stands right now, this is a “must-read.”

� J. André Grotenhuis, 
Radboud University Nijmegen Medical Center

Nijmegen, The Netherlands

Foreword
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Preface

Surgery is a very old art that has evolved since prehistoric times. Although certainly 
practiced earlier, the first documented surgical text is the Edwin Smith papyrus 
which was written sometimes after 1700  BC (Goodrich 2004). Surgery and its 
nuances are discussed along with case examples including injuries to the cranium 
and spine. The modern operating room would be bewildering to the surgeon of cen-
turies past. Today, technology is used almost reflexively in the modern operating 
theater. Recent advances that are used by the modern surgeon include various com-
puterized technologies such as intraoperative virtual reality and image guidance 
modalities. Neurosurgeons have also embraced these latest advances. These include 
the above noted entities and various electronic monitoring systems, improved appli-
cations of the surgical microscope such as imaging overlay and ability to see injected 
fluorescent dyes in order to better identify pathological tissues. Hands-free vision 
enhancing devices that offer an alternative to the surgical microscope are also now 
available.

Probably the most technologically advanced device being used in modern neuro-
surgery and the focus of the present textbook is robotics. Although such devices 
have been used in other surgical specialties for a longer period of time, e.g., urology 
and general surgery, both cranial and spine robotic devices are not emerging and 
becoming commonly used in neurosurgery. Such devices assist the surgeon in more 
accurately identifying intracranial lesions, e.g., robotic assisted radiosurgery and 
placing, for example, pedicle screws. Such applications in the field of neurosurgery 
have resulted in an explosion of publications regarding this topic over the last sev-
eral years (McKenzie et al. 2021; Philip et al. 2021).

Herein, the authors have contributed their expertise on the use of robotic technol-
ogy in neurosurgery. These chapters cover many topics including the use of robotics 
in endovascular and cerebrovascular surgery, robotics in neuroendoscopy, and sur-
geon supporting robotics. A chapter devoted to the future of robotics rounds out the 
offering and reminds us that as technology advances in this realm, greater accep-
tance and use will most definitely occur. Taken together, this collection of knowl-
edge on this modern topic is timely and will certainly be of interest to neurosurgeons 
and those interested in robotics in general. As this field is in its infancy, the future is 
bright for improved accuracy and ease of use as well as additional applications of 
the technology.
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The editors thank each of the contributing authors and hope that this book will 
spark greater interest in the field of robotics in neurosurgery. We believe that as the 
surgical microscope exponentially advanced the field of neurosurgery, robotics will, 
in short order, do the same.

Baghdad, Iraq� Mohammed Maan Al-Salihi  
New Orleans, LA, USA� R. Shane Tubbs  
Doha, Qatar� Ali Ayyad  
Kawasaki, Japan � Tetsuya Goto  
Bonn, Germany� Mohammad Maarouf   
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Introduction and History of Robotics 
in Neurosurgery

Anton Fomenko, Fatima Ezzahraa El Idrissi, Narjiss Aji, 
Oumaima Outani, Kenza Benkirane, Hajar Moujtahid, 
Mohammed Maan Al-Salihi, and Demitre Serletis

1  �Introduction

In the current era of the fourth industrial revolution, there is an increasing demand 
for digitization and automation, with corresponding changes arising in the health-
care landscape. Surgery, which calls for extreme precision and exactness, has par-
ticularly benefited from this transition, and robotic surgical techniques are now 
continually reshaping this field and redefining the ways in which surgeons treat their 
patients. The first surgical specialty to adopt robotic surgery was neurosurgery; in 
1985, a stereotactic biopsy of a deep intracerebral lesion was performed with the 
guidance of a modified industrial robot, the Programmable Universal Machine for 
Assembly (PUMA) 200 robotic arm by Unimation [1, 2]. Since this introduction, 
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robotic technology has proved useful and has made its way successfully into the 
neurosurgical arena.

The field of neurosurgery is well suited to the implementation of robotic surgical 
techniques. The complex three-dimensional anatomy of the brain includes innumer-
able interconnected networks with over- and under-lying blood vessel arrays, all of 
which can be mapped on to a computerized coordinate reference system. The solid 
density of the skull encasing these delicate cerebral structures, when rigidly fixed in 
position, serves as a useful stationary reference point for registration and planning 
[3]. Moreover, the highly technical nature of neurosurgical procedures, including 
microsurgical approaches and the prolonged duration of cases, means that surgeons 
are susceptible to fatigue and undesirable tremors during lengthy procedures [4, 5]. 
It was therefore natural that robotic technology would eventually become estab-
lished as an adjunct in neurosurgery.

Several different classification schemata are used in medical robotics, based on 
either the type of interaction between the robot and the surgeon, the technology of 
the robot itself, or its kinematic specifications. The following are three major cate-
gories, stratified by type of interaction with the surgeon [6, 7]:

	1.	 Supervisory Control systems: Widely used in stereotactic and spine surgery, 
these devices move to a calculated position and reproduce a set of pre-
programmed movements. Co-registration with CT and MR brain imaging allows 
an algorithm planned off-line by the surgeon to be executed autonomously by 
the robot [2]. The surgeon typically completes the remainder of the procedure 
without robotic assistance.

	2.	 Dependent or Master–Slave systems: These are used in tele-neurosurgery or set-
tings where the robot is located in challenging environments, and allow the neu-
rosurgeon to maintain full control of the robot’s movements in real time [8]. The 
surgeon receives a live view of the surgical scene via a monitor or eyepieces and 
manipulates linkage mechanisms online from a control station, which transmits 
commands to robotic manipulators in the remotely-situated operative suite.

	3.	 Shared-Control systems: These are mixtures of active and passive systems where 
the surgeon directly interacts with the operative field rather than from a remote 
console. The clinician’s movements are kinematically enhanced or filtered via 
the shared-control robot to achieve superior precision or haptic control [9].

In this chapter, we present an overview of the history and evolution of robotics in 
neurosurgery and its current landscape, with a focus on applications in stereotactic 
surgery and microneurosurgery.

2  �The Evolution of Robotics in Stereotactic Surgery

The word “stereotaxy” is a combination of the Greek words stereos, meaning 
three-dimensional, and taxis, meaning arrangement [10]. Neurosurgery, as with 
other surgical disciplines, requires precision of any given intervention and mini-
mization of harm to the patient. In general, stereotactic neurosurgical procedures 
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involve several steps including application of a referential frame-based or frame-
less system, registration to patient-specific fiducials, and trajectory planning. In 
addition to the prolonged standing position in the operating theater, the manual 
setting, numerical input, calibration, and verification of coordinates can all con-
tribute to human error and potential harm to the patient [5, 11]. To tackle those 
challenges, robotic assistance has been integrated naturally into the neurosurgical 
realm to improve efficiency of movement, target accuracy, and the overall safety 
profile of these procedures, among other important advantages [4, 12]. Robotic 
technologies are now integrated into several fields of neurosurgery including 
functional neurosurgery, pediatric neurosurgery, radiosurgery, endoscopic skull-
base surgery, spine surgery, and epilepsy surgery [7, 13, 14]. A multitude of pro-
cedures now rely on such technologies including deep brain tumor biopsies, 
ventricular cannulation (including endoscopic third ventriculostomy), pedicle 
screw placement in spinal fixation, laser ablation procedures, deep intraparenchy-
mal/intraventricular hemorrhage evacuation, deep brain stimulation (DBS), and 
stereoelectroencephalography (SEEG) electrode placement [6, 12].

Historically, localization of a given lesion in the cranium posed a particularly 
significant challenge. Despite early anthropological and phrenological conceptions, 
basic mathematical tools were combined with simple machines to generate the first 
attempts at craniocerebral topography [3]. During the 1860s, Pierre Paul Broca 
developed a range of special-purpose calipers such as the mandibular goniometer, 
along with the craniograph and stereograph, to locate essential skull landmarks such 
as the external occipital protuberance and the glabellum [3]. In 1903, Emil Theodor 
Kocher, a Swiss physician, developed a refined craniometer that could be applied to 
heads of various sizes and across any age group to locate intracranial structures such 
as the Sylvian fissure. This was later used by Harvey Cushing to locate craniocere-
bral targets [12]. In 1918, the first practical stereotactic frame based on Cartesian 
coordinates was developed by the mathematician Robert Henry Clarke and the neu-
rosurgeon Sir Victor Alexander Hayden Horsley. It was later adapted for human use 
by the Canadian neuroanatomist Aubrey Mussen [15]. Although ahead of its time, 
Mussen’s human stereotaxic prototype remained relatively unnoticed. It was not 
until important modifications to the Horsley-Clarke apparatus were made several 
decades later, by Henry T. Wycis and Ernest A. Spiegel, that frame-based human 
stereotactic surgery was formally established in 1947. This ultimately paved the 
way for the rapid emergence of stereotactic and functional techniques within the 
field of neurosurgery.

Over the ensuing decades, the emergence of innovative frameless systems and 
detailed neuroimaging modalities provided neurosurgeons with further possibili-
ties. For example, the implementation of adherent radiolucent fiducials to the skin, 
or laser registration, has reduced the need for skull-mounted frames and rigid cra-
nial fixation, improving flexibility and patient comfort. In parallel, the development 
of computed tomography (CT), followed by magnetic resonance imaging (MRI), 
has been essential for the stereotactic planning of modern-day non-invasive proce-
dures, such as Gamma Knife radiosurgery and high-intensity focused ultrasound, by 
facilitating the precise targeting of specific brain regions [12].
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Specifically focusing on robotic technology, the first robot in stereotactic surgery 
was the Unimation PUMA 200, used in 1985 to perform a CT-guided brain biopsy, 
which yielded diagnostic tissue on its first attempt. After proper calibration of the 
robot, an end-target accuracy of 1.0 mm (with 0.05–0.1 mm repeatability) and a 
shortened operative time (compared to unassisted frame-based biopsy) were dem-
onstrated [12, 16]. Nevertheless, the lack of medical safety features and inability to 
compensate for intraoperative brain shift led to the PUMA 200 being discontinued 
from operative use following its pioneering demonstration [6].

After modern frameless registration with CT imaging was first demonstrated in 
1986, robots especially suited for the neurosurgical suite were quickly developed 
[17]. These revolutionary systems included the Minerva (University of Lausanne, 
Lausanne, Switzerland); the Zeiss MKM surgical microscope (Carl Zeiss AG, 
Oberkochen, Germany); the NeuroMaster (Robotic Institute of Beihang University, 
Beijing, China); and the PathFinder Robot (Prosurgics, Wycombe, UK) [12]. 
Despite their limited clinical use, these systems spearheaded several important 
developments such as intraoperative imaging to correct for brain shift, redundant 
robotic kinematics, and no-go zones to minimize patient injury in the event of a 
malfunction.

Building on these developments, the neuromate (Renishaw) robot was the first 
to receive Food and Drug Administration (FDA) approval in 1997 and became 
the first device to offer both frame-based and frameless stereotactic registration. 
Early validation studies showed the accuracy of this system to be comparable to 
conventional manual frame-based and frameless techniques, while reducing 
operative time in multiple trajectory calculations [12, 18]. Still in active clinical 
use today, the neuromate has diversified robotic neurosurgery and has completed 
thousands of SEEG and DBS electrode placements, along with other neurosurgi-
cal procedures [12].

In contrast to the conventional robotic arm, the SurgiScope (ISIS SAS) is a 
ceiling-mounted surgical microscope with robotic capabilities developed in France 
during the late 1990s [19]. The SurgiScope was the first robotized platform to offer 
frameless, fiducial-based targeting with pre-operative MRI registration. Many 
SurgiScope (ISIS SAS) units have been installed worldwide, and the system is pop-
ular because of its modular nature and dual use as a microscope with trajectory 
overlay features.

First introduced by MedTech in 2012, the widely used and now modernized 
Robotic Stereotactic Assistant (ROSA, Zimmer Biomet) offers two separate plat-
forms: the ROSA ONE Brain and Spine, each of which features built-in stereotactic 
trajectory assistance. The ROSA Brain has been installed in over 140 hospitals 
worldwide and utilized in diverse applications including laser ablation of epilepto-
genic foci, SEEG electrode insertion, shunt placement, cyst aspiration, and endo-
scopic procedures [12, 20, 21]. The ROSA Spine platform features capabilities such 
as trajectory assistance with cervical, thoracic, and lumbar transpedicular and ver-
tebral body percutaneous screw placements.

More recently, the miniaturization of motors and electronics systems has allowed 
more compact, skull-mounted surgical robots to be developed such as the iSYS1 
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(Medizintechnik GmbH) and the Renaissance (Mazor Robotics) [12]. These robots 
are establishing themselves as cost-effective and efficient platforms that enable 
SEEG to be placed safely and accurately, although they require manual reposition-
ing for contralateral-sided procedures. Furthermore, robotic surgical assistance is 
gaining traction in procedures benefiting from stereotactic trajectories that are cus-
tomized to individual patient anatomy, such as endoscopic third ventriculostomies 
and endoscopic pituitary surgery. Platforms such as ROSA enable the surgeon to 
plan a patient-specific trajectory and simultaneously assist with tremor-free instru-
ment stability and intraoperative trajectory corrections when required [13, 22].

Pediatric neurosurgery has its own distinctive operative challenges owing to the 
smaller targets and more fragile brains of infants and young children. The experi-
ence of using robotic technology in this patient population was well captured by De 
Benedictis et al. (2017), who assessed 116 children undergoing a series of 128 sur-
gical procedures at the Bambino Gesù Children’s Hospital (Rome, Italy) [23]. The 
authors reported the specific utility of the ROSA device in this young cohort, span-
ning several types of neurosurgical procedures including stereotactic biopsy, neuro-
endoscopy, DBS, SEEG electrode placement, and intracystic catheter placement. 
Only 3.9% of patients had transient postoperative deficits and none sustained any 
permanent deficit. This high success rate revealed the safety profile of robotic assis-
tance in pediatric neurosurgical patients and demonstrated progressive reduction in 
operative time with increased system use. Additional prospective studies capturing 
larger numbers of patients and comparing end-target accuracy and other metrics, 
including quality of life and implant revision rates, are necessary to confirm these 
results [23].

A stroke-related procedure within neurosurgery, focusing on intracerebral hem-
orrhage (ICH) evacuation, has also benefited from robotic stereotactic innovation. 
Historically, these procedures would conventionally require a craniotomy to access 
a suitable cortical entry point for removal of a deep-seated hematoma. This invasive 
procedure has undergone innovations in recent times, facilitated by stereotactic-
guided aspiration through a single burrhole. A recent systematic review compared 
the outcomes of three neuronavigation systems in minimally invasive ICH evacua-
tion: Medtronic AxiEM, Stryker iNtellect, and BrainLab VectorVision [24]. The 
first of these systems is based on patient registration using electromagnetic stereo-
taxy, while the latter two are based on optical stereotaxy. Despite their technological 
differences and the inherent variations in registration, surgical planning, operative 
setup, and intraoperative use, all three systems were found to yield equivalent results 
and excellent accuracy for the procedure. The distinct advantages of pinless electro-
magnetic registration (AxiEM and iNtellect) include its versatility in cases where 
rigid skull fixation is contraindicated. In this way, the continuous progress of robot-
ics in stereotactic surgery offers enhanced precision and a more conservative, less 
invasive approach for hemorrhagic stroke management [24].

In summary, over the past three decades, robotics have offered a significant tech-
nological contribution to the ever-evolving field of stereotactic neurosurgery, show-
ing promising and safe results and addressing inherent challenges within complex 
neurosurgical procedures. Most notably, they have revolutionized the concepts of 
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precision and accuracy, reproducibility, indefatigability, and endurance, all chal-
lenges faced by the modern-day neurosurgeon.

3  �Robotics in Microsurgery

Microneurosurgery has evolved to include the neurosurgical microscope; miniatur-
ized surgical instruments; and the delicate, minimally invasive and non-traumatic 
maneuvering required to access lesions of the nervous system. Theodore Kurze 
(1957) was the first neurosurgeon to use the microscope in the operating theater, for 
removing a neurilemoma of the seventh nerve in a five-year-old patient [25]. Among 
several subsequent pioneering neurosurgeons at that time, Professor Gazi Yaşargil is 
widely acknowledged as the most influential neurosurgeon to advance the field of 
microneurosurgery during the 1960s, developing techniques, microsurgical tools 
and approaches that have revolutionized the field ever since [26].

Fast-forwarding to the era of modern-day robotic technologies, a number of 
microsurgical robots have since been introduced into the operating theater. The 
Robot-Assisted Microsurgery System, or RAMS (NASA, Pasadena, CA), was one 
of the earliest examples. It comprised a 6-DOF (degrees of freedom) master–slave 
telemanipulator with programmable controls. In a feasibility study, ten rats under-
went carotid arteriotomies in 1 mm diameter arteries that were later closed using 
either RAMS or the conventional manual technique [27]. The anastomoses were 
efficiently performed using RAMS, although the surgeons occasionally required 
external assistance while holding a needle or placing a suture with the robot. The 
accuracy, technical degree, and ratio error of RAMS and those of conventional tech-
niques were similar. However, RAMS doubled the procedure duration [28, 29].

NeuRobot (Shinshu University School of Medicine, Matsumoto, Japan) was a 
telecontrolled micromanipulator system made of four main parts: a slave manipula-
tor, a manipulator-supporting device, a master manipulator, and a three-dimensional 
display monitor [30]. A three-dimensional endoscope and three sets of microma-
nipulators, each with 3-DOF (rotation, neck swinging, and forward/backward 
motion), were connected to the slave manipulator. According to one report, 
NeuRobot was used clinically by neurosurgeons for the partial resection of brain 
tumors. However, the micromanipulators were limited to a restricted workspace of 
10 cubic millimeters, resulting in limited maneuverability and frequent reposition-
ing of the device for larger lesions [28, 29].

The Steady Hand System (Johns Hopkins University, Baltimore, Maryland) is 
another surgical robotic system developed for enhanced tool manipulation, and is 
one of the few shared-control surgical robotic systems to have been developed [9]. 
This device permitted the operator’s hand movements to be refined with tremor-
filtering functionality, resulting in smoother, dexterity-enhanced motion control of 
the instrument. Despite the novelty of this machine, the system could not be imple-
mented into more complex interventions (such as anastomoses) owing to a lack of a 
dimensional scaling function. Despite its apparent benefits, implementation of this 
system was restricted to retinal microsurgery [6, 28, 29].
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The da Vinci telesurgical system (Intuitive Surgical, Sunnyvale, California) is 
perhaps the most widely-adopted robotics system in medicine, yet its application in 
neurosurgery has been limited [31]. It comprises a master-slave system involving a 
stand-alone robotic tower and a master console. A binocular lens and camera system 
transmits magnified three-dimensional images of the surgical field to the surgeon’s 
control panel, while two or three robotic instrument arms with 6-DOF allow for 
increased surgical dexterity [32]. A significant advantage of the da Vinci surgical 
system is the illusion of operating directly on the patient thanks to the anthropomor-
phic master console with integrated high-resolution twin eyepiece. The da Vinci 
robot has been used in several surgical fields, notably urology, but some groups have 
indicated its possible convenience in spinal surgery. To date, it has been used in 
resection of thoracolumbar neurofibromas, resection of paraspinal schwannomas, 
and anterior lumbar interbody fusions [33–35]. Because the system incorporates 
multiple robotic arms instead of a single shaft structure, there is a potential for arm 
collisions in confined working spaces or volumes. Thus, in narrow neurosurgical 
operative corridors, these limitations could diminish surgical workflow and there-
fore pose particular safety issues, limiting the use of the system in microneurosurgi-
cal procedures [14, 29].

A revolutionary neurosurgical system that began development in 2001 was the 
NeuroArm (University of Calgary, Alberta, Canada) [8]. Originally developed to be 
compatible within an open-bore MRI, it allows for real-time imaging of the surgical 
field during the procedure. The NeuroArm is a master–slave robot equipped with 
two robotic arms that can manipulate both conventional and specially-designed 
microsurgical instruments. The master control station features sensory immersion 
such as visual, auditory, and haptic feedback to the operator from a remote operative 
field. The manipulator’s arms each have 8-DOF and two force sensors at their 
extremities. The system also includes end effectors that move in tandem with the 
operator’s hand and can manipulate microsurgical instruments dexterously. It has 
since been successfully integrated into numerous clinical neurosurgical procedures 
in a graded fashion, highlighting the important contributions of robotic technology 
to precision and accuracy in the operating theater [8, 36]. The most recent innova-
tion to the NeuroArm has been neuroArmPLUSHD, which is a superior neurosur-
gery-specific haptic device with (7  +  2)-DOF and a serial linkage feature that 
increases system perceptiveness and is capable of simulating the human hand. A 
study comparing neuroArmPLUSHD to other haptic devices such as Premium 
(6-DOF, serial linkage design) and Sigma 7 ((6 + 1)-DOF, parallel linkage design) 
showed that neuroArmPLUSHD presented a higher level of performance for angular 
manipulation, procedure completion duration, force applied, number of clutches 
and distance covered [29, 37, 38].

In summary, modern-day advances in surgical robotic technology for microsur-
gery continue to unfold in an interdisciplinary fashion, relying on increased contri-
butions from engineering, physics, and mathematics. Current systems such as the 
neuroArmPLUSHD continue to push the frontiers of what robotic systems can offer 
to microneurosurgery. In particular, the positive effects on remote surgery, surgical 
precision, and accuracy, and tremor-free micro-manipulations, are paving the way 

Introduction and History of Robotics in Neurosurgery



8

toward increasingly safer approaches. Nevertheless, newly-emerging robotic sys-
tems in microsurgery must continue to address the critical constraints of safety, 
cost-effectiveness, learning curves in adoption, and space constraints in the operat-
ing theater [12, 39], among other limitations in the clinical environment.

4  �Conclusions

Innovative technologies have brought a plethora of opportunities to the neurosurgi-
cal arena. Specifically, robotic neurosurgery can complement human shortcomings 
in neurosurgical procedures by diminishing tremors, improving safe surgical access 
to deep targets, automating serial operative steps, and refining geometric exactness. 
The contributions of robotic technology to stereotactic neurosurgical and microsur-
gical procedures continue to unfold and this technology is currently driving a para-
digm shift in education and simulation for an entire generation of surgeons. These 
tools are providing neurosurgeons with greater versatility in exploring and perform-
ing more complicated procedures. When combined with future advances in telero-
botic surgery and virtual/augmented reality systems, robotic technologies could 
revolutionize access to care for neurosurgical patients in underdeveloped regions 
with limited access to resources. There is therefore a clinical need for further refine-
ment of future robotic systems, given the fragility of brain structures and the techni-
cal errors potentially inherent in the autonomous functionality of these machines, in 
a delicate environment where the neurosurgeon has small-to-zero margin of error. 
More research is required to develop these robotic technologies while concomi-
tantly considering their safety profiles and cost-utilization in the operating theater.
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1  �Introduction

Over the past several decades, vascular intervention has experienced a shift toward 
minimally invasive approaches, which allow for faster and safer treatments than 
traditional open techniques. Novel endovascular treatment modalities including 
coiling, embolization, stenting, and more recently thrombectomy have become the 
standard of care for most vascular pathologies [1]. These techniques have resulted 
in improved clinical outcomes, with lower rates of morbidity and mortality than 
classical open vascular reconstruction [2, 3].

As our treatment doctrines have advanced, the role of robotics has concurrently 
burgeoned in many surgical sub-specialties. Surgical robots have several inherent 
advantages over human dexterity including fatigue and tremor resistance, greater 
ranges of axial movement, and the ability to perform fine millimetric movements, 
which allows for their use in confined body cavities. For example, the da Vinci, one 
of many commercially available robotic devices, has become ubiquitous in urologi-
cal surgery because it offers arguably superior outcomes to traditional open meth-
ods. The robot facilitates highly precise movements through small incisions, 
ultimately resulting in improved clinical results, decreased scar tissue, less pain, 
less bleeding, and an overall shorter recovery period for the patient.

Robotic assistance also benefits the surgeon, relieving the physical demands of 
surgery by reducing fatigue, enabling it to be executed remotely, and imparting a 
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steadiness that the most trained hand cannot provide. The enhancements that robotic 
technology has afforded to an array of surgical procedures have had major effects 
on disease intervention, not least in neurosurgery.

The litany of robotic devices approved by the US FDA for use in neurological 
surgery includes the ROSA robot (Zimmer Biomet, Warsaw, Indiana) for spine sur-
gery and epilepsy monitoring, the Modus V robotically operate exoscope (Synaptive 
Medical, Toronto, Canada) for subcortical surgery, and the Renaissance Surgical 
Guidance Robot (Mazor Robotics, Caesarea, Israel) [4–6].

While interest in the use of robots to improve neurosurgical procedures contin-
ues to increase, descriptive reporting and data regarding the role of robotics in cere-
brovascular and endovascular neurosurgery remain limited. As clinical technologies 
in this field are growing rapidly with the development of intrasaccular devices and 
flow diverting stents for aneurysm treatment, there is a great potential for incorpo-
rating robotic technology [7]. In this chapter, we provide a broad review of the cur-
rent status of robotics in cerebrovascular and endovascular neurosurgery and discuss 
future directions of this expanding field.

2  �Classification of Medical Robots

Two main classification systems, technical and interaction, are commonly used 
in the literature to describe medical robotic technology. From a technical per-
spective, medical robots come under one of two headings: passive or active effec-
tive modules. In passive effector robotics, the surgeon provides the main action 
in the intervention; the robot’s purpose is to hold fixtures at pre-designated loca-
tions to help achieve operative precision and improve the acquisition of a pre-
defined surgical target. In contrast, active effector robotics represents a more 
nuanced, pivotal, and forward role for the robot in surgical intervention by com-
pleting more complex movements. While such robots have greater autonomy, the 
surgeon still oversees the entirety of the procedure and can intervene when indi-
cated [7, 8].

Medical robots can be further classified by surgeon–machine interaction: super-
visory controlled, teleoperate, and shared control systems. Supervisory controlled 
robots are programmable machines that follow specific movements pre-selected 
offline by the surgeon. Once the pre-planned movements are arranged, the robot 
completes these motions autonomously while under surveillance [9]. Teleoperated 
robots, also known as “master–slave” systems, incorporate a surgical module under 
direct control by a surgeon. The surgeon gives real time input to a command con-
sole, often through a force feedback joystick (master), and the surgical manipulator 
(slave) executes the actions faithfully. The increasingly popular da Vinci Surgical 
System (Intuitive Surgical, Sunnyvale, California, USA) is the quintessential exam-
ple of a teleoperated system [10]. Finally, in a shared control system, the surgeon 
shares control of the surgical instrument with the robot. The surgeon and robot 
behave synergistically, the surgeon remaining fully in control while the robot pro-
vides “steady hand” manipulation in real time [11].

A. M. Jamshidi et al.
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3  �Development of Cerebrovascular and Neuroendovascular 
Robotic Technology

The development of robotics for use in cerebrovascular and endovascular neurosur-
gery is still in its infancy. While some technologies have undergone more robust 
testing than others, several of these modalities are still in experimental stages and do 
not represent the current standard of care. However, the advanced technologies 
herein discussed represent promising opportunities for growth and clinical imple-
mentation [7].

3.1  �Cerebral Angiography

Robotic technology has been expanded and used by several groups to perform diag-
nostic cerebral angiography. In 2011, Murayama et  al. were among the earliest 
adopters of robotic-assisted angiography, using a multiaxis robotic C arm and a 
surgical OR table that allowed flexibility in the working position because of its 
eight-axis design. The system provides three-dimensional angiographic images, 
creating precise visualization of, and catheter guidance through, tortuous vascula-
ture. The flexible C arm also allows for rapid conversion of endovascular procedures 
to open surgery without repositioning of the patient. Five hundred and one neuro-
surgical procedures were successfully conducted with the robotic DSA, including 
many endovascular cases such as intraoperative angiography and coil emboliza-
tion [12].

Similarly, Lu et al. described a mechanically propelled master–slave system inte-
grated with a three-dimensional image navigation system controlled remotely by 
the surgeon [13]. Cerebral angiography was successfully completed in 15 patients 
without complications. The authors demonstrated that remote-controlled catheter 
guidance is feasible in cerebrovascular cases and reduces radiation exposure to sur-
geon and staff alike.

Thereafter, Sajja et  al. published their results on ten patients who underwent 
neuroendovascular procedures using the CorPath GRX robotic assisted platform 
(Corindus Inc., Waltham, USA), the next-generation system after CorPath 200 
(Corindus Inc., Waltham, USA) that was initially designed for interventional cardi-
ology procedures. Seven patients underwent elective diagnostic cerebral angiogra-
phy, and three underwent carotid artery angioplasty and stenting with the robotic 
platform. No complications were encountered. However, there was conversion to 
manual control in three diagnostic cases because of a bovine arch that was not previ-
ously known [14]. The CorPath GRX robotic-assisted platform used in this study 
(Fig. 1) consists of a remote physician unit (Fig. 2) and a bedside unit. The bedside 
unit comprises an articulated arm, a robotic drive, and a single-use disposable cas-
sette (Fig. 3). The cassette translates real-time commands from the remote physi-
cian unit to manipulate the devices. The system allows the guidewire, balloon, or 
stent catheter to be manipulated with one hand and permits an automatic contrast 
media injector to be operated with the other [14].

Robotics in Cerebrovascular and Endovascular Neurosurgery
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The study demonstrated that guidance of the catheter from a remote site is fea-
sible in cerebrovascular cases and could be used in the near future for acute stroke 
interventions in remote geographical areas.

3.2  �Mechanical Carotid Stent Insertion Systems

While robotic assistance for endovascular procedures in the coronary and periph-
eral vascular arterial system is a rapidly growing field, there remains a dearth of 
experience and data about its use in the cerebrovascular bed, including the carotid 
artery. Nogueira et al. described the first case series of four patients who success-
fully underwent robotically-assisted carotid angioplasty and stenting for treating 
severe symptomatic carotid stenosis. The authors noted that technical success 
was achieved in all patients, resulting in resolution of the stenosis with no com-
plications [1].

3.3  �Mechanical Coil Insertion Systems

Aside from diagnostic cerebral angiography and carotid stent placement, robotic 
technology use in neuroendovascular treatment has been limited. However, Pereira 
et al. recently published the first robotic-assisted therapeutic intervention in a human 
in which a stent-assisted coiling procedure was used to treat a large basilar aneu-
rysm. All intracranial steps, including stent placement and coil insertion, were per-
formed with assistance from the CorPath Robotic System. At two-week follow-up, 
a MRI/MR Angiogram (MRA) demonstrated complete obliteration of the 

Fig. 1  The CorPathGXR system
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aneurysm. This report represented a major milestone in treating neurovascular dis-
ease, opening the doors for remote robotic endovascular treatment [15].

3.4  �Robot-Assisted Operating Microscope

Operative microscopes are integral components of the surgical armamentarium for 
any cerebrovascular interventionalist. Robotic, auto-navigating operating micro-
scopes have recently been developed and evaluated for use in neurosurgical proce-
dures. Bohl et al. examined the use of a robotic, auto-navigating microscope for 
treating arteriovenous and cavernous malformations. The microscope has several 
advanced features including the ability to sync with neuronavigation software to 
align the microscope automatically parallel to a predefined surgical plan, focus on 
several targets throughout the surgical procedure defined by a particular focal 

Fig. 2  Control console of the CorPathGRX system
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length, and lock on a target defined by the microscope’s position. A total of 20 
patients were prospectively enrolled, nine of whom harbored vascular lesions. The 
setup time for the new software interface was less than 1  min in all cases. The 
authors found the robotic interface to be accurate, reliable, and useful, especially for 
deep-seated lesions [16].

Similarly, Belykh et al. tested a new robotic visualization platform with novel 
user-control features, known as the Zeiss Kinevo 900 (Carl Zeiss AG, Oberkochen, 
Germany), on several anatomical dissections to simulate surgical approaches. They 
found that the robot improved ocular imaging clarity, improved intraoperative fluo-
rescence visualization, provided better ergonomics, increased the level of intraop-
erative comfort, and had the potential to affect anatomical instruction positively. 
While still in its infancy, robotic microscope navigating technology is safe and has 
the potential to improve surgical efficiency [17].

3.5  �Endoscopic Surgical Clipping

Kato et  al. published their preliminary findings on the development of a multi-
section continuum robot to allow for wide-angled visualization and flexible posi-
tioning of the tip of an endoscope during surgical clipping of aneurysms. In this 
in vitro study, the authors found that the robotic endoscope could potentially allow 
the surgeon to inspect around and behind aneurysms without displacing other 
important neurovascular structures, thereby ensuring the safety of the intervention 
and evaluating the position of the clip to minimize the risk of future rupture [18]. 
The clinical applications of this technology in vivo could have major effects on the 
ways in which an array of cerebrovascular pathologies are treated, including arterio-
venous malformations and complex aneurysms.

Fig. 3  Robotic arm and cassette of CorPathGRX system
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4  �Current Technology with Potential 
Neuroendovascular Applications

Despite advances in robotic-assisted technology for cardiac and peripheral vascular 
interventions, an FDA-approved robotic platform for neuroendovascular interven-
tion (Table 1) has yet to be approved for mainstream use and dissemination. Britz 
et al. described a preclinical study investigating off-label use of the CorPath GRX 
robotic-assisted system in a variety of common neurovascular procedures using an 
in  vitro flow model and a live anesthetized pig. Initially, an access catheter was 
introduced manually at the equivalent of the common carotid artery in both models. 
Thereafter, wire and catheters were navigated through the external and internal 
carotid arteries and the posterior circulation with robotic assistance using 0.014-in. 
guidewires, 2.4F/1.7F microcatheters, bare-metal stents, and embolic coils. The 
authors reported successful navigation wiring and deployment of stents and coils in 
all procedures attempted, with no technical complications. Notably, there was no 
evidence of extravasation, dissection, or thrombosis on post-procedural angiogra-
phy [19]. This was the first study to demonstrate that the use of a robotic-assisted 
platform for neurointervention is safe and feasible.

Subsequently, Desai et  al. again used the CorPath GRZ robotic-assisted plat-
form, but this time to embolize intracranial arteriovenous malformations in two 
anesthetized pigs. After a catheter was introduced manually into the common 
carotid artery, the robotic system was used to advance it into the ascending pharyn-
geal artery (APA) toward the rete mirabilis using 0.014 in. guidewires and 2.4F/1.7F 
microcatheters. A pre-embolization APA run then demonstrated visualization of the 

Table 1  Select Food and Drug Administration approved robotic technology in interventional car-
diology and radiology with application to endovascular neurosurgery

Robotic system Manufacturer
Cardiac or 
peripheral Intended use Classification

CorPath GRX 
robotic system

Corindus Cardiac and 
peripheral

Manipulation of guidewires 
and catheters during 
percutaneous vascular 
interventional procedures

Master–slave

Niobe 
magnetic 
navigation 
system

Stereotaxis Cardiac Navigation of magnetic 
devices to direct catheter to 
desire location in coronary 
vasculature

Master–slave

Magellan 
robotic system

Hansen 
medical

Cardiac and 
peripheral

Navigation to targets in 
peripheral vasculature via 
remotely steerable, multi-
directional catheter

Master–slave

Sensei robotic 
system

Hansen 
medical

Cardiac Robotic catheter navigation of 
coronary vasculature during 
complex cardiac arrhythmia 
procedures

Master–slave
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rete, a surrogate for an AVM, and thereafter dimethyl sulfoxide was instilled into a 
microcatheter. A negative roadmap was then created, and Onyx was used to embo-
lize the AVM. The authors reported that all four AVMs were obliterated with no 
associated vascular injuries or other complications [20].

These and other studies on the Niobe Magnetic Navigating system (Figs. 4 and 
5) and Sensei Robotic System (Fig. 6) demonstrate the wide potential applications 
of robotic platforms in neuroendovascular surgery. The complex and at times tortu-
ous intracranial vascular anatomy has the potential to be navigated carefully by 
robotically guided millimeter-scale movements in a delicate microcatheter. The 
ability not only to perform angiography but also to deploy coil stents and emboliza-
tion material via robotic technology introduces the exciting possibility of also train-
ing, proctoring, and performing surgical interventions from long distances [20].

5  �Discussion

Robot-assisted cerebrovascular and endovascular neurosurgery.

5.1  �Advantages

Robotic-assisted neurointerventions allow for precise device control and deploy-
ments, providing additional benefits for patient safety. Minute movements due to 
physiological tremor are eliminated so navigation is better controlled. The operating 
team also benefits, avoiding radiation exposure and other occupational hazards.

Fig. 4  NiobeVR ES magnetic navigation system. Figure source: Hu X, Chen A, Luo Y, Zhang C, 
Zhang E.  Steerable catheters for minimally invasive surgery: a review and future directions. 
Comput Assist Surg (Abingdon). 2018;23(1):21–41. (Obtained from “Open Access” sources under 
a CC-BY license)
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Fig. 5  Niobe by Stereotaxis. Figure source: Beasley RA. Medical robots: Current systems and 
research directions. J Robot. 2012;2012:1–14. (Obtained from “Open Access” sources under a 
CC-BY license)

Fig. 6  Sensei X by Hansen Medical. Figure source: Beasley RA. Medical robots: Current systems 
and research directions. J Robot. 2012;2012:1–14. (Obtained from “Open Access” sources under a 
CC-BY license)
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Decreasing ionizing radiation exposure can reduce the rates of cancers, lens 
opacities, and atherosclerosis in interventionalists. Unfortunately, no data on the 
long-term health effects of cumulative radiation exposure are currently available. 
However, it was demonstrated in the RELID (Retrospective Evaluation study of 
Lens Injuries and Dose) study that interventionalists have disproportionate rates of 
cataract-type eye opacities, occurring three times more often than age-matched con-
trolled groups. Robotic assistance can also dramatically reduce musculoskeletal 
strain related to prolonged wearing of radiation protective garments, which often 
lead to permanent orthopedic injuries.

One of the most clinically significant innovations associated with endovascular 
robotics is the potential to perform interventional procedures remotely. Telerobotic-
assisted percutaneous coronary intervention was recently successfully accom-
plished in five patients who were 20 miles away from the operator. If this strategy 
can be adapted for neurointervention, specifically for mechanical thrombectomy, 
the clinical ramifications could be revolutionary for acute stroke treatment. Gaps in 
expertise could be shortened and the speed of reperfusion in remote areas could be 
significantly improved.

Other benefits of robotic-assisted systems include more controlled and precise 
device manipulations and deployments. Once reaching the target site, the system is 
capable of executing extremely stable submillimeter movements. One of the most 
clinically significant innovations associated with endovascular robotics is the poten-
tial to perform interventional procedures remotely.

5.2  �Disadvantages

Integration of robots into cerebrovascular and neuroendovascular interventions is 
not without potential disadvantages and complications. First, cost is a limiting 
factor with any new technology. The development, manufacturing, and mainte-
nance of advanced robotic systems are expensive, and widespread integration of 
these technologies would necessitate large investments on the parts of hospitals 
and healthcare networks [7]. Moreover, training both surgeons and ancillary sup-
port staff in the correct usage of new robotic systems can be prolonged and ardu-
ous, often involving a steep learning curve. Moreover, the introduction of new 
technology can alter the workflow in the operating room, specifically as it relates 
to delaying emergency situations. While remote control of robotic interventional 
units minimizes the radiation exposure of the surgeon, any delay in transitioning 
from the endovascular suite to the operating room could have dire consequences 
for the patient [7].

While robotic neuroendovascular procedures have shown promising initial 
results, it is of paramount importance to acknowledge that the current robotic sys-
tems have been designed for percutaneous cardiovascular and peripheral vascular 
interventions. Consequently, these platforms are not ideally suited to more complex 
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intracranial techniques, including the ability to manage over-the-wire coaxial sys-
tems and other microcatheters safely [21]. Despite the many advances in robotic 
surgery over the past decade, conversion to manual techniques was required during 
the critical steps of neuroendovascular procedures such as deployment of a carotid 
stent and catherization of a bovine arch [14]. These issues question the suitability of 
this technology in its current state of evolution for conducting these routine 
procedures.

Finally, an important limitation of robotic assistance is the loss of the tactile 
feedback critical for performing fine motor tasks. Surgeons rely on this haptic 
feedback in both vascular and endovascular interventions. Haptic feedback is 
critical for the safe execution of carotid stenting and coil embolization. 
Experienced surgeons rely on the ability to sense when they are pushing too 
hard to deliver a device to a pre-determined landing zone or when a device is not 
moving in one-to-one synchronicity [22]. Despite the many advances in robotic 
assistance in neurointerventional procedures, loss of haptics is still a critical 
limiting factor in dealing with tortuous and delicate intracranial anatomy [21]. 
However, these limitations are mitigated by the increased control over micro-
movements that robotic assistance provides using joystick controls and touch 
screens during stent placement, coil embolization, and diagnostic angiography 
[22]. This feature is a prime example of the continuing innovation we expect to 
advance in the future.

The advantages and disadvantages of the robotic technologies mentioned for 
cerebrovascular and endovascular neurosurgery are shown in Table 2.

6  �Future Perspectives

As robotic applications for cerebrovascular and endovascular neurosurgery con-
tinue to grow, several factors need to be considered as these technologies are 
designed, developed, calibrated, and tested. There must be a balance between surgi-
cal control and robotic autonomy to allow for safe integration, utilization, and adap-
tation to constantly evolving surgical conditions. While robotic-assisted devices 
permit increased accuracy, precision, and seemingly unwavering endurance, they 
lack the experience, training, and reflective judgment required to make real-time, 
life-saving surgical decisions, especially in a field as highly technical as vascular 
neurosurgery [7].

Ultimately, further investigation and improvement of this technology are critical 
before it can become mainstream. Concerns about robotic-assisted procedures 
including its complexity, manipulating joysticks instead of catheters, and the addi-
tional procedure time can be combated by more formal stimulator training and 
experience with this technology. The promise of these new innovations for improv-
ing the quality and accessibility of cerebrovascular procedures such as thrombec-
tomy for acute stroke is vast [23].
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7  �Conclusions

Robotic technology in cerebrovascular surgery is a burgeoning field still in its 
infancy. With advances in operative techniques and interdisciplinary collaboration 
at its peak, there are opportunities and potential for robotics to make meaningful 
changes in neurointerventional surgery. Technologies under development for cere-
brovascular and endovascular neurosurgery include robot-assisted coil placement, 
angiography, robotic-navigated robotic microscopes, and endoscopic clipping 

Table 2  Advantages and disadvantages of current robotic technologies for cerebrovascular and 
endovascular neurosurgery

Author
Type of 
study

Robotic 
technology Pros Cons

Sajja et al. 
[14]

Clinical Master–slave 
system for 
catheter 
guidance

– Precise control and 
deployment of 
catheter and stent
– Radiation 
avoidance

– Physician needs to 
obtain access

Lu et al. 
[13]

Clinical Master–slave 
system for 
catheter 
guidance

– �Reduction of 
radiation exposure

– �Automation of 
surgical process

– Safe

– �Inconvenient 
arrangement of 
robot and operating 
table

Murayama 
et al. [12]

Clinical Robotic DSA 
system

– �Real-time 3D 
rotational imaging

– �Easy conversion of 
endovascular to 
“open” procedures

– �Used in many 
different 
neurosurgical 
procedures

– Improved safety

– �Intraoperative 
radiation must be 
carefully monitored

– �Lower speed 
rotation than 
conventional biplane 
system

– Cost

Kato et al. 
[18]

Experimental Multi-section 
continuum 
robot

– �Larger flexibility 
in tip positioning 
than conventional 
endoscope

– �Viewing angles up 
to 180 °

– Only tested in vitro

Bohl et al. 
[16]

Clinical Auto-
navigating 
microscope

– �Easy integration of 
software

– �Quick software 
setup

– �Used in many 
different 
neurosurgical 
procedures

– Safe

– �Tested in small 
sample size study 
with single surgeon 
subjective scoring

aDSA digital subtraction angiography
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devices, among others. As this discipline continues to advance, it is essential that we 
proceed in a careful, systematic, and impartial manner that emphasizes patient care, 
safety, and efficacy.
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1  �Introduction

The problem of accessing intracranial targets accurately and reliably for surgical 
intervention has occupied neurosurgeons ever since the establishment of stereotac-
tic neurosurgery early in the twentieth century. Initial targeting approaches pro-
posed by Horsley and Clarke in 1908 relied on bony landmarks to locate deep brain 
structures that had proved suitable for surgical interventions in animals [1]. However, 
their application to humans, involved great variability, ultimately entailing insuffi-
cient accuracy for human stereotactic surgery. Building on these initial targeting 
strategies and driven by the introduction of X-ray imaging for surgical planning, 
Spiegel and Wycis devised their own stereotactic apparatus in 1947, heralding the 
era of imaging-guided stereotaxy [1]. By visualizing the third ventricle directly 
using pneumoencephalography and later ventriculography, they could target the 
basal ganglia and their associated pathways indirectly, allowing them—for the first 
time—to intervene deep within the human brain safely and accurately. Their tech-
nological success was also reflected in what at the time was a comparatively low 
operative mortality rate of 2%. This encouraged wide adoption of the Spiegel–
Wycis system, sparking further advances in stereotactic techniques in neurosurgery 
[2]. Returning from a visit to Spiegel and Wycis at Temple Medical School in 
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Philadelphia, Lars Leksell designed the first arc-centered apparatus in 1948. Given 
that the spatial coordinates of the frame indicated the center of a semicircular arc, 
insertion of surgical probes along any angle allowed deep brain structures to be 
targeted reliably. Many other groups introduced alternative systems in subsequent 
years including Talairach in Paris [3], Riechert and Mundinger in Germany [4], and 
Bailey and Stein in the USA [5].

Supported by technological advances in neuroimaging, which saw the introduc-
tion of computed tomography (CT) and magnetic resonance imaging (MRI), and—
equally important—the development of fiducial systems that served as reliable 
reference measures for translating targeting coordinates into the human brain, imag-
ing-guided stereotactic surgery provided novel, minimally invasive opportunities 
for diagnosing and managing intracranial pathologies [6, 7]. In recent years, stereo-
taxy has advanced rapidly, extending into the fields of movement disorders, epi-
lepsy, psychiatric diseases, pain and neoplastic diseases of the nervous system. 
However, with a growing indication spectrum, the complexity of surgical interven-
tions and the surgeon’s requirements for precise and reliable tools increases as well. 
This holds especially true for complex clinical procedures such as stereoencepha-
lography (SEEG), which entails the implantation of up to 10–20 recording elec-
trodes in one patient [8]. Here, the calculation and conversion of coordinates to the 
stereotactic frame can prove cumbersome and are liable to both human and mechan-
ical error. In addition, the duration of surgical procedures drastically increases with 
complexity, exposing patients to surgical risks and complications.

In recent years, robotic stereotaxy has emerged as a fast, accurate, and reliable 
alternative to established stereotactic guiding devices. Following their first introduc-
tion in 1985, robotic systems have now reached a level of sophistication that can be 
considered equal if not superior to conventional approaches [9–12]. As a result, the 
use of robotic systems has expanded dramatically in operating rooms around the 
world and has become a mainstay in complex stereotactic procedures such as tumor 
biopsies, deep brain stimulation, radiosurgery, SEEG, ventricular catheter place-
ment, and laser ablative procedures. While a wide range of surgical robots has been 
prototyped throughout the years, only a selected few have gained FDA/CE approval 
and are applied in vivo today.

1.1	 �Early Robotic Stereotactic Systems

The first application of robotic devices in stereotaxy can be traced back to Kwoh 
et  al., who in 1985 employed an industrial robot, the PUMA 200 (Staubli 
International AG, Pfaffikon, Switzerland), to perform a brain biopsy [13]. Originally 
used in the automotive industry, the PUMA 200 featured a single robotic arm with 
six degrees of freedom, including an articulator and an effector. The robot was con-
nected to a CT scanner, wherein the patient’s head was secured in a stereotactic 
frame. Following imaging and trajectory planning, the robot was engaged and used 
to align a biopsy cannula automatically along the predefined surgical trajectory. The 
cannula was then guided by the neurosurgeon to retrieve the diagnostic tissue. 
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However, owing to technical limitations and mounting safety concerns in the wake 
of the first procedure, implementation of the PUMA 200 for surgical purposes was 
eventually discontinued. Nevertheless, the demonstration that robot-assisted stereo-
taxy was feasible and had enjoyed early success served as grounds for developing 
robotic systems specifically dedicated to neurosurgery [14].

Following several years of unsuccessful implementation, the NeuroMate 
(Integrated Surgical Systems, ISS now Renishaw) was the first neurosurgical robot 
to receive FDA approval in 1997 and the first commercially available robotic sys-
tem. Providing the possibility of frame-based and frameless registration, case series 
of robot-assisted brainstem biopsies reported successful histological diagnosis at 
the first attempt with an 86% success rate. However, the authors also reported tran-
sient and permanent neurological deficits in 13% and 6% of patients, respectively 
[15]. The robot was also deployed for taking pineal biopsies, yielding a diagnostic 
rate of 99% with transient side effects as low as 6% [16]. The NeuroMate reached 
another landmark in 2005 with the first reported robot-guided SEEG electrode 
implantation in the presurgical evaluation of epilepsy. In this retrospective study a 
total of 42 electrodes were successfully implanted in 17 out of 211 patients [17].

1.2	 �Current Robotic Stereotactic Systems

Current robotic systems enable automated stereotaxy to be performed with high 
accuracy and reliability and are rapidly becoming a mainstay in complex stereotac-
tic procedures such as deep brain stimulation (DBS), stereoelectroencephalography 
(SEEG), and stereotactic laser ablation/MRI-guided interstitial laser thermotherapy 
(MRgLITT) [9, 11, 12, 18–20].

Several FDA/CE approved robotic stereotaxy devices are currently available, 
including the NeuroMate robotic system (Renishaw), the ROSA ONE Brain robotic 
platform (Zimmer Biomet/MedTech, USA/Montpellier, France), and the Stealth 
Autoguide cranial robotic guidance platform (Medtronic).

The principal applications of stereotactic neurosurgery using robots are dis-
cussed below.

2  �Robot-Assisted Stereotactic Deep Brain Stimulation

Deep brain stimulation (DBS) constitutes an effective treatment for a broad range of 
movement disorders and psychiatric diseases. During surgery, leads are advanced 
deep into eloquent brain structures to apply electric currents to the surrounding 
brain tissue [21]. Given that clinical outcome correlates strongly with proper lead 
placement, high precision and accuracy are imperative during electrode implanta-
tion [22, 23]. Specifically, it was shown that lead displacement with lateral devia-
tions ≥1.40 mm may be associated with unfavorable spread of electrical current to 
adjacent eloquent areas leading to reduced therapeutic benefit and stimulation-
induced side effects that could potentially rule chronic stimulation impossible [24]. 
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While directional leads have been shown to account for slight electrode misplace-
ments and increase the therapeutic window of stimulation, Steigerwald et al. [24] 
emphasized that use of this novel technology “must never be an excuse for lowering 
the surgical standard and precision of surgical lead placement.” Thus, accurate lead 
placement constitutes the strongest predictor for treatment success in the 
field of DBS.

Inaccurate electrode implantation may not only be associated with suboptimal 
stimulation effects, but has the potential to significantly extend the duration of sur-
gical procedures. This has severe ramifications on the patient comfort and safety 
during surgery, increasing the risk of intraoperative complications [25]. Given that 
patients are typically awake during surgery prolonged surgical procedures may 
impose a great degree of stress on the patient, which in turn may yield insufficient 
results during intraoperative stimulation testing.

Given their effective integration into the surgical workflow and improved accu-
racy robot-guided DBS has the potential to improve surgical outcome while reduc-
ing the duration of surgery. In the following sections we describe our experience 
with the ROSA Brain (Zimmer Biomet/MedTech, USA/Montpellier, France), one 
of the most frequently employed stereotactic robots, which has been employed in 
combination with the O’arm (Medtronic, Minneapolis, MN, USA) since 2015. 
ROSA Brain features a robotic arm with six degrees of freedom and incorporates a 
haptic system that allows manual adjustments of the robotic arm. Moreover, the 
robot is able to perform independent movements under physician supervision.

2.1	 �Stereotactic Planning and Surgical Procedure

During the preoperative course, three-dimensional, magnetic resonance imaging 
(MRI) scans were performed in coronal and axial sections using a 1.5 T clinical 
MRI system (Philips Gyroscan Intera, Philips Ltd., Best, the Netherlands). On the 
day of surgery, a Leksell series G stereotactic frame (Elekta, Stockholm, Sweden) 
was attached to the patient’s head. A stereotactic, contrast-enhanced computed 
tomography (CT) scan (SOMATOM Definition Flash, Siemens, Erlangen, 
Germany) was then obtained in axial sections [9]. Imaging parameters for the CT 
scan were: matrix size 512 × 512, field of view 300 mm, slice distance 1 mm, volt-
age 100 kV, current-time product 350 mAs and kernel H31s. Stereotactic transfor-
mation, image fusion with MRI scans and DBS planning were then realized using 
the robot planning software Rosanna v2.5.8. (Medtech, Montpellier, France). 
After target verification the surgical plan was digitally transferred to the robot, 
and frame-based registration was performed using the robot’s haptic capabilities 
[26]. Registration was only deemed successful if accuracy was below 0.40 mm. In 
cases where this value was exceeded the robotic system was reset and registration 
was repeated. Following registration, entry points were identified bilaterally either 
using the non-sterile pointer or the robot’s laser probe. The scalp was subse-
quently shaved and following sterile draping two craniostomies were performed 
at each previously marked entry point, respectively. For electrode implantation, 

M. Maarouf and C. Neudorf



29

the robotic arm was equipped with a Ben’s gun and aligned with the previously 
planned trajectory. Importantly, the robotic arm was placed at a predefined dis-
tance from the target taking into account electrode length. The lead was implanted 
manually by the neurosurgeon after the lead path was paved with a rigid cannula. 
Once the electrode was placed within the predefined target, accurate lead place-
ment was confirmed intraoperatively using flat panel CT (fpCT) scans employing 
the O’arm (Medtronic Inc., Minneapolis, MN, USA) (Fig.  1). After successful 
intraoperative clinical testing the lead was anchored at the skull and the process 
was repeated on the contralateral side.

a b

c d

Fig. 1  ROSA (Zimmer Biomet/MedTech, USA/Montpellier, France) frame-based registration 
using the robot’s haptic capabilities (a). Image (b) demonstrates robot-assisted stereotactic biopsy. 
Accurate lead placement verified intraop. on O’arm (Medtronic) flat-panel-detector based CT 
(fpCT) scans: (c) perpendicular, (d) parallel
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2.2	 �Accuracy and Time-Efficiency of Robot-Assisted 
Stereotactic DBS

To investigate the efficacy of robot-assisted DBS we compared the ROSA Brain 
(Zimmer Biomet/MedTech, USA/Montpellier, France) to a conventional stereotac-
tic guiding system, the modified Riechert–Mundinger (RM) stereotactic apparatus 
(Inomed, Emmendingen, Germany). In total, we evaluated 40 patients who under-
went robot-guided electrode implantation for therapy-refractory movement disor-
ders and psychiatric diseases to 40 conventionally implanted patients. To ensure 
comparability across cohorts and reduce potential biases induced by patient demo-
graphics we matched each cohort based on age, gender, underlying disease, DBS 
target, and number of implanted leads.

Surgery could be performed successfully in all patients (n = 160 leads) without 
intraoperative complications such as intracranial hemorrhage and lead dislocation. 
Postoperative comparison of electrode deviations from the originally planned trajec-
tory revealed a mean radial error of 1.11 ± 0.56 mm (range: 0.10–2.90 mm) for the 
RM-guided DBS, and 0.76 ± 0.37 mm (range: 0.17–1.52 mm) for robot-guided DBS 
(Fig. 2). Differences between both groups were highly significant (p < 0.001) revealing 
an overall greater variance in the RM-cohort as compared to robot-guided DBS. Taken 
together, our results suggest that robot-assisted surgery is (1) more accurate than con-
ventional DBS and (2) features greater consistency across procedures. These findings 
are in accordance with previously reported studies investigating the accuracy of frame-
based robot-guided lead implantation. Using the ROSA Brain (Zimmer Biomet/
MedTech, USA/Montpellier, France) with a Leksell G frame, Lefranc et al. reported a 
mean radial error of 0.81 ± 0.39 mm [26]. Similarly, Li et al. reported target error val-
ues of 0.86 ± 0.32 mm using the NeuroMate (Renishaw) in combination with a Fischer 
Frame (Fischer Surgical Inc., Imperial, Missouri) [27].

Comparison of operation times across surgical implantation modalities revealed 
a statistically significant difference, indicating a mean reduction of implantation 
time by at least 1 h during robot-guided DBS [9]. Furthermore, image quality was 
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Fig. 2  Accuracy of 
robot-guided vs. 
conventional lead 
implantation. The box plot 
features the radial errors 
(lateral deviation) between 
final and planned 
trajectories. Implantation 
accuracy differed 
significantly between the 
two modalities (p < 0.05). 
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drastically improved during robot-assisted DBS. This is owing to the fact that no 
guiding device was located along the beam path during fpCT. In conventional DBS 
this is unavoidable, yielding an increased amount of artifacts during lead placement 
verification (Fig.  3). Importantly, the reduction of metal artifacts during robot-
guided DBS offers the potential to minimize the effective radiation doses applied to 
the patient’s head during surgery [9].

Taken together, the findings of our study suggest that robot-assisted DBS surgery 
can be considered superior to conventional lead implantation in terms of accuracy 
and reliability. Clinically meaningful deviations were never attained during robot-
guided DBS. Hence, robot-assisted DBS can be considered an appropriate alterna-
tive to mechanical guiding devices.

3  �Robot-Assisted Stereotactic Diagnosis and Therapy 
for Epilepsy

3.1	 �Conventional Surgery for Epilepsy

Epilepsy surgery constitutes an effective therapeutic option for treating refractory 
epilepsy. Wiebe et al. reported 64% seizure freedom in a randomized trial (RCT) of 
surgery for temporal lobe epilepsy (TLE) [28]. Thus, surgery was recommended as 

a b

Fig. 3  Comparison of imaging quality across implantation modalities during intraoperative elec-
trode verification. (a) Conventional DBS is associated with distinct metal artifacts caused by both 
the frame and aiming bow of the Riechert–Mundinger (RM) system. (b) Since robot-guided DBS 
does not rely on mechanical guiding devices, metal artifacts can be reduced effectively. Only two 
carbon rods that rigidly connect the stereotactic frame to the robotic system are located within the 
beam path. However, this has negligible effects on image quality. Adopted with permission from 
Neudorfer et al. (2018) [9]
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the treatment of choice for drug-resistant TLE [29]. A second RCT of surgery for 
TLE, the Early Randomized Surgical Epilepsy Trial (ERSET), designed to operate 
within 2 years of failure of two appropriate drug trials, reported 85% seizure free-
dom. In addition, health-related quality of life and measures of socialization were 
better in the surgical than the medical arm [30]. A recent RCT of pediatric epilepsy 
surgery from India highlighted the importance of epilepsy surgery in children [31].

3.2	 �Definition of the Epileptogenic Zone

For presurgical definition of the epileptogenic zone (EZ), non-invasive investiga-
tions are sufficient in most cases [32, 33]. However, in 25–50% of subjects, identi-
fication of the EZ cannot be achieved by non-invasive means, necessitating the use 
of intracranial stereoelectroencephalography (SEEG) [17, 34, 35].

Robotic systems have been effectively implemented as a minimally invasive and 
highly accurate means for the diagnosis and therapy of epilepsy. Indeed, the auto-
mated workflow and the ease of implementation with respect to the employment of 
multiple sequential and noncontiguous trajectories allow significantly reduced 
operative times while effectively maintaining accuracy and precision [36].

Accuracy data of SEEG electrode placements have been published for Neuromate, 
ROSA, and iSYS1. A meta-analysis of accuracies of implantation methods revealed 
significant heterogeneity among studies, mainly because different accuracy measures 
were used [11]. Robotic guidance achieved a median 0.78 mm entry point and 1.77 mm 
target point error, compared to a median 1.43 mm entry point and 2.69 mm target point 
error with manual Talairach frame placement [37]. The complication rate from SEEG is 
low. The overall morbidity rate has been reported as 1.3% per patient, equating to a risk 
of 1 in 287 electrodes. Hemorrhage occurred in 1% of patients [38].

3.3	 �Robot-Guided MRgLITT

MRI-guided laser interstitial thermal therapy (MRgLITT) has pivotal advantages 
owing to the combination of narrow-caliber cooled-fibers for laser interstitial ther-
mal therapy and magnetic resonance thermography for non-invasive real-time imag-
ing of tissue temperature. Furthermore, robotic stereotaxy and laser technology can 
be combined to provide a minimally invasive therapy, giving surgeons a method for 
ablating tissue across a number of subspecialties, including epilepsy and neuro-
oncology, with a potentially faster workflow, higher accuracy, and reliability than 
frame-based or frameless systems.

Two commercial platforms using this technology are currently available for cen-
tral nervous system applications, NeuroBlate (Monteris) and Visualase (Medtronic). 
In MRgLITT the goals are complete ablation of the epileptogenic zone while avoid-
ing injury to uninvolved and eloquent structures. (Fig. 4) demonstrates a representa-
tive case of mesial temporal lobe epilepsy treated with robot-guided MRgLITT. Wu 
et al. published the first multicenter study of LITT for MTLE and the largest LITT 
series of 234 patients in 2019 with long-term follow-up of seizure outcome. At 
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a b

c d

e f

Fig. 4  LITT for Mesial Temporal Lobe Epilepsy (MTLE). Axial (a) and coronal (b) sections of 
T2-weighted MRI scans obtained in the preoperative course reveal a left-sided hippocampal scle-
rosis in a patient suffering from therapy-refractory TLE. Trajectory planning (c, d). Postoperative 
T2w scans featuring the LITT ablation zone in axial (e) and coronal (f) sections
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latest follow-up of at least 1 year (mean: 30 ± 14 months, 12–75 months), 58.0% of 
the cohort achieved Engel I outcomes, and 76.9% achieved either Engel I or II out-
comes. The persistence of this seizure outcome at 2 years underlines the durability 
of the therapy [18]. In a nonrandomized comparison, MRgLiTT for MTLE has 
demonstrated similar outcomes as open surgical techniques with respect to efficacy 
of seizure control while minimizing collateral injury [18, 39].

In addition, robot guided MRgLITT provides a number of benefits, including 
those associated with minimally invasive techniques such as smaller incisions and 
reduced hospitalization time. Complication rates of open temporal lobectomy and 
the incidence of visual field deficits [40, 41] are reduced after application of robot-
guided MRgLITT, and neuropsychological deficits in naming and object recogni-
tion are lower and patient experience is improved [39]. Thus, MRgLITT has the 
potential to gain wider acceptance than the open surgical techniques.

4  �Robot-Assisted Stereotactic Brain Biopsy

Brain biopsy was the first stereotactic procedure adopted for surgical robotics, performed 
in 1985 by Kwoh et al. on a 52-year-old man who was diagnosed with a suspicious intra-
cerebral lesion [14]. As it is important to ensure that tissue samples are obtained from the 
biologically most active and prognostically relevant parts of the tumor, incorporation of 
structural (MRI) and metabolic (PET) imaging data in the planning of a stereotactic 
biopsy can be essential, and they minimize the risk of under-grading, misdiagnosis, and 
under-treatment of heterogeneously composed gliomas [42, 43]. Thus, the use of multi-
ple trajectories can be beneficial and is indicated. Reflecting the need for precise and 
comprehensive retrieval of representative tissue for detailed histological and molecular 
genetic examination, stereotactic biopsies constitute the most prevalent indication for 
robotic systems today, over 500 patients having undergone this procedure to date. In 
accordance with this notion, all commercially available stereotactic robots have been 
used for this procedure, NeuroMate (Renishaw) and ROSA (ZimmerBiomet) leading the 
total number of studies reporting their successful deployment.

Lefranc et al. evaluated the ROSA® robot and found that the accuracy of frame-
based registration (0.81 mm) and bone-fiducial registration (0.7 mm) was greater in 
comparison to surface registration (1.22 mm). Furthermore, the authors found that 
MRI as the reference image was significantly less accurate overall, probably because 
of distortion in the MRI system [26].

4.1	 �Diagnostic Yield and Complications

To date, only retrospective cases series have been published and reported on the diag-
nostic accuracy of robot-assisted stereotactic brain biopsy. One of the largest studies 
was that of Lefranc et al. who reported on a consecutive series of 100 cases that under-
went frameless robotic stereotactic biopsies using the ROSA system. Histological 
diagnoses were established in 97% of patients. No mortality or permanent morbidity 
related to surgery was observed. Six patients experienced transient neurological 
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worsening. Six cases of bleeding within the lesion or along the biopsy trajectory were 
detected on postoperative CT scans, but were associated with transient clinical symp-
toms in only two cases [20]. Similar results were reported by Zanello et al. who found 
a high diagnostic yield of 98.7% in a total of 377 cases [44].

Marcus et al. undertook a systematic review and bibliometric analysis of the lit-
erature on robot-assisted stereotactic brain biopsy in 2018. Six studies reported on 
the ROSA® robot, two reported on the NeuroMate® robot, while the remaining stud-
ies investigated other robotic systems. The diagnostic biopsy rate ranged from 75% 
to 100% in individual series. In contrast, the pooled analysis achieved a diagnostic 
accuracy of 95% of procedures. Fewer than 1% of patients had a significant postop-
erative hematoma or permanent neurological deficit [45].

5  �Perspective

The combination of accurate, reliable, and automated stereotaxy with image and 
haptic guidance holds the potential to expand the spectrum of minimally invasive 
procedures. First reports about new indications have already been published. These 
include LITT for treating brain tumors and metastases [46], robotic-assisted stereo-
tactic internal shunting of surgically inaccessible brain cysts [47], robot-guided 
ventriculo-peritoneal shunting in slit-like ventricles [48], clinical application of 
neurosurgical robot in intracranial Ommaya reservoir implantation [49], experi-
mental procedures such as implantation of convection enhanced drug delivery cath-
eters [50], and robotic-assisted stereotactic iodine 125 seeds implantation for 
interstitial irradiation of brain tumors and metastases (submitted).

6  �Conclusion

Numerous studies demonstrate high accuracy and reliability in robotic-assisted ste-
reotactic neurosurgery, along with shorter operative times, excellent surgical perfor-
mance, and desirable clinical outcomes. Thus, robotic systems are rapidly becoming 
a mainstay in complex stereotactic procedures such as brain biopsy, deep brain 
stimulation (DBS), stereo-electro-encephalography (SEEG), and stereotactic laser 
ablation/MRI-guided interstitial laser thermotherapy (MRgLITT). New applica-
tions are already started and undergoing clinical evaluation. Further studies with 
large numbers of patients are required.
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1  �Introduction

Neuroendoscopic surgery is a growing field in neurosurgery [1] and possibly the 
main variety of minimally invasive neurosurgery [2].

The dawn of neuroendoscopy was characterized by the technical limitations of 
the available endoscopes, which were severely restricted in depth of field, optical 
quality, and illumination. Initially used by pioneers as a diagnostic approach to the 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90862-1_4&domain=pdf
https://doi.org/10.1007/978-3-030-90862-1_4#DOI
mailto:alba.madoglio@edu.unife.it
mailto:e.roca@unibs.it
mailto:fabio.tampalini@unibs.it
mailto:marco.fontanella@unibs.it
mailto:francesco.doglietto@unibs.it


40

ventricular system and for managing hydrocephalus, neuroendoscopy was largely 
abandoned for decades owing to those technical limitations [1]. This period of dark-
ness continued until the 1970s. Interest in endoscopic third ventriculostomy (ETV) 
for treating obstructive hydrocephalus was then renewed thanks to the improved 
imaging capacities of the endoscopes [3].

Harold Hopkins and Karl Storz introduced critical innovations that allowed for 
structural and functional improvement of the endoscope: improvement of illumina-
tion, better definition of anatomical details because of high-definition optics, and 
wide viewing lenses that overcame the previous narrow viewing angles. Those tech-
nical advances allowed neurosurgeons to see in areas otherwise hidden from micro-
surgical vision (the so-called view around the corner) and provided a different 
perception of anatomy [4]. It then became possible to improve visualization while 
ensuring less tissue trauma than in traditional open surgery: this was the turning 
point in endoscopy applied to neurosurgery [1, 5].

Since then, the neuroendoscope has been used in treating not only triventricular 
hydrocephalus but also intraventricular tumors (biopsy, drainage, or resection), 
skull base tumors, craniosynostosis, intracranial cystic lesions, and rare subtypes of 
hydrocephalus [6]. Endoscopy can also be used to assist microsurgery in virtually 
any kind of neurosurgical procedure (endoscope-assisted microsurgery), particu-
larly for aneurysms and tumors [7]. The diversity of these disorders indicates the 
vast potential of endoscopy in neurosurgery [6]. In dealing with this range of patho-
logical conditions, neuroendoscopy has to be specifically adapted to the different 
procedures and lesions being addressed. Various types of endoscopes with corre-
sponding instruments are, therefore, available [5].

During the past two decades, neuronavigation systems and image-guided surgery 
have been applied to provide neurosurgeons with real-time imaging during endo-
scopic procedures. With the combination of image-guided surgery and neuronaviga-
tion technology, neuroendoscopy has the potential to overcome the limitations of 
microsurgical visualization, while the ability to track the tip of the endoscope could 
decrease the level of invasiveness and increase the safety of endoscopic procedures.

With conventional neuroendoscopic techniques, e.g. freehand endoscopy, or 
with the use of mechanical or pneumatic endoscope-holding devices, the amount of 
movement of the endoscope within the brain depends on the experience and manual 
skill of the individual neurosurgeon. Physiological tremor, inadvertent movements, 
and loss of orientation could in principle be eliminated by a robotic endoscope 
holder. These potential advantages have led to the development of robotic systems 
to assist surgeons in performing complex endoscopic neurosurgical procedures [8, 9].

This chapter reviews the different fields of cranial neuroendoscopy and the pre-
clinical robots that have been developed for it, and the clinical robotic solutions that 
have been applied to the field of endoscopic minimally invasive cranial surgery.

2  �Fields of Application of Cranial Neuroendoscopy

Three fields of cranial neuroendoscopy have been developed: ventricular neuroen-
doscopy, endoscopic transnasal skull base surgery, and pure endoscopic or 
endoscope-assisted cranial neurosurgery [7].

A. Madoglio et al.



41

2.1  �Ventricular Neuroendoscopy

2.1.1	 �Hydrocephalus
Endoscopic third ventriculostomy (ETV) is the most widely used neuroendoscopic 
procedure for treating non-communicating obstructive hydrocephalus of various 
etiologies. The success rate is not 100%, as approximately 25–40% of patients 
require insertion of a shunt during the postoperative period [7, 10]. In addition to 
ETV for treating triventricular hydrocephalus, the ventriculoscope has been used to 
perform other surgical procedures and to address other forms of obstructive hydro-
cephalus (septum pellucidotomy, fenestration of loculated ventricles, and aqueduc-
toplasty for treating aqueductal stenosis) [3, 6].

2.1.2	 �Cyst and Intraventricular Tumors
Ventricular endoscopic procedures include cyst fenestration, tumor biopsy, and tumor 
removal. Most patients with intraventricular cysts or tumors have concomitant hydro-
cephalus, which can be treated concurrently with ETV or septostomy [3, 11]. The first 
to use neuroendoscopy to perform a biopsy were Fukushima and colleagues [6]. This 
approach ensures direct and high-definition visualization of the abnormal tissue, 
exploiting a minimal access that can be optimized using neuronavigation [11]. Somji 
and colleagues [12] reported the results of a meta-analysis of 30 studies for a total of 
nearly 2100 neuroendoscopic biopsies: the diagnostic yield was 87.9% [13]. Although 
this was slightly lower than the yield from open biopsies, the neuroendoscopic proce-
dure has significant advantages: 1. less invasiveness, morbidity and mortality; 2. during 
the same procedure, the associated obstructive hydrocephalus can be treated [12, 13].

2.1.3	 �Hypothalamic Hamartomas
Hypothalamic hamartomas are rare congenital non-neoplastic lesions associated 
with intractable epilepsy, precocious puberty, personality disorders, and cognitive 
problems that intensify over time. Removal or disconnection can lead to complete 
remission (60%) or improvement (90%) of the seizure disorder [11]. Stereotaxic 
navigation-assisted endoscopic resection is useful for removing these small, focal 
lesions, although a part of the hamartoma remains in some circumstances. In most 
cases, navigation assistance is recommended because the lateral and third ventricles 
are normal in size in these patients [3].

2.2  �Endoscopic Transnasal Skull Base Surgery

The Austrian surgeons Messerklinger and Stammberger pioneered a revolutionary 
new procedure: they developed the concept of functional endoscopic sinus surgery 
[14], which evolved into endoscopic transsphenoidal surgery for treating sellar 
tumors and, more recently, into endoscopic transnasal skull base surgery (ESBS) [15].

2.2.1	 �Transsphenoidal Surgery in the Sellar Region
Endoscopic transsphenoidal surgery was developed during the late 1990s in 
Pittsburgh by Carrau and Jho, who reported the first surgical series, soon followed 
by studies from Cappabianca and De Divitiis in Naples, Frank and Pasquini in 
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Bologna, and other centers in Europe and North America [3]. Since then the tech-
nique has been further developed, thanks to new technological advances such as the 
development of high-definition optics.

2.2.2	 �Transnasal Skull Base Surgery
The close collaboration between ENT and neurosurgeons has led to the full develop-
ment of endoscopic transnasal skull base surgery during the past two decades [3]. With 
the increasing complexity of transnasal endoscopic surgery, the need for a bimanual 
dissection has become evident [16] and the so-called four hands technique has been 
developed [17]. Operating times have also increased in parallel with the complexity of 
the procedures, which can address many different pathologies of the skull base [18, 19].

2.3  �Neuroendoscopy-Assisted Cranial Microsurgery

Perneczky and Fries pioneered the concept of endoscope-assisted microsurgery: the 
endoscope can be the sole visualization tool or it can be coupled with the micro-
scope in the so-called endoscope-assisted microneurosurgery [20, 21]. It combines 
the advantages of the surgical microscope with those of the endoscope such as 
improved illumination, definition of details, and a marked increase in viewing 
angles [7]. The operating microscope provides a stereoscopic view and displays the 
surface structures in high definition. However, there is a limited field of view in deep 
and narrow surgical corridors and light is lost at the entry site, so high-definition 
endoscopes with various angles of view are useful [7, 21]. The endoscope has 
indeed been reported as a useful complement to the microscope in anterior skull 
base surgery, posterior fossa approaches, and aneurysm surgery [3].

Endoscopic-assisted techniques have frequently been applied to cerebellopon-
tine angle (CPA) surgery in the context of minimally invasive craniotomies. The 
advantages of the endoscope have been emphasized in minimally invasive surgery, 
reducing morbidity by minimizing soft tissue dissection. Abolfotoh et al. showed 
the advantages of using the endoscope in cerebellopontine angle surgery: (1) exten-
sion of the surgical field into further intracranial compartments and (2) visualization 
and resection of residual tumor not visualized under the microscope [22].

3  �Robotics in Neuroendoscopy

Studies on robotics in neuroendoscopy were implemented, in particular, with the 
birth of minimally invasive surgery. The theoretical advantages of surgical robotics 
systems are greater precision, tremor filtration for improved image stability, and 
reduced fatigue for the surgical team, motion scaling, and bimanual manipulation.

Robotics systems can be classified into three categories on the basis of how sur-
geons interact with them (Fig. 1):

	1.	 Supervisory-controlled robot systems in which the surgeon plans the operation 
and the robot then carries it out autonomously under the supervision of the sur-
geon (Fig. 1a);
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	2.	 Telesurgical (master-slave) systems in which the surgeon (master) remotely con-
trols the robot’s actions (slave) (Fig. 1b);

	3.	 Handheld shared-controlled systems in which the surgeon and robot share con-
trol of the instrument (Fig. 1c).

Although a multitude of robots have been applied to neurosurgery, few are appli-
cable to minimally invasive techniques. Different robotics prototypes have been 
developed for neuroendoscopy, but only some of these have been applied clinically 
in preliminary studies [23] (Table 1).

3.1  �Robotics in Intraventricular Procedures

3.1.1	 �Supervisory-Controlled Robot Systems
LightWeight robot (LWR) is a supervisory-controlled system that enables surgery to 
be image-guided. A handling interface for linking an endoscope to a seven DoF 
(Degrees of Freedom) lightweight robot (LWR) (tool holder), namely the 
LightWeight IV+ arm (Kuka Roboter), has been developed and tested in a preclini-
cal model [31]. Niccolini and coworkers [31] investigated the accuracy of targeting 
in a ventriculostomy model in which the robot was operated both autonomously and 
in hands-on mode (i.e., cooperative). In most cases a satisfactory average accuracy 
was achieved; no significant differences were highlighted between the hands-on and 
autonomous control modes in the insertion/retraction movements. This supports the 
approach adopted, which combines both control modes. Surgeon feedback on the 
developed handling interface was positive, and so were the results of preliminary 
targeting tests, and Niccolini and coworkers [31] concluded that both sources of 
feedback fully supported further platform development and assessment. Furthermore, 
they emphasized that research should also concentrate on the development and vali-
dation of ETV tools.

3.1.2	 �Telesurgical (Master–Slave) Systems
Hongo and coworkers presented three studies on NeuRobot (Shinshu University 
School of Medicine, Matsumoto, Japan), the first telesurgical robot designed spe-
cifically for keyhole neurosurgery [25, 32, 33]. Their first study [32] described the 
micromanipulator system and presented the preliminary results of a cadaveric 

a b cSupervisory Controlled Robotic System Robotic Telesurgical System Shared Control System

Preoperative Intraoperative Intraoperative Intraoperative

Download
of surgical plan

to the robot

Surgeon plans the surgery off-line
on a computer model of the patient

Robot performs the downloaded
surgical plan autonomously under the

supervision of the surgeon Surgeon control: the robot in real time through the haptic interface.

Robot and surgeon
share control of the
surgical instrument

Fig. 1  Three categories of robotic systems according to user-interaction. (a) Supervisory con-
trolled system; (b) Telesurgical system; (c) Shared control system
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Table 1  Preliminary clinical applications of robotic systems in neuroendoscopy

Robot name
Type of 
control Features

Type of surgery 
(no. of patients 
enrolled)

Selected 
studies

Evolution 1 
(Universal 
Robot 
Systems, 
Schwerin, 
Germany)

Shared control – �Hexapod robot with six 
DoFa

– Endoscope holder
– Joystick (TM)

ETV (six patients) Zimmermann 
(2002–2004) 
[9, 24]

Neurobot 
(Shinshu, 
University 
School of 
Medicine, 
Matsumoto, 
Japan)

Telesurgical – �Nine DoF (three sets of 
micromanipulators, each 
with three DoF)

– Rigid 3D endoscope

ETV (one patient) Takasuna et al. 
(2012) [25]

– – – �EEA-TORS approach: 
Ability to reach the 
posterior skull base  
below the level of the 
Eustachian tube with 
TORS

– �EEA phase not  
performed with the  
robot (limit of robotics)

EEA-TORS 
approach (two 
patients)

Carrau et al. 
(2013) [26]

ROSA 
(Medtech, 
Montepellier, 
France)

Supervisory 
controlled and 
shared control

– �Image-guided device 
with six DoF

– �Offline integrated 
planning system

HH (20 patients) Calisto et al. 
(2014) [27]

ETV (five 
patients); HH 
disconnection (24 
patients); 
septostomy (two 
patients); biopsy 
(eight patients)

De Benedictis 
et al. (2017) 
[28]

ETV (nine 
patients)

Hoshide et al. 
(2017) [29]

i-ArmS (Denso 
robotics)

– – Robotic arm rest
– �Three modes: transfer 

(Free), arm holding  
(Hold), and arm free (Wait)

ETSS (43 patients) Ogiwara et al. 
(2017) [30]

Endoscope 
Robot® 
(Medineering 
Surgical 
Robots, 
Munich, 
Germany)

Shared control – �Hybrid robotic solution 
for ESBS with  
seven DoF

– Endoscope holder
– Foot pedal

ESBS (21 patients) Zappa et al. 
(2021) [57]

ROSA robotized stereotactic assistant, ETV endoscopic third ventriculostomy, HH hypotalamic 
hamartoma, ESBS endoscopic skull base surgery, EEA-TORS endoscopic endonasal approach-
transoral robotic surgery, ETSS endoscopic endonasal transsphenoidal surgery, TM telemanipula-
tion mode, DoF degrees of freedom
aThe “neuroendoscopy” software module used for these patients restricts the movement of the 
attached endoscope to four DoF
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experimental study (simulating a third ventriculostomy). The complete system con-
sists of four main parts: the micromanipulator (slave manipulator), the manipulator-
supporting device, the operation-input device (master manipulator), and the 3D 
display monitor. It has a single-shaft design, which is approximately 10  mm in 
diameter and contains a 3-dimensional endoscope and three sets of micromanipula-
tors, each with three DoF (rotation, neck swinging, and forward/backward 
motion) [23].

Hongo et  al. [33] confirmed NeuRobot as suitable and safe for performing 
sophisticated surgical procedures less invasively, but they concluded that further 
developments were needed to improve its maneuverability, as also reported by 
Takasuna and coworkers [25]. Four different intraventricular procedures were simu-
lated in three fixed cadaver heads and then carried out; a third ventriculostomy on a 
patient with obstructive hydrocephalus due to a midbrain venous angioma was per-
formed safely. Although the system could perform relatively simple surgical proce-
dures in cadaver and human studies, the authors concluded that the maneuverability 
of both the micromanipulators and the robot itself need to be improved before wide-
spread clinical application is considered [23].

3.1.3	 �Shared Control Systems
In 2002, after preclinical anatomical and precision studies, Zimmermann et al. [24] 
presented their preliminary clinical experience with robot-assisted navigated neuro-
endoscopic procedures, and in 2004 they demonstrated their first clinical experience 
with the same robot in navigated endoscopic third ventriculostomies [9].

Evolution 1 (Universal Robot Systems, Schwerin, Germany) [9, 24, 34], a 
modular robotic teleoperation system controlled directly by the surgeon via a 
joystick and based on a Stewart platform (hexapod design) with a seven axis 
(z-axis), was tested in both studies. In their preliminary studies, the authors dem-
onstrated the advantage of Evolution 1 as an endoscope holder and positioning 
device. This system allows for smooth slow movements in critical regions and 
can be stopped immediately, thus avoiding unwanted movements. It is safe, but 
limited by a range of motion of 30°, a limit that becomes evident if endoscopic 
procedures that require a larger range of motion are planned (e.g., ventriculos-
tomy combined with fenestration of a cyst) [9, 24]. This robotic system was then 
modified for transsphenoidal endoscopic surgery (see the dedicated paragraph 
for further details) [34].

3.1.4	 �Continuum Robots
A different robotic concept was developed to access deep intracranial spaces such 
as the cerebral ventricles while eliminating the need to tilt the endoscope, which 
causes compression and injury to the brain tissue through which the endoscope 
passes [35]. These “continuum” or “snake-like” robotic systems include concentric 
tube robots and tendon-driven robots; they avoid traditional long and rigid connec-
tions in favor of flexible curving segments. They can provide the required dexterity 
without endoscope tilting while carrying surgical instruments in their inner lumina.

A concentric tube robot comprises several pre-curved concentric tubes differing 
in flexibility. Precise control relies on advanced kinematic models to account for a 
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variety of phenomena including bending, torsion, nonlinear constitutive effects, 
friction, material hysteresis, and clearance [36]. Butler et al. [36] presented a con-
centric tube system associated with a robotically controlled flexible endoscope. The 
tendon-driven continuum robot developed and described in several studies by Kato 
and coworkers [2, 37] also belongs to this group of continuum robotic systems. 
Previous studies [38, 39] showed that the hysteresis in their tendon-driven robot 
could have resulted from the friction between tendons and robots and could cause 
errors in estimating the posture of tendon-driven devices [37].

Kato et al. [2, 37] introduced an extended forward kinematic mapping (FKM) 
with attention to the hysteresis operation of the robot. The extended FKM maps ten-
sion in tendons to the posture of the robot as time-discrete variables and amends the 
previous posture to the present one. In the experimental results, the extended FKM 
predicted the postures in the hysteresis operation with improved accuracy.

Rox et al. [35] described a two-arm concentric tube robot system. It is composed 
of robot, neuroendoscope, and concentric tube manipulators. The robot uses a com-
pact differential drive and features embedded motor control electronics and redun-
dant position sensors for safety. To highlight the characteristics of this system, the 
authors decided to simulate a colloid cyst resection surgical environment in a phan-
tom based on a patient CT scan [35]. Qualitatively, the presence of a second, dexter-
ous tool completely changed the surgical approach. In particular, the ability to apply 
tension and retraction and to use the arms cooperatively enabled the surgeon to 
perform more complex surgical maneuvers to manipulate the cyst without requiring 
endoscope angulation. Furthermore, by switching from a manual to a robotic proce-
dure, the number of surgeons required was reduced from two to one. The authors 
concluded that future work should optimize the overlap between the workspace of 
the concentric tubes and the endoscope field of view.

A continuum robot controlled by FTL (follow-the-leader) motion planning was 
developed to perform a combined endoscopic third ventriculostomy (ETV) and 
endoscopic tumor biopsy (ETB) procedure [40].

Wang et al. [41] developed a novel continuum robotic sheath for neuroendoscopy 
in which the sheath is designed to provide two robotic arms. It is a two-channel 
eccentric-tube robot with two continuum arms delivered through the channels. Tube 
rotation at the proximal end controls the shape of the sheath and thus the direction 
of the work. Starting from this prototype, the authors proposed to extend the work 
by adding, for example, another arm that could be used for the imaging system; the 
three activation tubes would then match the standard number of push/pull tendons.

3.2  �Robotics in Endoscopic Transnasal Skull Base Surgery

Several prototypes for endoscopic transnasal skull base surgery have been devel-
oped, but they have some disadvantages including ergonomics and prolonged set-up 
time [42, 43]. They can be classified into cooperative, continuum, and hybrid robotic 
systems.
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3.2.1	 �Telemanipulation Mode and Cooperative Mode
These prototypes can be classified according to the type of interface they use: tele-
manipulation mode or “cooperative mode.”

Only two of them are controlled in cooperative mode (i.e., surgeon and robotic 
arm cooperate side by side to hold the endoscope): [42] (1) an image-guided robot 
system described by Xia et al. [44] that includes a modified integrated navigation 
system (NeuroMate®, Integrated Surgical Systems, Sacramento, CA) and has the 
function of endoscope/drill-holder; (2) HYBRID [45], a hybrid solution that has the 
task of holding the endoscope, remaining entirely dependent on the surgeon, has a 
force threshold as an interface.

Most prototypes controlled in telemanipulation mode (e.g. voice control, head 
motion, foot pedal, and joystick) are joystick-controlled, though many authors have 
noted that this requires an additional surgeon who needs to be extremely well coor-
dinated with the primary surgeon.

–– Joystick control: (1) Evolution 1 (EVO1) [34], modified for transsphenoidal 
endoscopic surgery since its first implementation for ventriculostomy (see earlier 
paragraph for further details). It has six DoF and an additional z-axis that 
increases the workspace; (2) A-73 [46], an automatic robotic system based on a 
3D navigation system and “loss of control” mode; (3) Tx40 [47] has autonomous 
tracking movements and an automatic lens cleaning system; (4) the Stewart 
Platform (SP)-based robotic system [16] has a resistance felt on the haptic arm if 
there is contact or friction with adjacent tissues; (5) Strauß et al. [48] described a 
robotic system integrated with a navigation system in which it is easy to switch 
to the manual endoscopic system if necessary; (6) Yoon et al. [49] developed a 
double joystick to control the active bending of the endoscope prototype coupled 
with a spring backbone.

–– Voice control: (1) the Automated Endoscopic System for Optimal Positioning 
(AESOP) robot [50] has the peculiarity of being able to memorize three positions 
to which the surgeon can return with a single voice command.

–– Foot pedal control: (1) Foot-Controlled Robotic-Enabled Endoscope (FREE) 
[51] is controlled by an inertial measurement unit (IMU), the foot control inter-
face, which is attached to the surgeon’s foot and communicates with the control 
unit via Bluetooth. This set-up allows the foot’s relative orientation to be mea-
sured in real time.

3.2.2	 �Continuum Robotic Systems
Continuum robotic systems have been described not only for intraventricular endo-
scopic surgery but also for ESBS [52, 53].

Swaney et al. [53] initially designed a novel 24 DoF quadramanual slave robot, 
controlled by the surgeon in console, and subsequently modified it [54] by adding 
the ability to rotate the end effector while leaving the robot fixed in space (i.e., abil-
ity to change the axial orientation of the angled ring curette without changing the tip 
position or orientation of the robot).
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In the context of concentric tube robots, Wirz et al. [55] described the first remote 
telesurgery experiment (a phantom pituitary tumor removal experiment) in ESBS 
involving tentacle-like concentric tube manipulators. This led to the recent develop-
ment of the first robot specifically designed for endonasal surgery. The prototype 
was similar to other continuum robots, but in this case the authors used the system 
to explore the idea of remotely controlling surgical tools over long distances for 
endonasal skull base surgery, the surgeon’s commands being transmitted over the 
internet to a remote location.

3.2.3	 �Hybrid Robotic Systems
In addition to the hybrid system described by Bolzoni et al. [42] reported a hybrid 
prototype, Brescia Endoscope Assistant Robotic (BEAR) holder, developed and 
tested preclinically at the University of Brescia. It is defined as hybrid because the 
robotic system is not “pure”: it has the task of holding the endoscope while remain-
ing entirely dependent on the surgeon. BEAR uses head control (marked glasses) to 
control the movement of the robot-held endoscope. It has limitations—ergonomics, 
suboptimal joint movements, and excessive inertia—because the robot used to cre-
ate the prototype was a commercially available one used in the industry.

3.2.4	 �Clinical Applications in ESBS
Clinical applications in ESBS are limited to a robotic arm rest [30], to transoral 
robotic surgery (TORS) combined with an extended endonasal approach (EEA-
TORS) [26], and to a preliminary experience with a hybrid robotic solution [56].

I-ArmS [30] is an intelligent arm-support system. The system has three modes: 
transfer (Free), arm holding (Hold), and arm free (Wait). When the surgeon’s arm is 
placed on the arm holder the mode changes from Wait to Hold. When the surgeon’s 
arm moves to the desired position and holds still the mode changes from Free to 
Hold. The mode is changed from Hold to Free with a click action by the surgeon’s 
arm. I-ArmsS was designed to prevent hand tremor and to alleviate fatigue during 
surgery. The main limit of the system is that it does not substitute the surgeon’s arm 
but is indeed an armrest.

Carrau et  al. [26] described an EEA-TORS approach that provided excellent 
exposure of the posterior skull base, nasopharynx, and infratemporal fossa. The 
main advantage of this technique for managing skull base tumors is the ability to 
reach the posterior skull base below the level of the Eustachian tube, which is the 
inferior limit of the EEA, using TORS. This study, by an extremely experienced 
group, confirms the current limits of robotics as the EEA phase was not performed 
with the robot.

Recently, a hybrid robotic solution for ESBS has become available for clinical 
practice (Endoscope Robot®, Medineering, Munich, Germany) (Figs. 2, 3, and 4). It 
is a compact robot specifically developed to work as an endoscope holder during 
transnasal interventions and is made of a robotic arm together with a smaller robot 
that acts as an endoscope holder and can be controlled with a foot pedal. The posi-
tioning arm has seven DoF so it can be driven in every position of space by the 
simultaneous manual unlocking of two joints. Its superior end is connected to the 
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a b

Fig. 2  Endoscope Robot® (Medineering, Munich, Germany). (a, b) Laboratory set-up at the 
University of Brescia

Fig. 3  Overview of the operating room during a robotic endoscopic transnasal skull base surgery 
at the University of Brescia
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endoscope holder. Once attached to the holder and positioned inside the nasal cav-
ity, the endoscope can be oriented upwards, downwards or laterally using the joy-
stick on the foot pedal. Furthermore, it can be moved in or out by pressing different 
pads on the foot pedal. Also, one particular button has the function of making the 
robot return to a previously saved “home position” at any moment during surgery. 
Zappa et al. [56] provided a preclinical evaluation of the potential advantages and 
surgeons’ first impressions of a hybrid robotic solution for ESBS. Endoscope Robot 
seems to provide a benefit to the single surgeon with experience in bimanual endo-
scopic surgery. The same group then described the first clinical series of robotic 
endoscopic transnasal surgery, providing a clinical evaluation of potential advan-
tages of this novel hybrid solution and the surgeons’ subjective impressions [57].

3.3  �Robotics in Minimally Invasive Endoscopic 
Pediatric Neurosurgery

Robotic-assisted surgery is of particular interest in pediatric neurosurgery. 
Developing structures are more vulnerable than the developed structures in adults, 
especially for small and deep targets. Furthermore, the normal anatomy of a child’s 
brain is often altered by congenital malformations or by the disease itself, so neuro-
surgical management requires a high degree of intraoperative precision to identify 
and reach the surgical target without injuring the surrounding neurovascular struc-
tures [28].

Bodani et al. [58] developed a miniaturized, teleoperated, three-DoF concentric 
tube robot for pediatric intraventricular neuroendoscopy. In their report the authors 

a b c

d

Fig. 4  Endoscope Robot® in the operating room at the University of Brescia. (a) During the nasal 
phase of surgery, the robot is away from the surgical field. (b–d) During the neurosurgical phase, 
the endoscope is held by Endoscope Robot® and positioned inside the nasal cavity. It can be orien-
tated upwards, downwards or laterally using the joystick on the foot pedal; furthermore, it can be 
moved in or out by pressing different pads on the foot pedal. Foot pedal buttons can be used to save 
positions so the robot can automatically reposition the endoscope
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presented both the design of the robot and its ability to perform an ETV in a phan-
tom hydrocephalus brain model. Concentric tube continuum robots consist of tele-
scopic, pre-curved, and superelastic tubes. The precision, dexterity, and reachability 
of the instrument added to this prototype were sufficient to perform an ETV suc-
cessfully and have the potential to overcome the limitations of standard neuroendo-
scopic techniques [58].

In the literature, some authors have reported the clinical use of the Robotized 
Stereotactic Assistant (ROSA, Medtech) in pediatric neurosurgery. The ROSA sys-
tem is a recently developed image-guided device that provides guidance for spatial 
positioning and orientation of several neurosurgical instruments according to a 
planned trajectory. According to the classification by Nathoo et  al. [59], ROSA 
belongs to both categories of supervisory-controlled and shared-controlled systems. 
In this modality, the surgeon, after offline planning, can either supervise the robot 
performing the motion autonomously or directly control and move the surgical 
instrument during the procedure.

De Benedictis et al. [28] reported the results of a study of 116 pediatric patients 
who underwent surgical procedures for various pathologies with the assistance of 
the ROSA system. They performed 42 endoscopic procedures under ROSA guid-
ance for managing different diseases, i.e. secondary obstructive hydrocephalus 
(seven cases), arachnoid cyst (three cases), intraventricular tumors (eight cases), 
and HHs (24 cases). The aim of the study was to validate this robotic assistance 
technique first in easier cases and later in more complex cases, as pediatric patients 
have a high incidence of hydrocephalus-related diseases, a narrow ventricular sys-
tem, and deeply localized lesions. In all these cases, the robotic system guided the 
endoscope to the planned target. For HHs, the robot was useful for accessing the 
lateral ventricle safely and easily guiding the disconnection and coagulation laser. 
The results of the study showed the versatility of ROSA, given the possibility of 
integrating different tools. More studies are needed to validate previous results and 
improve current technology.

A previous study reported a preliminary analysis of results on the use of a thu-
lium laser applied through robot-assisted endoscopy to disconnection surgery for 
HHs in a group of 20 pediatric patients. ROSA, a robotic neuronavigation system, 
was used to control the endoscope, allowing the ventriculostomy to be performed 
with millimetric precision, with limited movement along a predetermined trajectory 
or a “safe” space [27].

Hoshide et al. [29] used the ROSA robotic system to perform the ETVs proce-
dure on nine pediatric patients. In accordance with other authors [27, 28], they 
reported the system to be stable, precise, and minimally invasive; in addition, the 
surgeon’s learning curve was improved, with successive shortening of operat-
ing times.

Another clinical application of the robotic-assisted endoscopic approach has 
been in epilepsy surgery [60, 61], especially in children with drug-resistant epilepsy 
arising from hemispheric diseases. The hemispherotomy is performed by a hemi-
spheric approach via a small pre-coronal craniotomy using an endoscope attached 
to a robotic arm (Rosa, Zimmer Biomet, Westminster, CO).
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The benefits of robotic systems combined with endoscopes, i.e. stability, easy 
maneuverability in critical areas, and integrated navigation, lie in providing mini-
mally invasive, safe, and effective surgery [25, 62]. It is clear that future studies will 
be needed to improve the adoption of this new technology.

4  �Conclusion and Future Perspectives

Different prototypes have been produced for neuroendoscopy, but they have some 
limitations including bulky dimensions, poor ergonomics, inefficient control, and 
limited precision. To improve the present results, multidisciplinary collaboration is 
required, with novel solutions in terms of robot-control and specific instrumentation 
to exploit the advantages of endoscope robotic systems fully.

The need for collaborations with other sectors, in particular engineering, is evi-
dent: the development of new materials could allow the brain to be dynamically 
retracted, which would be necessary to develop the concept of transcranial, robot-
assisted endoscope-microneurosurgery fully.

Another interesting area of research is represented by training in neurosurgical 
robotics. Comparative studies that assess resident training using traditional methods 
vs. robotics will be essential for determining the benefits of robotic surgery in neu-
rosurgery; furthermore, they will be of paramount importance for optimizing train-
ing and fully exploiting the theoretical advantages of robotic surgery.
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1  �Overview

The role of robotic assistance in spine surgery can be roughly categorized by the 
ways in which it is used: (1) control systems in which the machine is provided with 
instructions for predetermined actions that are then carried out with close surgeon 
supervision; (2) telesurgical systems that allow the surgeon to control robotic move-
ments completely from a remote command; and (3) shared models in which the 
surgeon and robot simultaneously control commands [1]. Similarly, the impact of 
robotic assistance on several aspects of spine surgery can be considered: physical 
fatigue, operative length, and other characteristics, radiation exposure, accuracy of 
screw placement, patient outcomes, technical issues, and other outcomes, some of 
which are briefly overviewed below and explored in greater detail throughout this 
chapter.

Spine surgery requires precise motor skills to excise and manipulate bone and 
other connective tissue along with fine accuracy in manipulating the neural and 
vascular structures within, often while using small operative corridors. Injury to any 
of these structures entails the risk of neurological deficits or hemorrhage during 
either hardware placement or surgical exposure [2]. This is especially relevant in 
cases of deformity, trauma, or malignancy, where local anatomy can be distorted 
and consequently more complex and the use of surgical aides such as navigation 
and/or robotics can be of greater benefit to the surgeon. Additionally, robotic sys-
tems can allow the surgical team to access three-dimensional visualizations of the 
patient’s anatomical layout and permits others to view the procedure remotely via 
telemetry [3]. For these reasons, the advent of intraoperative imaging and 
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navigation systems to be used in tandem with robotic surgical systems is desirable 
not only to optimize visualization and mechanical accuracy, but also to maintain the 
reproducibility of such standards of accuracy in the face of lengthy and strenuous 
procedures.

Robotic navigation in spinal surgery is also beneficial in terms of screw place-
ment accuracy, as evidenced radiologically [4, 5]. Several studies have demon-
strated lower rates of screw malposition using surgical robotics than by free-hand 
placement [6, 7]. While these benefits of radiological accuracy must be considered 
separately from clinical outcomes, such as readmission, reoperation, and other com-
plications, robotic assistance can also be desirable for eliminating physiological 
hand tremors, especially in cases with small pedicle diameter or distorted anatomy 
[6]. Much less clear is the effect of robotic spinal surgery and navigation on clinical 
outcomes. Most studies to date have failed to demonstrate any positive effect of 
robotic spinal surgery on hospital length of stay, surgical site infections, major com-
plications, or total complication rates [8, 9].

As with all applications of technology, a learning curve associated with the use 
of robotics in spine surgery is to be expected. It has been noted in the literature that 
earlier adoption of navigation in spine surgery has been associated with higher rates 
of complications such as pedicle breach [1]. Other studies have demonstrated a 
positive correlation between surgeon familiarity with the robot and accuracy of 
screw placement [10]. This effect should be considered in both the interpretation of 
scientific studies regarding robotics in spinal surgery and the personal adoption of 
the technology.

2  �Devices

2.1	 �Mazor: SpineAssist

In 2004, the SpineAssist® (Mazor Robotics Ltd., Caesarea, Israel) became the first 
robot approved by the FDA specifically for the use in spine surgery (Table 1) [11]. 
The SpineAssist is a shared-control robot that can automatically move its arm along 
a predetermined path, as opposed to requiring the surgeon to follow (manually) a 
trajectory predetermined by navigation. After positioning for screw placement is 
established by the SpineAssist, the surgeon then performs all the drilling.

Table 1  Currently available surgical robotic systems

Manufacturer System Initial FDA approval
Intuitive surgical da Vinci Surgical System® 2000 (for general laparoscopic 

procedures)
Mazor SpineAssist® 2004
Mazor Renaissance® 2011
Zimmer Biomet ROSA® 2012
Mazor Mazor X® 2016
Globus medical Excelsius GPS® 2017
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Spinal fusions using the SpineAssist are usually performed in five main steps, 
detailed here as adapted from D’Souza et al. [4] First, 1-mm preoperative CT scans 
of the spinal levels of interest are obtained, and the surgeon uses the software pack-
age of the robot to generate the desired screw trajectory. Thereafter, the SpineAssist 
uses the trajectories entered to calculate optimal screw sizes and coordinates; these 
data are stored within the robot. The trajectories can be modified if previously 
unavailable CT scans are obtained or if a preplanned trajectory requires modification, 
for example, at the surgeon’s discretion intraoperatively. Second, the patient is placed 
in prone position on the operating table, and a mounting frame is attached to him/her 
to permit image registration for the robot [4]. Several options for mounting are avail-
able, and the position is selected after the anticipated characteristics of the operation 
have been considered, such as open versus percutaneous approach. Most frequently, 
the platform is attached to the patient’s spinous processes using one Kirschner-wire 
(K-wire) and secured bilaterally to the patient with two additional K-wires. In mini-
mally invasive approaches, the robot is attached to a frame that is propped up by 
percutaneously placed guide wires [4]. Other, less common approaches exist, such as 
securing the platform to a cranial process. Third, after the frame is secured, six fluo-
roscopic images are collected and synchronized with the preoperative images. 
Synchronization of different types of images in this manner permits the user to 
deploy intraoperative fluoroscopy with preoperative CT scans, if desired, and allows 
the robot to construct a map of the operational field and the surrounding anatomical 
structures [12]. Fourth, after the robot has been attached to the mounting frame, the 
robot arm is aligned automatically and verifies the planned trajectories. Fifth, a can-
nulated dilator, drill guide, and guidewire are placed through the robotic surgical arm 
and screws are placed using the guide wires. After the screws are placed, the robot is 
disassembled.

The popularity of the SpineAssist in clinical practice has led not only to its wide 
adoption but also to relatively detailed understanding of its main pitfalls [13]. 
Placement of screws can be complicated by malposition of the cannula, commonly 
along the lateral aspect of the spinous process. Sliding of the cannula along the 
screw entrance point can lead to screw positioning that is more lateral than deter-
mined preoperatively [4]. Additionally, instability of the frame can lead to dissocia-
tion between the machine positioning relative to the patient, ultimately distorting 
the anatomical map and thus the predetermined trajectory.

2.2	 �Mazor: Renaissance and Mazor X

Mazor’s second-generation robot for spine surgery, the Renaissance® (Fig.  1), 
replaced the SpineAssist in 2011. The primary updates from its predecessor included 
improved image recognition algorithms and the option for the surgeon to flatten the 
bone manually around screw entry points prior to drilling [14]. The latter is intended 
to address the issues of cannula skidding along the bone, which can be excessively 
sloped, especially in cases of distorted/degenerated anatomy; though it is not 
immune to such errors [13].
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The most recent release by Mazor is the Mazor X®, introduced in 2016. Unlike 
its predecessors, the Mazor X features an integraded linear optic camera that enables 
it to self-detect its location and provide collision avoidance intraoperatively by per-
forming 3D scans following reference placement [4]. It also includes a serial (rather 
than parallel) robotic arm that allows for increased range of motion and decreased 
reliance on surgical tools [15].

2.3	 �ROSA: SPINE

The ROSA® SPINE robot (Zimmer Biomet Robotics, Montpellier, France) was 
introduced in 2016 as a successor to its previous model for cranial operations [1]. 
The ROSA, similar to the aforementioned Mazor models, requires a preoperative 
CT scan; images captured from an O-arm® device within the operating room are 
automatically registered by the ROSA and a 3D reconstruction is generated. The 
surgeon can then merge the preoperative with intraoperative scans to plan the screw 
trajectory [16]. Intraoperative use of the ROSA is similar to that of the Mazor mod-
els: a guide tube needle is placed to facilitate guidewire threading on the posterior 
aspect of a target vertebral body, which the surgeon later uses to thread a cannulated 
dilator and insert screws under real-time navigation [3]. The major advantage of the 
ROSA is this real-time guidance feature performed on the basis of the 3D mapping 
generated at the beginning of the procedure [4]. Like other robots, the ROSA is 
limited by a lengthy setup and the inability to move the patient or camera, as this 
would result in inaccurate mapping and screw placement [17].

Fig. 1  Screw implantation following assistance with Renaissance® robotic system for posterior 
fusion. Image adapted from https://commons.wikimedia.org/wiki/File:Robotic_Spinal_Surgery.
jpg, shared under GNU Free Documentation License. Accessed November 22, 2020
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2.4	 �Globus Medical: Excelsius GPS

The Excelsius GPS® (Globus Medical, Inc., Audubon, Pennsylvania), introduced in 
2017, while similar to the ROSA and Mazor models, incorporates several design 
modifications to address errors introduced by movement (Fig. 2) [4]. The GPS auto-
matically compensates for patient movement, and feedback is provided if the drill 
slides or the reference frame moves [4, 18]. Furthermore, it features direct screw 
insertion via an external arm, rendering K-wires unnecessary (Fig. 3). Because the 
GPS has been introduced very recently, it has been much less extensively studied 
than the SpineAssist.

2.5	 �Intuitive Surgical: da Vinci Surgical System

The da Vinci Surgical System® (Intuitive Surgical, Sunnyvale, California) was 
approved by the FDA in 2000 for laparoscopic procedures [1]. Unlike the shared-
control model of the previously-mentioned robots, the da Vinci is a telesurgical 

Fig. 2  The Excelsius GPS® (Globus Medical, Inc., Audubon, Pennsylvania) robotic surgical sys-
tem. Image used with permission from Globus Medical, Inc.
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system in which the surgeon operates remotely. Because it is used for a range of 
procedures outside of spine surgery, it has been widely studied, and it provides bet-
ter visualization than conventional laparoscopy [4]. Benefits include tremor filter-
ing, high definition video for the surgeon and staff, and multiple operating arms 
with a separate remote booth, ideal for trainees (Fig. 4) [1].

Primary reported uses for the da Vinci system in spine surgery include anterior 
lumbar interbody fusions (ALIF), resection of spinal tumors, and transoral odon-
toidectomies [4, 19, 20]. Early studies of laproscopic ALIF failed to demonstrate 
any benefit in clinical outcomes for patients such as blood loss, complications, and 
length of stay. This partly explains the relatively rare use of this procedure [4].

Even though the da Vinci robot has numerous advantages, areas for improvement 
remain, mostly related to the lack of diversity in instrument compatibility. The most 
pertinent of these disadvantages is the lack of instruments such as burrs and ron-
geurs to assist with bone dissection [21]. Thus, the da Vinci is not a viable tool for 
metastatic tumors with osseous involvement or primary bone tumors; it is better 
suited to soft tissue masses [21].

3  Accuracy of Implant Placement

Numerous recent studies have shown that robotic-assisted screw placement in spine 
surgery results in greater accuracy than conventional, free-hand placement [8, 22–
25]. Kim et  al. in 2017 published a randomized controlled trial comparing 37 
patients receiving a robot-assisted posterior lumbar interbody fusion (PLIF) to 41 

Fig. 3  The Excelsius GPS® (Globus Medical, Inc., Audubon, Pennsylvania) in the clinical setting. 
Image used with permission from Globus Medical, Inc.
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receiving free-hand PLIF, with primary endpoints of intrapedicular screw place-
ment accuracy and proximal facet joint accuracy [22]. They found that the use of 
robotic assistance had no significant effect on intrapedicular accuracy but was asso-
ciated with a decrease in violation of the proximal facet joint (p  <  0.001). The 
authors noted that the free-hand technique for screw placement relies upon the 

Fig. 4  The da Vinci Surgical System® (Intuitive Surgical, Sunnyvale, California). Image taken 
from https://commons.wikimedia.org/wiki/File:Davinci-xi-surgical-system.png, shared without 
changes under Creative Commons Attribution-Share Alike 3.0 Unported license. Accessed 
November 22, 2020
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surgeon’s ability to coordinate the trajectory of the screw insertion in three planes 
solely on the basis of CT/fluoroscopy-based navigation, while the robotic system 
mechanically guides the surgeon to the exact planned trajectory independent of his/
her proficiency. A 2019 meta-analysis of randomized controlled trials by Li et al. 
demonstrated similar findings: use of the robot-assisted technique was associated 
with more accurate pedicle screw placement when evaluated radiologically [26].

To date, only one randomized controlled trial has shown a decreased accuracy of 
screw placement using the SpineAssist robot [7]. Ringel et al. implanted 298 pedi-
cle screws in 60 patients requiring mono- or bi-segmental lumbar or lumbosacral 
stabilizations using a 1:1 ratio of conventional to robot-assisted placements. Ninety-
three percent of conventionally placed screws had adequate accuracy (defined as 
cortical breach <2 mm in distance) compared to just 85% of screws placed with 
robotic assistance; this difference reached statistical significance (p = 0.019). The 
authors suggested several mechanisms that could explain why their results con-
flicted with most of the literature: (1) choice of robot fixation to the patient (secur-
ing a platform to a cranial spinous process with a single K-wire), which could have 
led to movement of the robot relative to the patient; (2) lateral skidding of the can-
nula for screw entry along the lateral aspect of the facet joint; or (3) other disloca-
tions of the cannula, such as by local muscle tissue through which the cannula 
perforates. These mechanisms were considered by Kim et  al., who attempted to 
minimize lateral skidding of the entry cannula by preparing the pedicle screw by the 
Peterson technique and opting for a lateral-to-medial screw trajectory [22]. 
Importantly, these screw malpositions, regardless of potential cause, were not asso-
ciated with increased rates of revision surgeries.

4  �Clinical Outcomes

Several prospective trials have examined the relationship between operative time 
and use of robotic assistance [14, 22, 27, 28]. While most individual trials have 
failed to demonstrate any significant difference in operative time between robot-
assisted and traditional procedures, a meta-analysis by Li et al. showed that robotic 
assistance was associated with a longer operative time. However, robotic assistance 
was also associated with the same postoperative stay, visual analog scale scores, and 
Oswestry disability index scores [26]. A meta-analysis by Yu et al. yielded similar 
findings with respect to increased operative time in the robot-assisted group [9] and 
failed to demonstrate any significant association between rates of complications and 
robot-assisted approaches.

Notably, Yu et al. found that 100% of complications in the robot-assisted group 
were related to infection, while 75% of those in the conventional group were related 
to pedicle screw placement, suggesting that infection rates could be attributable to 
the increased operative time associated with robotic assistance [9]. Even in increas-
ingly complex spinal surgeries, the available literature suggests that differences in 
complication rates are negligible. A retrospective comparison of conventional 
fluoroscopic-guided versus SpineAssist-treated patients undergoing surgery for 
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thoracolumbar metastatic tumors revealed no differences in accuracy or postopera-
tive infection rates [29].

While the literature is scant, small studies suggest several niche applications for 
robotic assistance in spine surgery such as sacroiliac (SI) screw placement, biopsies, 
vertebroplasties, and even S2 alar-iliac screw placement [30–33]. Owing to the 
complex anatomy of the pelvis, screw malposition rates in this region can reach as 
high as 15% [25]. One randomized controlled trial showed that robot-assisted pro-
cedures were associated with higher rates of screw accuracy than free-hand place-
ment. Furthermore, in the robot-assisted procedures, the time for guidewire insertion 
was shorter than with free-hand placement; although there was no difference in 
overall operative time [25], probably owing to the increased preparation time for use 
of the robot. The increased range of freedom and capacity to pre-plan a procedure 
enables surgical robots to intervene in areas that are otherwise difficult to reach 
using a traditional, free-hand technique; Dreval et  al. demonstrated the use of 
robotic assistance in vertebroplasties for fractures and hemangiomas with high 
accuracy and safety [11]. It has also been shown that robotic assistance decreases 
the incidence of intraoperative injury to the proximal facet joint, suggesting that it 
could help to minimize the risk for adjacent segment disease [34].

5  �Radiation Exposure

The use of fluoroscopic visualization is common in spinal procedures for navigation 
to the surgical site and for assessing hardware position intraoperatively. Accordingly, 
spinal procedures can expose operating room staff on average to 10–12 times as much 
radiation as non-spinal procedures [35]. Over a career, a spine surgeon can see 50 
times the lifetime radiation dose of a hip surgeon; ionizing radiation has been linked 
to development of complications such as cataracts, leukemia, and other cancers [1]. 
Although surgeons can minimize radiation exposure through protective equipment 
such as lead gowns, thyroid shields, and protective gloves, robot assistance shows 
promise in reducing this significant concern further [1]. A recent meta-analysis exam-
ining two prospective randomized controlled trials that studied intraoperative radia-
tion exposure revealed that robotic assistance is associated with decreased overall 
intraoperative radiation exposure time and overall intraoperative radiation dose [24, 
26, 28]. The protective effect of robotic assistance on radiation exposure is attributable 
to the preoperative and intraoperative trajectory planning that obviates the need for 
repeated fluoroscopy outside the initial preoperative preparation (Fig. 5).

6  �Cost–Benefit Analysis

Some authors have proposed that the use of robotics in spine surgery can potentially 
result in cost savings because of decreased operative time, length of stay, exposure 
to ionizing radiation, and revision surgeries [12]. As discussed previously, a few 
meta-analyses have demonstrated associations between increased operative time 
and use of robotic assistance. However, some of these findings of increased 

Robotics in Spinal Surgery



66

operative time could be related to inexperience with robotics for spine procedures. 
Whether this effect will persist as the learning curves for use of the technology are 
traversed is yet to be determined. For example, despite meta-analyses of prospective 
randomized trials demonstrating increased operative times, a large retrospective 
study by Menger et al. concluded that patients receiving robot-assisted surgery had 
shorter length of stay, fewer revision surgeries, lower infection rates, and shorter 
operative time [36]. A prospective, multi-center trial is currently underway to iden-
tify any differences in surgical complication rates, rates of revisions, and radiation 
exposure using robotic assistance for various degenerative spine diseases; prelimi-
nary results indicate that robotic treatment is associated with fewer complications 
and revisions, although the follow-up period is not complete and the sample size is 
small [37]. Given the large costs for initial purchase and annual maintenance service 
on surgical robotics, popularization of robotic surgery in the future is likely to 
depend on robustly demonstrated efficacy in surgical outcomes such as minimiza-
tion of revision operations, infections, and patient length of stay.

7  �Conclusion

Robotic assistance in spine surgery, emerging recently as an adjunct for pedicle 
screw placement, has been shown in several clinical studies to confer higher accu-
racy, and also lower radiation exposure to the surgeon, than conventional techniques, 
without significantly affecting the complication rates. Although these initial results 

Fig. 5  Real-time navigation with the Excelsius GPS® (Globus Medical, Inc., Audubon, 
Pennsylvania) in the clinical setting, providing surgical site visualization without the need for 
excess radiation exposure. Image used with permission from Globus Medical, Inc.
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are promising, widespread adoption of robotics for spinal applications must first 
overcome fiscal barriers, as few available studies support cost-efficacy. Further clin-
ical studies are needed to establish clear indications, limitations, and other areas of 
improvement for surgical robots in the spine subspecialty. Nevertheless, current 
robotic systems and further technological advancements show promise for expand-
ing indications in spine surgery, especially for complex cases where increased dex-
terity and reproducibility are desirable to augment current surgical technique.
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1  �Introduction

Since the late twentieth century, neurosurgery has undergone a revolution in diag-
nosis and treatment owing to an explosion in technology. Technological develop-
ments in imaging guidance, intraoperative imaging, and microscopy have pushed 
neurosurgeons to the limits of their dexterity. The introduction of robotic-assisted 
surgery has provided surgeons with improved ergonomics and enhanced visualiza-
tion, dexterity, and haptic capabilities.

Nanotechnology is defined as technology at the nanometer scale that can be used 
in the real world. The National Nanotechnology Initiative (NNI) defines this scale 
as encompassing elements between 1 and 100 nm. The relevance of this can be seen 
when it is recalled that a cell surface receptor measures approximately 40 nm, a 
DNA strand 2 nm and an albumin molecule around 7 nm [1].

Research in this innovative field will provide not only advances and discoveries 
of new materials but also possible advances in other fields such as medicine and 
health in general. Examples of the materials deployed in nanotechnologies include 
autoasambled molecular agglomerates using agents in solution, biological mole-
cules such as DNA, etc.

Nanorobotics is the field of nanotechnology concerned with the design and cre-
ation of versatile robots at the molecular or cellular level. Such robots will allow us 
to access all the human body, performing new procedures at the cellular level and 
providing diagnostics and treatment with previously unimagined precision.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90862-1_6&domain=pdf
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Movement of these nanorobots is the first challenge; traditional battery compo-
nents are not possible at such a small scale. Options currently being considered are: 
chemically powered engines, magnetic swimmers, electrical, thermal and optical 
energy, or combinations of those to produce hybrid nanorobots. These principles of 
nanorobotic motion have led to the development of different nanorobots such as 
micro-rockets, helicoidal swimmers, ultrasound impulse nanocables, and even 
hybrid microrobots driven by sperm cells (Fig. 1).

Recent studies have demonstrated the potential use of these prototypes in such 
areas as target delivery, precision surgery, sensing biological agents, and 
detoxification.

This chapter will discuss the use of these nanorobots in a high-precision surgical 
field such as neuroscience, including neurosurgery.

2  �Nanorobots for Precision Surgery

The use of robotic technology to assist surgeons was described conceptually almost 
30 years ago but has only recently become feasible. The intrinsic characteristics of 
robots such as high precision, repeatability, and endurance make them the ideal 
surgeon assistants and have led surgeons to develop less invasive and more precise 
techniques. However, the challenge remains of producing robots that can be 

a c

b d

Fig. 1  Powering mechanism for micro/nanorobots. (a) Magnetically-propelled microrobot based 
on rotating microcoil. (b) Ultrasound-propelled microrobot powered by cavitating microbubble. 
(c) Chemically-propelled motor based on zinc microtube; the microrobot converts gastric fluid into 
gas bubbles that generate the propulsion thrust. (d) Biohybrid microrobot based on the integration 
of a sperm cell with a synthetic structure. Figure from: Soto F, Wang J, Ahmed R, Demirci 
U. Medical robotics: Medical micro/nanorobots in precision medicine (adv. Sci. 21/2020). Adv Sci 
(Weinh). 2020;7(21):2070117. (Obtained from “Open Access” sources under CC-BY license)
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introduced into the body, reaching areas that have hitherto been impossible to reach. 
It will open a new paradigm for the development of novel diagnosis and treatment 
techniques [2].

Untethered tools such as nano-drills, micro-forceps, and micro-bullets are some 
of the elements that could face limitations in microscopic surgery.

Nanorobots directed by different forms of energy are capable of obtaining cel-
lular tissue biopsies and of navigating the entire human body, since they can pass 
through vascular capillaries and work at a cellular level. Untethered micro-forceps 
represent a huge leap in the autonomy of these nanorobots; they can grasp and 
remove tissue in a similar way to the forceps that we use routinely. They can also 
respond automatically to grasping the tissue by changing shape in response to 
micro-ambience changes such as pH differences, temperature changes, or the activi-
ties of local enzymes. However, such changes will not interfere with the preserva-
tion of the tissue obtained, allowing it to be recovered and examined properly 
(Fig. 2).

Magnetically impulsed nanorobots have also been proposed since magnetic 
impulses can pass through thicker tissues. A clear example is magnetic rota-
tional microdrills, which have shown a high index of penetration in such tis-
sues. At the same time, the magnetic fields created are used to navigate the 
nanorobot. Figure 3 shows several examples including nanobots injected into 
the vitreous cavity through a surgical opening in the eye. A magnetic bovine 
system was used to allow the nanorobot to navigate to the posterior segment of 
a rabbit eye.

As well as magnetic fields, ultrasound has been proposed for the development of 
micro-bullets. These consist of biocompatible fuel and are greatly accelerated by 
ultrasound, allowing them to penetrate, ablate, and destroy tissues [3].

a b

Fig. 2  Microrobot-based biopsy and sampling. (a) Star-shaped gripper collecting tissue. (b) Star 
gripper collecting red blood cells. Figure from: Soto F, Wang J, Ahmed R, Demirci U. Medical 
robotics: Medical micro/nanorobots in precision medicine (adv. Sci. 21/2020). Adv Sci (Weinh). 
2020;7(21):2070117. (Obtained from “Open Access” sources under CC-BY license)

Nanorobots in Neurosurgery



72

3  �Neuroscience Applications

Although robotics has provided invaluable assistance in other surgical specialties, 
access and the very delicate nature of neurological tissue have remained obstacles 
against using this technology in the brain.

However, neurological surgery is well suited for incorporating robotic assis-
tance. Traditionally, several aspects of our subspecialty lend themselves to the need 
for and implementation of robotics, including: the rich history of neurosurgical 
innovation in stereotaxy and navigated localization; the established anatomical con-
fines that are protected by and oriented very specifically toward bony structures; the 
microsurgical nature of our procedures; the highly technical nature of the field; the 
growth and need for growth in minimally invasive neurosurgery; and a culture that 
adopts and embraces new technology.

Nanorobots overcome most of the limitations mentioned above, providing access 
to areas that not even the human eye can reach.

The application of nanorobots to the human brain has been named “neural nanoro-
botics.” Its medical applications will depend on its ability to monitor electric activity 
and single neuron synaptic activity in real time, as well as collecting information about 
neurotransmitter traffic and other data without injuring any surrounding tissue.

If a nanorobot with cellular repair capacity could be created, it would be able to 
treat most if not all pathologies of the central nervous system, particularly focusing 
on degenerative diseases such as Parkinson, Alzheimer, etc. [4, 5]. Furthermore, 

a b

c d

Fig. 3  Micro/nanorobots for tissue penetration. (a) Magnetic microdrill entering liver tissue. (b) 
Magnetic microdrill penetrating mucin gel. (c) Magnetic microdrill mobilizing inside the eye. (d) 
Ultrasound powered microbullet for tissue penetration and cleaving. Figure from: Soto F, Wang J, 
Ahmed R, Demirci U. Medical robotics: Medical micro/nanorobots in precision medicine (adv. 
Sci. 21/2020). Adv Sci (Weinh). 2020;7(21):2070117. (Obtained from “Open Access” sources 
under CC-BY license)
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application of this technology should be useful not only for diagnosing and treating 
diseases but also for increasing the cognitive capacities of the human brain signifi-
cantly. It is likely that during the next 30 years we will be able to develop nanoro-
bots safe enough for real-time interface tasks between the human brain and 
biological (another brain) and non-biological computing systems, thus creating 
brain-to-brain interfaces (BTBI) and brain–computer interfaces (BCI), in particular 
brain–cloud interfaces (B/CI).

BTBI and BCI technologies could yield treatment for paralyzed patients, while 
B/CI will allow us access to the omnipresent pool of information (networks, servers, 
and databases). This will enable communications between persons and computers 
to be changed radically, thus producing a true cognitive empowerment of humanity. 
To develop these interfaces, three different types of neuro nanorobots have been 
proposed, each acting at a different level and at the same time with an external com-
puter system. These are called Endoneurorobots, Gliabots, and Synaptobots. They 
are 0.5–10 nm in size and are introduced into the human body transdermally. They 
will travel toward and cross the blood–brain barrier to enter the CNS. Endoneurobots 
will enter the neural soma while Gliobots will enter the glial cells, and Synaptobots 
will remain between the axonal terminals, monitoring the synaptic gap and the 
neurotransmitters.

4  �Brain–Machine Interface Applications

The brain–machine interface is a collaboration between a brain and a device that 
enables signals from that brain to direct and control some external activity such a 
cursor or a prosthetic limb. It enables a direct communication pathway between the 
brain and the object to be controlled.

The term “brain–machine interface” was coined in 1973 by Jacques J Vidal, a 
Belgian researcher working at UCLA. However, Professor Jonathan Wolpaw devel-
oped a brain–computer interface using electrodes in the surface of the skull instead 
of directly in the brain. The year 1998 marked a significant development in the field 
of brain mapping when Phillip Kennedy implanted the first brain–computer inter-
face object into a human.

The development of a brain–computer interface allows us to restore previously 
lost functions in patients. Neuronal implants collect information from nerve cells 
that are then interpreted by an external computer, allowing a command to be exe-
cuted to either a prosthesis or a computer. This mechanism allows people with limb 
paralysis to control their robotic prosthesis or people with “locked-in syndrome” to 
communicate through a computer screen, writing, sending messages, etc. (Fig. 4).

Nanorobots also allows us to perform surgical procedures at an axonal level. This 
could potentially restore lost neurological functions in a nerve plexus or at a spinal 
cord level following trauma. These robots can manipulate axons through electro-
phoresis, approach the damaged ends, or even glue them together through electrofu-
sion, opening a door into a new dimension of neurosurgical precision at a neural or 
axonal level [6].
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5  �Brain–Cloud Applications

Connecting your brain to a cloud seems far-fetched, but professors at the University 
of Berkley and the US Institute of Molecular Manufacturing suggest that this idea is 
not necessarily implausible. Researchers predict that advances in nanotechnology, 
nanomedicine, artificial intelligence (AI), and computation could lead to a system 
in which areas of the human brain (neurons and synapses) are connected to cloud 
computing networks in real time. Furthermore, designed neural nanorobots could 
transmit data wirelessly to and from a cloud-connected supercomputer.

The supposed benefits of a human brain–cloud interface (B/CI) include improve-
ment in education and in collective human intelligence.

In our current world, it is impossible to keep up with the exponential growth of 
available information and its associated learning and training; humans have biologi-
cal limitations. Neural nanorobots will enable us to overcome these limitations, 
allowing our learning capacities to expand exponentially. However, the transmis-
sion of information and knowledge will not resolve everything, as knowledge 
requires analysis and interpretation; an increase in learning capacity does not neces-
sarily entail an increase in creativity and imagination.

Research has demonstrated that people with higher IQs have more complex, 
more integrated, and more distant neural connections within and among brain 

Fig. 4  Brain-to-brain interface (BTBI) for information transfer between human subjects. The emit-
ter subject is shown on the left, where sensorimotor cortex activity was recorded using EEG elec-
trodes. The emitter performed an imagery-based binary motor task: imagery of the feet (bit value 0) 
versus imagery of the hands (bit value 1). The receiver subject is shown on the right. The TMS coil 
was positioned differently over the visual cortex for 1 and 0 bit values, respectively, evoking or not 
evoking phosphenes (flashes of light). An Internet link was used for this brain-to-brain communica-
tion. Figure from: Martins NRB, Angelica A, Chakravarthy K, et al. Human brain/cloud interface. 
Front Neurosci. 2019;13:112. (Obtained from “Open Access” sources under CC-BY license)
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regions than people with lower IQs. In these cases, a nanorobot-mediated B/CI 
could substantially increase intelligence, pattern recognition, and memory creating 
complex biological and non-biological networks.

The creation of virtual reality indistinguishable from reality itself has been advo-
cated as a potential future application of nanorobot-mediated B/VI; furthermore, 
another person’s life could be experienced through their eyes using connections in 
the same networks. However, these future prospects raise many ethical questions [7].

6  �Clinical Trials in Neuro Oncology

Although most of the technical aspects of nanorobotics have been developed in 
animals, we wish to share our experience of one of the first human-based studies, 
currently under review by the European Agency pending a European grant. The 
study is: Innovative nanomaterials targeting bone metastases of the spine by two 
hits: inhibition of tumor progression and bone regeneration (INNATA). The aim of 
this study is to develop innovative treatments for inhibiting the progression of spinal 
metastases and simultaneously leading to the formation of new, healthy, and 
mechanically competent bone tissue. The main goal of the dual-functional antican-
cer and osteoinductive injectable nanostructure will be achieved through the follow-
ing specific objectives: (1) synthesis of biocompatible hydrogels; (2) penetration by 
polymer nanosheets (NS) loaded with anticancer compounds (GO; ILs); (3) devel-
opment of therapeutic injectable NS; (4) in vitro study to evaluate the anticancer, 
osteoinductive and angiogenic properties of NS; (5) in vivo validation to assess the 
anticancer and bone regenerative efficacies of the injectable therapeutic NS.

7  �Limitations

There is a huge amount of research in this new technology. Despite the numerous efforts 
and capital investment, currently available resources impose limitations. One of the 
main limitations for applying these technologies is the safety and biocompatibility of 
nanorobots. Ideally, they should access the human body through intradermal injection, 
enter the vascular circulation, achieve the task for which they are designed, and then 
degrade either through the microbiological micro-ambiance or by excretion. Another 
very important aspect is the choice of materials for nanorobot design, since changes in 
their surfaces could induce intrinsic inflammatory reactions, reducing their life expec-
tancy, minimizing their efficacy or even eliciting unwanted immunological responses.

Current preclinical studies are analyzing these two aspects, biocompatibility and 
security, as well as adequate materials for nanorobot production. These preclinical 
studies involve animal testing, and we are on the verge of implementing them in humans.

The next step should be to provide the infrastructure for mass production for 
these nanorobotic systems, concurrently with the design of new biocompatible 
materials through developments in tissue and molecular engineering. Similarly, the 
creation of new methods for generating motion as well as magnetic auto-assembly, 
magnetic levitation, etc. will make nanorobots more versatile and secure, eventually 
hiding them from the immune system of the patient [8].
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8  �Ethical Considerations

Individual personality and character is determined partly by genetics and partly by 
training and life experiences, collected and stored in the brain. Although the new 
technology is designed to access highly eloquent regions within the brain with few 
or no complications, the fact that it can potentially interfere with individual and 
personal characteristics raises huge ethical issues, which surely will have to be con-
sidered by the numerous regulatory agencies such as FDA, EMA, etc.

It is for this reason, as well as the high cost of such technology, that nanorobotics 
remains a promising field at a very early stage.

However, the specialty of neurological surgery is likely to overcome many major 
milestones in robotic technology over the coming years. Our history has already 
been intricately intertwined with the predecessors of today’s nascent robotic plat-
forms. This will make our future much like our past, one that is rich in scientific and 
technological advances.

9  Conclusion

It is likely that in the non-distant future we will be able to develop nanorobots safe 
enough for real-time interface tasks between the human brain and biological and 
non-biological computing systems, thus creating brain-to-brain interfaces and 
brain-computer interfaces, in particular brain-cloud interfaces. Current preclinical 
studies are analyzing biocompatibility and security, as well as adequate materials 
for nanorobot production. It is a fact that this technology can potentially interfere 
with individual and personal characteristics raise huge ethical issues, which surely 
will have to be considered by numerous regulatory agencies. It is for this reason, as 
well as the high cost of such technology, that nanorobotics remains a promising 
field at a very early stage.

References

	1.	 Saadeh Y, Vyas D. Nanorobotic applications in medicine: current proposals and designs. Am J 
Robot Surg. 2014;1(1):4–11.

	2.	 Bhushan B. Introduction to nanotechnology. In:  Springer handbook of nanotechnology. Berlin 
Heidelberg: Springer; 2017. p. 1–19.

	3.	 Sensing JL, Bertaesteban-Fernándezde Á, Wei G, Liangfang Z, Joseph W. Micro/nanorobots 
for biomedicine: delivery, surgery. Sci Robot. Published online. 2017.

	4.	 Lafuente JV, Requejo C, Ugedo L. Nanodelivery of therapeutic agents in Parkinson’s disease. 
Prog Brain Res. 2019;245:263–79.

	5.	 Ozkizilcik A, Sharma A, Lafuente JV, et al. Nanodelivery of cerebrolysin reduces pathophysi-
ology of Parkinson’s disease. Prog Brain Res. 2019;245:201–46.

	6.	 Chang WC, Hawkes EA, Kliot M, Sretavan DW. In vivo use of a nanoknife for axon microsur-
gery. Neurosurgery. 2007;61(4):683–91. discussion 691–2

	7.	 Martins NRB, Angelica A, Chakravarthy K, et al. Human brain/cloud interface. Front Neurosci. 
2019;13:112.

	8.	 Soto F, Wang J, Ahmed R, Demirci U. Medical robotics: medical micro/nanorobots in precision 
medicine. Adv Sci (Weinh). 2020;7(21):2070117.

L. Capo and J. Lafuente



77© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2022
M. M. Al-Salihi et al. (eds.), Introduction to Robotics in Minimally Invasive 
Neurosurgery, https://doi.org/10.1007/978-3-030-90862-1_7

M. M. Al-Salihi (*) · M. S. Al-Jebur 
College of Medicine, University of Baghdad, Baghdad, Iraq 

T. Goto 
Department of Neurosurgery, St. Marianna University School of Medicine, Kawasaki, 
Kanagawa, Japan
e-mail: tegotou@marianna-u.ac.jp

Artificial Intelligence and the Internet 
of Things in the Neurosurgical Operating 
Theater

Mohammed Maan Al-Salihi, Maryam Sabah Al-Jebur, 
and Tetsuya Goto

1  �Introduction

Recently, with the onset of the fourth industrial revolution, represented by artificial 
intelligence (AI), big data, the Internet of Things (IoT), and robotics, interest in 
medical AI has increased more than ever [1, 2]. AI, the ability of a machine to think 
and learn, has undergone a revolution of applications from autonomous vehicles on 
our roads to digital personal assistants in our homes [3, 4]. It was introduced to 
medical disciplines via machine learning (ML), and neurosurgery has benefited 
most from AI-driven technological innovations, especially the subspecialty of func-
tional and stereotactic neurosurgery [5]. Neurosurgical applications of AI that auto-
mate the diagnosis and treatment of movement-related disorders and epilepsy 
include: diagnostic brain imaging classification, preoperative planning, prediction 
of postoperative patient outcomes, location of epileptogenic zones within the brain, 
and selecting surgical candidates; in addition to automated surgical adjuncts, and 
autonomous surgical robots [6]. Such applications have the potential to enhance 
accuracy and save neurosurgeons’ time [7]. Nevertheless, although AI and ML have 
been actively studied, few surgeons understand their basic concepts [8].

Similarly, few surgeons are familiar with IoT and digital biomarkers. IoT, com-
posed of devices containing embedded sensors, is defined as any network of phys-
ical objects that contain embedded technology to communicate, sense, and interact 
with either their internal states or the external environment [9]. Although IoT and 
AI were previously defined separately, IoT has recently evolved as a technology 
including medical AI [10], and is widely used in medical fields [11–13]. Recent 
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studies in neurosurgery measuring physical activity in spinal patients have used 
various devices and sensors to monitor such patients in real time [14]. Such moni-
toring facilitates diagnosis and prompts treatment, which in turn lowers medical 
expenses [15]. The principle of IoT is that devices containing embedded sensors 
continually gather information from the environment and deliver it to a gateway 
via a wireless network, which receives this information from the sensors of the 
various devices and delivers it to a cloud that gathers, interprets, and stores that 
abundance of data in real time [16]. The OPeLiNK monitor is an intraoperatively 
applied communication interface through which the next-generation networked 
surgical operating room was built, known as the Smart Cyber Operating Theater 
(SCOT) (Figs. 1 and 2) [17]. The SCOT innovation offers the ability to intercon-
nect the many devices in the neurosurgical operating room, integrating surgical 
information such as images of the surgical field, anesthetic data, visual evoked 
potential (VEP) monitoring, and navigation and biometric data, and displaying it 
all to a “Strategy Desk” in the operation room in the same timeline, which sup-
ports surgeons’ decision making (Fig. 3) [17]. There is also control room beside 
the SCOT operating room that contains the MRI control desk and OPeLinK server. 
The connection between the OPeLinK server and other apparatus is an Ethernet 
cable built within the central wall to avoid interference with the intraoperative 
MRI (Figs. 4, 5, and 6).

This system has been highly mechanized and is used for both microscopic and 
endoscopic neurosurgery [17], proving extremely helpful in determining the appro-
priate extent of resection for malignant brain tumors and thus preserving neurologi-
cal function (Fig. 7) [18].

Fig. 1  The SCOT operation room; intraoperative MRI is installed in the same room. MRI, bipolar 
coagulator, a navigation system, and microscope are connected to the OPeLinK through an 
Ethernet cable
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Fig. 2  The opposite side of the SCOT operation room. Anesthetic systems are also connected to 
the OPeLinK. The 60-inch 4K monitor at the wall displays all the information of the OPeLink. For 
the information on the monitor, “live” or “review” can be selected. The surgeon communicates 
with the strategy desk through this monitor

Fig. 3  The wall monitor of the OPeLinK; communication with the strategy desk, which appears 
on the left upper part of the picture. The navigation information appears on the left lower part of 
the picture, the microscopic view appears on the central upper part. The central lower part and the 
lowest line bar of the picture display the task history recording system. The task history can be 
placed not only the in the timeline bar but also in the navigation system. Infusion pump, anesthetic 
information, patient’s general condition, and electrophysiological monitoring display (waveform 
of the ABR) all appear on the right side of the picture. This picture indicates the live mode. (It is 
difficult to judge whether this information is live or review)
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In this chapter we will introduce the basic concepts of AI and IoT and their cur-
rent and future-driven technological innovations in the neurosurgical field. We will 
also describe the basis on which the innovative new operating room, SCOT, was 
developed and applied in neurosurgery.

Fig. 4  Control room beside the SCOT operation room; MRI control desk on the right side, 
OPeLinK server on the left. The cable connecting the OPeLinK server and each item of apparatus 
is built within the central wall to avoid interference with the intraoperative MRI. The connecting 
system is not Wi-Fi; an Ethernet cable is used

Fig. 5  Control desk of the wall monitor for OPeLinK on the left side of the picture, electrophysi-
ological monitoring system on the right
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Fig. 6  Intraoperative MRI; no need to transfer the patient to another room. Data are updated to the 
navigation system directly

Fig. 7  Endoscopic neurosurgery operations are also performed in the SCOT operation room
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2  �Artificial Intelligence in Neurosurgery

2.1	 �Artificial Intelligence, Machine Learning, and Automation 
in Neurosurgery

Artificial intelligence (AI) is the branch of computer science that deals with the 
simulation of intelligent behavior by computers [19]. A significant subset of AI is 
machine learning (ML), the domain that allows computer algorithms to be trained 
and learn patterns by studying large amounts of data directly, without the need for 
rigid programming for each separate task (Table 1) [20]. Interestingly, in our daily 
lives, AI is already widely applied via ML and used inconspicuously in many appli-
cations including search and online shopping suggestions, speech recognition by 
smartphones, and email spam filters [4]. Likewise, AI and ML methods have entered 
medicine, have been tested in a variety of clinical applications, and have begun to 
establish capabilities approximating those of specialist physicians [21, 22], cover-
ing all phases of medical care and surgical fields: diagnosis, surgical planning, deci-
sion making, reducing intraoperative surgical workflow, prediction of patients’ 
outcomes, efficiency enhancement, and postoperative reporting [3, 10, 23–28].

Table 1  Machine learning models of supervised, unsupervised, and reinforcement learning in 
clinical tasks

ML models Algorithms Mechanism Applications
Supervised 
learning

• �Support vector 
machines 
(SVMs)

• �Random forests 
(RF)

• �Artificial neural 
networks 
(ANNs)

• Naive Bayesian

• �Trained using known 
training dataset

• Infer the predictions
• Predict future outcomes

• �Clinical prediction, such 
as treatment outcome

• Prognostication

Unsupervised 
learning

• K-means
• Fuzzy C-means
• �Hierarchical 

clustering

• �Dataset is not classified 
or labeled

• �Tasked with identifying 
clustering values

• Cannot make prediction
• �Model the underlying 

structure or distribution 
of the data qualitatively

• �Diagnostics: Identify 
symptom clusters/
pattern identification of 
imaging data

• �Help in treatment 
strategies

• Patient selection

Reinforcement 
learning

• Monte Carlo
• Q-learning
• �State–action–

reward–state–
action (SARSA)

• �Trained by reward and 
punishment

• �Determine the ideal 
behavior within a 
specific context based on 
simple reward on their 
actions

• Allocation tasks
• �Patients discharge 

selection
• �Algorithm control for 

surgical adjuncts and 
robotics

Data from Traverso, Alberto & Dankers, Frank & Osong, Biche & Wee, Leonard & Kuijk, Sander 
(2019). Diving Deeper into Models. https://doi.org/10.1007/978-3-319-99,713-1_9
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Since developments in neurosurgery have always relied on cutting-edge technol-
ogy, clinical implementations of AI have offered significant assistance especially 
for the subspecialties of spinal, vascular, and oncological surgery [10, 28, 29]. This 
is leading to AI-facilitated automation, a forthcoming technological revolution in 
medicine that is anticipated to lower costs, reduce medical errors, expand access to 
healthcare, and increase patient autonomy [30–32], not only in non-interventional 
aspects of medical care, but also potentially in the operating room and interventions, 
if it is applied along with surgical robotics [32] and operative adjuncts [33, 34].

Current diagnostic techniques produce large volumes of data that need investiga-
tion, extraction, and gross interpretation by trained specialists at high levels of sen-
sitivity and specificity. Human interpretation is not always well suited to quantitative 
analysis of large noisy data volumes [30, 31], because it is impossible for a human 
to compare and analyze every voxel quantitatively in every slice from MRI or CT 
data. The application of ML-automated techniques using artificial neural networks 
to analyze radiological data can achieve faster and more accurate quantitative pro-
cessing of these data at higher resolutions and speeds than is humanly possible 
[35–37]. Since ML uses every voxel as an individual input feature, the amount of 
data extracted is extremely high [20].

In addition, computer-aided data analysis can be one of the first ML applications 
for diagnosis, segmentation, or outcome prediction since its clinical application is 
noninvasive [3, 38]. One example of this potential ability is the prediction of molec-
ular expression in gliomas using only MRI data; previously, invasive tissue sam-
pling was required for molecular-level analysis [35, 39].

Therefore, the potential applications of AI in medicine and neuroscience are 
wide-ranging and are reinforced by the big data generated and stored in the modern 
clinical environment, where specific algorithms can be applied to analyze multi-
modal clinical data sources such as lab reports, alpha-numeric electronic health 
records, 2-dimensional and 3-dimensional radiological scans, and clinical images. 
According to the technique used, AI can automate and enhance implementation, 
administration, regulation, and clinical tasks, consequently reducing the human 
work burden, improving accuracy, and eliminating errors [40].

2.1.1	 �Non-interventional Applications
Non-interventional neurosurgical applications of AI automation for diagnosis 
include diagnostic brain imaging classification from sequence selection to image 
interpretation [41, 42], with rapid detection of certain conditions [24]. Several stud-
ies have reported the application of AI algorithms to imaging sequences to automate 
tumor classification [43], diagnose acute ischemic events [24] or aneurysms [29], 
and predict glioma features [35, 44]. In addition, automation has approximated the 
diagnostic performance of specialist physicians in neuropathology, particularly 
regarding genomic analysis [45] and tissue histopathology [46], electrophysiology 
[47], and analysis of electronic health records [40]. Also, recent retrospective stud-
ies have reported that these algorithms are superior to physicians at decision making 
tasks including preoperative planning and outcome prediction [48–50]. Regarding 
preoperative planning, several studies have compared ML with physicians [48, 

Artificial Intelligence and the Internet of Things in the Neurosurgical Operating Theater



84

51–55].Applications have included automated tumor segmentation [56], location of 
epileptogenic zones [43, 51–53], and selection of surgical candidates among pedi-
atric epilepsy patients using ML-based natural language processing [54]. ML has 
also been used for calculating the vasospasm risk following subarachnoid hemor-
rhage [57], and predicting tissue injury and the effect of treatment for acute isch-
emic stroke [58]. ML models had a higher segmentation speed, with a median of 
36–40 s rather than 20.2 min in manual segmentation [20]. In the four studies locat-
ing epileptogenic zones [43, 51–53], ML achieved significantly higher accuracy in 
differentiating between left-sided and right-sided temporal lobe epilepsy (TLE) 
based on functional MRI [53], whereas comparisons based on genetic information 
and symptoms failed to differentiate TLE from extra-temporal lobe epilepsy [43]. 
Automation also enhanced outcome prediction by predicting survival rates in neuro-
oncology on the basis of MRI features [48, 49], and in traumatic brain injury on the 
basis of clinical features [57], thus helping in treatment selection and boosting 
patient stratification.

However, clinical use of ML models could displace clinicians, the so-called 
human vs. machine paradigm. In practice, even though ML models are enabled to 
perform a given analysis with much higher accuracy, clinicians must still be consid-
ered. A systematic review has reported that ML models were better when used to 
assist the clinician in decision making, which is then called “human-and-machine.” 
[20] In four studies that assessed the combined performances of clinicians along 
with ML models for radiological diagnosis or segmentation, the results suggested 
that ML combined with clinician decision making was superior to ML models alone 
or clinician decision making alone [52, 59]. This demonstrates that ML models and 
human specialists complement each other [20].

A barrier to the application of ML models in practice is the large body of ade-
quately categorized and complete data needed to generate such models. Thus, 
because higher quality data are used, the performance of ML models in research 
settings could be overestimated in relation to their true performance in their clinical 
setting. Another hurdle is the rightly restricted access to patients’ data, referred to as 
privacy considerations, which make it difficult to obtain high volume training data 
sets [60]. To overcome these barriers, further studies should consider the human-
and-machine approach in order to discover how the powerful analyses that ML 
offers can best enhance the work of clinicians. Also, efforts are needed to create a 
legal and ethical framework that supports the collection of training data, validation, 
and regulation of the performance of ML models before and after their deployment 
in clinical care [20].

2.1.2	 �Interventional Applications
ML can potentially help with interventions in neurosurgery through controlling the 
mechanisms of operative adjuncts and autonomous surgical robots, permitting the 
interventions to be more precise with minimal surgical errors. Neurosurgical 
adjuncts are designed to maximize both the accuracy and freedom of the interven-
tion with least collateral damage. Therefore, since the adjunct’s performance 
depends on the human using it, considering that the surgeon’s unaided performance 
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relies on various physical and mental factors, approximately 23.7% to 27.8% of 
neurosurgical mistakes result from the surgeon’s poor technique [61]. For that rea-
son, surgical adjuncts such as semi-automated operating microscopes and endo-
scopes, which are capable of automated self-positioning, are potentially useful in 
spinal and intracranial procedures [33, 34]; automated image guidance [62], which 
applies imaging data acquired preoperatively or intraoperatively, helps in planning 
techniques for the operative trajectory [63, 64]; and together with other potentially 
automated surgical adjuncts used to alert surgeons when they encroach upon critical 
structures [65], these will all maximize the rapidity and accuracy of interventions, 
minimizing the technical errors and collateral damage secondary to human factors, 
and thus minimizing postoperative deficits.

Moreover, interventional tasks could be partially or even fully automated in the 
near future, thanks to the possibility of combining robot-assisted devices with AI 
automated control algorithms, along with advanced sensory technology including 
machine vision, haptic and motion sensors, and kinematics. These have made it pos-
sible to automate soft-tissue interventional surgery [66–68], and can augment 
human surgical capability beyond its current limits. During the past 15 years, robotic 
systems have developed exponentially to provide greater degrees of freedom, better 
orientation and positioning of surgical instrumentation, and superior three-
dimensional vision, in addition to their greatest contributions: eliminating trem-
bling, improving resolution, reducing operative time, and imposing physical 
restrictions to avoid vulnerable areas [69]. However, they usually have to be con-
trolled by humans in real time. Regular common robotic systems include PUMA 
200, introduced in 1985, the first robot implemented in the neurosurgical operating 
room to perform a brain biopsy successfully [70]. Ever since then, applications of 
robotized systems have progressed to include ventricular catheter placement, radio-
surgery, placement of electrodes in deep brain stimulation or of stereo-
electroencephalographic electrodes for investigating refractory epilepsy, and laser 
ablation [71–74]. Many different systems have been prototyped and become either 
commercially available, under trial, or discontinued [75]. Already, currently active 
commercially available neurosurgical robots include Neuromate (Renishaw-
Mayfield SA., Nyon, Switzerland), first developed in 1987 [76]; SurgiScope (ISIS 
Robotics, Saint Martin d’Heres, France), a delta parallel microscope-carrying robot, 
reported in 2003 [77]; ROSA (MedTech SA., Montpellier, France), the first to 
implant electrodes for deep brain stimulation [78]; and Renaissance (Mazor 
Robotics, Caesarea, Israel), a partly autonomous device that uses preoperative 
imaging to guide operative trajectories in placing pedicle screws [79]. However, the 
classification of such robots according to surgeon–robot interaction included only 
three models: (1) the supervisory controlled system, in which the robot autono-
mously follows a surgical plan made under the supervision of the doctor using CT 
or MRI scans of the patient brain; (2) the tele-operated system, in which the robot 
replicates the surgeon’s movement in real time using a haptic system interface; (3) 
the shared control system, a symbiotic system in which the surgeon has complete 
control while the robot acts only as an assistant, the surgeon’s hand using the instru-
ment to prevent tremors and ensure safety in delicate surgical areas [80]. Although 
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neurosurgical robots can potentially save surgeons time and simplify complex pro-
cedures, the recent conjoining of AI control algorithms with the evident capabilities 
of surgical robots can create a fourth fully automated model of surgical robotics that 
could further enhance surgical capability, improve outcomes, and increase potential 
care access without human intervention [68]. Shademan et al. reported a complete 
porcine intestinal anastomosis performed in vivo by an autonomous surgical robot, 
the Smart Tissue Autonomous Robot (STAR) [68, 81]. Future autonomous robots 
could potentially observe, think, and act independently of active human interven-
tion. However, surgical robots can be automated through teaching via ML, either 
explicitly by direct programming, implicitly by the robot watching a surgeon or a 
video or by training it in virtual reality [32]. Although effectively outperforming the 
human expert, the robot must also be able to evaluate all relevant sensory inputs 
such as the tactile and visual features of the surgical field and the positional infor-
mation, and must be able to access a database detailing how to achieve the surgical 
goal safely. Accordingly, a combination of implicit and the explicit techniques will 
be necessary, with continual modifications and reinforcement by surgeons [82]. The 
tasks for an autonomous surgical robot then range between the following three 
parameters: human independence, mission complexity, and environmental difficulty 
[83]. AI cannot yet be mediated to provide an autonomous system representing 
motion sequences or surgical videos simply, or to learn all arbitrarily complex 
multi-layered tasks. However, decomposition of those complex surgical tasks into 
simpler motions and subtasks could facilitate the analysis of human exemplars [84]. 
The da Vinci system, using motion and video recordings, has segmented robotic 
surgical motions [85]. In addition, deep learning techniques have been used for 
segmentation; non-surgical image libraries were used to teach the pre-trained archi-
tectures [86]. However, segmentation of surgical tasks remains an open problem 
owing to the difficulty of providing highly variable time-series data. For the further 
research needed to solve this, Intuitive Surgical Inc. and Johns Hopkins University 
have proposed a dataset for surgical activity consisting of available motion and 
video data [87]. Nevertheless, some autonomous robotic systems outside of neuro-
surgery have successfully accomplished isolated surgical tasks based on exemplary 
datasets provided by humans [88]. Also, the EndoPAR system, using a database of 
recurrent neural networks from 25 surgeons’ trajectories, has accomplished knot-
tying tasks autonomously [89]. Multilateral subtasks such as debridement and pat-
tern cutting have also been automated using learning by observation [90]. Finally, 
the KUKA LWR platform has performed autonomous microanastomosis using 
learning based on demonstration of techniques [68]. Partially autonomous surgical 
robotics already in use are Mazor X, which calculates and guides operative trajecto-
ries using preoperative imaging for pedicle screw placement [79], and CyberKnife, 
the first system used for frameless stereotactic radiosurgery; it remains the only 
commercially available truly autonomous surgical robot that treats tumors [91]. 
Supervised autonomous robots could yet represent the most promising surgical 
model of autonomy, encompassing a symbiotic combination of man’s interventional 
reinforcement and high-level supervision, and the machine’s skill at performing 
precise motions [84].
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Current research demonstrates the nascent promise of autonomous soft-tissue 
robots. However, more advances are required to bring new AI technologies effi-
ciently into play in computer-assisted neurosurgery.

3  �Internet of Things (IoT) in Neurosurgery

3.1	 �The Concept of IoT

IoT, Internet of Things, is defined as a networked interconnection of objects. It rep-
resents a self-configuring wireless network of sensors made to interconnect all 
things. A thing or object is any item that can join a communication chain. Since the 
primary purpose of IoT is to offer communication capabilities characterized by data 
transmission, a communication module such as a radio-frequency identification 
(RFID) or Bluetooth module is its main constituent [92]. Such modules are embed-
ded in complex systems using sensors to collect information from their environment 
for continually tracking and accounting for millions of things [93].

3.2	 �IoT Applications in Neurology and Neurosurgery

Today, IoT technology is widely applied in health care, the so-called internet of 
medical things. This can be imagined as a building of a infrastructure of software 
applications that connect medical staff, patients, wearable devices, information 
technology systems, and medical devices, to collect more precise, relevant, and 
high-quality data and incorporate all of them in real time [94, 95]. Such technology 
provides promising potential benefits by monitoring processes and outcomes, which 
in turn increases workforce productivity, saves costs [96], improves operational effi-
ciency [97], enhances patient care and safety, and minimizes human errors [98, 99]. 
In neurology, many IoT-based systems have been applied including a fall-risk pre-
diction system for gait patients [100–102], wearables for behavior analysis and neu-
rological rehabilitation in Parkinson’s disease [54, 103–106], wearables for sleep 
monitoring [92, 107–113], seizure prediction [114–117], early detection and moni-
toring systems for Alzheimer disease [103, 118–120], rehabilitation systems for 
dementia and stroke [121–124], wearable EEGs to monitor different neurological 
states [125–128], and systems that analyze a patient’s functional status to assess 
postoperative surgical outcomes in degenerative spinal disease [14, 129].

3.2.1	 �Operating Room-Related Applications
More related to the surgical operating theater, despite the considerable lag in IoT-
based advancement, IoT can first be used in the sterilization process. Control of 
surgical infection through improving the sterilization of surgical instruments is 
important for lowering costs and improving safety and effectiveness in medical 
institutions [130], using wireless temperature sensors with systems to monitor for 
sterilization error, validity, and safety stock calculation [131]. IoT sensing 
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technology can be applied through: a Pack Sterilization Error Alarm Interface, 
which helps to achieve instant notification and handling when an error occurs 
according to the sterilization standard; a Pack Expiration Alarm Interface, showing 
whether the pack has expired or will soon do so; and the Insufficient Stock Alarm 
Interface, reporting any shortage of the stock of packs according to their steriliza-
tion state, showing the exact number of packs that need to be sterilized, and the 
quantity needed to supply the pack requirements [131]. Therefore, besides ensuring 
the safety of the sterilization process and lowering costs, devices to monitor the dif-
ferent sterilization items and the effect of sterilization on them can enable us to 
detect problems in real time, analyze the causes, and propose methods for improve-
ment. By those means we can control hospital infections effectively.

Moreover, an IoT-driven system was used to visualize the movements of surgical 
instruments during procedures, including the surgeon’s forceps and electrocautery 
probe. This provided live feedback from each device to the surgeon on a PC screen. 
Thus, this technique enables the factors affecting surgical performance to be stud-
ied, which in turn enhances surgical performance and ensures patient safety [132].

Furthermore, Nexeon MedSystems has invented a deep brain stimulation (DBS) 
device that can record the local field potentials of neuronal activity, and extract, 
analyze, and use such recordings to produce self-adjusting algorithms. Thus, the 
stimulus and the collected signals would enable therapy for movement disorders to 
be automatically optimized. It can also be correlated with the patient’s external state 
or information about actions, offering more advanced insights into the way in which 
a given illness affects a patient. The same company has created the CranialSuite 
system, which is a surgical planning tool combining basic trajectory planning with 
innovative planning and navigation competences to obtain frame settings, which 
improve surgical theater workflow and locate anatomical and functional areas pre-
cisely. It has also created the CranialCloud framework, which connects directly 
recorded signals from the patient’s brain with surgical images from planning sys-
tems to retrieve lead brain locations and patients’ post-therapeutic responses [133].

More advanced is the ability to combine IoT, big data technologies, and cloud 
computing in real time. With information and communication technology, this has 
enabled IoT devices to act as sensory inputs to robots. Thus, medical robots as pre-
viously described have found significant applications in patient monitoring, surgery, 
prosthetic robotics for amputated legs or arms, and for patients with muscle disor-
ders or cognitive or mental disabilities. The prosthetic robotic limb identifies the 
patient’s intention and controls its movement by sensing muscle pressure and the 
related nerves via the sensors attached to the amputated area. Likewise, in the opera-
tion room, an IoT-driven camera can provide visual sensory inputs and analyze the 
field, together with the data retrieved through monitoring the patient, to inform the 
robot how to perform a surgery [134]. Furthermore, RFID tags can be implemented 
in surgical instruments so they are easily identified and automatically recognized 
[135]. An antenna system has been developed to detect the RFID tags, so each surgi-
cal instrument in the operating room can be traced [136]. Similarly, through digita-
lization of the surgical scenario, medical staff motion and the workflow can be 
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automatically detected and analyzed in real time during surgery [137]. The 
OPeLiNK system has been developed similarly, and it was through this that SCOT, 
a system that interconnects medical devices, was invented [18].

4  �The Smart Cyber Operating Theater (SCOT)

An intelligent operating room has been developed that enables navigation to be 
updated intraoperatively using MRI brain images, measures evoked potentials to 
monitor brain function, and provides rapid diagnosis support [138–142]. Thus, it 
helps to avoid brain shift, provides the ability to check for residual tumors before the 
end of surgery, and achieves higher survival rates through repeatedly obtained bio-
logical information from various items of equipment that provide feedback between 
intraoperative analysis and treatment [143]. However, in an intelligent operating 
room, the surgeon is the one who has to integrate the different kinds of information 
obtained from each device to make an informed decision, which is called an 
information-guided surgery or a basic SCOT. Hence, to integrate all the information 
fully, the standard SCOT was invented [18]. The core component of the standard 
SCOT, in addition to the open MRI and the rapid diagnostic test systems, is the com-
munication interface, which is used to connect and network all devices in the oper-
ating environment. Okamoto et al. developed a new operating room interface, the 
OPeLiNK [18], based on the ORiN, the Open Resource interface for the Network, 
widely used in industry [144–146]. Decision making, especially during malignant 
tumor surgeries, depends not only on MRI-acquired morphological data or the navi-
gation system, but also on functional data such as cerebral cortex location, in addi-
tion to histological data of the indicated cell malignancy. Therefore, implementation 
of the cyber-physical system in the operating room, the SCOT, would develop the 
function of information presentation and help in making decisions during an opera-
tion. It allows heterogeneous data including cautery knife power, positional data 
about the surgical instruments, evoked potential test records, patient monitoring 
data, anesthetic data, intraoperative imaging findings, the neuro-navigation system, 
and the surgical field video data to be integrated in real time [17]. In addition, it 
enables an optimal layout of the several forms of data, collected as numerical data 
except for the imaging data, to be designed. All these data can then be displayed on 
a surgical strategy desk for the surgeon and staff in the surgical operating room, and 
even in a supervising doctor’s office, in real time (Figs. 8 and 9) [18]. As a result, 
information can be evaluated in the same timeline, allowing efficient discussion and 
decision making to ensue. Furthermore, these collected data can be recorded and 
compared with the time synchronization to detect any complication caused by the 
operation, thus improving the transparency of the surgery. Moreover, it can help in 
developing a database by recording postoperative recurrence rates and complica-
tion data, and automatically refer the morphological idiosyncracies of each patient 
to a standard brain form, which enables past and current treatments to be com-
pared [18].
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The greatest implementation that can be applied in image-guided procedures is 
achieving precision, through the integration of image and positional information 
from intraoperative modalities, surgical navigation systems, and a positioned robot 
in middleware. In addition, since equipment robotization makes it possible to auto-
mate the surgical environment, the operating room can be set for each surgical case 
pattern by the development of a robotic operating table or a robotic surgical micro-
scope. This setting reduces the preparation time for operations, and also makes it 
possible to move the patient automatically using the robotic operating table. The 
application of a decision making navigation system along with robotized equipment 
is called a Hyper SCOT [18].

To date, SCOT has been used for a successful and complete resection of a pitu-
itary adenoma via an endoscopic endonasal approach at Shinshu University Hospital 
[17]. More recently, the three types of SCOT, Basic, Standard, and Hyper SCOT 
have been applied by Muragaki et al. in Tokyo Women’s Medical University for 56 
cases of brain tumors and functional and orthopedic diseases; the outcome results 
are not yet published [147].

Fig. 8  Strategy desk; the monitor information system is in a separate room from the operation 
room. The commander surgeon judges the performance of the surgery and determines the next 
procedure
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5  �Conclusion and Future Directions

Diagnosis, treatment, and monitoring of patients using AI and medical IoT have 
entered the clinical phase in neurosurgery, despite limited interest from many neu-
rosurgeons. Understanding of clinically applicable AI-driven automated surgical 
robots will augment surgical capability to enhance outcomes and permit better 
access to care. Thanks to the continuing progress of networks, sensors, and 
AI-facilitated automation technology, the diversity and accuracy of medical IoT 
have been improved. It is feasible to build a smart operating room, the SCOT, to be 
used in either microscopic or endoscopic neurosurgery. Such technology will help 
exploit the most appropriate usage of surgical instruments, improve the safety of 
surgical procedures and standardize them, and enhance the quality of surgical treat-
ment overall. However, many applications remain in the validation phase, as AI 
research involving medical IoT in neurosurgery is still in its infancy. Therefore, it 
merits further research. In addition, if neurosurgeons understand the basic concepts 
and possibilities of AI and IoT applications, this could lead to a paradigm shift in 
diagnosis and treatment of neurosurgical diseases.

Fig. 9  The commander surgeon and the operator can call each other. Messages can be shared not 
only verbally but also as drawings on the monitor
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Surgeon-Supporting Robots
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1  �Introduction

Microscopic and/or endoscopic procedures in neurosurgery are now well estab-
lished. Sufficient neurosurgical knowledge and surgical skill are indispensable for 
the success of a difficult surgery. However, to maintain fine and precise maneuvers 
throughout the surgery is challenging because the surgeon is a human, not a robot. 
The surgeon’s mental and physical condition must affect the results. When the sur-
geon becomes exhausted, concentration is decreased and mistakes can happen. A 
surgeon’s muscles and joints cannot sustain their positions at the same point over a 
long time. The attempt leads to increased physiological tremors and perturbs fine 
movements.

Many types of surgical robots have been developed to perform surgical maneu-
vers in place of the surgeon’s direct actions [1–3]. Robotics researchers believe that 
the robot can perform more precise procedures than the surgeon; indeed, robots can 
even perform procedures impossible for surgeons. Robotics-assisted surgery can be 
used to perform difficult and complex procedures by conventional methods. On the 
other hand, we recognize that a well-experienced craftsman can make highly exqui-
site and precise procedures with better than industrial accuracy. Neurosurgeons 
explain that neurosurgery is an “art” not a “science.” Our ultimate goal is not to 
develop surgical robots but to achieve better surgical results and outcomes using 
robotics technology.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90862-1_8&domain=pdf
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In this chapter, two kinds of commercially available robots for supporting sur-
geons are introduced. Although they never perform surgical procedures by them-
selves, they maximize the surgeon’s ability to achieve precise technique, thus 
producing flawless procedures.

2  �Surgeon’s Arm Supporting Robot: iArmS

2.1	 �Motivation

We have physiological tremor in our hands and fingers, and this develops when the 
surgeon stretches out the arms and muscle tension in the arm strengthens [4, 5]. The 
tremor can be reduced by touching a point or reducing the muscle tension. 
Continuous precise motions of surgical instruments are required in micro-
neurosurgery. Precise movements can be achieved with adequate stabilization of the 
surgeon’s arm in the appropriate position [6, 7]. To achieve adequate stabilization it 
is important that the surgeon’s arm, hand, or fingers be fixed on the craniotomy 
edge, the head fixation frame, and/or the surgeon’s arm be fixed on the armrest of 
the chair [8–10]. There are many types of armrests, which can be part of the chair or 
independent of it. A freely movable armrest (FMA) can change its position accord-
ing to the surgeon’s requirements. The smart arm®, one type of FMA, has been 
commercially available for two decades [11]. The armrest of the smart arm can be 
moved when the air compression brake in each joint is released by pressing the but-
ton manually. The use of the FMA reduces tremor when fine microsurgical move-
ments are performed and thus provides good surgical results.

Despite its advantages for procedural precision, FMA-assisted surgery has not 
been widely adopted. The optimal position of the surgeon’s arm changes frequently. 
Adjustment of the armrest to the optimal position during the operation can, there-
fore, be difficult. If the armrest automatically moves and holds the surgeon’s arm 
while the procedure is being performed, that will meet the surgeon’s requirements. 
To achieve this, the iArmS®: auto-adjusting freely movable armrest has been devel-
oped [6, 12].

2.2	 �Materials

The iArmS consists of an arm holder, a robot arm, and a base (Fig. 1) [12–14]. The 
arm holder has a curved shape and the surgeon puts their forearm on it (Figs. 2 and 
3). A force sensor is set between the arm holder and the robot arm.

The robot arm has five degrees of freedom. No electric motors are used in it. 
Each joint has electric brakes and encoders. The base, which has four moveable 
wheels, can stand independently. iArmS has three working states: “Free,” “Fix,” and 
“Wait.” In the “Free” state, the electric brakes are released and the robot arm is 
moved upwards by the counterweight of each joint so the arm holder pushes the 
surgeon’s arm from below.
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The friction between the surgeon’s arm and the arm holder moves iArmS so it 
follows. In the “Fix” state, the arm holder maintains the position by locking the 
electric brakes and supports the surgeon’s arm weight. When the surgeon’s arm 
moves away from the arm holder, for example, to change surgical instruments or 
move the operating microscope, it enters the “Wait” state. The arm holder maintains 

Fig. 1  This figure shows the lateral view of iArmS. The iArmS consists of an arm holder, a robot 
arm, and a base. A force sensor is placed between the arm holder and the robot arm. It senses the 
surgeon’s movement, and the robot arm is controlled by the information from it. Each shaft of the 
robot arm is 30 cm long. The total weight of iArmS is 100 kg; it is heavy in order to prevent it 
from falling
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its position by locking the electric brakes. When there is no surgeon’s arm on the 
arm holder and the unit is in “Free” mode, the arm holder moves away from the 
patient. Each state is converted automatically by analyzing the signals from the 
force sensor and the encoders in each joint.

The iArmS was produced by DENSO Corporation (Kariya, Japan) in 2016. Now, 
all rights have been transferred to TOHO engineering corporation (Nagoya, Japan). 
To date, it has been commercially available only in Japan.

2.3	 �Users’ Evaluation

2.3.1	 �Maneuverability
Many surgeons recognize that the iArmS reduces the hand tremor during micro-
neurosurgery (Fig. 4) [12, 15]. The conventional finger-placing technique used by 
neurosurgeons to reduce hand tremors is effective. In previous basic experiments it 

Fig. 2  This figure shows 
the iArmS robot with the 
surgeon in a sitting 
position. The iArmS is 
connected to the surgical 
chair and moves with it
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was confirmed that the surgeon’s hand tremor was significantly reduced by the arm-
rest in the appropriate position [6, 7]. However, under some conditions it cannot 
always be implemented. In such a situation, iArmS might still be a useful tool. The 
surgeon who noticed hand tremors without iArmS felt an improvement in tremor 
when iArmS was used. This result means that the surgeon who has hand tremors in 
the usual situation can feel a decrease of such tremors when iArmS is used. However, 
the degree of hand tremor differs among surgeons and situations. Some surgeons, 
who think they can stabilize their own rising and floating hands without support, 
might not need to use iArmS [15].

The surgical procedure can be easily accomplished using iArmS [15]. This can 
be achieved not only by the reduction of hand tremors but also by the wider approach 
to selection of instruments. The surgical instrument insertion angle is determined by 
the maneuverability of the instrument by the surgeon’s hand stabilization and ana-
tomical correctness. Using iArmS, the surgeon’s arm can be supported at the appro-
priate position. The surgeon can select the instrument insertion angle depending on 
the determinants of anatomical correctness because their arm can be used without 

Fig. 3  This figure shows 
the frontal view of the 
iArmS robot with the 
surgeon in standing 
position. The height of the 
robot arm can be adjusted 
by the base
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tremor or fatigue. iArmS is particularly useful for long shaft instruments such as 
clip appliers.

Another possibility for using iArmS in neurosurgery is in endoscopic surgery 
(Fig. 5). The endoscope is held by the surgeon’s hand or holding device. The iArmS 
supports the surgeon’s arm holding the endoscope [13]. Stabilization of the sur-
geon’s hand and alleviation of fatigue can facilitate stable and accurate surgery. A 
scope holder that fixes the endoscope also prevents shaking of the video images. 
While using a scope holder, the surgeon must stop the surgical procedure while the 
endoscope is moved to a suitable position [16–18]. Endoscopic neurosurgeons 
observe the depth of the operative field via two-dimensional video images using 
“dynamic stereo vision” by allowing the scope to move back and forth slightly. 
iArmS® both stabilizes the surgeon’s hand and provides excellent operability during 
endoscopic transsphenoidal surgery. Another merit of using iArmS in endoscopic 
surgery is the prolongation of endoscope lens-wiping intervals and preservation of 
clear endoscopic vision [17]. Endoscopic surgery is completely dependent on endo-
scopic images; therefore, the field of view is easily lost if the lens is fouled by the 
adhesion of fluids [19, 20]. This advantage is also achieved by the stability of the 
surgeon’s hand.

2.3.2	 �Fatigue
There are multiple reasons for a surgeon’s fatigue, not only the performance of 
a highly complex procedure but also blood loss during the operation, or the 
operation time (as is known, many neurosurgical operations take very long 
hours), or communication with the staff. Motivation against surgery can also 
affect fatigue.

Fig. 4  This figure shows an intraoperative situation during microscopic neurosurgery. The sur-
geon sits on the surgical chair and two sets of iArmS robots are connected to it. Both arms of the 
surgeon are placed on the iArmS
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The iArmS can reduce the surgeon’s fatigue by supporting the surgeon’s arm, 
thus reducing shoulder and arm tightness. Especially in endoscopic surgery, the 
surgeon’s fatigue can be due to holding the heavy endoscope and concentrating on 
it. The scope holder can reduce surgeon’s fatigue, but surgical maneuverability is 
decreased. Fatigue can also increase in some surgeons who use iArmS [15]. 
Although iArmS works automatically, the surgeon must pay attention to it. Fatigue 
can develop because controlling iArmS is difficult or troublesome. Additional prac-
tice in the use of iArmS could help to reduce the surgeon’s fatigue.

2.3.3	 �Demerits
The demerits of iArmS are that the robot is space-occupying and its cost is high, 
which makes operations using it more expensive. Many surgical tools such as the 
operative microscope, navigation systems, drilling system, and coagulation system 
must be set near the surgeon. The base of iArmS is large and heavy enough to pre-
vent the system from falling over, which makes this robot space-occupying and 
restricts the room for surgeons to move in the theater.

Fig. 5  This figure shows an intraoperative situation during endoscopic neurosurgery. The surgeon 
is standing beside one iArmS robot. The left hand, which holds the rigid endoscope, is supported 
by the iArmS. In intraoperative settings, a sterile drape covers the robot arm and the base of the 
iArmS.  The arm holder is reused and sterilized independently to maintain sufficient friction 
between the surgeon’s arm and arm holder
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3  �Archelis: Surgical Knee Rest

3.1	 �Motivation

The operative field is static; it can never move, but the visual angle by microscope 
or endoscope and manipulation angle must be changed frequently. This obliges the 
surgeon to remain standing in order to be able to move around the operating theater 
as soon as possible. This obligatory standing posture throughout a long-time opera-
tion causes musculoskeletal fatigue and stress [21, 22], intensified by the physical 
burden on surgeons [23–25]. This can make the surgeon aware throughout the pro-
cedure of the difficulty in completing the delicate manipulations required. Using a 
round chair with a caster and height adjuster cannot meet our requirements, and 
there are many other disadvantages such as: the chair never follows the surgeon 
when they stand up; it is a space-occupying structure inside the theater that becomes 
completely useless when the surgeon decides to move; action is needed to adjust its 
vertical height, which is time-consuming; and the surgeon must pay attention to the 
position of the seat while sitting on it. A body and foot supporting device is needed 
to support the surgeon in the appropriate position during precise procedures. 
Archelis follows the surgeon without requiring attention, not only in the horizontal 
plane but also vertically [26–28].

3.2	 �Materials

The Archelis is a passive exoskeleton device developed by Nitto Co., Ltd. 
(Yokoyama, Japan) and produced by Olympus Medical Science Sales Co., Ltd. 
(Tokyo, Japan) and Zimmer Biomet G.K. (Tokyo, Japan). The name “Archelis” is 
derived from the swiftest-footed hero Achilles in Greek mythology. In Japanese 
words, “a-r-che-l-is” can be called “a-ru-ke-ru=i-su,” which means “walkable chair.”

The exoskeleton, literally the external skeleton of insects, is one of the keywords 
for understanding the robot. Many animals including fish, birds, mammals, and 
human beings have endoskeletons, the opposite of exoskeletons. The armor that 
protects the human’s body recalls the ancient exoskeleton. There is no way to sup-
port extreme movements in humans other than by covering the body surface. There 
are two kinds of exoskeleton robots, powered and passive. The powered exoskele-
ton, known as power armor, powered armor, or powered suit, is a wearable mobile 
machine powered by an electric motor, springs, or damper. The powered exoskele-
ton senses the user’s motion and sends signals to the motors to move the joints of 
the exoskeleton. It allows for the user’s movement with increased strength and 
endurance. Basic movements of human beings—walking and climbing with a heavy 
burden, lifting and holding heavy items—can be assisted by a powered 
exoskeleton.

The exoskeleton technology originally focused on military [29] and rehabilita-
tion applications [30, 31]. A passive exoskeleton has no power assistance. Similar to 
a powered exoskeleton, it gives mechanical benefits to the user. It is being used 
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increasingly in the automotive industry in order to reduce worker injuries and errors 
due to fatigue [32, 33].

The Archelis supports the surgeon’s lower limb in maintaining a near-standing 
posture by being worn on the lower half of the body. It consists of an aluminum 
plate and plastic cover in the hard part. The total weight is approximately 3.2 kg 
per extremity (Fig. 6). The hard part is fastened by Velcro to the surgeon’s femur 
and lower thigh [34]. The knee part has a joint that can be locked or unlocked. 

Fig. 6  This figure shows the left oblique view of the Archelis robot. The Archelis consists of two 
independent right and left parts. Its total weight is approximately 3.2 kg per extremity. The whitish 
hard part is fastened with Velcro to the surgeon’s leg and lower back. (Image used with permission 
from Archelis Inc.)
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The Archelis has two modes: walking and fixing. In walking mode, the knee joint 
of the Archelis is unlocked so the surgeon can walk as usual. In fixing mode, the 
knee joint is locked and the surgeon can leave his own burden to the Archelis. 
The surgeon’s knees are held in a slightly bent position. The support of femur 
and lower thigh makes the surgeon feel as though sitting (Fig. 7). The surgeon 
puts on the Archelis while dressing in operating clothes and takes it off after 
leaving the operating room (Fig.  8). Before skin scrubbing, the Archelis is 
adjusted to fixing mode.

Fig. 7  This figure shows 
the Archelis worn by a 
standing surgeon. The 
whitish hard part is 
fastened to the surgeon’s 
leg and lower back by two 
sets of black Velcro. The 
surgeon is made to feel as 
though in a sitting position 
by the support on the leg 
and lower back. (Image 
used with permission from 
Archelis Inc.)
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3.3	 �Users’ Evaluation

In the preliminary report, the surgeons felt relaxed during and after surgery. The 
Archelis decreased the surgeons’ back muscle contractions and improved their work 
environment, although they felt slight difficulty in walking simultaneously. All sur-
geons would recommend the Archelis to their colleagues for use during opera-
tions [34].

4  �Discussion

The industry field is similar to the surgical field in many ways such as considering 
the applications of robotics technology. Industrial products are equivalent to surgi-
cal results; an industrial worker is equivalent to a surgeon; the industrial factory is 
an operating room. Just as many types of industrial devices work in the factory, 
many surgical devices are necessary in the operating room. An industrial product is 
the result of manufacturing processes. Human factors participate strongly in the 
quality of the products thanks to the capacity for manipulation, dexterity, flexibility, 
problem-solving, and intelligence. However, they never make a product alone. They 
need well-established tools, precise machining apparatus, an appropriate work envi-
ronment and a management body in the factory.

Fig. 8  This figure shows the adaptation of the Archelis robot in intraoperative settings. (Image 
used with permission from Archelis Inc.)
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The surgeon needs similar factors in the operating room. All of the surgical 
devices in the operating room can be regarded as a surgeon-supporting system. 
Many such devices—operating table, surgical chair, head frame system, and arm-
rest—touch the surgeon’s body, feet, and hands directly. Microscope, endoscope 
holder, and many switches for controlling medical devices are directly operated by 
the surgeon. Adapting ergonomics design to these devices has the potential to 
increase the surgeon’s manipulative ability. When robotics technology adopts these 
devices, we can define them as surgeon-supporting robots.

The difference between industry workers and surgeons is protection against 
fatigue. In industry, the relationship between productivity and human labor has 
been researched extensively [35–37]. The main approach to maintaining high pro-
ductivity is appropriate distributions of workload. Most of the literature deals with 
balancing the assembly line process, distributing the assembly work among the 
workstations and reducing the total workload [36]. In contrast, the surgeon cannot 
take a rest during surgery. It is remarkable that much of the literature reveals that 
surgeons’ fatigue does not correlate with surgical outcomes [38, 39]. These conclu-
sions followed investigations into the relationship between surgical outcome and 
the surgeon’s workload or resting time. The quality of industrial products can be 
decreased by a worker’s lack of incentive and carelessness, which is caused by 
accumulative fatigue. Surgeons strongly believe that such fatigue cannot happen to 
them during surgery.

Assembly task assignments and ergonomic evaluations are often conducted 
separately [40, 41]. Extended repetitions of movements in manual tasks can lead 
to work-related musculoskeletal disorders. With specific regard to the risk of 
work-related musculoskeletal disorders, the Occupational Repetitive Actions 
method is widely acknowledged [42]. This method, standardized by ISO (ISO 
11228-3 technical standard) and by CEN (EN 1005-5), can be used to estimate 
the risk for workers employed in highly repetitive manual tasks. Although sur-
geons hesitate to regard their surgical outcome as being poor because of fatigue, 
this type of fatigue must also occur among them. We should recognize the effects 
of fatigue on surgical outcomes and make efforts to reduce musculoskeletal 
aches during operations.

5  Conclusion

The surgeon-supporting robots never perform a surgical procedure. They only 
assist the surgeons, as with armrests or chairs. It is therefore difficult to evaluate 
their effect on surgical outcome. There is less motivation to purchase those 
surgeon-supporting devices in hospitals than other more important devices, 
which are “indispensable.” Although a surgeon-supporting device can improve 
the quality of surgery, the need for them differs among surgeons because of their 
differences in style. These devices should be used only by those who want to 
use them.
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1  �Introduction

There has been a rapid increase in the use of robotic surgery across a number of 
disciplines during the past quarter century. Some robotic systems were adopted 
early in specific neurosurgical categories; however, more general adoption across a 
broad range of neurosurgery disciplines has been slower [1]. Neurosurgical robots 
are discussed in other chapters of this book, so this chapter will highlight specific 
examples of systems in which augmented reality (AR) or virtual reality (VR) is used 
for training.

Before discussing the use of AR and VR, we can review some previous cases in 
which robotic arms in cranial neurosurgery were used in the 1990s, followed by 
commercial models such as the Neuromate® (Renishaw, UK), which was approved 
in 1999 by the FDA, and the ROSA® BRAIN robot (Medtch/Zimmer Biomet, 
France). These varieties of robotic arm systems enable surgeons to plan their trajec-
tory based on imaging, and then follow that plan once it is registered. They facilitate 
stereotactic surgeries with or without frames.

Similar systems have been used in spine surgery, following the development of a 
PUMA-based surgical robot in 1992, allow the surgeon to specify a precise trajec-
tory for drilling in spine fixation [2]. Another example is the SpineAssist (Mazor 
Robotics Ltd., Caesarea, Israel) with many subsequent extensions (Renaissance, 
Mazor X).

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90862-1_9&domain=pdf
https://doi.org/10.1007/978-3-030-90862-1_9#DOI
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We can focus on a different category, of surgical procedures, making use of 
tele-operated robotic systems, such as the da Vinci Surgical System®, developed 
by Intuitive Surgical (Sunnyvale, USA) and used for laparoscopic surgery since 
2000. More recently, this system has been used for anterior approaches in spinal 
surgery such as anterior lumbar interbody fusions (ALIF), transoral odontoidec-
tomies or resection of thoracolumbar neurofibromas. Another example is the 
NeuroArm®, developed in Calgary [3]; the first case was performed in 2008. 
Tele-robotic systems enable the surgeon to operate from a different room and can 
also be used when the patient is in a CT or MRI bore. Force sensors are built into 
the system and the manipulandum position data are filtered to reduce hand 
tremor. There are also newer, smaller robots that are slowly being integrated in 
neurosurgical practice. For example, for transsphenoidal surgery, a Japanese 
team has developed the Smart Arm, a versatile arm for constrained spaces, able, 
for example, to perform dural suturing [4].

One can also think of robot-guided microscopes or exoscopes (Synaptive, Modus 
V) where the focus, field of view, and lighting can be adjusted automatically. Other 
robotic arms enable the surgeon to retract an area or to rest their arms while working 
in order to reduce tremor.

All these systems present different Use Cases for augmented reality (AR)/virtual 
reality (VR) training; but in each of them, the surgeon needs to be trained to use the 
system in order to be fully aware of the mapping from the OR contextual work-
space, to the inner workspace, and to be able to control the location and trajectory 
of the surgical tool in relation to the inner surgical workspace. This forms the over-
arching motivation for considering AR and VR simulators for Surgical Training.

2  �Design of Augmented and Virtual Reality Simulators 
for Surgical Training

Augmented reality (AR) involves a display of supplementary graphic information 
superimposed on the display of a real surface or a phantom. For example, one can 
project a tumor and blood vessels on to a plastic skull or a 3D printed PVC brain 
phantom; and in the workspace, real instruments can be used [5]. In contrast, virtual 
reality (VR) is a totally immersive environment in which everything is simulated 
and visualized through a computer graphic, including the tools used for surgery [6]. 
Mixed reality (MR) is the display of computer-generated images on a real surface, 
as in AR, but the real-world objects are “spatially aware and responsive,” allowing 
full interaction with the projected images.

The overarching premise for developing AR- and VR-based surgical training 
system comes not only from the broad interest seen in the literature for developing 
a range of projects examining the use of such systems. More importantly, we can 
suggest why this interest has developed by considering the opportunity that such 
systems provide for gathering objective metrics to evaluate them.

For any surgical procedure, the formal “complexity” is reflected in the hierarchi-
cal representation of that procedure. It comprises nested tasks and subtasks, the 
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lowest level having a base defined in terms of visual-motor primitives, which are 
either movements through space or interactions between tool and tissue [7]. These 
human-directed motor outputs are guided by visual information, which allows the 
free-space movements to be guided in 3D or enables the interaction of the surgical 
tools with the patient’s body to be judged (sometimes in conjunction with haptic 
feedback).

Accordingly, at the lowest visual-motor level of abstraction, AR and VR presen-
tations of simulated tool interactions with patient anatomical models can be used to 
train up the psychomotor skills of the resident or surgeon. Currently, VR seems 
more suitable for this purpose than AR, which seems to bring increased challenges 
with depth perception in surgical skills learning [8–11]. Broadly speaking, pure AR 
systems are notorious for difficulties in generating scenes which mix ‘real’ and 
‘graphical’ content in a way that does not cause conflicting visual depth cues, giving 
them poor usabililty for interactive manipulation of items seen in the workspace.

Furthermore, when implementing systems for controlling visual/motor tasks at 
this low level of surgical interaction, where all aspects of the procedure are decom-
posed into visual-motor free-space movements or tool-body interactions–we are 
able to specify formal metrics for performance that are expressed in terms of either 
the speed and accuracy of the movement phases or the decision-theoretical times 
and error rates for the interactions that require judgment (decisions about the ade-
quacy of the tool-tissue interaction).

As we move up the visual-motor abstraction hierarchy to consider the different 
categories of surgical procedure, we will continue our review of the literature in 
terms of three different categories of robots available for surgery:

	1.	 a supervisory controlled system in which the robot performs actions based on a 
surgical plan that is made using imaging;

	2.	 a tele-surgery system using a haptic system interface in real time where the robot 
replicates the surgeon’s movement from the interface;

	3.	 a shared control system where the surgeon has full control, and the robot assists, 
symbiotically, in hand manipulation of the instrument.

Each category has specific training requirements, which can all be taught and 
assessed using a VR system.

In the first category of the controlled arm, where a plan is devised by the surgeon 
using imaging and then executed by the robot, which will guide the surgeon to the 
trajectory, education is about ensuring that the surgeon can form an overarching 
surgical plan, verify the accuracy of the system, and recognize any issues during 
mobilization of the arm. Some of the skills are the same as those involved in using 
a neuronavigation system, and therefore most neurosurgeons become acquainted 
with them during residency training. Some local research groups might be evaluat-
ing VR systems for training these skills, but currently there are no widely available 
or commercial systems. Extension of accuracy methods for AR surgical navigation 
[12] could be used to train virtually with robotic arms. In VR, or a mixture of VR 
and AR/MR, the complete surgery can be implemented as a module with different 
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steps to be followed. The trainee receives feedback throughout and not only learns 
the multiple steps but can also assess the accuracy of the planning, the fusion, and 
the trajectory (Fig. 1).

The second category, using haptic devices as an interface and having the robot 
replicate the movements of the surgeon, necessitates special surgical skills. These 
systems are typically designed to require a dedicated VR trainer. They include the 
da Vinci (da Vinci skills simulator “dVSS”) [13], the NeuroArm, and the SmartArm 
(Fig. 2). Typically, haptics-enabled robotic systems involve a steep learning curve: 
in these master–slave systems, the surgeon learns to manipulate the robot distally 
through manipulandum as the master and graspers as the slave. The teams that 
developed these systems quickly understood the needs of a dedicated VR training 
system in order for the surgeon to learn to perform the movements and control the 
robot. The trainee starts by performing simple “peg in hole” tasks on the trainer, 
such as moving pieces around, followed by manipulation of surgical instruments 
(scissors, forceps, etc.) (Fig. 2). In addition to the dedicated training systems pro-
vided by the robotic company, other commercial robotic training systems have 
emerged (Robotic surgical simulator RoSS™, Mimic dV-TrainerdV-Trainer®, 
SimSurgery Educational Platform SEP) [14]. Studies show that training on the 
mimic trainer or da Vinci system does improve some skills using the robot [15]. 

Flowchart of insertion of SEEG electrodes

Planning of trajecties on imaging
(vessles have to be avoided)

Set up of the frame and positioning on
patient’s head

Acquiring images the day of with
frame on head of patient

Fusion of images (done by robot’s
software but needs to be verified by

surgeon)

Mobilisation of robotic arm
(verification that it doesn’t touch the

patient)

Drilling and insertion of electrode (few
instruments have to be measured

manually and set up correctly)

Other trajectory

Mobilisation of robotic arm

Plannification of electrodes on segmented model where
expert has set up a gold standard with feedback in VR

Frame position can be trained in VR setting, or in AR with real
mannequin to actually position real frame with screws

Verification that patient and frame fiducials are
positioned correctly in CT

Training in VR with a feedback to the trainee giving a
registration error

Mobilisation can be done in VR and AR and different scenario
can be pop up to make sure the trainee is watching and reacting
if the robot was to touch the bed or the patient

Measurements can be done in VR or MR to make sure the
trainee doesn’t forget the different values and how to do
them

Fig. 1  Example of a flowchart for SEEG electrode insertion using a robot. On the left, the differ-
ent steps. On the right, the steps that could be implemented in a VR simulation

S. de Ribaupierre and R. Eagleson



119

Here, the VR system is focused on learning to manipulate the robot with the grasp-
ers or haptic devices, so the simulator can provide direct feedback on the forces 
used and how the task was achieved (some examples would be: regularity of sutures 
or knots; completion of dissection of arachnoid threats around a tumor). However, a 
curriculum can also be developed with increasingly difficult cases, or the addition 
of unplanned events such as a bleed, or brain shift, or a patient waking up, to teach 
the trainee how to deal with such challenges (as you would see in the aviation world 
where pilots have to deal with a defective engine or an unplanned landing).

For the third category, where the robot is a shared system and assists the surgeon 
by retracting an area or supporting the surgeon’s arms to decrease fatigue, specific 
training is again necessary with the robot, or a VR platform, in order to develop 
skills for manipulating the robot.

In the case of an exoscope, with a robotic component helping to focus and light 
the work area, the surgeon performs a procedure while looking at a screen instead 
of directly into the microscope, as most surgeons have been trained to do. Therefore, 
training in this skill using an AR or VR system will also decrease the learning curve 
on patients [16]. Once again, VR and AR will enable a curriculum with increasing 
difficulties to be designed and to cope with some unplanned events.

All of these training skills could hypothetically be performed on cadavers, ani-
mals or 3D printed models, using the real robot. However, this entails logistical 
issues such as time of training, which should be done after hours when the OR with 
the robot is available. It also raises the issue of working with cadaveric or animal 
material in the same space and with the same instruments used for surgery, with a 
small risk of contamination (prion disease, etc.). Therefore, the design of VR train-
ing can be quite advantageous. There can be initial costs linked to the design of the 
VR simulator, but this can then be made to cost less than the real robot. Accordingly, 
the costs associated with its use can be decreased. Access to the OR is not required 
in those cases, and trainees can access the system at any time. Furthermore, there 
are no cadaveric or 3D model costs.

We have already highlighted the fact that specific curricula can easily be designed 
and targeted to the skills of the trainee, and cases with increasing difficulties as well 
as unplanned events can be included. In addition, feedback can be provided to the 

Fig. 2  Examples of VR simulators. On the left, an example of the Neuroarm simulator software; 
instruments can be selected and changed (here, scissors and scalpel). On the right, a picture of the 
3D VR DaVinci simulator
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user in terms of performance, and trainees can track their own performance 
over time.

VR teaching also has other advantages. For example, using a dual platform as 
allowed by the da Vinci system, the trainee and the instructor have not only the same 
view but also the same “hands,” and the instructor can take control to show the 
trainee how to perform a maneuver.

VR systems have an added advantage: they enable session recordings and trajec-
tory logfiles to be gathered, facilitating debriefing or review of the sessions. A spe-
cific portion of the surgery can be repeated over again, and the rest of the procedure 
can be skipped in order to gain time during training so only the critical phases are 
emphasized. As all individuals differ and have personal surgical skills, the difficul-
ties in a specific surgery could arise at different time points, and VR training allows 
for that flexibility. In addition, these systems can provide a graded set of difficulty 
levels, or can introduce anatomical variations, and provide the ability to rehearse 
directly on the anatomy of the specific patient based on pre-operative scans.

3  �Objective Metrics and Evaluation of AR- and VR-Based 
Surgical Training

While a scoring system on the simulator is easily implemented by developers, it is 
difficult to judge whether mastery of the surgery on the simulator translates effec-
tively into skills during real surgery performed on a human using a robot [17]. One 
also has to realize that the metrics provided by the simulator are quite different from 
the feedback that an expert surgeon would provide when teaching a trainee in the 
operating room. Keeping that in mind, one needs not only to understand the training 
requirement of the surgeries performed, and the technique of the robot, in order to 
design an efficient training system; but also to know the trainee’s curriculum and to 
gamify the training in order for the system to be used [7, 18].

Laparoscopic trainers have been available for years, helping residents to learn 
simple tasks before proceeding to more complex ones; but until “bootcamp” com-
petitions were introduced, most systems were left dormant in a lab space. Having 
constructive feedback where the trainees can see their progress, but also eventually 
be in competition with other trainees, helps them to engage with the practice.

While an expert in robotic surgery might only want to rehearse a specific case, 
not needing that extra layer of design or curriculum, training residents or even sur-
geons who have never used the robot needs to start with easy tasks and progress to 
more difficult ones. A curriculum therefore needs to be built by experts instead of 
just having single tasks available on the simulator. An expert panel can be used to 
converge on the skills that should be covered and how they could be taught [19–21]. 
The panel can also decide the weight given to specific assessment metrics to give a 
final score to the trainee.

Objective metrics to evaluate the trainee can be based on time needed to finish 
the case, number of errors (which have to be classified according to their severity 
and weighted into the score), and completeness of the task, but can also take account 
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of the force used on the graspers, and the final result (such as registration error or 
the co-registration of two images, amount of tumor left behind, amount of normal 
brain injured, forces applied on normal brain tissue, etc.). Such scores will inevita-
bly involve some subjectivity as it is difficult to quantify how each error would 
affect a real patient, but they will help by allowing the trainees to have some metric 
to compare to others or to themselves and to judge their progress.

Finally, to evaluate the simulator itself and whether it is an efficient teaching 
tool, one has to consider different facets. While a specific simulator should have 
been subjected to validity testing to determine whether is an efficient teaching tool, 
it is typically commercialized before being fully studied.

Multiple studies in other surgical specialties have examined face validity (do the 
simulator tests seem, according to experts, to test what they are supposed to?) and 
content validity (is the simulator training a range of low-level skills that are deemed 
important, and is it useful as a training tool?), using a questionnaire to rate the simu-
lator, experts typically giving a subjective score [22–25], but if the questionnaire is 
well-designed, it can be used to try to elicit responses from experts such as “how can 
this system be better integrated into the training curriculum?”, and “Why would you 
feel this is a useful training tool?”. Keep in mind that measures of ‘where’, ‘when’, 
and ‘which’, are best answered using objective metrics of position, time, and clas-
sification scores – whereas questions of ‘why’ and ‘how’ can never be measured 
objectively – and so this should be the role played by subjective querieds and quali-
tative methodologies. Finally, “Construct validity” is quite often treated as if it was 
a measure of the difference between experts and novices on the simulator – is often 
tested by comparing performance across groups, having trainees of different levels 
and experts using the system [26–28]. In fact, “Construct Validity” really should be 
reserved for the kind of long-term converging sets of research results which strive to 
discern whether a “construct” is actually being measured in a way that meaningful 
inferences can be drawn from its constituent metrics. In our research domain, we 
propose that the construct that we are all trying to measure is called “Surgical Skill” 
– and so we need to strive to show, over long-term studies, that our measures of 
speed, accuracy, and detection/classification scores, are gathered from tasks which 
are representative of a range, whose ‘content validity’ is spanning appropriately.

Other studies have looked at criterion validity (does a test correlate with an 
established standard?). This can then be divided into two types: concurrent and 
predictive validity. For concurrent validity of the simulators (whether different scor-
ing systems or simulators would rate the skills the same way), the exercise is hard; 
in contrast to psychological tests for which an established standard has been tested 
for years, there is no established evaluation procedure for an apprenticeship training 
system such as surgery. Therefore, some of those studies are based only on ques-
tionnaires that are usually written with inbuilt bias and sometimes rated by novices. 
The tasks used to compare experts and novices are different in most studies, and so 
are the methods used to assess them. Also, while time for completion might corre-
late with level of expertise in most tasks, some studies have shown no correlation 
between simulator and robot for different tasks [29–33]. Only a few studies have 
considered at whether the metrics provided by the simulator correlate with a 
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subjective assessment by the expert [34, 35]. Even fewer studies have been done for 
predictive validity (whether a high score on the simulator predicts ability to perform 
the surgery well) [36–38].

4  �Future Directions

In order for a training system to be used at different levels and included in a resi-
dency curriculum, it should be developed with a curriculum in mind, and there-
fore developed in collaboration with program directors or educators in 
neurosurgery. Different steps should have increasing difficulty levels, but the sys-
tem should be presented engagingly. While there is no need to enhance the envi-
ronment with game-like features for the rehearsal of a specific case by an expert 
surgeon, a VR system will benefit from instilling the competitive edge provided 
by games if it is to be used for training residents. More studies on the effectiveness 
of translation of skills acquired on simulators into the operating room are neces-
sary; and any new VR simulator should undergo all validity studies before being 
integrated into a curriculum or used to qualify surgeons as robotic experts. Our 
main concern with AR-based training systems is the challenges which, to date, still 
are preventing usable depth perception in mixed-reality scenes.

As in other disciplines (urology and general surgery are pioneers in this matter), 
widespread adoption of robotic surgery will necessitate the development of a cre-
dentialing system. Such a system was developed in laparoscopic surgery with the 
Fundamentals of Laparoscopic Surgery (FLS), which is required by the American 
Board of Surgery [39]. This could be done through the residency program as it is for 
other surgical skills, through mini-fellowships or through different national boot-
camp initiatives.

An important step forward, mostly aimed at expert robotic surgeons, would be 
the easy integration of patient-specific data in order to train on specific patients and 
rehearse a difficult case before undertaking the surgery.

5  �Conclusion

As described in this chapter, augmented and virtual reality simulators can provide 
an efficient way to train for robotic surgery. However, before they are used in a cre-
dentialing framework, as has already been done with laparoscopy in general surgery 
and is starting to be done in urology for robotic surgery, there is the need for experts 
to create a structured, competency-based curriculum specifically designed for 
robotic neurosurgery. Further development of current simulators, in terms of depth 
perception within interactive mixed reality workspaces, is needed for that goal to be 
achieved, in addition to allowing surgeons to train using patient-specific data for 
surgical planning.
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1  �Introduction

Humans are improving the world thanks to exceptional intelligence, superiority, and 
efficiency in solving problems. Improvement in almost all relevant sectors has been 
remarkable and immensely supportive. Extensive developments in the medical sci-
ences during the last few decades have helped to improve our life expectancy [1, 2] 
and provided us with superior health care. However, certain human limitations—
mental, physiological, psychological, and physical—cannot be overcome with our 
present abilities. Accuracy, precision, and speed remain the most important aspects 
of our development and abilities. We have reached a stage where we require 
improvements beyond our physical and mental capabilities in these three aspects. 
Hence, numerous supportive and automated devices are being invented and devel-
oped to overcome these limitations on our development. The applications of com-
puter machines with established systematic protocols have been automated since the
previous century. Different uses of computational automation and robotics have 
now changed the world and our perception of its development. Robotics, once lim-
ited to the realm of imagination or science fiction, has become a reality and a tre-
mendous benefit for humans in applications from heavy construction to 
precision-guided surgical procedures [3]. The potential of real-time application of 
robotics is unlimited and could entirely change the world as we see it today. 
Practical, precise, and cautious robotics applications could have far-reaching effects 
on human life. It is interesting that robotics has become part of both heavy and 
rough industrial applications and precisely conducted surgical processes for sav-
ing lives.
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2  �Industrial Robots

The application of robotic systems is increasing because of the ease of operation, 
reduction of risks, reduced production or task completion time, improved automa-
tion, better precision, and capacity to avoid human errors. The development of arti-
ficial intelligence and computational learning has helped further in promoting the 
reliability of robotic tool performances [4]. The new age is industrial 4.0, and an 
industrial revolution has already occurred to integrate and apply digital information, 
mechanical information, and electrical and electronic processes for the further ben-
efit of human life. Efficient and high-speed transmission and management of digital 
information is an important facet of this industrial revolution [5]. Similarly, artificial 
intelligence has had a major effect on improvements in the healthcare sector in the 
age of industrial revolution 4.0 [6]. Remarkable improvements in advanced sensor 
technologies, extended applications of artificial intelligence (AI), development of 
the internet of robotics things (IoRT), growing usage of cloud robotics, and improve-
ment in the architecture of cognitive and cyber-physical robotics have built novel 
application platforms of advanced robotics [6]. Apart from these latest develop-
ments, the number of robotic applications is growing in various industrial contexts, 
including manufacturing, human–robot collaborations, and synchronous and coop-
erative robotic performance.

3  �Robots in Surgery

Surgery is considered one of the most important responsibilities requiring piv-
otal precision, adequate professional training, accuracy, and timely decision-
making. There are examples of outstanding surgeries that illustrate the 
remarkable ability and professional competence of a trained surgeon. However, 
in certain aspects, human efficiency requires adequate technological support for 
successful outcomes. The limitation of human vision is one such hindrance for 
delicate surgical processes. Other roadblocks include a high level of steadiness 
and other factors that can effectively determine the outcome of a procedure. 
Along with many extraordinary inventions, robotics has become one effective 
tool in improving visual capacity, steadiness, and improved precision in opera-
tions. Our current reliance on robotics has emerged gradually [7], it has been 
built on several failed attempts at applications and numerous intricate and com-
plicated developments of sensors and communication technologies. In almost 
all complicated surgeries nowadays, robotic applications have found important 
roles and applications. These applications include robotic assistance and sup-
port in pediatric urology [8], hip arthroplasty [9], shape sensing and catheter 
control [10], general urological surgeries [11], complicated cardiological pro-
cess such as the operation of the mitral annulus [12], and esophagectomy [13]. 
In complex procedures such as neurovascular surgeries [14], thymectomy [15], 
and ablation of abnormal neurological tissues [16], robotics has recently been 
used successfully.
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3.1	 �History of Robotic Surgery

The urge to apply robotic techniques in complex and risky surgical procedures 
was initiated almost 30 years ago because of the requirement for better accuracy 
and precision, telepresence, and repetitive task completion in such procedures 
[17]. The first robot used in the operating theater was PUMA 200 (Westinghouse 
Electric, Pittsburgh, PA) in 1985. It obtained brain biopsies efficiently [18, 19]. 
The subsequent evolution of robotic systems helped in developing a “master–
slave” human–robot system during the 1990s. Integration of computer-aided 
design and computer-aided manufacture (CAD-CAM) allowed better robots 
such as ROBODOC [20] to be developed; this was used extensively for arthro-
plasty and similar surgeries requiring precise 3D structural information for 
implantation. Remote controlling and precise instruction feeding became fea-
sible during this development. Several important features of robotic surgery that 
transcended human abilities then allowed robotics to become a regular part of 
the operating theater. Such abilities included 3D vision, high-quality image 
streaming, image display with ease of understanding, physiological tremor fil-
tering, runtime motion capturing and scaling, EndoWrist instruments, and other 
specialized features developed on the basis of specific requirements. The devel-
opment and application of Automated Endoscopic System for Optimal 
Positioning (AESOP) during the 1990s, an effective telesurgical robot approved 
by the FDA, further raised expectations and the telecontrol of robots during 
major surgery [21]. No account of the progress of robotic surgery would be 
complete without mentioning the daVinci® surgical system, a total surgical 
robotic system that is now being used extensively throughout the world. It has 
been involved in six million surgeries since the 1990s (Source: Intuitive inter-
nal data).

3.2	 �FDA Evaluation and Regulation of Robotically-Assisted 
Surgical (RAS/RASD) Devices

The growing role of robotics in different aspects of surgery is inevitable follow-
ing their successful implementation in improving patient care. However, “with 
great power comes great responsibilities.” Excessive application of the latest 
robotic technologies could cause unwanted complications and compromise the 
overall goal of patient benefit and healthcare. Hence, proper regulatory mea-
sures need to be developed under strict guidelines, and the implementation and 
use of robotics in surgery should be monitored. Since the first approved robotic 
surgery using the AESOP system, the FDA has continuously developed guide-
lines and regulations for proper application of robotic surgical systems. All 
types of RAS have been clearly defined by the FDA as potentially containing the 
following:
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	1.	 A control system or console for the surgeon for better visualization and move-
ment of the instruments.

	2.	 Surgical instruments that are controlled by the surgeon from proximity or dis-
tance through a computerized system, which can have mechanical arms, camera, 
and similar instruments used for the surgery.

	3.	 All supportive units including hardware and software, endoscope, pumps and 
suction units, electrosurgical units, and light sources.

The FDA has allowed precise applications by trained professionals for various 
types of regular surgeries using a robot-assisted system. Specific recommendations 
and mandates have been provided for healthcare providers and patients in relation 
to RAS/RASD. Healthcare providers have been instructed to report adverse events 
due to the use of RAS. However, the growing application of the RAS/RASD system 
for cancer patients compelled the FDA to publish additional safety regulations on 
February 28, 2019, which restricted the use of these techniques in some common 
cancer scenarios including hysterectomy, colectomy, and prostatectomy for patients 
having short-term (30 day) follow-ups [22, 23]. In response to growing reports of 
injuries due to robot-assisted surgery, the FDA has further improved the reporting 
system for authentic, verified information. A Medical Product Safety Network 
(MedSun) small sample survey was conducted by the FDA to update the regular 
challenges faced by modern surgeons responsible for handling RAS/RASD systems 
and for having a broad user viewpoint.

3.3	 �Surgical Robots and Telemedicine

Telemedicine has become a potential method of treatment in the digital age, benefit-
ing the patient and the physician by saving time and allowing easy access to one-on-
one communication. Telerobotics has become an essential part of telemedicine and 
various important surgical processes. Telerobotic systems are used for diagnostic 
methods such as USG (ultrasonographic) scanning and biopsy, and also for serious 
interventions including surgical processes. Though AESOP was used successfully 
during the 1990s, the Zeus robotic system was used for laparoscopy as the first 
robotic system for telesurgery in “Operation Lindbergh” in 2001 [24]. Telerobotics 
uses the “master–slave” approach to control the robotic system from far away. 
MELODY is an established telerobotics system that is being used successfully for 
multiple surgeries [25]. The main types of telerobot configurations include both 
simple serial and complex parallel robotic systems [26, 27], and specific types such 
as snakes [28] and Pop-Up manufacture of microelectromechanical systems 
(MEMS). A modern telerobotic system requires appropriate logical network archi-
tecture, enhanced connectivity, and an interruption-free network. Special attention 
should be given to real-time, high-quality live video streaming, data controlling, 
data storage, and information gathering. The present 4G data network connectivity 
is serving well; however, the 5G network and increasing implementation of the 
Internet of Things (IoT) could change the overall experience [29].
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3.4	 �Application of Internet of Things (IoT) in Robotic Surgery

The increased application of internet-based technologies has allowed huge bodies 
of data to be exchanged in different forms between two or more connection points. 
The integrated technologies of the Internet of Things (IoT) have helped to connect 
multiple embedded systems and exchange crucial information even in a real-time 
situation. Furthermore, improved connectivity with 5G or beyond will improve such 
runtime data exchange and allow most tasks to be controlled remotely. Hence, such 
technological applications are finding excellent applications in distance-based 
robotic surgery, designated the Internet of Robotic Things (IoRT) [30]. Several 
recent reports suggest that attempts in this direction have already been initiated. In 
minimally invasive surgery, IoRT-based HTC VIVE PRO controllers for redundant 
manipulators were used for smooth human–robot interactions, and better perfor-
mance was recorded [30]. Ishak and Kit recently reported the application of IoRT in 
robot-assisted surgeries [31].

3.5	 �Virtual Reality (VR) and Augmented Reality (AR) 
in Robotic Surgery

Virtual reality (VR) refers to interaction with a computer simulation-derived and 
artificially-generated 3D environment. It was initially popular in computer gaming. 
Soon it was realized that VR could be useful in a serious context such as live surgery 
monitoring rather than just for entertainment. Such customized simulation system 
protocols are immensely useful in modern-day critical training that is expensive and 
risky. Hence, VR-based technologies are being used extensively in simulation exer-
cises for pilots as well as training robotic surgeons. Applications of VR for training 
laparoscopic surgeons have been reported [32, 33]. Several more recent applications 
of VR have also been reported for such training, surveyed extensively by Bric et al. 
and others [34]. Recent advances in specific surgical processes such as vesicoure-
thral anastomosis and improving motor skills are also reported to have used 
VR-based techniques [35, 36]. Augmented reality (AR)-dependent methods are also 
being used for training surgeons to improve connections with the real world for a 
surgical process associated with robot-assisted surgeries such as neurosurgery [37] 
and others [38].

3.6	 �Artificial Intelligence (AI) and Deep Learning (DL) 
in Robotic Surgery

Artificial intelligence (AI) has revolutionized sophisticated modern data analysis 
methods and made information processing more meaningful and effective. The real-
time application of AI is remarkable in almost all fields of science and technology. 
Broad and specific applications of AI technologies and algorithms such as Artificial 
Neural Network (ANN) and others have been reported from molecular biology to 
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advanced medicine [39, 40]. AI is being used extensively in medical sciences and 
allied subjects [41], from the initial conversation with a patient through Chatbots to 
critical surgical operations. The futuristic telemedicine system is applying 
AI-derived technologies along with advanced robotics [42]. AI algorithms are now 
part of medical diagnosis, specifically in disease diagnosis from clinical images 
[43]; advanced deep learning tools are used to diagnose autism from MRI images 
[44]. Numerous similar successful applications have proved the efficiency of 
machine learning (ML) and deep learning (DL) technologies in medical problem-
solving and improving diagnosis and patient care system.

4  �Levels of Autonomy for Robotic Systems

As time passes, systems dependent on robotics and AI are becoming more reliable 
and autonomous in many ways. However, strict guidelines on the limit of autonomy 
are needed for these systems owing to concerns about extensive applications. 
Human interference is inevitable, and major decisions must be considered by 
humans. Restricted guidelines have recently been issued by the FDA in response to 
growing complaints from patients [22]. Nevertheless, specific robotic autonomy is 
the need of the moment, and it is challenging to design and develop such robots 
precisely [45]. Hence, complete autonomy is currently impossible. The different 
robotic systems used for surgeries are currently automated to different extents; for 
instance, the da Vinci® surgical system is operated under direct control, the 
ACROBAT system is managed under shared control, and supervised autonomy is 
followed for the CyberKnife system [46]. Therefore, the precise scope of autonomy 
should be defined in each case. Maximum automation could be allowed for repeti-
tive and general mechanical tasks, whereas for certain delicate operations decision-
making should be supervised by human experts.

5  �Future Directions for Neurosurgical Robots

The robot has become an excellent technology for assisting neurological treatments. 
It is used in diagnosis, surgery, and rehabilitation (Fig. 1). The modern range of 
robotics has extended greatly from the earlier basic and general applications. 
Regarding future directions, this review-evidence demonstrates that the advanced 
tenet concepts and the development of neurosurgical robots had different origins but 
have progressed in parallel. Because of acceptance-driven developments including 
(1) advances in medical imaging technology, (2) engineering technological improve-
ments such as control theory, sensors and actuators, (3) IoT and the 5G network, (4) 
smart materials, and (5) cell-based therapy and OMICS, they have finally joined. In 
future, they will progress together. Support from robotics-assisted systems has 
helped to improve patient care, prosthetics, orthotic device functioning, and surgical 
interventions. The patient’s quality of life after surgery depends on neuroplasticity, 
a slow and steady process with neurorehabilitation. Hence, neurorehabilitation 
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requires constant care and monitoring of patients. These types of robotic assistance 
that are helping patients to gain normal or improved functionality of their limbs, 
improving their neuromuscular function, and so on, are enormously beneficial. 
COBOT, an abbreviation of Collaborative Robot, is specifically designed and pro-
grammed to work directly and interact with surgeons within the collaborative work-
space. Its advanced features including hand guiding mode, safety monitoring, and 
power and force limitation represent the future trend for neurosurgical robots.

5.1	 �Focus on Enhancing the Overall Accuracy and Efficacy 
of Target Acquisition

5.1.1	 �Robots for Stereotactic Brain Biopsy and Spinal Surgery
Brain biopsies can be obtained successfully using modern robotic applications. 
Tissue samples are collected by navigating an advanced robotic system. A recent 
report by Dlaka and colleagues mentioned that a RONNA G3 robotic system suc-
cessfully collected brain tissue through a sedan biopsy needle from a patient with 
B-cell lymphoma [47]. A systematic review Marcus et al. [48] on reports from the 
last 30  years suggested that stereotactic brain biopsy with robotic assistance is 
becoming common practice. However, a further detailed evaluation of processes 
conducted through robotic systems has been recommended for conclusive evidence. 
A study on 60 patients by Terrier et al. recommended that robot-assisted frameless 
surgery should be complementary to the frame-based surgical process [49]. The 
surgical process was safe and surgery time was reduced effectively. Enhanced safety 
was also noted for a semiautonomous stereotactic brain biopsy [50]. The introduc-
tion of novel minimally invasive robotics-based techniques for brain biopsy was 
feasible for most patients owing to their ease of operation, safety, better accuracy, 
and efficiency [51]. A similar robot-assisted process by the Neuromate robot 
(Renishaw, Gloucestershire, UK) was also considered for the brainstem biopsy of 
children and caused no complications [52]. Comparison of the minimally invasive 
robot-guided procedure with the manual arm-based protocol corroborated the 
safety, increased accuracy, and reduced operation time for the robot-assisted 
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Fig. 1  Presentation of diverse categories of robotics currently implemented in medical sciences
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technique [53]. The evidence obtained on the growing reliability and safety of the 
robot-guided technique in operating complex brain biopsy is benefiting patients and 
surgeons. However, a case-to-case analysis is important and human expertise should 
not be ignored depending on the circumstances.

Apart from brain biopsy, advanced robotics is being increasingly used for spinal 
cord surgery. Spinal surgery is tedious and time-consuming, requiring a constant 
long-term detailed focus with a firm grip and understanding of three-dimensional 
neuromuscular structures. Advanced robotics with detailed 3D imaging and spinal 
reconstruction information and fine navigation systems can surely help to replace 
the required motor skills and repetitive tasks effectively, under careful supervision 
[54]. Analysis of the growing implementation of robotics applications in spinal sur-
gery suggests that surgical accuracy has improved; nevertheless, the effect of radia-
tion in relation to the robotic surgery type should be studied in detail for spinal 
surgery [55]. Recently, a real-time image guidance system for robotic assistance 
was successfully implemented in spinal surgery [56]. It provided better accuracy 
and improved surgical outcomes, and reduced collateral damage under expert super-
vision in most cases.

5.1.2	 �Robots in Intraoperative Imaging (CT/MRI)
Imaging techniques such as computed tomography (CT) scans and magnetic reso-
nance imaging (MRI) are integral to modern pathological diagnosis. These tech-
niques are superior and efficient in most cases. Robot-guided 
stereoelectroencephalography (sEEG) with 3T MRI conducted on five patients sug-
gested that the process can reduce the radiation exposure of patients and is safe, 
with improved accuracy in 1.5T MRI [57]. Superior accuracy has been reported for 
the robotic system associated with tomographical imaging for surgery [58]. Chenin 
et al. suggested that the Robotic Stereotactic Assistance (ROSA) technique along 
with flat-panel computed tomography (fpCT) provided higher accuracy in pedicle 
screwing for circumferential lumbar arthrodesis [59]. Coupling sophisticated imag-
ing techniques with robotics helped to augment accuracy and maintain safety and 
good patient outcomes. Like CT, MRI has also been coupled with robotics for better 
results. An integrated system combining MRI and robotics, Stormram 3, has been 
developed for breast biopsy [60]. Similar MRI and robotics-coupled technology has 
been developed for neurological rehabilitation [61].

5.1.3	 �Robotized LASER Ablation
LASER ablation is a minimally invasive procedure for targeted microsurgery of tis-
sues, removed by an iMRI-guided targeted laser. This surgical process has been 
used frequently for localized tumors such as brain tumors. Currently, ROSA is being 
used for better targeting and focusing during the ablation process. This technique 
has been applied to intractable epilepsy [62], necrosis of the posterior cranial fossa 
[63], and other conditions. Integrated global efforts such as LASER Ablation of 
Abnormal Neurological Tissue using Robotic NeuroBlate System (LAANTERN) 
have been developed for better application and analysis of LASER ablation surgery 
such as brain tumor ablation [64], and safety of Stereotactic LASER ablation (SLA) 
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for intracranial lesions [16]. LASER ablation has emerged as a state-of-the-art pro-
cedure for targeted surgical removal of tissues. Further studies and detailed analysis 
of the results of more cases will provide useful information on the specific success 
of this technique.

5.2	 �Focus on Enhancing the Neurosurgeon’s Capabilities

5.2.1	 �Robots for Craniotomy
At present, craniotomy is mostly conducted using semi-automatic tools. The man-
ual process entails many risks including shaking, recoil motion, and others that can 
affect the outcome of this high-risk procedure. The kinematic process has been opti-
mized and used for robotic applications with better results. Reconfigurable param-
eters have been studied keenly and a Spherical Parallel Mechanism (SPM) has been 
proposed for better kinematics during craniotomy through robotic assistance [65]. 
Development of human–robot interactions and collaborations for craniotomy has 
been reported [66]. Experiments have been conducted on cadavers to elucidate the 
kinematics and the force optimization for craniotomy using a long-distance teleop-
erated robot [65]. Robotics now serves as a regular instrumental process for crani-
otomy. In the future, with more kinematic studies and optimization, improved 
automation and skillful implementation will be possible for serious cases.

5.2.2	 �Robots for Interventional Neurosurgery
Implementation of robotics coupled with interventional MRI was attempted previ-
ously [67]. Surgical prototype development and improved accuracy were attempted 
to achieve better and more reliable implementation of robotics in neurosurgery [68, 
69]. Robotics is now regularly used in cerebrovascular and endovascular neurosur-
gery and is helpful in processes such as intraoperative imaging, catheter introduc-
tion and guidance, and navigation [70].

5.2.3	 �Robots for Endoscopic Endonasal Transsphenoidal Approach
The endoscopic endonasal transsphenoidal approach is a minimally invasive tech-
nique for surgical treatment of intrasellar lesions and pituitary adenomas. The trans-
sphenoidal midline-route pathway to reach the intrastellar region offers a sufficient 
workspace with endoscope-enhanced illumination and panoramic wide-angled 
view of the supersellar and parasellar portions of intrasellar lesions. When the endo-
scopic endonasal transsphenoidal approach was first introduced, insertion of an 
endoscope was a key challenge for neurosurgeons. The development of surgical 
techniques and improvement of instruments made this approach more promising. Its 
limitations are surgical difficulties and instrument dexterity. Neurosurgeons have to 
be tremendously skillful because they operate in a narrow workspace and must be 
able to reach the exact target, which remains surrounded by eloquent structures 
including major vascular and neural structures. A human error such as a slight devi-
ation of the tools can lead to undesirable and even fatal consequences. This indi-
cates the requirement for new modalities to assist neurosurgeons. Implementation 

Future Directions of Robotics in Neurosurgery



134

of robotics for the endoscopic endonasal transsphenoidal approach was attempted in 
a cadaveric study (Fig. 2). This technology is now considered a crucial modality, 
with some preclinical research teams working to develop prototype robots. For 
designing a robot to guide the endoscopic endonasal transsphenoidal approach, the 
following significant points must be considered: (1) the automation of the task must 
save time for the neurosurgeon and enhance their competence, (2) the robot must be 
reliable, i.e. must have in-depth knowledge of the workspace and types of interac-
tions between the instruments it holds and the tissues, and (3) the robot must be very 
small and easy to install in the operating room, and easily maneuverable by the 
surgeon [71]. The first cadaveric trial of a robot-guided endoscopic endonasal trans-
sphenoidal approach showed a significantly shorter initial setup process and time of 
operation than the conventional manual approach [72–75].

5.3	 �Outlook for the Neurosurgical Robot

The growing application of advanced robotics in neurosurgery and other complex 
operating procedures provides extensive benefits to patients and neurosurgeons, 
and helps in reducing procedural complications and probable human errors by 

Fig. 2  Presentation of the implementation of robotics for the endoscopic endonasal transsphenoi-
dal approach in a cadaveric study
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focusing on the overall accuracy of neurosurgical procedures and enhancing neu-
rosurgeons’ capabilities. However, the improvements are ongoing and require fur-
ther precise changes in the future. Several significant factors that should be 
considered are discussed below. First, advanced intraoperative imaging should be 
included to access, monitor, analyze, and understand real-time data without any 
interruption or compromised image quality. Image quality and filtering of mechan-
ical shaking in real time are important and can decide the outcome of the neuro-
surgical process. Second, successful and result-oriented human–machine interface 
development is essential; proper simulation even with 3D printed models and 
guided practice should be accessible for training neurosurgeons. Precision can be 
improved with better 3D image quality, image streaming speed, and processing, 
minute operating, and distance-based control of the systems during a procedure. 
Third, the improvement of a parallel network of robotic systems and better data 
transfer through IoT with the 5G network will yield enormous benefits for opera-
tions and neurosurgical work. The autonomy of the robotic systems should be 
decided after detailed evaluation of individual process and requirements. Further 
improvement in the autonomy of robotic applications will improve outcomes. 
Last but not least, reducing the cost of the neurosurgical robot can make the sur-
geries affordable for most patients. Finally, the effect of the COVID-19 pandemic 
on surgical practice is a crucial example of its widespread impact on the work-
force, staffing issues, procedural prioritization, and interoperative viral transmis-
sion risk [76].

Besides the future value of the neurosurgical robot in enhancing the accuracy of 
neurosurgical procedures and neurosurgeons’ capabilities, the effect of the 
COVID-19 pandemic on neurosurgery is a matter of concern. Most neurosurgical 
procedures including spine and cranial procedures are safe to perform with strict 
PPE, but the involvement of neurosurgical robots has to be investigated. PCR test-
ing for COVID-19 is recommended for suspected patients before surgery and the 
indicated patient should be operated as gently as possible in a negative pressure 
operating room. To reduce bone aerosol, cranial and spinal drilling should be per-
formed meticulously under robotic assistance. Furthermore, endonasal procedures 
should be avoided because of significant aerosol droplets and the risk of viral trans-
mission [77, 78].

In this hazardous and uncertain situation, there is a greater role for the robot to 
enhance health care provider safety, though there are recommendations for prioriti-
zation of procedures that involve robotic surgery with the validation guidelines and 
alterations to operative techniques. To maximize protection for healthcare providers 
and minimize collateral damage to COVID-19 patients requiring surgery, the robot 
is needed for procedure-specific reduction of bone aerosol, shortening the time for 
attaining the target, and distancing the infected patient from the surgical team. 
Moreover, under robotic-assisted neurosurgery, operations are undertaken only by 
the most experienced surgeons with the minimum number of staff in the OR. Also, 
other recommendations need to be followed including (1) adequate use of PPE for 
all patients, with higher levels of PPE for all healthcare providers, (2) careful selec-
tion of patients for all elective surgery, (3) postponement if possible, and (4) mini-
mizing aerosol dispersal.
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6  �Conclusion

Robotic-assisted neurosurgery has emerged as great support for diagnosis and surgi-
cal procedures. It has reduced complex neurosurgical timings and the risk of human 
error, enhanced the remote control of operation procedures, and increased the 
affordability and accessibility of a better and more reliable health system. Apart 
from neurosurgery, robot-assisted systems are being considered for other areas of 
surgery including gynecological, cardiological, urological, transoral, thoracic, and 
many more. Enhanced simulation training, and a growing number of professionals 
with hands-on robot training-assisted neurosurgery, will aid in managing a large 
pool of patients efficiently and reliably. However, neurosurgical accreditation for 
robotic procedures is required. Consequently, compliance with standards and ethi-
cal considerations such as patient experience, marketing of the robotic surgery sys-
tems, cost-effectiveness, the privacy of patient data during remote operations, and 
responsibility for errors should also be seriously considered.
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