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Preface

Joseph Wright of Derby was a passionate painter who captured the fascination and
direct impact of science in society.Many years later, SalvadorDali candidly delivered
his “Family Scene by Lamplight,” where a family gathered under a simple, though
vital, lamplight for a reading. On the other hand, Photographer Sebastião Salgado has
dedicated his career to show how excluded people struggle to meet their minimum
demands to survive. The lack of electricity and its devastating effects are clear in his
work. Art, therefore, shows that science, in general, and electricity are key factors in
our society. Several events around the world show that the lack of energy may drive
people to a primitivism behavior that seemed unlikely under normal conditions. This
is a source of discussion among social scientists but is most of the time neglected by
“technical professionals.” A broader background urges since multidisciplinary tasks
are going to be, very soon, a demand for engineers. In this sense, understanding
the effects of engineering will be as vital as knowing basic and complex technical
concepts.

Technological transformations have always played a major role in the way people
live and interact. We take as a grant the daily tools available for our comfort related
to the way we live and work. They are the result of a tremendous effort and some-
times even heroism of some people. The war of currents, for example, despite all
its absurdities, has shaped the application of electricity all over the world, with the
prevalence of alternate current systems that enable the transmission of large blocks of
energy through long distances. The advent of smart grids and the growing penetration
of renewable-based energy are changing this reality. Emerging power systems are
hybrid, with electric vehicles, solar panels, direct current loads, and so many other
characteristics, which are still unknown nowadays.

This book attempts to discuss key features of emerging power systems, with a
special focus on practical aspects relating to their implementation. It covers clas-
sical features of those systems, such as reliability, efficiency, and cost-effectiveness,
together with new requirements for creating sustainable, smart, and flexible networks
supporting energy transition. Several experts bring their views on different aspects of
active networks, proposing solutions for supporting their future planning and oper-
ation. Besides technological aspects, social issues of power systems are addressed,
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vi Preface

with the intention of offering a holistic view of the topic of energy transition, and
stimulate a multidisciplinary approach to the most urgent problems in power distri-
bution systems. More specifically, market issues, optimization, reliability, state esti-
mation, demand response, and communications, which are classic problems of power
systems, are now considered by adding the challenging characteristics of an active
network. And, new features are included since the role of storage, low carbon emis-
sions, the complementarity of renewable sources, hosting capacity, and autonomy
of isolated microgrids tend to be part of the background of the next generation of
engineers.

Writing this material coincided with the pandemic time that took place in
December 2019, which demanded an extra effort for all the authors. The pandemic
brought despair, hunger, inequality, and unemployment to an unacceptable level
around the world, which triggered several remedial actions from governments. Elec-
tricity played a crucial role, enabling people to work from home and providing
comfort for relaxing hours. More important, however, energy supply to hospitals
enabled the medical teams to assist the millions of patients in search of treatment.
Therefore, the importance of electricity poses a challenge to future engineers, who
must design a reliable power system keeping in mind the social importance of its
service to society. In this sense, one could say that engineers should be educated
about their importance to society since they disregard this aspect most of the time.

This book is then a fruit of a joint effort of researchers fromBrazil, Canada, Chile,
France, India, Italy, Portugal, Spain, and theUSA. Thewriters involved are experts of
the topics addressed here. The emerging importance of this book regards the impact of
active networks in the coming years. Thus, it covers a wide range of aspects involving
active networks. It starts by describing the “philosophy” of these new systems. For
this purpose, the concepts of passive user, active user, and prosumer, and their role
in emerging distribution systems are introduced and discussed in detail in the first
chapter of the book, which also introduces some key aspect of the energy market.
A comprehensive analysis of the next-generation electricity market at the distribu-
tion level is, in turn, further elaborated in the chapter “Retail Electricity Markets
for Active Distribution Systems.” The way paved by the two first chapters enables
one to discuss the problem of demand response and the reliability of active networks,
addressed in the chapters “Practical Aspects of Active Distribution Networks” and
“Reliability Analysis of Active Distribution Systems.” The role of electric vehicles
is discussed in the chapter “The Role of Electric Vehicles in Smart Grids,” where
the efficiency of vehicle to grid power flow is assessed. Electric vehicles pose a
charging problem for utilities, but they also may be used as emergency sources to
the system. In this sense, a discussion about battery energy storage plays a key role.
This is explored in the chapter “Battery Energy Storage Systems for Applications
in Distribution Grids,” where a mathematical model is shown, and several applica-
tions are described. Operating an active system certainly demands a knowledge on
different areas, and optimization cannot be overlooked. Chapter “Smart Grids Opti-
mization: Demands and Techniques” discusses the concept, structure, and resources
of a smart grid, identifying opportunities for optimization applications in the plan-
ning and operation of smart grids. It also highlights some likely applications in active
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networks, encouraging students to explore this area. Planning and operation of active
networks may follow the regular track of power systems, but the energetical plan-
ning window may be associated with few hours or minutes, in case these systems
operate in islandedmode. Chapters “Load Flow inMicrogrids” and “MicrogridOper-
ation and Control: FromGrid-Connected to IslandedMode” address some important
particularities about these systems when operating in both connected and islanded
modes. A conventional distribution system becomes an active network when local
generation, alongwith communication devices, is considered. Theproblemof hosting
capacity is crucial, since active networksmust operatewithin nominal values.Chapter
“Hosting Capacity and Grounding Strategies in Microgrids” proposes a method to
determine themicrogrid hosting capacity based on frequency response and frequency
protection elements. Smart metering is also a new feature of active networks. Chapter
“Smart Metering in Distribution Systems: Evolution and Applications” discusses the
benefits of using smart meters for operation and planning of modern distribution
systems. Since active networks are still in their cradles, experimental laboratories
have a great importance in simulating the scenarios of operation. Chapter “Commu-
nication in Active Distribution Networks” takes an experimental point of view to
analyze the operation and reliability of an islanded inverted-based low-scale labora-
tory microgrid (MG). For this sake, a set of inverters driven by digital processors is
considered subject to failures such as loss of communications. Communication is also
important for a grid of microgrids. In this sense, complementarity among renewable
sources also deserves a special attention, as studied in Chapter “Renewable Sources
Complementarity.” Such a chapter reviews the concepts regarding the complemen-
tarity of renewable energy sources, by describing some of the existing indexes from
the literature so that they can be evaluated in different time and space scales. The
complexities of active networks place a growing concern about state estimation, since
an effective monitoring is required. Chapter “State Estimation and Active Distribu-
tion Networks” presents an overview of some distribution system state estimation
(DSSE) approaches available in the literature. It also presents the main challenges
for enabling DSSE in active networks, focusing on how state estimators can aid these
functions. Chapter “DC Microgrids for Ancillary Services Provision” may be faced
as a peace flag on the war of currents, since it is dedicated to DC microgrids applica-
tion to provide ancillary services to weakAC grids. The problem of low inertia is also
addressed with the help of an application example that illustrates the performance
of the microgrid in the context of virtual inertia control. We, authors, have in mind
that a better electricity grid is meant to provide service in comfortable and sustain-
able manner. Hence, Chapters “Sustainability and Transformative Energy Systems,”
“The Role of Smart Grids in the Low Carbon Emission Problem,” and “Smart Grids
from a Holistic Perspective” focus on the sustainability, policies, low carbon emis-
sion, and a holistic discussion of smart grids, respectively. Chapter “The Coming
Trends and What to Expect” provides some highlights of the coming trends.

One may note that the authors placed a great effort to provide a useful material
for students and engineers. One should also note that this emerging power system is
a technological revolution carried out by “an” engineer with different backgrounds.
It is, indeed, a new world that demands new knowledge. Mankind has accomplished
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several milestones along with history, which were fruits of a pile of contributions
gathered for several years or even centuries. The technological jumps we currently
witness are recent in human history. Thus, we hope this book brings important contri-
butions to technical aspects of engineering by incorporating new advances and tech-
nological progress associated with this topic. But we hope as well that this book
provokes future engineers, the necessary fascination to perform its profession as a
social blessing. Such a blessing may help the industry to work in an uninterruptible
way creating the most complex devices for customers in general. But this blessing
may also be faced as something that enables people to keep their food in good condi-
tions in the refrigerator, hospitals keep running to help and save patients, and why
not, gather together in the living room for reading under a lamplight.

Itajuba, Brazil
Toronto, Canada

Antonio Carlos Zambroni de Souza
Bala Venkatesh
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Introduction—Advances and Challenges
in Active Distribution Systems

Gianfranco Chicco, Alessandro Ciocia, Pietro Colella, Paolo Di Leo,
Andrea Mazza, Salvatore Musumeci, Enrico Pons, Angela Russo,
and Filippo Spertino

Abstract Many drivers are determining continuous changes in the structure and
operation of distribution grids. In addition to the now long-lasting effects introduced
by the smart grid paradigm, a number of new trends are emerging. This chapter
provides an overview of how distribution systems are changing. Modernisation is
the key point to pass from network infrastructures designed in a rather different
context to new solutions that incorporate advanced features. For this purpose, the
concepts of passive user, active user, and prosumer, and their role in emerging distri-
bution systems, are introduced and discussed. Relevant aspects addressed include
the impact of the diffusion of renewable energy sources in the operation of distribu-
tion systems and microgrids, as well as the current trends towards establishing local
energy markets and energy communities. Further aspects refer to the development of
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local solutions for the generation, management and storage of energy at small- and
micro-scale, the increasing attention towards grid-side and demand-side flexibility,
and the provision of grid services.

Acronyms

ADN Active Distribution Network
ADS Active Distribution System
AS Ancillary Services
BMS Building Management System
CHB Cascaded H-Bridge
CHCP Combined Heating, Cooling and Power
CSC Current Source Converter
DER Distributed Energy Resources
DG Distributed Generation
DLMP Distribution Locational Marginal Price
DR Demand Response
DS Distributed Storage
DSO Distribution System Operator
EMI Electromagnetic Interference
ESP Energy Service Provider
ES Energy Storage
EV Electric Vehicle
FACTS Flexible Alternating Current Transmission Systems
FLC Flying Capacitors
GTO Gate Turn-Off
HV High Voltage
HVDC High Voltage Direct Current
ICT Information and Communication Technologies
IEGT Injection Enhanced Gate Transistor
IGBT Insulated Gate Bipolar Transistor
IGCT Integrated Gate Commutated Thyristor
LCC Line Commutated Converter
LV Low Voltage
MG Microgrid
MGMS Microgrid Management System
MMC Modular Multilevel Converter
MMG Multi-Microgrid
MV Medium Voltage
NG Nanogrid
NOP Normal Open Point
P2P Peer-to-peer
PCC Point of Common Coupling
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PCT Phase-Controlled Thyristor
PDS Primary Distribution Substation
PV Photovoltaic
PWM Pulse Width Modulation
RES Renewable Energy Sources
RMS Root Mean Square
SC Self-Consumption
SDS Secondary Distribution Substation
SGAM Smart Grid Architecture Model
SS Self-Sufficiency
SST Solid-state Transformer
TE Transactive Energy
THD Total Harmonic Distortion
TSO Transmission System Operator
V2X Vehicle-to-Everything
VPP Virtual Power Plant
VSC Voltage Source Converter
WBG Wide BandGap
WoC Web-of-Cells
WT Wind Turbine

1 The Main Drivers for Distribution System Modernisation

The restructuring of the electricity business has taken place since the last years of the
last millennium, and has become widespread around the world since the beginning
of the current millennium. The unbundling of the electrical generation, transmission,
distribution, and retail sectors has required establishing new operators inside each
sector. In particular, the electricity distribution sector has been generally managed
by partitioning the territory into different areas of competence. After unbundling,
the role of the Distribution System Operator (DSO) was assigned to a unique entity
in each area of competence. Meanwhile, historical areas in which there were more
electricity distributors were re-organised by specific agreements (or legal arbitrages)
to maintain only one DSO. The distinction between distribution and retail has led to
the birth of a competitive framework in the retail sector, and to the establishment of
DSOs as the technical operators that act on their distribution networks.

The unbundling of the electricity sectors required to deeply analysing the charac-
teristics of the value chain inside each sector, with the aim of clearly identifying the
specific costs and benefits. For the distribution systems, the situation that emerged
was generally the one of an electricity distribution infrastructure designedmany years
before and operated in a centralised way. The need for modernising this infrastruc-
ture was clearly highlighted by the concomitant appearance of a number of factors,
among which:
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• Growing attention towards environmental impact issues, in particular after the
Kyoto Protocol.

• The development of technologies for energy production from renewable energy
sources (RES), which reached an appropriate technological maturity.

• The possibility of introducing distributed generation (DG) in the distribution
systems, not only supplied by RES.

• The evolution of technical solutions for electrical storage, including the progres-
sive introduction of electric vehicles (EVs).

• The disclosure of the possibility to supply power to the grid, leading to enabling
active distribution networks (ADN) with power injections not controllable by
the DSO, and connection limits determined by newly established regulators and
authorities.

• A fast evolution of the information and communication technologies (ICT), which
made available advanced communication systems and controls, and several tools
to assist the distribution system analysis, operation and planning.

• The development of an extended economic framework based on competition
among various players, also with the creation of new players with various roles.

• The changing role given to the demand side, also considering the participa-
tion of the users to the provision of electricity, either with the combined role
of producers-consumers (or prosumers) or depending on the users’ willingness to
provide demand response (DR) services based on price signals or incentives.

A few years later, many of these principles were considered under the smart grid
paradigm [3], applied in the Smart Grids Technology Platform of the EuropeanUnion
[29] and in the U.S. Energy Independence and Security Act of 2007 [117]. Under
the smart grid paradigm, some aspects were further emphasised, including cyber-
security, energy conversion through power electronics devices, and flexibility of the
supply and demand. It is worth noting that the terms “smart” associated to “grid” was
used, probably the first time, in the document [121] as an acronym for Self-Managing
And Reliable Transmission Grid, to indicate a monitoring, control and protection
automated system that, with the use of ICT and new algorithms, allows improving
the reliability of the transmission system. Nowadays, the term smart grid mainly
indicates the evolution of the distribution system, which needs to be modernised
more than the transmission system. The term Distributed Energy Resources (DER)
is also typically used to define the merging of DG, DR, and Distributed Storage (DS).

In addition to the classical attributes of reliability, stability, security, efficiency
and cost effectiveness, the new systems have to be smart, sustainable, resilient and
interoperable, contributing to the energy transition in progress, in which the role
of electricity is going to become more and more significant for all the end uses
(residential, industrial, commercial, and transportation).

Specific aspects are detailed in the next sections:

• active distribution networks
• network structures
• renewable energy sources
• energy conversion
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• operational aspects
• economic aspects
• energy management aspects
• grid services.

2 Active Distribution Networks

The past distribution system was an infrastructure than aimed to connect the upper
level (high voltage) system to the passive loads of customers that required active
and reactive power from the grid. The auto-production was limited to very large
customers connected at high-voltage system, and the possible injection of active
power into the grid was always agreed with the system operator. Consequently, most
of the analysis carried out about the distribution systems so far considered only the
demand level of the system [52]: aspects such as the maximum and average demand,
the load factor, the diversity of the demand, the design based on voltage drop and/or
power losses took a relevant part in any book. The presence of time-variant load was
not taken into account because it was sufficient to consider the worst-case scenario
for design. For this reason, there was no interest to investigate the operation of the
system at the planning and design stages.

However, the innovation in the generation side, with the introduction of new
local generators that exploit RES, changed dramatically the idea of distribution
system operation: for the first time after the introduction of the alternating currents,
researchers and technicians started thinking that producing locally could conve-
niently drive the change in the paradigm of the whole electricity system operation.
Hence, two different paradigms started to face each other, based on completely
different visions of the electricity system: on the one hand, the future shape of the
system could be based on the development of the super-grids [96], whereas on the
other hand the future system could be seen as composed of micro-grids [58]. In the
former case, the main infrastructure is the transmission system, which is developed
to cover long distances and brings the electricity where it is needed, by exploiting
the time shifts among different regions in the world. Vice versa, the latter paradigm
points to develop local production and consumption, with the transmission system
as the “back-up” infrastructure. In the middle of these two visions, there is enough
space for another framework, based on Active Distribution Networks (ADNs) that
form an Active Distribution System (ADS). The ADN (and consequently the ADS)
is composed of a number of sets including different entities:

• passive equipment: it is the set that forms the power hardware of the electrical
network. In this set one can find all the elements that allow secure and reliable
electricity flows, i.e., transformers, cables, overhead lines, circuit breakers, relays
(as components, not as logics), switches, fuses, current transformers, and voltage
transformers.

• non-flexible prosumers: this set contains all the prosumers, which manage loads
or generators whose behaviour cannot be easily changed.
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• flexible prosumers: it contains all the prosumers that somehow can modify their
net load shape and thus are seen as source of flexibility.

• market players: even though they are not part of the ADNs, they are fundamental
for managing with market-based rules the ADS. As geographical extension, they
can act on one ormoreADNs, and their intervention helps exploiting the flexibility
of the prosumer at a system level.

• control system: this indicates, with a general term, all the equipment that allow
the interactions among the different entities, from the ICT infrastructure to the
information codification and the control logics.

The motivation to have an ADS is to enable the connection of a larger share of
DER to the electricity system, by properly managing the uncertainties characterising
the primary sources (from solar and wind energy, above all). The proper handling of
the uncertainty is required for making them fully compatible with the operation of
the electricity system: being operated in AC, the real-time balance between load and
generationmust be guaranteed (with small deviations recovered thanks to the existing
control systems). To some extent, at the distribution system level the systemoperation
is shifting from a load-following operation to a generation-following operation [90],
where the load may be modified (also involving DS) to accommodate the evolution
in time of uncertain generation.

The co-existence of flexible and non-flexible prosumers leads the network oper-
ating conditions to be different in different parts of the network. A given zone or
neighborhood, composed of one or more feeders under the same primary substa-
tion, can present voltages completely different from another zone supplied by the
same substation. Furthermore, the evolution in time of the zone composition, as well
as the values of current and voltage existing in each zone, may change in a non-
predictable way. This characteristic does not allow finding a unique “rule”, unlike it
was in the past for the voltage profile, which had always a decreasing trend along
the feeders. This new condition requires the introduction of new control approaches
(more distributed and decentralised) and new measurements (for example on the
basis of the net load, considering the different devices that can be connected to any
node such as storage, local generators and passive load). Indicators such as the losses
allocated to the system nodes [13] can be useful to understandwhether in a given zone
there is an excess of local generation, such that to reduce the system losses it would
be needed to increase the local load—a solution that had never to be considered in a
distribution network with passive loads only [76].

All the above-listed characteristics of the ADNs can be summarised by saying
that they allow to create amulti-layer ADS, in which technical, economic and social
dimensions co-exist. This multi-layer structure is well represented by the Smart Grid
Architecture Model (SGAM) [104], which is a three-dimension structure including
domains, zones and layers:

• Domains: the domains are the sectors that compose the value chain for the
electrical system, i.e., Bulk generation, Transmission, Distribution, DERs and
Customers.
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• Zones: the zones reflect a hierarchy that consider the aggregation and the func-
tional separation in power system management, and are defined according to the
information managed by each of them. The zones are Process, Field, Station,
Operation, Enterprise, and Market. While the first zone includes all the power
system equipment and energy conversion, the other zones manage information.

• Layers: the layers allow highlighting the different aspects where the inter-
operability among systems is required. In particular, the layers cover Components,
Communication, Information, Function and Business.

It is worth noting that the role of communication and information becomes funda-
mental for properly managing the ADS, but also to guarantee a fruitful interaction
between the different players of the electricity system.

However, which kind of information is required? A distinction should be made
between the information for managing the network and the information for enabling
services. In the first case, the information concerns the network constraints, i.e.,
node voltages and branch currents. This kind of information was available also in
the past, but the introduction of DG shaped the electrical variables in the network
differently. As a matter of example, the presence of DG at the end of a rural line can
create overvoltage problems, which before were not even considered as potential
issues [45]. Thus, the technical measurements are able to report the existence of
the problem, but the classical control actions put in place by the DSO and based
on the field measurement may not be sufficient. Thus, new kinds of information are
required, to engage the prosumers (i.e., the players that may create network issues)
into the system operation [30, 31].

This paradigm shift requires conceptually different actions:

• the definition of the types the information to be collected and with which temporal
resolution;

• the collection of the information by the prosumers through the installation of
smart meters;

• the definition about who is using this information and for doing what;
• the clear definition of the roles of DSO, prosumers and other players (such as

aggregators) that are involved into the ADS operation.

The definition of the information to be collected is linked to the services offered
by the prosumers. The types of services are strictly dependent on the market archi-
tecture and the prosumer’s equipment. As a matter of example, from a technical
point of view, refrigerators showed to possess all the characteristics for offering both
power and energy services to the grid, spanning from frequency regulation to load
shaping [22, 115]. Thus, the value of the services offered is not negligible. However,
due the unclear definition of the roles in a new market framework (which implies,
among others, interactions between the Transmission System Operator (TSO) and
the DSO, the presence or not of local markets, and the method of ancillary service
provision), the potential revenues from those services cannot be easily evaluated,
unless making a number of assumptions. As recently defined in Thomson and Perez
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[114] for theVehicle-to-Everything (V2X) application, new applications and/or tech-
nologies cannot be evaluated in terms of revenues, but certainly on the value stream,
in particular seen as stacked stream (i.e., possibility to provide more than one service
with the same technology). The same concepts are valid for the services that, in
general, the players forming the ADNs can provide to each other or to third parties
(in particular to the transmission system).

Furthermore, it is worth noting that, while all the services are based on the flex-
ibility of the prosumers, how this flexibility may be exploited is strictly correlated
with thewillingness of the prosumers to deviate from their baseline. According to the
equipment installed at the prosumer’s premises (that usually includes both generation
and load, and sometimes also storage systems), the evaluation should be made on the
net load, because the prosumer interacts with the grid with a bi-directional energy
exchange. However, considering the net load can lead to some issues in the evalu-
ation of the service value due to the scarce representation of positive and negative
peaks that can be reached with the usual interval-metering paradigm that adopts time
resolution of approximately tens of minutes [17]. Hence, at the measurement level,
the proper exploitation of the prosumer’s flexibility may require a large number of
data, by creating problems related to data management and data transmission. New
paradigms of measurement are required for the next generation of smart meters. One
of the possible solutions (already commercially available) is based on the event-
driven energy metering [101, 102]. This solution enables tracking the demand peaks
in an effective way, opening new prospects for setting up new options for tariffs or
contracts for flexibility [16].

Once the information is collected,who is in charge to use it? The current role of the
DSO is basically to guarantee the proper planning, operation, andmaintenance of the
network, as well as the quality and security of the supply. This means that it cannot
act as amarket player, as it has to guarantee the neutrality the network. However, the
information related to the potential flexibility of the prosumers is anyway collected
through the smart meters linked to the DSO ICT infrastructure. Hence, this informa-
tion should be made available to market players (such as aggregators or suppliers),
which can properly manage the explicit flexibility [105] of a group of prosumers
collected together. The explicit flexibility is committed by participating in incentive-
based programs that rely upon direct load control. These programs may be managed
by the supplier or by another entity (e.g., an aggregator). Conversely, the implicit
flexibility is delivered according to the sensitivity of the customer to the price signal.

Thus, the role of the DSO requires an evolution: beyond guaranteeing the
neutrality of the electrical infrastructure, it will be responsible of the neutrality of the
measurement infrastructure, taking care of the security of the data as well. Managing
the information implies also the use of a proper information model, which defines
the codification of the information: this aspect implies a great engagement of the
standardisation bodies, which have to act for guaranteeing the maximum interoper-
ability of the systems. The way in which the information is physically exchanged
among the different devices is based on the communication protocols that can be
evolved during the time (but this does not affect the information model preliminarily
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defined). An example of architecture which is becoming more and more common is
the IEC61850, whose areas of use are becoming wider and wider.

As the last remark, the introduction of these new aspects poses key challenges
also to the research field [19]. For example, the usual benchmark networks did not
consider any time-variant load behaviour, and do not include any local generation.
So, new methodologies have been suggested to create case studies (see for example
[75]). Furthermore, the operational constraints of the different devices have to be
taken into account into the optimisation procedures, by creating more and more
complex solution spaces that require new conceptual frameworks [6].

3 Distribution Network Structures

3.1 From Traditional Distribution Network Structures
to Smart Grids

A power system consists of a set of interconnected parts to generate, transmit, and
distribute electricity to the end users. These parts are interfaced by a set of trans-
formers, which adapt the voltage to the appropriate level, suitable for the functioning
of the system.

From its beginnings in the early twentieth century, the structure and the organi-
sation of the power grid underwent a very slow evolution. The generation was only
based on fossil fuel and located in a central location away from the load centres;
the transmission featured a mesh network structure, and the distribution was organ-
ised as a radial network to provide electrical energy at the low voltage level to the
end users. Figure 1 summarises this well-known conventional structure, showing the
major components of the power system: production, transmission, distribution, and
consumers, interconnected through the power lines and substations.

In this conventional power system, the electrical power is generated by centralised
large-scale power generation plants and it is injected, through a step-up transformer,
into the transmission network at High Voltage (HV) level (230 kV, 400 kV). The
transmission network delivers electrical power to the regional distribution networks,
through the Grid Supply Points (GSP), which transform (step down) the voltage
to the distribution HV level (100–230 kV). The distribution network delivers the
received power to the end-user consumers of the networks at lower voltage levels.
The voltage is first stepped down to Medium Voltage (MV) level (1–100 kV) [43] at
Primary Distribution Substations (PDS). Then, Secondary Distribution Substations
(SDS), steps down the voltage into the Low Voltage (LV) levels (<1 kV), required
to supply the three-phase and single-phase end-users (400 V three-phase and 230 V
single-phase). Large industrial users could be connected at High Voltage [103].

The MV distribution networks start after the PDS and terminate at a secondary
distribution substation. The LV networks start from the secondary distribution
substation, where the voltage level becomes 400 V in the three-phase networks.
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Fig. 1 Conventional power
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Finally, through the LV networks (230 V line to neutral), the electricity reaches the
single-phase end-users [56].

The distribution networks can supply the different areas of the system in a variety
of ways, depending on system voltage level and the load density. The three main
topologies used to design distribution networks, are illustrated in Fig. 2:

1. radial
2. ring/weakly-meshed
3. meshed.

In a radial network, each node is connected to the substation via one path only.
Typically, the radial network topology is used in LV distribution networks and inMV
long rural lines that connect isolated load areas. The ring topology (with radial oper-
ation, by keeping the redundant branches open, to simplify the protection schemes)
is adopted in most MV feeders to improve the security of the supply in the event of
circuit outages during faults or scheduled outages due to maintenance. Indeed, the
Normal Open Point (NOP) is located between the two interconnected feeders (A and
B in Fig. 2) to ensure radial operation for each feeder. The location of the NOP can be
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Radial Ring / Weakly-meshed Meshed

A B

Fig. 2 Distribution network topologies

moved following the occurrence of a fault, such that the faulty section is isolated and
power is restored to all users connected to the two interconnected feeders. Sometimes,
distribution feeders serving high-density load areas (e.g., urban areas) could contain
few loops created by closing NOP switches. Rings and weakly mesh systems may
be operated split with normally open points, or closed to improve security, although
the latter solution requires more circuit breakers and more sophisticated protection.

Greater security could be achieved by meshed topology. The connection of
multiple substations in parallel can reduce the total transformer capacity into the
group. Such an arrangement can accept the loss of one in-feed without interruption
of supplies within the network, if subject to satisfactory network circuit loadings
[56]. However, parallel operation of the laced points can result in reverse power
flows through the in-feed transformers under outage conditions on the higher voltage
system: care must be taken that the fault levels within the network are acceptable.
The meshed topology is adopted at the HV level, due to the large distribution areas
(regional networks). Depending on the regulation in place in various jurisdictions,
HV regional networks can be managed by the DSO or by the TSO.

In the last decades, the fast changing nature of the end-user loads and distributed
RES, the smart grid concept has been developed as illustrated in Fig. 3, with the addi-
tion of DG, DS, and an information infrastructure that goes beyond the traditional
system control and data acquisition and energy management systems. In the smart
grid scenario, generation will largely shift from centralised transmission systems to
decentralised connected distribution system generation. The connection of additional
energy sources into existing distribution systems leads to a series of technical trou-
bles, such as possible inversion of power flows, possible overvoltages, modification
of short-circuit currents, stability problems, among others [9, 78, 83].
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Fig. 3 From conventional structure to smart grid concept

3.2 Microgrids, Nanogrids and Picogrids

Due to the challenges of integrating DER in the distribution systems, a decentralised
control concept is emerging to solve local problems and address fundamental changes
in future grids.

Microgrids (MGs) are one way for providing that decentralisation of the genera-
tion resources [57]. There aremanydefinitions ofMG,most ofwhich agreewith some
aspects that MGs may share. A MG can be defined as a cluster of micro-generators,
ES, and loads, that operates as a single system [58], with clearly defined boundaries,
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with island capabilities. The MG can be connected or not to a main grid through a
Point of Common Coupling (PCC) [20, 44]. A MG can operate independently from
the grid in “island” mode or connected to it [87]. When the MG has a connection
to the main power grid, all power deficit or surplus can be absorbed or delivered to
the power grid. On the other hand, the balance must be satisfied locally by the MG
itself, if it is autonomous or if it is operating in island mode.

As a natural extension of theMGconcept [72], two less used concepts to configure
a new hierarchical scheme are:

• Nanogrid (NG) can be defined as the grid of a buildingwith DER andDS systems.
• Picogrid (PG) can be defined as an aggregation of themanageable loads connected

in a household.

This hierarchical approach encompasses all the chain from households up to the
distribution networks. In other words, PGs, NGs and MGs are the electricity grids
which usually correspond to households, buildings and neighbourhoods respectively,
and which are finally connected to the power distribution grid or to another MG.

PGs objectives are to carry out load management to minimise energy purchase
costs (e.g., peak-shaving, load-shifting by price signals) and to execute orders
resulting from the NG. Therefore, PGs do not include generation systems. These
management systems could belong to an energy service provider (ESP) or an
aggregator.

NGs not only use energy management algorithms in order to manage their loads,
but also try tomaximiseDER integration. Thus,NGs are in charge of controlling local
generation (e.g., small wind turbines and small photovoltaic generators), loads and
PGs. NGs may also include DS (e.g., batteries from EVs). NGs could use building
management system (BMS) from an ESP or aggregator/retailer to carry out their
services.

MGs control NGs and micro-generation (micro-wind turbines, biomass boilers,
Combined Heating, Cooling and Power—CHCP). MGs may be either connected to
the electricity distribution network, or connected to anotherMG. Therefore, the main
functions of MGs are to maximise DER integration and to assure isolated operation
of the system when required. Thus, there will be two systems in this network: a
MG Management System (MGMS) hosted by the DSO to guarantee stability and
security in the network and an Aggregated Management System owned by an ESP
or aggregator to manage the energy and economic exchanges of the MG and provide
energy efficiency services.

3.3 Multi-Microgrids and Web of Cells

In the development from MG to smart grid, the new challenge becomes how to
coordinate efficient and reliable operation of multiple sub-MGs. With more MGs
interconnected to the power grid, the neighbouring MGs in a certain region form a
multi-microgrid (MMG) system.
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It is possible to classify MMGs from many technical aspects such as voltage
level, AC/DC constitutional forms, phase-sequence constitutional forms, and func-
tional aspects such as remote-area type, residential-area type, office-building type,
industrial-park type. The optimal operation of MMGs is the core and hot issue
of MMGs, which mainly includes islanded optimal operation and grid-connected
optimal operation [125]:

(1) Islanded optimal operation of MMGs: the big difference with single MG is
that MMGs can achieve optimal operation when off-grid through rationally
allocating the idle resources of each sub-MG. In fact, continuous optimisation
requires a combination of source/load power forecasting, and arranges the
charge/discharge plan of ESS and switching of load based on the actual MMG
operation states, to extend the running time of MMGs.

(2) Grid-connected optimal operation of MMGs: different from grid-connected
operation control of single MG, MMGs can use a sub-MG as a decision-
making individual to achieve the overall efficiency. Considering uncertainties
in both RES and forecast electric loads, Hussain et al. [42] proposed a robust
optimisation-based scheduling strategy to reduce the operation cost of MMGs
system in grid-connectedmode.Through the combination of source/load power
forecasting, an optimal operation model can be established by considering the
generation capacity of DGs, information of electricity price, load expectation
of users, comfort, and other factors [128].

Web-of-Cells (WoC), [73] is a decentralised control scheme proposed to manage
the power flow deviations of the local inter-cell connection line rather than the system
frequency. The task of detecting and correcting these deviations in real time is dele-
gated to the local operators. This results in less computational complexity and less
communication. To limit the number of reserve activations, a peer-to-peer intercel-
lular coordination mechanism has been proposed to obtain a compensation result
of the localised imbalance. Local voltage problems will increase, and a local cell
operator will have to handle them, due to their local nature. This opens up opportu-
nities for more active voltage control, where local optimal set-points are repeatedly
determined based on updated local information and forecasts.

4 Renewable Energy Sources

The development of ADNs includes the appropriate grid integration of themain RES,
which nowadays are the solar energy by means of the PhotoVoltaic (PV) generators,
and the wind energy by means of the Wind Turbines (WT).

In an electric power system, the grid integration of intrinsically intermittent power
production means that a large amount of power generation (up to the majority of the
total), with respect to the global power consumption, shall not create worsening,
from both short-term and long-term perspectives, in the two fundamental tasks of
the TSOs and the DSOs, that is:
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• the stability of the common frequency in the voltage and current waveforms;
• the stability of the amplitude or root mean square (RMS) values of the voltage

waveforms at the various voltage levels (HV, MV, and LV) in the networks.

The tasks can be accomplished by the so-called controls of active power and
frequency (with adjustment at the global level) and reactive power and voltage (with
adjustment down to the local level) [124].

Concerning the frequency stability, the global balance of the electric power
systems between generation and consumption, including the power losses in the
transmission lines, is achieved in real time, using the spinning reserves, under the
control of the TSOs. They obtain this equilibrium by activating reserves according
to the primary, secondary and tertiary controls, respectively with increasing time
constants [26, 116].

Regarding a generation unit (centralised power station) involved in the control of
active power and frequency, the local regulation consists of a speed droop character-
istic by means of the speed governor. It is an analytical relationship (usually linear)
between the speed of the synchronous generator (linked to the electric frequency)
and the active power generated by the unit [124]. This curve provides the amount of
speed reduction, as the required power is increased, starting from the no-load speed
that corresponds to a frequency higher than the rated frequency of the grid.

On the other hand, the control of reactive power and voltage can be managed
not only at HV by synchronous compensators but also at the MV and LV levels by
capacitors or static var compensators. Therefore, intermittent RES like PV plants and
WT parks can certainly participate to achieve the stability of the network voltage. In
this sense, both active power and reactive power of users, at the end of the distribution
lines, with their own sign, can cause either a voltage rise or a voltage drop over the
distribution transformers and lines. As a voltage drop corresponds to a passive user
that consumes both active power and reactive power (inductive behaviour), a voltage
rise corresponds to an active user that produces both active power and reactive power
(capacitive behaviour). Opposite signs of active power and reactive power of the users
determine a compensation, with consequent reduction of the voltage perturbation.

Recently, on a national basis some TSOs have published technical specifications,
for DG and in particular for PV plants, which provide rules regarding the following
items during possible transient evolutions of frequency and voltage amplitudes:

• regulations of active power as a function of power frequency to reduce the
generated power in the case of transient over-frequency event;

• regulations (both local and centralised ones) of reactive power with both capac-
itive and inductive behaviours, to counteract the transient under-voltage and
over-voltage events.

In the sequel of this section, five specific subjects addressing the typical tech-
nical aspects of grid integration regarding the PV generators and wind turbines are
presented.

The power quality of LV grids in case of PV generators, with rated power of
some hundreds of kilowatts in normal operation and under partial shading of their
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PV modules, is investigated in Spertino et al. [108], to provide details about the
development of a new grid code in Italy to take into account the remarkable weight
of PV andWT systems with intermittent production. This article discusses the power
quality of LV grids in case of PV generators with rated power of some hundreds of
kilowatts in normal operation and under partial shading of their PVmodules. For real
three-phase systems, the harmonic content of the current waveforms injected into the
grid and the corresponding grid voltage waveforms, together with the unbalance and
power factor evolutions, is assessed by extensivemeasurements froman experimental
campaign. The results demonstrate that the harmonic content, the unbalance, and the
power factor of PV generation do not create issues at the point of common coupling.

Unbalance of the three-phase currents in building-integrated PV systems may
concern structural aspects of the installation, the effect of partial shading, or both. In
Chicco et al. [14], specific unbalance indicators are given on the basis of measure-
ments on a large building-integrated PV system that includes different types of unbal-
ance. The values of indicators distinguish the balance and unbalance components that
are affected by waveform distortion. These indices extend the usual definitions of
unbalance, well-known from the power quality standards. The results show that the
unbalance cannot be considered negligible, even with no single-phase inverter, and it
is more significant if non-linear loads add a contribution to both harmonic distortion
and unbalance from the viewpoint of the distribution transformer.

Considering voltage control, the centralised and distributed solutions at the LV
level in the presence of strong PV generation are compared in Ciocia et al. [21]. The
centralised devices under study are static var compensators and on load tap changers
of MV-LV distribution transformers. The distributed devices are the grid-connected
inverters for coupling the PV generators at LV level. An appropriate control of the
inverters, proposed bymanaging their reactive power, permits tomaintain the voltage
fluctuations within prefixed limits over the distribution lines without an expensive
investment on centralised devices at the MV-LV substation level. The simulation
results show how the centralised and the distributed voltage controls interact over
the length of the distribution lines.

From the viewpoint of intermittent RES, the joint production of PV and WT
systems with electrochemical batteries is addressed for power stabilisation in Sper-
tino et al. [109]. Starting from the estimation of the availability of the solar resource
andwind resource for two sites in southern Italy, it is found that the global availability
of the RES exceeds two thirds of the yearly hours. Then, to exploit this availability
of at least one of the two resources, particularly the solar energy, the best type of
load pattern is represented by the tertiary sector loads, as for example the commer-
cial loads (in the specific case, communication companies). The capacities of the
generation and the storage are determined in such a way as to minimise the power
injection into the public grid, and to maximise the self-sufficiency of the users.

Considering a future perspective, the planning of PV andWT power is performed
in Spertino et al. [110] with a simulation procedure to meet the consumption of
aggregate users. The planning procedure is applied with the usage of batteries for
large areas of sunny and windy regions (for instance theMediterranean zone), taking
into account not only the costs of investment, operation andmaintenance, but also the
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revenues from the energy savings. The sites studied are five, located in Southern Italy,
withmutual distances exceeding one hundred kilometers,while the solar resource and
thewind resource are accuratelymeasured bymeteorological stations. The results are
presented with respect to two objectives, namely, the maximisation of the electrical
self-sufficiency for the aggregated users, and the optimal solution from the point of
view of the economic investment.

5 Energy Conversion

In the energy conversion scenario, power electronics is an enabling technology. In
recent years, power electronics applications continuously gained importance in the
field of RES, electrical distribution systems and MGs. Moreover, many applica-
tions such as in the field of traction, data centres or telecommunication systems,
use power systems with batteries and/or fuel cells to store energy and supply the
required loads. In all these technical areas, power converters and related elec-
tronic switches have allowed a paradigm shift in the development and performance
behaviour, improving power and energy systems. Remarkable advantages arise in the
power converters extensive use, due to the increased availability of several converter
topologies and power switches technologies choices, growing in the last decade. The
improved converter switching capability and the feasibility of a suitable and redun-
dant converter design allow advances in the dynamic performance, with extended
operating range, reduced line harmonics, and adjustable power factor parameter.

5.1 Power Electronic Switches for Grid Applications

Silicon-based high-voltage semiconductor devices play the crucial role of switches
applications in the conversion of high-power electronics (megawatt until gigawatt
applications). The areas of use are related to traction drives, industrial appli-
cations, grid and microgrid systems. Instead, in lower power applications the
wide bandgap (WBG) components, Silicon Carbide (SiC) and Gallium Nitride
(GaN) are the next generation switches for high-performance power conversion.
These high-performance devices are gradually replacing pure silicon Insulated Gate
Bipolar Transistors (IGBTs) and Metal–Oxide–Semiconductor Field-Effect Tran-
sistors (MOSFETs) in different power electronics applications. The technology-
developing trend leads that SiCs and GaN will be increasingly present in high power
and high voltage applications in the next years. For very high-power applications
such as the electrical power transmission, the Phase-Controlled Thyristor (PCT)
is the electronic bipolar switch mainly used [120]. The PCT is applied mainly in
controlled rectifiers and inverters. The PCT in the series connection is implemented
in very high voltage converter or circuit breaker applications (hundreds of kV). Trig-
gering the gate terminal can turn on these devices. The turn-off transient is obtained
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by natural commutation in AC converter circuit and forced commutation way in
DC applications [65]. The Integrated Gate Commutated Thyristor (IGCT) and Injec-
tion Enhanced Gate Transistor (IEGT) are based on Gate Turn-off Thyristor (GTO)
technology and allow turn-off and turn-on capability by the gate triggering [120].
The switching frequency is in the range of 100 Hz to few kHz. The bipolar gate-
controlled devices applications are in the field of hundreds of megawatts. The IGBT
is a flexible device with low-voltage and low-power gate-controlled switching tran-
sients [122]. The switching transients from a few kHz to one hundred kHz in the
case of very speed low power devices. The IGBTs are mainly applied in medium and
high-power converter topology. The breakdown voltage is up to 6 kV. In this high
voltage switching scenario, it is important to not forget the power diode contribu-
tion, which covers the whole power range for rectification, snubber or freewheeling
purposes.

The SiC devices feature high-switching performance and very favourable temper-
ature behaviour [46, 79]. The SiC devices are the best competitors for the super-
junction silicon MOSFET in their applications. Furthermore, the SiC technology
today is getting closer and closer to the areas of application of IGBTs and is increas-
ingly replacing it in applications such as battery chargers and converters for the auto-
motive sector [46]. The GaN devices were born for the wireless and high-frequency
electronic system applications. In recent years, the high switching performance is
bringing the device to be used above all for low voltage applications (<100 V where
the size of the electronic converter systems need to be optimised. The trend of growth
of the GaN breakdown voltage and power management capability is high, conse-
quently, the WBG switch in the next years will be more and more competitive with
SiC devices [48].

5.2 Power Converter Topology for High Voltage Applications

The electrical energy is used in industrial, transportation, commercial and residential
applications. In several uses, the electrical quantities need to be converted by suitable
converter circuits in an appropriate electrical form, from AC to DC (AC/DC) or
vice versa (DC/AC). The DC or AC voltage and current need to be controlled and
regulated, fromwhich there are DC/DC andAC/AC converters topologies. The range
of energy conversion covers a few tens or hundreds of watts until tens of GW.

In medium and high-voltage applications, power electronics have a growing
importance for industrial and traction applications as well as RES and power trans-
mission. Several converter topologies are developed based on the conversion form
need and power level rate. In the power transmission environment, the flexible
alternating current transmission systems (FACTS) and high voltage direct current
(HVDC) transmission use different power semiconductor-based circuit topologies
such as Current Source Converters (CSC) andVoltage Source Converters (VSC). The
power devices used in the converter topologies, employed for the DC/AC or AC/DC
conversion process depending mainly on the transmission distance and power levels
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involved. Generally, the PCT devices in series connections are used in applications
with very high-power demands such as cycloconverters, grid-commutated converters,
or load-commutated converters [68]. Furthermore, CSC uses PCT because it is a
kind of Line Commutated Converter (LCC) and the PCT is switched off when the
current through it crosses zero, therefore, it requires line voltage for commutation.
For long distances transmission equipment, CSC topologies are widely preferred due
to their overall low system losses. In high-voltage industrial application, the pulse
width modulation (PWM) current source inverter is applied to overcome the LCC
drawback such as low-input power factor and distorted input current waveforms. In
PWM controlled converter the VSC is predominant on the CSC solution [68]. With
the advances in the technologies of the gate-controlled semiconductor switches, the
VSC has become the cornerstone for industrial power conversion, while increasingly
emerging as a viable option for HVDC applications. TheVSC solution ismainly used
at short transmission distances. In PWMVSC topologies the power switching devices
are driven by a modulated square wave control signal. The capability of the device
to be switched on and off as quickly as possible is very important for the converter
dynamic performance, whereby devices from the GTO family or more performant
IGBTs can be chosen over PCTs based on the required power level.

A series connection of semiconductor power electronic switches does not improve
the power quality of the AC waveforms and is increasingly complex to implement,
as the number of devices to be connected in series increases according to the voltage
required by the electrical bus. Themain issue is the different distribution of the voltage
on the series-connected devices due to the unequal static and dynamic characteristics
of the semiconductor components. The correct sharing of the static and dynamic
devices blocking voltage is obtained with an additional circuit that increases the
power losses and lowers the system reliability.

The multilevel power converter topologies are a viable solution to these draw-
backs. The multilevel converters are an evolution of the two-level converter concept.
In the multilevel solution, the power semiconductor switches are not connected
directly in series. Modular Multilevel Converters (MMCs) are based on an iden-
tical basic cell, replicated n-times and interconnected with a few other components,
usually diodes and capacitors, until the specific structure of the converter is obtained.
The output of the MMC is a step stepped waveform voltage, which depends on
the converter levels. The switching of the power devices allows the addition of the
capacitor voltages, which reach high voltages at the output, while the power semi-
conductors have to withstand only reduced voltages [1]. TheMMCs are useful for the
possibility of splitting the total voltage of the DC-link on several active devices. In
this way, they can withstand very high voltages (hundreds of kilovolts) contributing
overall to drive loads of extreme power (hundreds of megawatts). Furthermore, in a
multilevel converter, the availability of different voltage steps allows to more accu-
rately emulate the trend of a sinusoidal voltage. For this reason, the harmonic level
that can be calculated according to the Fourier analysis is naturally more contained
in the multilevel reconstruction than the only two square wave levels (obtained in
the two-level inverter). This results in a reduced Total Harmonic Distortion (THD).
The THD decreases the more the voltage steps are numerous, increasing the power



20 G. Chicco et al.

Fig. 4 Multilevel principle and output waveforms: a two-level switching pole, b three-level
switching pole, c n-level switching pole and output waveforms with n = 9 [93]

quality. In Fig. 4 the evolution concept of the multilevel solution is shown [93].
In Fig. 4a the two-level switching pole is reported with the output voltage wave-
form, while in Fig. 4b there is the principle of the three-level switching pole with
the improved output waveform quality. Finally, in Fig. 4c the concept of multilevel
switching pole is generalised for n levels. The output voltage of Fig. 4c is related to
9-levels converter, the output voltage THD, in this case, is even more reduced than
in the previous case.

In the area of the MMCs for high voltage inverter applications, mainly three
multilevel topologies have been developed:

• diode-clamped (or Neutral Point Clamped—NPC);
• capacitor-clamped (flying capacitors—FLC);
• cascaded multicell with separate DC sources.

The NPC multilevel converter is composed of a stack based-on the switching
pole (inverter leg) typical of two-level VSCs (Fig. 5a) arranged with a suitable
clamping diodes connection to obtain the output step voltage. The three-level TPC
topology switching pole of a single-phase VSC is depicted in Fig. 5b. The number of
clamping diodes needed to share the voltage increases dramatically with the growth
of the number of converter levels. For this reason, together with the increasing diffi-
culty to control the dc-link capacitor unbalance, the industrial applications with TPC
arrangement are mainly oriented on the three-levels converters.

The FLC topology is quite resembling the NPC converter. In FLC arrangement,
the clamping diodes are replaced by flying capacitors. The most important difference
with the NPC topology is that the FLC has a simpler modular structure, and it can
be more easily extended to achieve high voltage multilevel converter [93]. In higher
voltage applications, to increase the output voltage themultilevel solutions, the single
switch of one leg of the switching pole is also made with two or three devices in
series connection.
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Fig. 5 a Two level VSC inverter leg switching pole, b three-level TPC topology switching pole for
a single-phase VSC

NPC and FCC inverters have some difficulty relating to the management of high
voltage capacitors and their voltage balancing. For this reason, other topologies
have been investigated. The topology of multilevel converters based on serial single-
phase converters (H-bridge) is a useful converter structure without the capacitors
management drawback.

The Cascaded H-Bridge (CHB) converters with separate DC sources are multi-
level converters composed of the series connection of two or more single-phase
H-bridge inverters, hence the name. The CHB converters are capable to reach both
higher voltage and power levels, but the converter topology requires a large number of
isolatedDC links. Every isolatedDC link is achieved by a suitable isolated secondary
path of a transformerwith a rectifier circuit. Furthermore, the several H-bridges allow
operation of the converter at lower switching frequencies and also facilitate loss distri-
bution among all the power devices. Other multilevel promising topologies based on
3L T-Type Converter Topology or matrix converter have appeared in recent years,
but industrial use is currently not very extensive [123]. Furthermore, hybrid multi-
level converters have been investigated to mix the best features of various topologies
[129]. A classification of the various power converter topologies for high voltage is
reported in Fig. 6. To control the output waveforms in addition to the listed topolo-
gies, several modulation strategies have been developed to optimise the performance
of the multilevel converters, such as multilevel sinusoidal PWM, multilevel selective
harmonic elimination, and space-vector modulation [93].

5.3 Converter Topologies in Microgrid Applications

In a MG, numerous power converters are involved to integrate DER (i.e. micro-
generators), energy storage devices (e.g. batteries, flywheels, super-capacitors, fuel-
cell), and critical or flexible loads. In aMG, thewhole resources and load interface are
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Fig. 6 Classification of power converter for high-voltage applications

managed by a suitable control system. The control system manages the fault condi-
tions disconnecting theMG from the utility network as fast as possible [53]. MGs are
generally interconnected to LV or MV utility grid by a direct connection or through
an interfacing power converter. A basic network structure of an ACMG and its main
components is shown in Fig. 7. The RES (wind and photovoltaic) are connected by
a controlled rectifier circuit and an inverter to control the frequency and the voltage
level at the AC network. A controlled AC/DC converter with a suitable power factor

Fig. 7 AC microgrids and main power converter involved in the energy conversion
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corrector are arranged to connect the EV battery charging station. The energy storage
useful to obtain dispatchable sources is connected via a DC/AC converter to the AC
main. The Industrial AC load needs a suitable AC/DC/AC conversion to control both
the frequency and the power level to drive the AC motor. Furthermore, the AC loads
in the residential home need several suitable power supplies.

The dynamic characteristics of the power converter allow improving the control
of the specific load and the quality of the AC waveforms in the grid as well as the
Electromagnetic Interference (EMI) content. In this direction, in recent years, the
power converter has been used in the AC network to improve the power quality by
a virtual synchronous generator [71]. Traditional electromagnetic transformers are
also beginning to be replaced with solid-state transformers (SSTs) achieved through
an AC/AC conversion circuits composed for example of two H-bridges with bidirec-
tional devices, galvanically separated by a much smaller high-frequency transformer
compared to a corresponding low-frequency electromagnetic transformer. The SST
disadvantage (increasing complexity) is offset by the flexibility of the electrical
quantities management and the possibility of full control that allows MG to be made
increasingly smart and safety [41]. In DC MGs the power converters involved are
shown in Fig. 8. In the DC network, the number of power converters is optimised.
From Fig. 8, for example, it arises that the level three charging station and the energy
storage system are interfaced through directly with a DC/DC converter to regulate
both the voltage and current to the main DC link. Finally, the AC protection switches
in the AC MGs are replaced by a further power converter (DC/AC) to allow and
control the interconnection with the AC grid.

Fig. 8 DC microgrids and main power converter involved in the energy conversion
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6 Operational Aspects

From the operational point of view, in ADNs some interesting aspects are gaining
more attention in the recent years. In particular, the concept of Virtual Power Plant
(VPP), the network optimisation, the supports to frequency and voltage control, and
stability. In the next paragraphs, these four main aspects are briefly discussed.

6.1 Virtual Power Plants

Nowadays, significant changes in the way energy is generated can be observed. For
example, the production from RES is significantly increasing due to the ambitious
decarbonisation programmes imposed by governments to reduce the global warming,
and due to the technological evolution. Moreover, thanks also to the energy market
liberalisation, large generation power plants are being replaced by small distributed
generators. Due to these changes, the electrical networks and the operational strate-
gies of both DSOs and TSOs are, in turn, changing, with the aim of dispatching
electrical energy with high quality standards.

From a technical point of view, this evolution is made necessary by the inter-
mittent nature of some resources, such as wind and solar, which causes uncertainty
in the electrical energy production. To face this problem, an innovative solution
was proposed in 1997: the Virtual Power Plants (VPPs) [5, 91]. The idea consists
of grouping together various small size DERs, including for example small size
distributed power plants, RES, storage, controllable loads and EVs. Within a certain
VPP, DERs can lay in large geographical areas [82]. The DERs are then managed by
an energy management system [51]. Basically, the activities of this energy manage-
ment system can be summarised in three steps. Firstly, it receives as inputs data about
the actual productions and signals from themarket at a certain time. Secondly, it fore-
casts the values of uncertain parameters, such as for example the renewable output
power and the load demand [82, 126]. Thirdly, it coordinates the interconnected
RES to maximise its objective function, in fact, optimal generation schedules for the
management of a DER portfolio can be formulated by considering several objectives,
such as the reduction of the internal operating cost structure or the maximisation of
the profits [82]. In the optimisation problem, both the technical and the economical
specifications of the system components can be considered.

Froman external point of view,VPPs act as a conventional transmission connected
power plant, and therefore are characterised by parameters such as scheduled output,
ramp rates and voltage regulation capability [91]. Important examples of VPPs are
already developed in Germany and UK, where thousands of units are interconnected
together.

In conclusion, VPPs facilitate DER trading in the wholesale energy markets and
can provide services to support transmission systemmanagement (e.g., various types
of reserves, frequency and voltage regulation).



Introduction—Advances and Challenges in Active Distribution Systems 25

6.2 Optimisation

Optimisation is mainly related to the network configuration and to the DG dispatch in
the operation phase, and to network reinforcement and DG placement in a planning
phase.

ADNs can be active in terms of real-time optimisation of the network topology,
the so-called network reconfiguration. Different optimisation objectives have been
proposed in the literature, such as reducing network losses, improving the voltage
profiles, load balancing, reducing service interruptions and therefore improving reli-
ability indices, minimising fault currents, maximising local consumption of renew-
able energy, etc., or reconfiguration can be performed for service restoration after a
fault. In addition, different optimisation algorithms have been proposed, based for
example on simulated annealing, linear programming or heuristic techniques, tabu
search, fuzzy reasoning approaches, genetic algorithms, vector immune systems,
ant-colony, etc. Researchers often study multi-objective optimisation, usually based
on the Pareto optimality criterion. In order to be able to perform ADN optimisation
and reconfiguration, real-time data from the DN should be available, provided by an
Advanced Metering System supported by a proper data management infrastructure
[88, 89].

A second aspect of ADN optimisation is active dispatching of DGs. An optimised
dispatch of DGs could significantly improve the acceptance of a large level of DER,
mostly of the renewable type, into distribution grids [12].

A different aspect of ADN optimisation is the planning stage. Many researchers
worked on active distribution systems expansion planning, e.g., rewiring, non-real-
time network reconfiguration, installation of new protection devices, etc. In this case,
it is extremely important to take uncertainties of loads and generation into account
[25, 74], typically with scenario studies to represent the variability of the possible
uncertainties on different parameters.

6.3 Frequency and Voltage Control, and Stability Issues

Power system stability is the ability of an electric power system, for a given initial
operating condition, to regain a state of operating equilibrium after being subject
to a physical disturbance, with most system variables bounded so that practically
the entire system remains intact [55]. TSOs and DSOs shall ensure frequency and
voltage stability. These tasks can be accomplished by the so-called “control of active
power and frequency” and “control of reactive power and voltage”.

In electrical networks, the active power has to be generated at the same time it is
consumed. Disturbances in this balance, causing a deviation of the system frequency
from its set-point values, is offset initially by the kinetic energy of the rotating
generating sets and motors connected. Later, primary controllers of the regulating
units respond within few seconds, increasing or decreasing (according to the sign
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of the frequency deviation) the power delivered. Thanks to primary controllers, the
balance between demand and generation is re-established, and consequently the
frequency stabilises and remains at a quasi-steady-state value, even if it differs from
the set-point. To restore the original frequency and the original power exchanges to
their programmed set-point values, the secondary controller reacts in some tens of
seconds. TSOs draw resources from primary, secondary and tertiary control reserves,
which are pre-allocated powers dedicated to keep the frequency at the desired set-
point [116]. All the power units with rated capacity greater than a specific threshold
(e.g., 10 MW in Italy) shall contribute to the primary control reserve. Only those that
are fed by non-programmable renewable sources do not contribute [113].

ADNs, if not correctly operated and controlled, can create problems in terms
of voltage and frequency stability to the bulk power system. On the contrary, if
properly controlled and operated, ADN can provide support to the frequency and
voltage stability of the bulk power system. ADNs, in certain cases, may also operate
in islanded mode. In this specific situation they should be controlled in order to
guarantee the island voltage and frequency stability.

Frequency stability is a critical aspect especially in islanded ADNs. In the bulk
power system, frequency stability is dominated by governors’ responses. Frequency
stability has been studied in “small” islanded power systems, for example in [39],
considering as small a portion of the transmission network. However, in ADNs with
high shares of RES, the problem of islanded operation is still to be studied in depth.

In ADNs the DGs and ES connected to the grid through VSCs may in the future
provide support for frequency stability thanks to synthetic inertia and fast frequency
responses, especially in low inertia power systems [27]. These are quite popular
topics, being studied by researchers worldwide.

In a scenario with high RES penetration, frequency instability is a concrete risk
for two reasons: firstly, the inertia of the system is lower; secondly, the primary
control reserve is reduced. Moreover, in this kind of scenario, TSOs could need
larger secondary and tertiary control reserves to stabilise the frequency, which means
extra costs to find these services. RES power plants with high capacity can help the
system in the frequency control thanks to the so-called synthetic inertia, which is the
controlled response froma generating unit tomimic the exchange of rotational energy
from a synchronous machine with the power system [27]. A different instrument
that can contribute to stabilise the frequency is DR [24]: prosumers change their
load/production to receive economic benefits. DR is a strategy that will have more
and more importance in the next future, thanks also to the development of smart
grid technology, controllable loads and DG [81]. In order to exploit numerous small
energy resources, such as household appliances, aggregators are required, their tasks
are to trade on the ancillary service market and to coordinate all the resources [34].

DERs can also have an impact on the voltage profile, determining voltages at
certain nodes of the network that cannot be tolerate. Traditionally, voltage control
is performed through the load tap changers of HV/MV transformers, in order to
increase and decrease the turn ratio to compensate voltage drop along the feeders;
power factor capacitor banks and static var compensators are equipment that can
contribute to control the voltage profile as well. In case of a distribution network
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with DERs, this strategy could not be enough. This occurs when the power injected
by local generators may cause an unacceptable voltage rise at one or more nodes,
while the powerwithdrawn at load nodes causes an unacceptable voltage drop at these
nodes. The probability of this scenario increases in case of long feeders and high
injected/withdrawal power. To overcome these issues, innovative strategies shall be
adopted, such as for example the decentralisation of voltage control, which however
has to be coordinated to avoid the negative effects of independent decisions on the
voltage profiles.

One of the key points related to voltage stability is voltage control and reactive
power support, which could be provided in an active distribution grids, in addi-
tion to traditional controls from synchronous machines, by VSC-interfaced DGs
[21, 70]. For this purpose, different control strategies could be applied, resorting to
centralised or distributed control, both having advantages and disadvantages. A good
compromise could in fact be a double layer hierarchical control, with a high level
centralised control and a low level distributed control with the possibility of working
autonomously in case of failure of the centralised control and communication system.

An important issue related to voltage stability is the interaction between trans-
mission system and ADNs, especially in stressed network operating conditions. In
case VSCs and DGs are not properly controlled in the distribution network, their
behaviour may undermine the voltage control actions (e.g., tap changes) operated in
the transmission system or at the HV/MV substation [4].

7 Economic Aspects

The significant presence of DERs in an ADN poses also problems related to the
economic aspects. Indeed, when integrating responsive loads, DERs as well as
prosumers in a distribution network, the economic framework is expected to change
from a centralised approach to a distributed approach. One aspect which has been
recognised as one of the most important is the novel approach to the trading, while
an issue that accompanies this transformation is the determination of value-based
signals together with the determination of adequate price signals to promote the
participation of DERs into several operational problems of ADNs.

Along with the transition of distribution networks in ADNs, it arises the necessity
of a transition of the energy markets in order to exploit the opportunities provided
by the integration of all the entities connected to ADNs. The efficient integration
of DERs into ADNs from an economic point-of-view will provide many benefits to
end-users, among them, the possibility of increasing their flexibility, of reducing the
electricity costs, of promoting RESs. Since existing energy market arrangements do
not facilitate active coordination within distribution networks, new energy market
mechanisms are emerging to allow the coordination in the distribution networks.

A local energymarket is defined as “a platformonwhichprosumers and consumers
trade energy supporting regional scopes such as a neighbourhood environment” [60,
132]. Following the classifications provided in Morstyn et al. [77], the local energy
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markets can be classified into markets based on a centralised approach, a distributed
approach, the unidirectional pricing and, finally, on peer-to-peer energy trading.
While in a centralised approach theDERs are directly scheduled by a central operator
(e.g., the DSO), in the distributed approach iterative negotiations and local decision
making are adopted. A different approach is based on the determination of adequate
prices based on day-ahead forecasts that will be sent as unidirectional price signals
to prosumers. Finally, some recent proposals lay the foundation on the application of
transactive energy concepts, such as peer-to-peer energy trading, tomake possible the
direct negotiation among prosumers and active end-users connected to a distribution
network. In this respect, the GridWise Architecture Council [37] has broadly defined
transactive energy as “a system of economic and control mechanisms that allows
the dynamic balance of supply and demand across the entire electrical infrastructure
using value as a key operational parameter”.

Some insights with respect to the determination of prices in an ADN and concepts
related to the transactive energy are provided in the next subsections.

7.1 Distribution Locational Marginal Prices

When designing an energy market in the new context of ADNs, it is crucial the
choice of the pricing mechanism that should assure competition among the operators
involved. Some authors have dedicated contributions to the extension of the concept
of locational marginal prices from transmission level to distribution level by defining
the so-called Distribution Locational Marginal Prices (DLMPs) [7, 61, 77, 86, 127].

As highlighted by Papavasiliou [86], price signals at the distribution level are
needed to establish incentives for improving the efficiency of the generation, limiting
losses in the distribution system, optimising the use of renewable sources, avoiding
overloads or managing congestions, they are also essential for valuing ancillary
services provided by distributed resources (e.g., responsive loads, generators and
storage systems). Pricing energy and services at the distribution level is becoming
an increasingly important aspect of electricity market design. The market design as
well as the prices at distribution level have some peculiarities that do not belong to
transmission markets; indeed, when a distribution system is considered, line losses,
reactive power values and voltage levels have to be accounted for.

Li et al. [61] proposes a method based on the computation of the DLMPs for
a distribution network integrating aggregators of EVs. In particular, the objective
of the proposed method is to relieve congestions due to the charging of the EVs.
The EV aggregators are assumed to behave as price takers in the local market and an
optimisation of the social welfare is performed to calculate the values of DLMPs. Bai
et al. [7] proposes a day-ahead market-clearing model for smart distribution systems
including several types of DERs (i.e., DG, DS, MGs, and load aggregators). The
DERs are supposed to be able to bid into the day-ahead distribution-level electricity
market. When the day-ahead market is solved, the DLMPs for both active power
and reactive power are determined. Since the model takes into consideration active
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power, reactive power, congestion, voltage levels and losses, the output of the day-
ahead market will provide price signals for DERs to participate to the congestion
management and voltage support.

A hierarchical mechanism is considered in Yuan et al. [127] to evaluate the
DLMPs. In particular, the considered levels are the transmission network, the distri-
bution network, and, at the lowest level, the local embedded networks or MGs. A
probabilistic computation of DLMPs has been recently proposed in Morstyn et al.
[77] with the application of the Point Estimate Method.

7.2 Transactive Energy for ADNs

Transactive Energy (TE) is a framework that can help the transformation of the distri-
bution networks, which allows the effective integration ofDERs and the active partic-
ipation of the end-users in an ADN [40, 92]. TE refers to direct energy exchanges
among prosumers by extending competitive market mechanisms at the electricity
wholesale level down to the retail level [50, 92]. These relatively new concepts aim
at developing an open-access, distribution-level retail market where prosumers will
have access to a competing market, another objective is a more economic and effi-
cient management of the ADN operations. Local energy markets are organised in
such a way DERs and end users will be able to participate in the market to trade the
energy or ancillary services without affecting the grid functionality [54].

In the TE framework, peer-to-peer (P2P) schemes, based on the concept of decen-
tralised energy trading between peers, allows a better deployment of the DERs also
using decentralised energy markets [36]. Conceptually, these schemes allow the
prosumers to directly share their electrical energy and investment. Such markets lay
their foundation on a consumer-centric and bottom-up perspective and consumers
will have the opportunity of buying energy (and services) as they prefer [107].

The deployment of markets developed in the framework of TE need some
emerging technologies, such as blockchain and other distributed ledger technolo-
gies [36, 132]. When the energy trading is involved, these technologies are needed
for secure virtual transactions among users without intermediaries. Guerrero et al.
[36] and Siano et al. [100] provide an overview on the enabling technologies for
TE-based projects.

There are many proposals in the relevant literature and, also, some projects under-
going in the world. Many schemes and mechanisms have been proposed in the
relevant literature to apply the TE concepts. Some of them are reviewed below.

A proposal for a TE market, for the optimal integration of DERs and MGs, is
provided in Khorasany et al. [49]. A new market framework for DERs is required
because value-based signals are needed. In the frameworkof theTEmarket, end-users
and producers can exchange energy and other services in the distribution network
under market rules. Khorasany et al. [49] present and discuss the Monash MGs as a
real-world implementation of a TEmarket with the detailed description of the layered
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enabling architecture that extends the physical MGs. The pricing mechanisms based
on the proposed design is simulated.

The P2P energy trading platforms for distribution networks proposed in Morstyn
et al. [77] aims at setting a local energy market based on unidirectional locational
pricing. To do that, a day-ahead locational pricing is proposed and solved in a prob-
abilistic modelling in order to handle with demand uncertainty and upstream price
uncertainty. The formulation of the problem includes network constraints and losses
too. Local P2P energy trading platforms are integrated to additionally enable multi-
period day-ahead P2P trading and single-period intra-day P2P trading, with trans-
action fees penalising energy transfers according to the probabilistic differential
DLMPs.

Some proposals of TE markets rely on the MMG scenario; for instance in Kumar
Nunna and Srinivasan [54] everyMG trades its energy with neighbouringMGs in the
market and, in the frame of a TE framework, a comprehensive energy management
system is set with the aim ofmanaging auxiliary energy resources such as DR andDS
for several smart MGs. Another proposal is provided in Liu et al. [67] that considers
a distributed day-ahead trading method for ADNs based on the technology of P2P,
the method focuses on the congestion management in a MMG scenario.

Further insights and overviews can be found in Sousa et al. [107], that provides
a review of peer-to-peer electricity markets, giving also a perspective on the
community-based markets (i.e., a community is formed by prosumers which collab-
orate), and in Zia et al. [132], which is more focused on TE concepts applied to
MGs.

8 Energy Management Aspects

8.1 Self-Sufficiency and Self-Consumption

In the recent decades, climate change has been raising concerns at the international
level. In order to limit the global warming, the European Union has set climate
and energy targets, which include the increase of the renewable energy share in the
energy mix, the improvement of energy efficiency and the reduction of greenhouse
gas emissions progressively up to 2050 [28]. Over the last years, energy policies
led to the realisation and the cost reduction of technologies for renewable energy
generation, for both large and small-scale use. As a result, businesses and households
can produce electricity, fully or partially meeting their energy demand. Through the
processes of Self-Consumption (SC) and Self-Sufficiency (SS), passive consumers
are becoming active prosumers by totally or partially satisfying local consumption
of energy by on-site production. The Self-Consumption SC = Elgc/Egen is the ratio
that quantify the on-site exploitation of the energy produced, calculated as the amount
of electricity locally generated and consumed (Elgc) with respect to the total local
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Fig. 9 Measured PV generation and load profiles in a house in Northern Italy

generation (Egen) [112]. The user independence of the grid is calculated by the Self-
Sufficiency SS = Elgc/Eload, as the ratio between the energy locally generated and
consumed (Elgc, the same numerator of the SC) with respect to the total consumption
(Eload).

In order to clarify the difference between self-consumption and self-sufficiency,
PV generation and load profiles of a monitored house in Northern Italy are used as an
example in Fig. 9. The time step is 5 min, in which the average values are considered.

The grid-connected PV plant with a rated power of 6 kW is used to supply the
electric loads consisting of domestic appliances, induction cookers, and a heat pump
for the production of domestic hot water. In this example, a cloudy summer day, the
energy production from the PV system is 28.6 kWh. The total energy consumption
is 14 kWh with power peaks at 1 a.m. and at 11 a.m. due to the heat pump, filling
the storage tank of hot water, when its temperature is low. The green area is the PV
electricity locally generated and consumed Elgc = 6.9 kWh, the green area identifies
the surplus energy generated by the PV system and injected into the grid Esurplus =
21.6 kWh, and the orange area indicates the energy absorbed from the grid Eabs =
7.1 kWh. The total load Eload = 14 kWh is the sum of Eabs and Elgc. As a result,
the self-sufficiency during this day is 50%, while the self-consumption is 24%. As
a conclusion, during this day, the load is quite totally supplied by PV generation
during light hours, with high surplus. The goal in future grids is to obtain both high
SC and SS, i.e., the reduction of grid exchanges, both absorptions and injections. The
consequences of high levels of SS and SC are several: higher acceptable capacity of
renewable distributed generation into the electrical system, reduction of grid energy
losses, mitigation of congestion problems and a less need for upgrading the electrical
infrastructures [97]. The growing success of self-consumption is also related to the
economic savings for energy users. Indeed, in some countries the renewable elec-
tricity has achieved grid parity, i.e., the expected unit cost of self-generated electricity
is equal to or lower than the unit cost for electricity purchased from the grid.
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Several techniques are used in order to obtain high self-consumption and self-
sufficiency rates. They can be maximised by storing the generated energy for a later
use, acting on the consumption or production profiles. A short description of these
concepts is presented in the next paragraphs.

8.2 Energy Storage Systems

In recent years, the number of studies regarding the combined use of energy storage
systems and generation systems from RES has grown. The use of RES to produce
electricity makes the role of storage systems strategic [85]. RES energy generation
cannot be set to meet the users’ needs, because it strictly depends on the availability
of the resource. A proper charge and discharge logic stores energy when generation
is high, in order to use it in low production hours. The action of storage systems
reduces the amount of energy absorbed from the grid to satisfy users’ demand, and
high self-consumption can be achieved. Furthermore, since higher RES penetration
threatens grid stability and power quality, the use of proper storage technologies
mitigates these negative effects [63].

There are several types of energy storage systems. They can be electrochemical,
mechanical, electromagnetic or thermal storage. An overview of the energy storage
technologies used in electric power systems can be found in Ould Amrouche et al.
[85] and Mahatkar and Bachawad [69]. Each technology has its own characteristics,
such as lifetime, costs, energy density, charge/discharge times and efficiency. For
example, batteries have a time of responsewithin seconds and a limited power output,
while pumped hydroelectric storage and compressed air energy storage have a time of
response ofminutes, can providemore power, but they require a geographical location
with specific features. The choice of the right storage depends on the application
[69, 131]. The recent research is working on using storage from EVs to increase the
self-sufficiency of the prosumers [33].

8.3 Load Shifting

Load shifting is the temporal translation of the peak hours demand towards periods
characterised by low demand. It attenuates the maximum and minimum of the daily
energy consumption curve, and optimises the use of existing generation resources.
Load shifting can be obtained through the adoption of policies that encourage the use
of energy in certain time slots, such as specific tariff structures, or through the direct
control of electrical appliances, the use of which is not tied to a specific moment of
the day [8].

In the case of self-generation of energy from intermittent RES, load shifting
contributes to the increase in self-consumption, allowing the user to get an economic
benefit and to better exploit the local energy resource. The economic savings obtained
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through the application of load shifting under time-varying energy pricing schemes
are investigated in Farzambehboudi et al. [32], Sinha and De [106], and Vagropoulos
et al. [119]. Moreover, load shifting and the other DR techniques help alleviating
grid congestion problems, bringing benefits to the national grid [66].

8.4 Peak Demand Shaving

The generated power needs to match the demanded power at every time instant to
avoid grid instability, voltage fluctuations and failures. For economic reasons, energy
providers privilege the use of cheaper generating capacity, while more expensive
power plants are turned on in case of peak demand conditions. The reduction of the
peak load allows reducing the use of expensive generation capacity and increases
providers’ financial benefits. Thus, energy suppliers provide economic incentives
for users to reduce peak loads [10]. For the case of self-generation of electricity, a
better match between load and production profiles through peak demand shaving can
enhance the exploitation of the local resource, increasing users’ independence of the
grid. In the literature, a large number of articles propose two methods for reducing
load peaks: the use of energy storage systems and the application of DR techniques.
Batteries are suggested for peak demand shaving for industrial customers [11, 84],
residential applications [59] and tertiary sector users [111]. Dlamini and Cromieres
[23] and Shen et al. [98] propose DR as management strategy of energy systems in
order to provide peak load reduction.

8.5 Power Generation/Injection Curtailment

In the literature there are several articles that show strategies for curtailing the energy
generation from RES, especially wind energy [64, 80, 99]. This limitation provides
benefits for the electrical grid, avoiding overload and overvoltage events [94]. At
the local level, power generation curtailment can contribute to match the energy
production and consumption profiles in order to reduce the energy surplus. In PV
generators, curtailments can be done by setting a limit to the inverter output, and
the limitation is performed by moving away from the maximum power point in the
current–voltage characteristic of the generator [2]. In wind turbines, generation can
also be reduced by changing the blades orientation of the turbines from the optimal
one. These solutions are the simplest, but not the most efficient, because they do not
take into account the energy balance with local loads and battery operation. In fact,
a more advanced and expensive solution could be the continuous monitoring of the
power injected in the grid, and the consequent limitation in the generation.
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9 Grid Services

9.1 Ancillary Services

The termAncillary Services (AS) is typically used in the international power systems
community. It refers to essential services for the operation of the electrical system.
In general, the ASs can be partitioned into:

• AS based on capacity (power): frequency control, load following, and reserves
(with different response times).

• AS based on energy: energy balancing, loss compensation, other reserves.
• AS for system management: load balancing, services to improve the system

dynamics, support to maintain system stability, congestion management, backup
supply, and black-start capability.

• Other AS: voltage and reactive power support, data management services,
metering and billing.

The inverters used for the grid interface of the generation from RES can poten-
tially provide a number of additional services [47], such as reactive power compen-
sation (better seen as power conditioning and waveform improvement in the pres-
ence of distorted waveforms and light flicker), voltage control (inside the capability
curve limits), frequency control with addition of synthetic inertia (from some wind
systems), and fault ride-through capability, due to the requirement of maintaining in
operation the local generators as much as possible after a fault in the network.

In addition, AS may be provided by storage and EVs. Storage systems provide
load following capabilities by smoothing the fluctuations due to the intermittent
RES generation or to load variations. The storage charging and discharging has to
be appropriately coordinated taking into account the time-dependent constraints on
the storage capacity, ramping and autonomy. Efficiency and aging of the storage
systems have to be considered as well. In the prospect of an increasing diffusion of
the plug-in EVs, there is a potential for these vehicles to behave as moving storage.
Moreover, if plug-in EVs are able to supply power at relatively fast rates, they can
provide equivalent spinning reserves. The bi-directional energy flow in a plug-in EV
is potentially useful also for providing balancing services.

9.2 Flexibility and Multi-energy Services

The operational flexibility has been defined in Ulbig and Andersson [118], in a
context with resources and reserves, as the technical ability of a power system unit
to modulate electrical power feed-in to the grid and/or power out-feed from the grid
over time. More generally, the flexibility services can be seen in a wider way than
ASs, because they involve also aspects not directly connected with the grid, such
as direct load control at the demand side or interactions between different energy
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carriers in multi-energy systems [15]. However, also these interactions may have
an indirect impact to provide flexibility at the grid connection point. Operational
flexibility of ADNs has been addressed in Li et al. [62] by flexibility availability and
flexibility provision.

On the demand side, flexibility can be addressed for individual loads, by consid-
ering the availability of the users to postpone the operation of an appliance without
reducing their comfort, or for the aggregate load, by considering possible benefits
from the common management of a portfolio of users, as well as possible limitations
due to the collective behaviour of the users in some periods of time (e.g., poor avail-
ability of the aggregate users for demand reduction in the morning period, Sajjad
et al. [95]), and the aggregate flexibility that may be offered by loads controlled
by thermostats [38, 130], or which offer flexibility services by using other types of
control [22].

Inmore general terms, flexibility can be assessed in energy community districts by
using a stochastic model for demand response resources [35]. In this case, available
flexibilities may come from energy vector substitution, enabled by the presence of an
auxiliary gas boiler or a combined heat and power system, or electric heat pumps and
storage (electrical or thermal), which provide wider room for flexible management of
the energy mix. In addition, changes in the temperature inside the buildings and end-
service curtailments can be exploited for increasing flexibility. In any case, flexibility
has to be assessed by avoiding that the thermal comfort of the occupants is reduced
below agreed or imposed limits.
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Retail Electricity Markets for Active
Distribution Systems

Nitin Padmanabhan

Abstract The distribution systems operations (both economic and technical) are
seeing a paradigm shift as a result of increasing deployment of distributed energy
resources (DERs) and smart grid technologies. The next-generation retail electricity
market will promote decentralization, efficiency, and competitiveness by accom-
modating existing and new entities through new business models and transactive
approaches. However, these changes will bring several technical challenges to be
addressed specifically in distribution systems. This Chapter aims to present a brief
review of the state-of-the-art of retail electricity market, some recent developments
in this area, and a comprehensive vision of the next-generation distribution system
level electricity market by addressing the important characteristics, the challenges,
the needs, and the relevant future research areas to be addressed.

1 Introduction

The electricitymarket deregulation had seen the initial developments since theUnited
Kingdom opened a power pool in April 1990 [1]; however, in the U.S. electricity
markets the competitive entities have been largely silent since the California electric-
ity crisis around early 2000. Thereafter, since the 2010s, as a result of the increasing
contributions of the smart grid technologies along with some innovative information
technology business models, the power sector reforms and new market mechanism
designs have been gaining significant attention [2]. However, it is noted that most
research on the electricity market still focuses on the wholesale market, particularly
enhancing the efficiency and transparency of the bidding process and integrating new
participants such as the distributed energy resources (DERs) [3, 4]. The development
of the retail electricity market on the other hand prefers to follow principles, like
multi-options, peer-to-peer, sharing economy friendliness, negotiability, and so on.
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Many countries are pushing the reform of the electricity power sector very posi-
tively. For example, Chile pioneered the deregulation of the electric power industry
in the 1980s [5]. The European Union had taken steps to liberalize its electricity
sector in the 1980slate but the customers had the privilege to choose their electric-
ity suppliers starting from 2000s [6]. China’s power sector along with other Asian
countries saw the restructuring and regulatory reforms by beginning of 2000 [7].
The electricity retailing in Japan was fully deregulated with fierce competition in
April 2016 [8]. While in the U.S. retail electricity market, 14 states have already ade-
quate retail competition with Texas, Illinois, and Ohio having 100%, 60% and 50%
of their residential customers receiving service from electricity suppliers. However,
its is noted that many customers in the U.S. still have very limited option to have
direct participation in the existing retail electricity markets. In Ontario (Canada),
the Independent Electricity System Operator (IESO) has initiated a pilot project for
retail electricity market with support from the local distribution companies in late
2020 [9].

The introduction of deregulation has brought several new entities in the electricity
market place, while on the other hand redefining the scope of activities of many of
the existing players. Variations exist across market structures over how each entity
is particularly defined and over what role it play in the system. A depiction of the
structure of deregulation—bilateral/multilateral at wholesale and retail level is shown
in Figs. 1 and 2, respectively.

Genco: Generation Companies    Disco: Distribution Companies

Fig. 1 Bilateral/multilateral transactions with wholesale competition
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Fig. 2 Bilateral/multilateral transactions with wholesale and retail competition

One of the significant advancements in the distribution systems has been believed
to be the development of customer-centric business models and well-designed
demand side management (DSM) programs [10, 11]. With these developments, the
next-generation retail electricity market will be a level playing field, where all cus-
tomers have equal opportunity to play the role of active participants rather than pure
passive price-taker [12, 13]. Furthermore, the recent development of the functional-
ities of the local distribution companies and the distribution system operator (DSO)
has opened many new possibility for monitoring, coordinating and controlling short-
term or real-time delivery of electricity at the distribution level. Especially with the
further development of the concept of the DSO, deregulation of the electricity mar-
ket has been spreading out from wholesale market design into retail market design,
as noted from in Figs. 1 and 2. In the new paradigm for energy transactions, differ-
ent customers or customer groups are free to choose their service provider, either a
distribution company or utility company.
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2 Retail Electricity Markets: Participants and Roles

The retail electricity market is the economic platform that facilitates the provision of
electricity to retail customers. Traditionally, most retail customers worldwide were
subjected to electricity rates defined by electric utilities and regulated by govern-
mental entities. However, the liberalization of some retail electricity markets has
promoted competition and diversification of services, enabling customers to choose
from different services and suppliers. Liberalization made the retail electricity mar-
ket more efficient by lowering the markup of retail prices over wholesale costs. In
addition, the development ofDER technologies enabled new types of retail tariffs and
mechanisms for the integration of demand response (DR) and distributed generation
(DG) into the distribution grid. In this Section, the different participants and their
roles and features are explained, followed by the retail electricity market auction
model.

The roles of retailmarket participants are significantly changing as smart grid tech-
nologies evolve and DERs spread in the distribution grid. The next-generation retail
electricity market will see new entities and approaches, which will play important
roles in the effective operation of transactive energy mechanisms and the provision
of services to the distribution network. The main roles and responsibilities of the par-
ticipants in the next-generation retail electricity market are briefly described below
[14]:

2.1 DERs

The traditional way of generating, transmitting, and distributing electricity has been
changing significantly as generating units become more distributed, efficient, and
closer to consumption centers. The use of DERs, such as distributed photovoltaic
(PV), energy storage systems (ESSs), and DR, combined with innovative smart grid
technologies has been growing every year. DERs are not the most cost-effective
option from a power system perspective, but many investments have been made
worldwide in developingmore affordable, flexible, and efficient solutions that enable
greater adoption of these technologies at customer level, thus improving power sys-
temefficiency, reliability, flexibility, and helping several countries reach decarboniza-
tion targets.

As advanced metering infrastructures become more affordable, accessible, and
spread in the distribution grid, more entities will take advantage of DERs, trans-
forming conventional loads into smart loads, and conventional buildings into smart
buildings and microgrids. Such technologies are provided with effective power man-
agement and control systems, and communication schemes that promote energy
efficiency and allow direct interaction with external participants and systems. Thus,
conventional passive customerswill become active participants in the retail electricity
market, by providing DERs in efficient and effective ways. Such active participants
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Fig. 3 DER participants in Smart Grids [15]

are defined as DER participants and their main technical capabilities are described
as follows [14]:

1. DG: Small-scale production of electricity at distribution voltage levels. It can
be based on variable renewable sources (e.g., PV systems), or systems that can be
dispatched at any time (e.g., small gas turbine generators).

2. Load management (LM): Capability to receive and quickly respond to exter-
nal signals to manage real-time electricity consumption, perform load shifting and
scheduling, etc., through smart metering systems (SMSs), intelligent energy man-
agement systems (IEMSs), smart loads, etc.

3. Energy storage systems (ESSs): Capability to import, store, and export electric-
ity to the grid via battery energy storage systems (BESSs), plug-in electric vehicles
(PEVs) operating in the vehicle-to-grid (V2G) mode, and other energy storage tech-
nologies.

Themanagement of DERs is performed through IEMSs and SMSs, wherebyDER
participants can receive and send information, set preferences, and control energy
production, consumption, and storage in real-time. Figure3 illustrates the concept
of DER participants in the smart grid environment.

2.2 DR Providers

DSM is the planning and implementation of those utility activities designed to influ-
ence the customer’s use of electricity in ways that will produce the desired changes in
the utility’s load shape, i.e., changes in the pattern and magnitude of a utility’s load
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[4]. It comprises the whole range of management schemes linked with demand-side
activities, and it can be classified into DR programs and Energy Efficiency programs.

Demand Response or DR is defined as “changes in electric use by demand-side
resources from their normal consumption patterns in response to changes in the price
of electricity, or to incentive payments designed to induce lower electricity use at
times of high wholesale market prices or when system reliability is jeopardized” [4].
DR can be classified as:

Incentive based program (IBP): In this type of program, customer participation is
recognized by providing incentives, since the utility can operate more economically
and reliably. Some of the existing IBPs, such as direct load control (DLC), emergency
DR, demand side bidding and buyback (DR auction markets) are briefly explained
next [4].

1. DLC: The utility or system operator remotely turns off or changes the temperature
set points of a customer’s electrical equipment, such as air conditioner and water
heater, on short notice, during critical periods. The customers are generally paid
through an incentive mechanism in the form of electricity bill credits. Program
participants are generally residential and small commercial customers. An exam-
ple of DLC programs is the PeaksaverPLUS program, which is implemented in
Ontario. In this program, residential customer’s loads such as air conditioner and
water heater are remotely controlled by the IESO [16].

2. EmergencyDRPrograms:Customers reduce their loads voluntarilywhen instructed
by the ISO, and receive incentives based on a pre-specified rate offered by the
utility. There is no penalty applied to the customers if they do not reduce the load
when called for.

3. Demand Side Bidding (DR Auction Markets): These programs allow large cus-
tomers to offer a certain amount of load reduction with an associated price in
the wholesale electricity market auction. Once cleared in the auction, these are
scheduled and dispatched in the same way as generators.

Price-Based Programs (PBP): Customers receive price signals for efficient and
economic management of their loads. These DR programs encourage customers
to alter their load pattern such that the system load profile is modified, and at the
same time the customer’s overall electricity cost is reduced. These include three
main categories based on Time of use (TOU) rates, Critical peak pricing (CPP), and
Real-time pricing (RTP) [4].

1. TOU Rates: These are pre-set tariff rates, depending on the time of the day and
season of the year, in order to reduce the electricity use at certain time-periods.

2. CPP: It is a modified form of the TOU tariff where during critical peaks, prices are
considerably higher than the average TOU rates. CPP reflects the system stress,
and hence, even though these prices are pre-set, they are applied to customers on
short notice, when required. An example of CPP program is the Industrial Con-
servation Initiative program, which is implemented in Ontario. In this program,
industrial customer’s loads are charged the Global Adjustment which is based on
their load demand during the five coinciding peaks in the system [17].
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3. RTP: Unlike TOU and CPP, RTP continuously varies and is not pre-set. This
is related to the wholesale and retail electricity market, and encourages price
responsiveness of customer in real-time markets.

2.3 LSEs

The LSEs consist of competitive retailers and utilities. The main difference between
retailers and utilities is that utilities generally supply electricity to their customers
and maintain power lines, transformers, substations, and other equipment in the
distribution grid whereas retailers only resell electricity to their customers, having
no ownership over any assets in the distribution grid. LSEs will continue to ensure
the supply of energy at competitive prices and high-quality services to passive and
active market participants, promote incentives for energy efficiency and DG, and bill
retail customers for energy consumption and delivery charges.

2.4 Aggregators

For the sake of generality, aggregators and LSEs are described as separate entities
since DER aggregation can be of two types: LSE aggregation and third-party aggre-
gation. LSE aggregation refers to the capacity of LSEs to aggregate local DERs in
its territory to support the needs of a local distribution grid or a transmission grid in
cooperation with independent system operators (ISOs)/regional transmission oper-
ators (RTOs). On the other hand, third-party DER aggregation is performed by any
entity other than LSEs and their individual customers, such as third-party investors.

2.5 DSOs

The DSOs are responsible for balancing supply and demand at the distribution level
and close the gap between retail and wholesale markets. They will provide new
functionalities to coordinate the participation of DER participants in the electricity
markets (as market operators) and optimize technical operations in distribution grids
(as grid operators).Working in the retailmarket operations,DSOswill balance supply
and demand in the distribution grid, facilitate energy scheduling and settlements,
coordinate the exchange of power with the wholesale market, and ensure the integrity
and transparency of all transactions in the retail market. The common responsibilities
of DSOs in both grid and market operations include the forecasting, planning, and
integration of DERs as well as the social welfare maximization of all participants in
their territory.



50 N. Padmanabhan

2.6 ISOs/RTOs

They are primarily responsible for the control and operation of transmission grids
andwholesalemarkets, respectively.However, in the next-generation retail electricity
market, such entities will work cooperatively with DSOs to ensure the transmission
grid reliability by using DERs located in the distribution grid through transactive
energy mechanisms.

3 Distribution Locational Marginal Price (DLMP) Based
Retail Electricity Market: Framework & Auction Model

3.1 Framework

TheDSO receives bids and offers from the variousmarket participants. The loads sub-
mit the energy buy bids and the generators submit energy and spinning reserve offers.
The structure of the demand bids and conventional generator offers are assumed to
be in blocks of price-quantity pairs. With these inputs, the distribution system level
retail (energy and spinning reserve) markets are simultaneously cleared using the
novel and comprehensive joint optimization model, discussed in Sect. 3.2. It is to
be noted that the model in Sect. 3.2 is a standard distribution level retail electricity
market model considering generation offers and demand bids only. However, the
model can be extended to consider the participation of ESS and DR providers. In
such models, the ESS submit the charging bids the discharging offers for provid-
ing energy and spinning reserve service, similarly, the DR participants can provide
energy curtailment and reserve offers in the market [18, 19]. The outcomes of the
market settlement include the dispatch schedules, unit commitment (UC) decisions,
andmarket prices (DLMPs). A retail electricity market framework is shown in Fig. 4.

3.2 Auction Model

The objective is to maximize the social welfare given as follows [18, 20]:

J =
∑

k∈K

∑

i∈I
CD
i,k P

D
i,k −

∑

k∈K

∑

j∈J

(
Cu

j,kU j,k + Cd
j,kVj,k + CG

j,k P
G
j,k

)
(1)

The first term in (1) represents the gross surplus of customers, the second term
represents the total cost of gencos, which includes the start up cost, shut down cost
and the energy cost. The model constraints are discussed next, and are based on [21].
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Fig. 4 Retail electricity market framework

Demand-supply Balance: These constraints ensure a balance between the supply
and demand at each bus i at hour k.

∑

j∈E j

PG
j,k − PD

i,k =
∑

q∈I

(
Bi,q(δi,k − δq,k)

)
∀k ∈ K ,∀i, q ∈ I (2)

In constraints (2) the dc-optimal power flow (dc-opf) equations are used in place of
ac power flow equations so as to reduce the computational burden. It is also to be
noted that some DLMP-based market models include losses in the demand-supply
balance.

Market Clearing Constraints: These constraints ensure that the cleared demand
and generation quantities do not exceed their respective bid/offer quantities,

PD
i,k ≤ P

D
i,k Xi,k ∀k ∈ K ,∀i ∈ I (3)

PG
j,k ≤ P

G
j,k Y j,k ∀k ∈ K ,∀ j ∈ J (4)

Transmission Line Constraints: These constraints ensure that the line power flows
on the transmission lines are within their limits.

Pi,q,k ≤ PFlowi,q ∀k ∈ K ,∀i, q ∈ I (5)

where,
Pi,q,k = Bi,q(δi,k − δq,k) ∀k ∈ K ,∀i, q ∈ I (6)

Reserve Constraints: These constraint ensure that the spinning reserve require-
ment for the system is provided by the committed generators, as follows:
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∑

j

(P̄j − PG
j,k)Wj,k ≥ RESV

∑

i

PD
i,k ∀k ∈ K (7)

where, RESV is a parameter decided by the DSO.
Generalized UC Constraints: These constraints include generation limits, ramp-

up/down constraints, minimum-up/down time constraints and coordination con-
straints.

Generation Limits: The following constraints ensure that the output power of
generator j at interval k is within its maximum and minimum limits.

P jWj,k ≤ PG
j,k ≤ P jWj,k ∀ j ∈ J,∀k ∈ K (8)

Ramp-up/down constraints: The following constraints ensure that the ramp-
up/down capability of the generator j at interval k is not violated,

PG
j,k − PG

j,k−1 ≤ RUj ∀ j ∈ J,∀k ≥ 1 (9)

PG
j,k−1 − PG

j,k ≤ RDj ∀ j ∈ J,∀k ≥ 1 (10)

Minimum Up/Down Time Constraints: The following constraints ensure that the
generator j at interval k meets the minimum-up and down time, requirements [21].

k∑

t=k−TUj+1

Uj,t ≤ Wj,k ∀t ∈ [TUj , K ],∀ j ∈ J,∀k ≥ 1 (11)

k∑

t=k−T Dj+1

Vj,t ≤ 1 − Wj,k ∀t ∈ [T Dj , K ],∀ j ∈ J,∀k ≥ 1 (12)

Coordination Constraints: The following constraints ensure proper transition of
UC states from 0 to 1 and vice-versa with unit start-up, shut-down decisions,

Uj,k − Vj,k = Wj,k − Wj,k−1 ∀ j ∈ J,∀k ≥ 1 (13)

Uj,k + Vj,k ≤ 1 ∀ j ∈ J, k (14)

4 Salient Characteristics of Future Retail Electricity
Markets

The recent retail market developments described in the previous sections indicate
that the current retail electricity market is evolving from a centralized and passive
environment to a decentralized and interactive platform, where market participants
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can interact with each other and provide technical services to the electricity grid. This
entails not only in new business models, but also in innovative regulatory paradigms
and infrastructure upgrades. The salient characteristics of the future retail electricity
markets are described as follows [14]:

4.1 Market and System System Optimization:

Market participants will be able to minimize costs, maximize revenues, and opti-
mize the grid operation through timely, cost-effective, and safe transactive energy
mechanisms that will promote the effective, reliable, and efficient integration of
DERs for commercial and technical purposes. Furthermore, an efficient integration
between retail and wholesale markets will allow DERs to be aggregated and effec-
tively integrated into the wholesale market and the transmission system. The optimal
management of DERs will facilitate the provision of affordable and fast-response
ancillary services to distribution and transmission grids. The implementation of this
paradigm would require high levels of real-time monitoring, protection, automation,
and control to keep track, and large investments in enabling intelligent infrastructure
(e.g., sensors, information systems, etc.).

4.2 Enhanced Flexibility

A flexible retail electricity market will be ready to accommodate new technologies
and market entities by enhancing and expanding its infrastructure. Market partici-
pants will cope with uncertainties, such as electricity demand, electricity prices, and
renewable energy generation through effective forecasting techniques and compre-
hensive decision-making strategies. In addition, a flexible retail electricity market
will utilize its local resources to manage uncertainties, variations, and unforeseen
events over various time horizons.

4.3 Customer Integration

A fully integrated retail electricity market is expected to maximize the social welfare
of all market participants, accommodate a large number of diverse participants, and
satisfy their needs and preferences in a competitive environment. Market platforms
should be designed to allow the active participation and interaction of all participants
and avoid market power and conflicts of interest by considering the strengths and
limitations of each participant.
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4.4 Sustainability

A sustainable retail electricity market will maximize the use of clean and renewable
energy sources and promote energy efficiency initiatives throughmarketmechanisms
designed to reduce greenhouse gas emissions, mitigate load and network losses,
and incentivize the use of environment-friendly technologies that will contribute to
sustainability and energy efficiency.

5 Opportunities, Challenges, and Needs

In order to achieve the important characteristics described in Sect. 4, the present retail
electricity market must be reformed to bring new opportunities for DERs integra-
tion as well as for properly address several challenges and needs. Some aspects are
described as follows [15]:

5.1 New Business Models

As the number of DER participants increase in the distribution grid, comprehen-
sive business models designed to accommodate, integrate, and allow the dynamic
interaction of all retail electricity market participants will be needed. Such business
models include clear rules and plans describing the market participants, their roles
and interactions, products and services, as well as strategies to generate revenue,
minimize costs, and maximize profits. The main elements and aspects of the new
business models are described as follows:

5.1.1 Regulatory Modernization

The next-generation retail electricity market will depend massively on regulatory
modernization in different jurisdictions. This includes market liberalization, decen-
tralization as well as policies and incentives aimed to reduce the current dependency
on centralized and pollutant power plants and incentivize the use and adoption of
DERs. Today, inmost countries, the concept of retail market liberalization and decen-
tralization refers to the capacity of consumers to have freedom and independence to
choose electricity suppliers and services according to their needs and preferences.
Such a paradigm has promoted competition and cost reductions and increased inno-
vation. However, in the context of DERs, liberalization and decentralization also
include the provision of DG, LM, and ESSs for important energy services in a decen-
tralized market framework. It is a long-term process that, to be successful, requires
coordinated planning among governmental entities and all other involved sectors
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and participants. Furthermore, regulatory changes along with plans for investments
in infrastructure and technology necessary to ensure all the characteristics described
in Sect. 4 should take into account all possible economic and social benefits.

5.1.2 New Participants

The increasing adoption of smart grid technologies and DERs has brought several
new participants in the distribution grid. Such participants include smart buildings,
microgrids, ESSs, DR providers,and PEVs. However, their current participation in
the retail electricity market is very limited since they are still under programs and
tariffs imposed by electric utilities. Such programs and tariffs limit the active market
participation and the provision of important energy services from DER participants,
which can provide technical and economic benefits to the grid and to other market
participants. The increasing number of DER participants will give rise to new entities
to operate the distribution grid and facilitate market mechanisms in the retail level
[22].

5.1.3 Transactive Energy Mechanisms:

The residential, industrial, and commercial sector account for a significant share of
the system demand [7] and hence there exists ample opportunities for customers
to provide DR services by modifying their loads. At the same time, there has been
a significant increase in the residential ESS deployment in recent years. However,
the participation of residential DR and ESS provisions for the flexibility services
in wholesale electricity markets entails significant challenges, mainly due to the
large number of customers and the negligible impact of each of them individually
on the wholesale market. In this context, a transactive energy based operational
framework for the LDC to efficiently utilize the flexibility of DR and ESS provisions
at distribution level through aggregators is need of the hour. AN overview of the
transactive energy framework is shown in Fig. 5.

Examples of transactive energymechanisms include interactive bidding and offer-
ing platforms, and market clearing models capable to incorporate uncertainties from
DG production, electricity demands, and wholesale market prices over different time
horizons [23]. All transactive energy mechanisms should promote the information
exchange among participants, facilitate the receipts and payments for energy services
in real-time, and ensure price transparency. Thus, the real-time cost of power and
ancillary services can be accessible to all market participants [24].

5.1.4 Competitiveness

The increase in DER use and adoption will stimulate competition in two ways. First,
the incentives, subsidies, and other regulatory programs aimed to promote local
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Fig. 5 Transactive energy framework

energy efficiency, flexibility, and sustainability will increase the competitiveness of
DERs over centralized and non-renewable generation units. Without such regulatory
programs, system operators are prone to use more centralized generation units since
the widely use of DERs increases power system complexity and requires substantial
infrastructure upgrades. Second, the creation of new business models and transac-
tive energy mechanisms will stimulate retail market competition and, thus, promote
lower electricity prices and better services. However, to ensure the social welfare
maximization, the market rules and mechanisms should be clear, transparent, and
fair to all market participants.

5.2 Innovative der Technologies

The massive adoption of DERs in the distribution grid will rely on innovative tech-
nologies aimed to increase efficiency, resilience, and flexibility to both technical and
market operations in affordable ways. Existing technologies will be enhanced and
expanded to provide additional functionalities. Some opportunities for enhancements
and advances in DER technologies are described as follows:

5.2.1 DG Systems

In the last few years, DG systems have become more efficient and affordable. PV
systems are currently the most used DG systems worldwide. Grid-tied PV systems
are directly connected to the grid at all times and do not use storage systems. On
the other hand, hybrid PV systems can operate in grid-tied form, charge batteries
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during the periods of low electricity prices, discharge batteries during the periods of
high electricity prices, and even operate in the off-grid model. The development of
innovative and clean DG system will promote a diversified portfolio of sustainable
energy in the distribution grid. Furthermore, the power electronics of DG systems
should be designed to provide high quality power supply, voltage regulation, and
ancillary services in effectiveways. Particularly, PV inverters shouldmitigate voltage
rises, caused by reverse power flow from PV systems, through effective control
strategies [25].

5.2.2 ESSs

The next-generation retail electricity market will rely on efficient and affordable
energy storage technologies to manage a large share of intermittent resources. Fur-
thermore, other existing ESSs such as flywheels and supercapacitors may also be
improved and adapted to DER participants in the distribution grid.

5.2.3 PEVs

The recent advances in technologic, affordable, and customer-oriented PEV models
boosted PEV sales in the last few years. The total U.S. PEV sales increased from
fewer than 20,000 in 2009 to nearly 500,000 in 2022. PEVs can provide important
DERs to the grid since they can act as loads and dispatchable ESSs.When not needed
for transportation, PEVs can participate in DR programs and contribute to peak load
reduction while being charged and can also operate in the V2Gmode, when charged,
to support the electricity grid needs such as energy dispatch, voltage regulation, and
reactive power support [26]. In addition, PEVs can also operate in the vehicle-to-
building mode under a grid voltage, and exchange power with charging stations and
other PEVs.

5.2.4 Microgrids

DER proliferation and growing requirements from end users regarding reliability,
resiliency, power quality, and efficiency have prompted a growing interest in both
utility and customer-owned microgrids as a means to take advantage of some of the
key benefits of DERs.While DER technology, analysis, standards, and relevant tech-
nical aspects required formicrogrid deployment are evolving fast, existing regulatory
frameworks are not ready to address the challenges associated with microgrid imple-
mentation. Aspects such as DER compensation, performance guarantees, liabilities,
and participation of third-party providers in community or utilitymicrogrids are areas
that are still either undefined or not clearly defined, depending on the jurisdiction.
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5.2.5 Smart Loads

Future low-voltage loads, such as electric vehicles, heating, ventilation, and air con-
ditioning systems, lighting systems, and household appliances, should be designed
to provide affordability, flexibility, energy efficiency, and easy communication with
IEMSs, SMSs, and DSOs through adaptive and timely power control.

5.3 Grid Infrastructure and Operations

Presently, a large amount of DERs are behind-the-meter assets that are not directly
available to grid operators due to limited distribution system awareness. These DERs
result in making load forecasting and power system operations even more challeng-
ing. In this context, several advances in grid infrastructure and operations will be
needed in the proposed vision of the next-generation retail electricity market to
ensure the efficiency, reliability, and resiliency of distribution grids and support the
needs of transmission grids through energy services coordinated by DSOs and trans-
mission grid and wholesale market operators. Such advances are summarized into
five aspects as follows:

5.3.1 Improved Control and Optimization Mechanism

The complexities associated with grid integration of DERs, transactive energy
approaches, and the implementation of DSOs will challenge the existing control
and optimization architectures in the electricity market. In particular, future DSOs
will need to deal with a great number of DER participants and energy transactions in
different buses of the distribution grid by producing adaptive control actions. Some
of the technical aspects that should be considered in the decision-making strategies
of DSOs include reactive supply and voltage control (Volt/Var control), self-healing
actions, and many power flow constraints [27]. On the market operations, In general,
all retail market participants should be able to collect, store, and analyze large sets
of data through advanced architectures for data acquisition, transmission, storage,
and processing. Big data analytics will play an important role for both technical and
market operations in the distribution grid.

5.3.2 Strategic Grid Expansion Planning

The massive and widespread penetration of DERs in the distribution grid will bring
more uncertainties and challenges to the transmission and distribution grid expansion
planning strategies. The proper integration of DERs along with the development of
transactive energymechanismsmay help defer investments on costly distribution and
transmission grid assets. The REV strategy is a practical example of grid expansion
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planning considering DERs. This strategy focuses on the integration of DERs and
nontraditional approaches, also referred to as non-wire alternatives (NWAs), into the
planning of the distribution grid in the state of New York.

5.3.3 Forecasting

The uncertainties associated with the variability of short-term renewable energy
production, energy consumption, energy storage levels, and electricity prices will
challenge technical and market strategies in the distribution grid, thus requiring
the development of advanced and accurate forecasting techniques to improve the
decision-making strategies of retail market participants and allow themanagement of
risks caused by unforeseen events [28]. New computational intelligence approaches
capable of considering a vast number of uncertainties may be a potential solution
towards this end.

5.3.4 Communications

Transactive energy mechanisms should be able to handle the vast amount of data
coming from DER participants dispersed in the distribution grid and real-time infor-
mation from wholesale markets and transmission grids. This will require advanced
communication infrastructures aswell as interconnectivity, interoperability, and scal-
ability capabilities to allow real-time information exchange among retail market
participants in different points of the distribution grid. Advanced wireless commu-
nication infrastructures with standard communication protocols will be essential to
ensure information collection, dissemination, processing, and security. Energy Inter-
net communication schemes may be a potential solution to allow effective communi-
cations and transactive energy mechanisms among market participants. EI, which is
considered the evolution of smart grid, is an integrated grid of DERs, real-time mon-
itoring, information sharing, and market transactions that provides energy packing
and routing functions, similar to the Internet.

5.3.5 Cybersecurity

As the communication networks become more interconnected and interoperable,
they become more vulnerable to deliberate attacks, such as those from disgruntled
employees, espionage, and terrorists, as well as inadvertent compromises of the
information systems due to natural disasters, equipment failures, and human errors.
Such vulnerabilities might allow attackers to penetrate a network and destabilize
the system in several ways [2]. In addition, in the event of an unauthorized disclo-
sure and access to private and confidential data, market participants can orient their
strategies to gain advantage illicitly and, thus, destabilize competitive energy trading
mechanisms. Prevention should be the main goal, but preparation to respond and
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recover quickly should also be carefully planned. This will require advanced moni-
toring, sensing, and control mechanisms as well as standardized authentication and
authorization strategies to ensure the system security and integrity. Blockchain and
smart contracts may be a potential solution to facilitate auditable multiparty trans-
actions based on prespecified rules between market participants and, thus, increase
the trustworthiness, integrity, and resilience of energy transactions.

5.4 Distributed Grid Services

The next-generation retail electricity market will not only open economic transac-
tions involving DERs, but also maximize the benefits of DERs to transmission and
distribution grids through energy services designed to enhance and support the grid
reliability and resilience. The main challenges and needs associated with the imple-
mentation of such services are described as follows:

5.4.1 Congestion and Losses Management

Presently, most electricity markets worldwide do not consider energy congestion
and losses in distribution grids in the electricity price determination. However, the
adoption of DLMP has been receiving increasing attention in the last few years as a
potential solution to price congestion and losses in the distribution grid. The DLMPs
can be decomposed into marginal costs for active power, reactive power, conges-
tion, voltage support, and losses while considering the real value of DERs on each
node of the distribution grid [29]. This will require powerful market clearing mech-
anisms capable of handling a large amount of decision variables while considering
the imbalances and non-linearities of the distribution grid.

5.4.2 Markets for Ancillary Services

Ancillary services are essential energy services provided in addition to power gen-
eration to guarantee power system reliability, safety, and stability. In the present
electricity market framework, such services are provided by large synchronous gen-
erators and coordinated by system operators in transmission grids via wholesale
market operations. Several studies have shown potential ancillary services that can
be provided by DERs through effective active and reactive power control of inverter-
based DG, prompt load control, and proper management of ESSs, respectively [30].
However, the adoption of ancillary services provided by DERs should be accompa-
nied by transactive energy mechanisms that facilitate the provision of those services
locally to a distribution grid or aggregated to serve the needs of a transmission grid.
Volt/VAR control is an example of ancillary service that may be provided to a local
distribution grid by inverter-based DG. The next-generation retail electricity market
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should take advantage of the technical capabilities of DER participants and integrate
effective transactive mechanisms for ancillary services. Thus, distribution and trans-
mission grids may benefit from emerging DER participants to become more efficient
and reliable.

5.4.3 Load Management

The existing price-based and incentive-basedDRprograms described inSect. 2 do not
explore all functionalities and capabilities provided by existing and emerging smart
grid technologies to allow real-time load management as well as dynamic and effec-
tive interactions among DER participants and between DER participants and grid
operators. Transactive energy mechanisms for load management will be extremely
important in the next-generation retail electricity market as smart grid technologies
continue to evolve and DER participants have their capabilities expanded to become
active market participants and directly participate in real-time load management
programs in effective ways.

6 Conclusions

The retail electricity market worldwide is changing due to the increasing integration
of DERs in the distribution grid, the development of innovative smart grid technolo-
gies, and the necessity to ensure the reliability, resilience, and efficiency of transmis-
sion grids, and provide new services and functionalities to retail market participants.
This Chapter presented an overview of the present retail electricity market describ-
ing the participants and their roles, the retail market framework and auction model.
Then, some salient features of the future retail electricity market in the context of
DERs has been presented. Finally, the opportunities, challenges, and need for DER
integration for efficient and enhanced retail electricity markets been presented and
discussed.

Appendix 1 - Abbreviations

BESS Battery Energy Storage System
CAISO California Independent System Operator
CPP Critical Peak Pricing
DER Distributed Energy Resource
DG Distributed generation
disco Distribution company
DLC Direct Load Control
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DLMP Distribution Locational Marginal Price
DR Demand Response
DSM Demand-Side Management
DSO Distribution System Operator
ESS Energy Storage System
FERC Federal Energy Regulatory Commission
genco Generation company
IBP Incentive Based Program
IESO Independent Electricity System Operator
IEMSs Intelligent Energy Management Systems
ISO Independent System Operator
ISO-NE Independent System Operator New England
LM Load Management
LMP Locational Marginal Price
LSE Load Serving Entity
NWA Non-Wire Alternatives
NYISO New York Independent System Operator
OPF Optimal Power Flow
PBP Price Based Program
PEV Plug-in Electric Vehicle
PV Photo Voltaic
RTP Real Time Pricing
SMS Smart Metering Systems
SOC State of Charge
TOU Time of Use
UC Unit Commitment
V2G Vehicle-to-grid

Appendix 2 - Nomenclature

Sets & Indices

i, q Indices for the buses, i ∈ I .
j Index for the generators, j ∈ J .
k Indices for time (hour), k ∈ K .
Ei Set of generators connected to bus i .
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Parameters

B Element of susceptance matrix, p.u.
Cd , Cu Start-up/shut-down cost of generator, $.
CD Customer’s demand bid price, $/MWh.
CG Generator offer price for energy/spinning reserve, $/MWh.
g Conductance of transmission line, p.u..
P , P Maximum/minimum limit on power output of generator, MW.

P
D

Customer’s demand bid quantity, MW.

P
G

Generator offer quantity for energy, MW.
PFlow Maximum capacity of transmission line between buses, MW.
RU , RD Ramp up/down limit of generator, MW/h.
TU , T D Minimum up/down time of generator, hour.

Variables

PD Demand cleared, MW.
PG Generation offer cleared, MW.
Ploss Power loss in the transmission line between buses i and q, MW.
U , V Binary variable = 1, if generator starts/shut downs, and 0 otherwise.
W Binary variable = 1, if generator is committed, and 0 otherwise.
X Binary variable = 1, if demand bid is cleared, and 0 otherwise.
Y Binary variable = 1, if generator offer is cleared, and 0 otherwise.
δ Voltage angle of bus, radian.
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Practical Aspects of Active Distribution
Networks

Active Demand Response Strategies for End-User
Participation in Energy Services

Cláudia Abreu, David Rua, and João Peças Lopes

Abstract Electricity demand may vary significantly and consequently the genera-
tion side must be adapted to fully supply it. However, the increased penetration of
variable renewable energy sources is changing the game by leading to an increase
need of load response and load flexibility to face these changes from the generation
side. Flexibility is highly related to the viability of DemandResponse actions that can
allow the participation of loads from buildings, clusters of communities, industry in
market-driven energy services. Policymakers and energy stakeholders are beginning
to prepare for a reality in which many consumers are also producers (prosumers) and
operate with a significantly decentralized electricity grid. Also, the increased use
of information and communication technologies is creating new opportunities for
smarter control and load management schemes, interconnecting multiple demand-
side stakeholders, where prosumers can leverage the potential for energy flexibility
in demand-response programs. This chapter presents an overview of strategies to
enable end-user participation in energy services, including building optimization
schemes that provide load flexibility for the grid, as single users or as aggregated
communities.

1 Demand Response in the EU and World Context

The energy system in all countries of the world has been in the last years in a
constant state of transition. With the 2020 COVID-19 crisis, in addition to the imme-
diate impact on health and implications for global economies, CO2 emissions and
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electricity demand dropped to incomparable levels during the lockdown. For weeks,
the shape of electricity demand was similar to a prolonged Sunday. It is expected that
the impact of COVID-19 in energy demand would be more than seven times larger
than the impact of the 2008 financial crisis on global energy demand [1]. Global
CO2 emissions are expected to decline by 8% as a result of the major disruptions
activities brought by the pandemic. This reduction (year-to-year comparison), will
be the largest ever recorded, twice as large as all other reductions since the end of
World War II [2] Fig. 1.

In the 2020 atypical consumption scenario, renewables were the only source that
were not affected by COVID-19 and presented growth in the electricity mix, driven
by larger installed capacity and priority dispatch. Although, there are still some
uncertainties about the future due to the expiry of incentives that is beginning to be
noticeable in the forecast panorama. Sustained policy support is essential to enable
strong growth in renewable energy beyond2022. EU is particularlywell-positioned to
embrace renewable energies, especially wind and solar energy, thanks to its assertive
policy of developing renewable energies. Yet, there is a long way to go to embrace
the transition to wind and solar energy.

Aligned with the renewables growth’s comes demand response options for resi-
dential, commercial, and industrial customers, that can provide flexible resources to
meet specific renewable balance need. With electricity demand declining, the market
for system flexibility will be reduced until demand is fully restored after the 2020
crisis.

Analysis from 2019 already showed that global demand response deployment is
slowing down and there is a lot of effort needed to create flexible assets to meet 2050

Fig. 1 Annual change in global energy-related CO2 emissions, 1900–2020. Source IEA
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goals. As for now, less than 2% of the global potential for demand-side flexibility
is currently being utilized [3], so unlocking additional sources is essential. This is
an opportunity for energy stakeholders to create value from new flexibility solutions
in power markets. However, new opportunities usually add new complexities, and
finding solutions that would suit all stakeholders has been amajor focus of research in
the energy sector. It is important to never lose sight of the fact that although there are
many doubts about the future of the energy framework an answer remains unchanged
as stated in Sioshansi [4]: “we know that even in the future, someone, somewhere,
in some way will still be a consumer of electricity or a user of electricity-related
assets or both. Business models will rise and fall, but the consumer will live on”.
It is important to note, that this evolution for an energy market where the focus
will be on the consumer/prosumer can vary from country to country depending
on several factors [4]. Retail prices, for instance, can differ for different reasons
between nations and can highly affect the appearance of prosumers. Naturally, the
higher they are, the more incentives consumers have to become prosumers. The role
of policy and regulation on DERs is also crucial to allow and encourage custumers to
invest in DERs. Finally, continuous innovation and technological advances allow, for
instance, distributed solar revolution, making them more efficient and economically

Fig. 2 Key factors that enable prosumer concept
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viable over time. Thus, Fig. 2 focuses on some examples of key concepts that enable
the prosumer concept and are the focus of this work.

1.1 Strategies and Services

In order to optimize the European climate policy framework, some actions have been
taking place in the last decade. The Clean Energy Package initiated in 2014 devel-
oped a set of eight legislative acts on the energy performance of buildings, renewable
energy, energy efficiency, governance, and electricity market design [5]. An essen-
tial element of the new electricity market design in the Clean Energy Package is the
position of the consumer at the center of the energy transition. It is stated that the
Member States must start to create legislation to allow consumers to participate in
the market directly, or through aggregation. Customers can sell self-generated elec-
tricity, and they can choose to take part in flexibility and energy efficiency schemes.
Also, provides for the possibility to establish the called citizen energy communities
(‘CECs’) based on open and voluntary participation.

With the conclusion of the Clean Energy Package at the end of 2019, a new agree-
ment was created as a successor. Green Deal, a roadmap for Europe becoming a
climate-neutral continent by 2050, includes a better matching of the available tech-
nological and financial resources in line with the objectives and a broader perspective
than the Clean Energy Package [6].

Regarding the energy performance of buildings, the EU has agreed with new rules
to create economic opportunities in the construction industry and alleviate energy
poverty. In the same way that the Member States need to start creating national
policy measures to enable “prosumers” they also will now need to be prepared to
achieve new objectives, such as: decarbonise buildings, facilitating more automation
and control systems to make the building “smarter”, E-mobility in buildings and
combat energy poverty and reduce the household energy bills through renovation
and improved energy performance of older buildings [7].

1.2 Main Regulatory Challenges and Limitations

In the last decades, European energy systems have faced significant changes driven
by increased deployment of intermittent renewable generation to deal with the decar-
bonisation of the economy. One way of managing these changes and ensuring secure
system operation is via the adoption of system flexibility, where demand response
plays a key role.

DSOs canmanage constraints in their networks with the activation of their flexible
grid assets. Such actions are a default option and can be applied before or at the same
time as considering market-based management. If a DSO cannot solve a problem
with its own assets (e.g., topology changes, tap changers, voltage boosters, etc.)
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it may need to invest in new assets. However, the use of flexibility for congestion
management could be the better solution economically.

From a regulatory point of view, DSOs can access flexibility in Europe exploiting
four manners:

• Rules-based approach—codes and rules, which impose detailed flexibility
requirements;

• Connection Agreements—DSOs could reach arrangements with network users
for the provision of flexibility;

• Network Tariffs—tariff structures may be designed to encourage network users
to change their behavior for more efficient use of the distribution network;

• Market-based Procurement—DSOs can explicitly procure flexibility that bene-
fits the grid services from the market. Flexibility can be procured via (bilateral)
contracts or in a market, e.g., via a platform or other forms of interfaces, given
there is enough liquidity and arrangements for the market-based procurement do
not unduly distort markets and comply with unbundling rules.

Network users can, in theory, utilize 100% of its contracted volume or capacity
whenever they want. However, in Low Voltage (LV) distribution grids, this may
become a problem. LV networks are usually dimensioned with a certain simulta-
neous factor, taken into account that not all network users withdraw or operate their
appliances at full power at their connection points at the same time. This grid planning
philosophy of connect and forget is challenged by new consumptions devices (like
heat pumps and electric vehicle charging) with different patterns characterized by
greater power demand on one side, and RES with simultaneous infeed on the other,
which are expected to exceed the network’s capacity in both directions. A network
user’s rights to utilize its contracted volume usually do not differentiate between the
two. Consequently, connection agreements by themselves provide no incentives for
existing network users to adapt to the capacity currently available from the grid.

Network tariffs can provide incentives for efficient usage of the grid to network
users and contribute towards limiting or postponing network investments and solving
or avoiding congestion situations. The network users should be exposed to price
signals that reflect that changes in their utilization of the grid affect future network
costs. The tariff design should be targeted at reducing both the system peak and
individual peaks. As an example, tariffs based on the peak capacity of the network
user will lead to behavior where the peak is reduced as much as possible. In this way,
the tariff structures affect the subsequent flexibility needed by the DSO. Advanced
differentiation in time and location, for example through dynamic tariffs, may further
incentivize network beneficial behavior. It must be noted, however, that the effective-
ness of dynamic tariffs firstly depends on the actual existence of customer flexible
demand response.

Market-based procurement is then the preferred option because the procurement
of flexibility on a competitive basis would be efficient as long as markets are liquid,
overall costs are lower than in alternative solutions, DSOs comply with unbundling
rules and market misuse potential is acceptable.
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Congestion management costs are classified as operational expenditures (OPEX),
whereas network expansion costs are classified as capital expenditures (CAPEX). A
DSO wishing to make improvements from an economic perspective would make the
decision that is most attractive from the point of view of the revenue/remuneration
regime. Some regulation schemes in Europe have a bias towards CAPEX solutions,
e.g., due to an attractive rate of return on equity or a direct reflection of CAPEX in
the price/revenue cap, whereas OPEX may occur in the revenue allowance with a
certain lag, or even be treated separately in a variety of ways. Overall, a different
regulatory treatment of OPEX and CAPEX leads to the lack of a level-playing-field
in terms of the DSOs’ choices of how to dimension their networks.

The market procurement procedure is the key process to appropriately signal
the need for flexibility and acquire the necessary resources to engage in congestion
management or voltage control in a cost-efficient manner. Network development
plans are an important tool to elaborate on the first step and aim to help improve
liquidity by providing information to potentially interested parties. If the market-
based approach is deemed efficient several issues need to be assessed from the
regulatory point of view, namely: product design, controllability, imbalance settle-
ment, and market model. In what concerns the procurement procedure, the following
important elements were also identified:

1. Flexibility demand: DSOs must signal and publish their need;
2. Request for tenders: should be as broad as possible; and
3. Product requirements: must be properly defined and preferably based on

standards.

2 Digitalization for Demand Side Participation

The current and future generations are privileged to be living in a time where science
and technology can assist everyone on a daily basis and automate things that would
appear impossible two decades ago. And, like any other field, the energy sector is
not getting behind.

Smart grids are a clear example of the integration of digital technologies in the
energy sector, as they are about information exchange and making necessary data
available to interested parties. Although there has already been a huge advance in the
development and application of smart grids concept, there is still a long way to go.
Effective smart grids should allow enhanced monitoring, automation, and control of
the existing networks while ensuring that all involved stakeholders can interact: this
will be made possible by a full digitalization of the power system.

Digitalization enables smart grids, houses, vehicles to provide new sources of
demand-side flexibility to the energy system. With more renewable energy and
enabling self-consumption by the community, the end result is amore efficient energy
system, due to losses reduction associated with energy production and distribution
[8].



Practical Aspects of Active Distribution Networks 73

The increased use of information and communication technologies (ICT) is setting
new opportunities for more intelligent control and management schemes intercon-
necting several stakeholders in the electric industry as well as in the demand side
where service providers and consumers (lately also knownas prosumers) can leverage
the potential of energy flexibility in demand response programs.

2.1 Distribution Grids Systems

The digitalization of the electric sector has been accomplished in several phases,
mainly driven by operational requirements and existing technologies.

The first wave towards the transition to digitalization in distribution grid systems
was ensured by the introduction of SCADA systems in the control and operation
of the grid along with remotely operated devices and systems, such as breakers
and reclosers. Also, the need to collect information from metered data from the
consumption side, to reduce costs of manual labor and increase the collectible data
(in size and regularity) as set the need to support remote metering or, as it is also
known, as smart meters that allow the integration of grid control and automation
features near the demand side.

The smart grid definition has paved the way for the second wave of digitalization
and intelligence to be introduced in the grid domain to deal with the variability of
the operating conditions in the grid due to the large-scale integration of renewable
generation at different voltage levels, induced by energy policiesworldwide (EU,US,
China, etc.). The need to support distributed control strategies to dealwith uncertainty
has introduced concepts such as microgrids and virtual power plants, where the use
of distributed energy resources (DER) has been exploited alongside load control
strategies to ensure high system efficiency, reliability, and carbon footprint reduction
of energy use.

The third wave, currently ongoing, is where predictability of electric systems
operation, supported bywidespread data collection of intelligent sensing systems and
advanced control infrastructures, is being articulated with data-driven strategies to
represent the operation of systems, which also include the generation and the demand
side. The articulation of grid-related platforms with building energy management
systems has created opportunities towards the adoption of energy and non-energy
services, which can span across several domains as well as to accommodate several
providers in the same domain. The flexibility of energy use is one of the resources
most sought after as it can allow the participation of the demand-side on a set of
different services (e.g., demand response, ancillary services, etc.).

The foreseeable next waves are bounded to be associated with interoperability
and the ability to exchange information across several domains in a way that allows
different services to be provided to consumers, namely the case where multiple
providers of services may coexist in the same building domain (e.g., electric hot
water, EV charging, PV integration).
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2.2 Building Energy Management Systems

A growing number of simulation tools are currently available to improve under-
standing of the interaction of the building components that contribute to energy
demand. It is already possible to create a ‘digital twin’ of the entire building with
all its systems. Digital Twins enable an advanced approach to building management,
through real-time decision making. These technologies not only deliver the current
state of building subsystems but, through the collection of data, also provide a map
of system trends to influence future management decisions.

One key element in the interaction among users and energy systems within
a household is the Energy Management Systems (EMS), which can take several
specialized designations: Home Energy Management System (HEMS), Building
Energy Management Systems (BEMS), etc. The purpose of the EMS is to provide
computational support towards the implementation of optimal energy actions to be
carried out according to the optimization objectives, which can be multiple. In this
sense, the EMS provides support also to data storage regarding the energy use related
to several devices and systems within buildings. That data allows the creation of
models that represent the operation of single devices, clusters, and ultimately the
building itself.

The digitalization of buildings is set to provide a significant amount of information
of existing devices and systems, including flexible loads and renewable generation,
regarding their use and performance. This can be used to create predictive tools as
well as data-driven modeling, able to circumvent the limitations induced by physical
modeling, and allow the creation of flexible representations. Flexibility is a char-
acteristic highly related to the viability of Demand Response (DR) actions that can
allow the participation of buildings, clusters of communities in market-driven energy
services.

The complexity of the optimization schemes, as well as the underlying modelling
of flexible energy resources in building, can require significant computational effort,
especially when dealing with several buildings, where multi-objective formula-
tions may be required. Traditional optimization techniques and models have been
employed in market products to provide price-based optimization for buildings
but there is still ongoing research in delivering faster algorithms, based on sub-
optimal formulations or employing metaheuristics, such as genetic algorithms and
cross-entropy optimization.

The challenge in connecting all devices and systems lies in the multiple ICT solu-
tions available and the implementation choices made by the different manufacturers
and integrators.
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2.3 Interoperability

Interoperability is a key aspect in the digitalization of the electric sector, including
the demand side. Technology implementation is already capable of providing large
and extensive datasets that need common ground to enable modular and easier access
to service composition that allows exploiting the advantages of flexibility through
the underlying devices and systems.

Interoperability is a fundamental requirement to enable uncompromised data
exchange with different appliances and systems. This allows end-users and compu-
tational platforms, such as EMS, to be able to extract information from devices
and systems regarding their characteristics, configurations and to be able to make
decisions on the way they are used. End-users should be able to change their tech-
nology providers,without having to replace existing systems or becomedependent on
proprietary solutions with limited compatibility among manufacturers. This creates
barriers to innovative management and control schemes and hinders the provision of
competitive energy and non-energy services. This is seen by several entities, like the
EC, as a limitation that needs to be addressed by several stakeholders.

Interoperability can be set at different levels, as portrayed below in the GWAC
interoperability framework [9] where sematic interoperability is highlighted. Its
importance is fundamental in the orchestration and knowledge inference that can
improve automated logic procedures in M2M data exchange (Fig. 3).

Different interoperability approaches have been developed over time, however
most of them with a specific focus. For instance:

Fig. 3 GWAC interoperability [9]
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Fig. 4 Overview of SAREF. Source ETSI

• Common Information Model (CIM), was internationally standardized by the IEC
[10] for Demand Response. However, this model has some limitations and contra-
dictions and is over a decade old so was created based on centralized energy
systems.Also, theCIMwas designed inUML, so only represents relatively simple
relationships and expressions.

• SPINE (Smart Premises Interoperable Neutral-message Exchange) [11] was
developed by EEBUS and Energy@home for smart appliances representation and
communication between applications and EMS to allow the use of device-related
information towards the implementation of price-based optimization strategies.

EC made progress by launching a standardization initiative in collaboration with
the European Telecommunications Standards Institute (ETSI) to create a shared
semantic model of consensus to enable interoperability in the smart appliances
domain. This resulted in the definition of the Smart Appliances REFerence ontology
(SAREF) [11]. SAREF was created with the purpose of interconnecting data from
different protocols and platforms, enabling communication between different in-
home devices and systems. Aligned with the IoT concept, SAREF introduces the
basis for a universal semantic representation as a common reference model, as high-
lighted in Fig. 4. It sets classes, properties, instances and namespaces of an ontology
that facilitates the grouping of information and the semantic reasoning that allows
inference of new knowledge.

Large scale pilots under Horizon 2020 are already in progress that targets smart
homes and will allow companies to work together and test new business models.
For instance, InterConnect [12] project is a clear example of different stakeholders
working together to demonstrate a “real digital market environment over elec-
trical systems with significant amounts of DSF, reducing operational and investment
costs that will benefit energy end-users and help EU achieve its energy efficiency
objectives”.
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3 New Services and Business Models

Policymakers and energy stakeholders are starting to be prepared for a reality inwhich
many consumers are also producers and operate with a significantly more decentral-
ized electricity grid. This transformation is introducing new business opportunities
that enhance the need of all participants (consumers, flexibility providers, producers,
etc.) to work with the full range of stakeholders: transmission system operators,
distribution system operators, Balance Responsible Party, aggregator, retailer [13].

Some studies [14] show that final users arewilling to sell their surplus electricity to
neighbors. This can enable the emergence of this new decentralizedmarkets topology
in which everyone would benefit, which would in turn decrease the threshold for
acquisition of solar panels and systems.

Hence, there is an emergent need to rethink the electricity markets structure
in a more prosumer-oriented way. In [15] are identified three possible models of
prosumer-integrated markets: “peer-to-peer prosuming models, prosumer-to-grid
integration (aggregators) and prosumer community groups”.

3.1 Aggregators

Aggregators are a new type of energy model, more structured, where the prosumers
are connected to amicrogrid. If amicrogrid is interconnected to themain grid, there is
an incentive for prosumers to generate asmuch electricity as possible, because surplus
generation could be sold to the main grid. If it is an island mode, prosuming services
need to be optimized at the microgrid level and excess generation is an advantage
only to the limit of storage and load shifting services availability. Some demand
aggregator companies already offer electricity end-users the possibility to take part
in DR activities using their load flexibility. These companies establish individual
contracts with their customers, the end-users of electricity. Most implementations
of DR programs are for large customers, in the residential sector, where aggregators
could be a key enabler, the provision of demand-side flexibility is still at a pilot
project level.

Thus, several actions must be executed to enable the use of bottom-up flexi-
bility services. It is necessary the definition of a regulation concerning the role and
responsibilities of the aggregator, allowing him to offer services to available market
mechanisms. Independent aggregators or DSOs (evolved as active managers) need
to be able to procure flexibility in DERs within the geographical area where they
operate. The design of this market mechanism can be quite complex, especially for
the coexistence of parties requesting flexibility for different purposes (market and
grid-oriented use).

Of all the types of prosumer to grid market existing in the literature, the one that
stands out the most is the concept of aggregating EV due to its storage capacity and
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easy prediction. For example, in [16] the concept of a “middleman company” aggre-
gating a significant amount of EV is proposed in amode of operation in which drivers
communicate their driving needs to the aggregator, and the aggregator manages this
information by creating a Central Virtual Energy (VPP).

Also, several studies can be mentioned regarding aggregators that use the load
flexibility provided by the end-user through DR strategies with the aim to provide
AS to the SO and also giving economic benefits to the end.

3.2 Peer-To-Peer Energy Markets

Peer-to-peer (P2P) is the ability of individual prosumers to share their excess energy
with neighbors. These markets are inspired by the sharing economy concept that
relies on numerous agents, some have suggested Airbnb and Uber models for the
electricity grid, in which a peer-to-peer platform allows electricity producers and
consumers to bid and directly sell and buy electricity and other services.

P2P makes it possible for individual consumers to trade electricity at a P2P
marginal price that is cheaper than the time of use price and higher that feed-in
tariffs, which provides advantages for both buyers and sellers perspectives.

Some literature [17] concluded that there are conditions to enable P2P markets
in co-existence with existing market structures and future research should promote
ways for P2P markets to be coupled with the existing wholesale and retail markets,
allowing consumers to switch fromonemarket to the otherwhen it ismost convenient.

P2P networks allow themanagement of theBlockchain technology that has gained
much attention in recent years. Blockchains are shared and distributed data structures
that can store digital transactions without using a central point of authority and are
secured using cryptography. Some literature argues that blockchain can be the key
factor to deploy a P2P market in the energy sector [18].

Blockchains can provide innovative trading platforms where prosumers and
consumers can trade interchangeably their energy surplus or flexible demand on
a P2P basis. One of the major benefits of this approach is reducing transmission
losses and deferring expensive network upgrades. On the other hand, energy is still
delivered through the physical grid, making the grid congestion under a P2P market
between the grid operators a major concern [17]. However, P2P markets also present
a new opportunity to rethink the use of common grid infrastructures and services,
because P2P structures may allow the mapping of the energy exchanges (Fig. 5).

3.3 Communities

Energy communities are becoming an important phenomenon. This typology is
more organized than peer-to-peer networks but less structured than prosumer-to-grid
models. Energy Communities are characterized by varying degrees of involvement in
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Fig. 5 Current market structure versus blockchain market structure [19]

decision-making and benefits sharing. The recently adopted Clean Energy Package
set the foundation for energy communities under the EU legislative framework.
Energy communities can be understood as a way to ‘organize’ collective energy
actions around open, democratic participation and governance and the provision of
benefits for the members or the local community [20].

By aggregating individual loads, communities can offer local flexibility services
such as relieving network congestions and avoiding peak demands in electricity
networks. Also, communities can also offer consumers more choices to participate
in electricity markets, including for those on lower-income who can otherwise not
afford to participate. However, a key challenge is how to ensure the cost-efficiency of
energy communities once the local energy allocation can help decrease cost locally
but can also increase system costs that would be paid equally by all customers.

Actually, with the increase of more DERs installed at the household and the
community level, it makes sense to organize local energy collectively for economic
and logistic reasons.With further facilitation from the smart grid development and the
drive for energy independence,more local communities are expected to engage them-
selves tomatch their supply anddemand locally. In fact, the local energy initiatives are
emerging with varying numbers, success rate and strategies in Europe These existing
local energy initiatives are the first steps to the development and implementation of
Community Energy Storage (CES).

Many authors argue that CES will have an important role in creating a more
efficient energy system.



80 C. Abreu et al.

4 Demand Side Flexibility

The first appearance of the Demand Side Management concept in the literature [21]
stated that “demand-side management is the planning, implementation, and moni-
toring of those utility activities designed to influence custumer use of electricity in
ways that will produce desired changes in the utility’s load shape, i.e., changes in
the time pattern and magnitude of a utility’s load”. So, back in the days, DSM was
considered appellative from the technical point of view and made also economic
sense, so electric utilities start applying simple measures to incentive efficiency in
consumption. Currently, DSM actions taken either by electrical utilities or regula-
tors and policymakers have both the goal of saving energy costs and provide energy
flexibility. In a future system based on renewable energy generation which is mainly
taking place in the distribution grid, locally available flexibility becomes more and
more important.

Flexibility can be defined as the ability to increase or decrease the load over a
given period in reaction to an external signal (price signal or activation) to provide
the electricity system the possibility to respond to fluctuations of supply and demand
while, at the same time, maintaining system reliability. The flexibility on the demand
side, allows consumers to participate in a wider set of energy services via Home
Energy Management Systems.

TheHEMSconcept started to appear by the time thatmodelswere being developed
to better understand the dynamics of the evolving smart grid for electricity. At that
time, HEMS emerged under the name of a gateway interface designated in some
studies by Energy Box [22]. The initial idea for HEMS was the creation of a central
unit located in the residential building, capable of being interoperable with SM
infrastructure and perform an optimized control of behind-the-meter resources and
consumption devices, in order to minimize the energy costs.

The recent advances in communication and modulation methodologies, as well
as in the adaptive digital signal processing and error detection and correction, have
allowed the development of sophisticated communication capabilities in many appli-
ances. Currently, many commercial solutions can be found in the market for energy
management of smart homes. However, many of these solutions are very expensive,
are not able to integrate recent SM technologies and are often limited to support
devices of a single vendor.

Keeping up with the advances in the communications methodologies, HEMS
development currently strategies in the literature are not considering only traditional
appliances anymore but also emerging ones, such as energy storage system, electric
vehicle, etc. With the integration of all smart devices, an opportunity is provided
for HEMS further reduce costs, mitigate peaks and overcome the variability of RES
generation. However, if HEMS is not intelligently developed and regulated it can
provoke serious damages, both on residents’ comfort as in grid stability. For example,
the loading and unloading of unmanaged EVs can exacerbate peak demand, causing
potential overload. Therefore, smart control strategies regulated by HEMS play an
important role in the smart home operation.
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Fig. 6 HEMS and prosumer dependencies and interactions

Effective HEMS requires a preliminary analysis of household consumption, the
characteristics and configurations of existing appliances, the physical characteris-
tics of the overall space, as well as consumption habits represented in Fig. 6. This
assessment is fundamental for understanding the overall behaviour of the devices,
including inter-dependencies and interaction with other devices. This process can
be done based on historical data retrieved from the household or based on default
consumptionpatterns.However, to provide resultswith sufficient accuracy, especially
when dealing with thermal variances, HEMS needs to be connected with sensors to
monitor energy consumption or be equipped with suitable interfaces to allow the user
to insert related information.

Hence, in the recent literature, there can be found new HEMS architecture
proposals that are enhanced with functionalities that intend to maximize the end-
user’s participation by providing convenience functionalities, based on self/machine
learning techniques and with advanced local analytics to determine more accurately
the availability of existing energy resources, including the flexible loads. These
functionalities can be divided into:

• Machine learning techniques to anticipate comfort preferences and the expected
use of appliances as a complement and minimization of input information from
the user side.
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• Local analytics to enhance the PV integration to allow a more fine-grained
maximization of the renewable resource integration.

• Dynamic UI that presents optimal and suboptimal solutions for the house
operation and introduce a sensitivity analysis based on restrictions relaxation
techniques.

• Computation of flexibility behind the meter that can be exchanged with the Grid
and Market Platform to preserve data protection and anonymity.

• Multi-home/community operation integration to combine synergies from local
homes to provide combined services to the market and grid.

4.1 DER and Flexible Load Modeling

Different energy models are used to estimate the energy use of potentially control-
lable appliances. Two different categories of appliances are usually considered in
the literature—controllable and non-controllable loads. Controllable loads can be
further distinguished between thermal and deferrable loads. Within deferrable loads,
it is necessary to highlight electric vehicles. These loads can easily be controlled and
represent a large percentage of a home’s energy consumption.

Deferrable appliances can be distinguishable by operating on a predefined cycle
with a known duration and power consumption. Note that the operation of these
devices can be shifted along the planning horizon. Smart deferrable appliances can
be remotely monitored and controlled by the HEMS while the manual ones are
activated by the user upon request or through smart plugs. The deferrable device
model can be based on three parameters: power (kW), duration (h) and a number of
activations during the day. The number of time frames for the appliance is determined
according to howmany times the appliance is activated. For example, if the appliance
operates only once, then there is the only one-time frame; if it operates four times,
then four-time frames are considered. Each time frame can be defined as a time
interval for the operation of the device. The best time for activation of the devices
within the time intervals is decided by an optimisation method.

This simplified consumption model is enough for daily home energy manage-
ment with a relatively low error. However, it must be assumed that the power of
the device provided by the user as well as the duration is close to reality. Unfor-
tunately, the average consumer does not usually have the necessary knowledge to
properly understand what actions he/she needs to take to correct inefficiencies or
make use of existing renewable energy resources, and reduce his energy bill just
from changing some mobile home app configurations. It could be necessary a new
layer of information that feeds the HEMS with meaningful information regarding
the energy consumption dynamics. One example of such data analytics tool is a
method entitled Non-Intrusive LoadMonitoring (NILM) [23] which from the aggre-
gate energy consumption data obtained from smart meters, can identify the existence
and the energy consumption allocated to the main residential appliances or energy
services.
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Thermal device modeling, like electric water heater (EWH) or air conditioner
(AC), is more complex than deferrable load modeling. In [24] Kupzog and Roesener
described a thermal process of an AC based on comparison with a resistor–capacitor
(RC) circuit. The objective of this approach consists of establishing relations between
the electrical circuits and the thermal balance inside the room in which the AC device
is operating. Similar differential equations are used to characterize other types of
thermal loads, namely refrigerators (RFs) and EWH. In the case of refrigerators,
the thermal model is equivalent to the AC representation. EWH models are very
diverse; each one accounting for different constructive characteristics of this type of
appliance. Hence, these device models require a significant amount of information
about different aspects of the devices and consumption. Specific characteristics of
electrical appliances and the installation environment are essential for an accurate
model. These characteristics can be induced from sensors data or it is necessary to
collect from the user, such as thermal capacities, thermal resistances/admittances, and
nominal electrical power. Also, some inputs are needed regarding the consumption
habits, such as the periods when the AC is running or the typical end-user’s shower
hot water usage (time and quantity).

However, the refrigerator models are rarely considered anymore in the literature
since this appliance has tighter limits in terms of temperature and fast variationswhen
powered having little impact on the cost minimization. Moreover, these devices
consume less power when compared to other appliances and are currently being
designed to be as efficient as possible.

TheEV is usually included in the deferrable loads category because it also requires
the same parameters to control. However, these parameters are not directly defined
by the user but rather determined according to the user’s pretended autonomy range.
Hence, to create de EVmode the user needs to define two preferences: the pretended
autonomy in km, and one unique timeframe for operation. The duration of the
charging is always the same, and the number of activations is determined by the
user’s autonomy input.

Therefore, the number of charging periods needed to charge an EV depends on
the type of home charger that is being used, and on the power consumed by the EV
during the charge as well. The idea of these approaches is to divide the total duration
of the charging in smaller fractions, so that it can be possible to shift the charging for
low-priced periods or, if some power limit is considered, expand the range of options
for the appliances’ activation. In order to successfully apply this model, only one
timeframe can be considered, being the previous established rules for one unique
timeframe applied to the EV as well.

4.2 Buildings and Spaces

All buildings have thermal mass embedded in their constructions, which allows the
storage of a certain amount of heat. Depending on the characteristics and variability
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of the thermal mass, it is possible to postpone heating or cooling for a certain period
without compromising the thermal comfort of the building.

However, the development of high-fidelity energy models for building thermal
environment is not an easy task. Most building energy systems are complex non-
linear systems, which are strongly influenced by the climate conditions, physical
characteristics, and occupants’ schedulers [25]. Even more challenging, building
power systems are usually not well measured or monitored. The sensors are installed
only when they are needed for certain control actions and are generally less accu-
rate than typical industrial applications. This increases the difficulty of applying the
building energymodel for the operation of buildings in real fields. Recently, there are
new studies focusing on improving accuracy, as well as simplifying energy models
to make them suitable for online control and optimization.

Regarding the thermal aspects of a building, many procedures have been adopted
in order to optimize the thermodynamic behavior of a house, given some comfort
requirements and a heating model. Until now, few attempts have been made to opti-
mize home energy management considering the electrical and thermal constraints
in a unique framework [26]. In this work, both the electrical and thermal aspects
are solved concurrently within the same optimization algorithm. However, a suitable
thermal model based on heat-pump usage has been considered in the framework.
Despite being an interesting approach, it is not a valid solution for multi-layered
buildings.

The equation of heat transfer through solids is linear and can be represented with
the so-called electrical analogy when discretized in space. With this analogy, the
conductivity of the materials is interpreted as electric conductivity and the thermal
mass as electrical capacity. An example of a simulator using this electrical analogy
was published by where the thermal behavior of a building heated with solar gains
is modeled with a simple network of resistors and capacitors (RC-network), that
represent conductivities and thermal masses of the building [27].

Modeling the layers independentlymakes the thermalmodel quite complex, so the
main objective is to find a methodology that at the same time will reduce the number
of elements in the thermalmodel that are needed to represent the thermal response and
keep the overall accuracy of the complete model. For energy management purposes,
the reduced model must be accurate under normal operating conditions of a building.

4.3 Optimization Strategies

One of the distinguishable features that a HEMS must provide is the capability of
computing optimal (or suboptimal) energy use schedules that provide added value
to the end-users. There are different optimization strategies that can be exploited
through a HEMS and they largely depend on the criterion (or set of criteria) that
might be established. Among the wide diversity of optimization criteria that can
be associated with an energy management system, the cost is probably the most
appealing as it focuses on finding a lower cost for energy use. If price discrimination
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follows an efficiency goal from a grid perspective, so will be participants in DR in
general.

Several works have been carried out on detailing different types ofmodels that can
be used to optimize energy consumption inside a building or at the aggregator level.
For instance, in [28, 29] the authors presented a multi-scale multistage stochastic
optimization model for HEMS formulated as a model predictive control algorithm
for cost minimization and peak-power reduction. The model includes plug-in hybrid
electric vehicles (HEVs) charging, thermal dynamics, temperature measurement,
and real-time pricing signals. The work in [30] describes an optimal and automatic
residential electricity consumption scheduling framework that aims to achieve a
trade-off between minimizing the payment and minimizing the waiting time for the
operation of each household appliance based on the needs declared by users. In
[31] Rahmani-andebili and Shen proposed a combination of LP with GA aiming to
reduce the electricity consumption costs of a smart home. Their approach separates
the discrete variables from the continuous variables by addressing the non-linearity
of the problemwith the GA (discrete) and boosting the search for the global optimum
with LP (continuous).

Some research is already at the pilot tests level. InteGrid European project [32]
developed and tested in different pilots a solution capable of storing the configuration
and comfort preferences of users to produce optimal schedules of appliances (legacy
and smart) for the next day. It is a highly customizable platform that incorporates
functionalities from other existing systems as well as innovative ones related to the
energy management purpose. The software modules were designed, implemented
and embedded into a Raspberry PI 3 computation core to produce a cost-effective
solution that is flexible and adaptable to different contexts.

An example of a possible scenario from a household operation is presented in
the following figures. In Fig. 7 a baseline scenario with up to 96 periods each day is
represented. Figure 8 considers the presence of dynamic tariffs to optimize household
consumption.

However, the main goal of the optimization problem implemented in this solu-
tion consists in minimizing the total daily cost considering not only dynamic price
tariffs, but also peak-power limit, deferrable applianceswith different duration, power

Fig. 7 Baseline scenario [33]
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Fig. 8 Optimized scenario [33]

consumption, and a number of activations, models, and external data for thermal
appliances, as well as technical limitations linked with the country’s regulation [33].

4.4 Flexibility Aggregation

A simplification of a flexibility model that a domestic building can provide to the
distribution system operator for the demand side is being used in the literature under
the concept of a virtual battery [34]. He Hao considers a smart residential commu-
nity, in which residents cede physical controls of their flexible loads to a commu-
nity manager, who is responsible for forecasting the aggregate baseline load of the
community and implement coordination and scheduling algorithms to manage the
power consumption of flexible loads to avoid peak demand charge while respecting
resource constraints. This framework is represented in Fig. 9.

Fig. 9 Schematic representation of the virtual battery coordination framework [34]
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An adaptation of thismodel was used in InteGrid project [35]. In aHomeManage-
ment Energy System, which on a daily basis optimize home devices, was imple-
mented a virtual battery model that provides flexibility for ancillary services. The
idea is to have a single virtual battery for eachHEMS,which is the result of the aggre-
gation of different individual virtual batteries, each one representing a flexible device
available in the home domain. The DSO contracts flexibility services form domestic
prosumers through the grid and market hub1. This flexibility is enabled by the home
energy management system (HEMS) and aggregated by a flexibility operator. Both
preventive and real-time operation are considered in this approach. Preventive define
a series of control actions to “reserve” flexibility and prevent technical problems. In
real-time the state of the grid is analyzed and if there are no significant deviations
from the preventive management scenario, the pre-booked flexibility is activated,
otherwise, the control is triggered to re-calculate the control actions necessary to
manage the voltage deviation.

One advantage of this concept is to have a normalized structure, from the point
of view of the system operator, that covers all the available flexible resources in the
buildings without the operator having to know the type and characteristics of those
resources.

To develop this perspective is considered that the charging of the battery occurs
when a device is turned ON and starts consuming energy from the grid and the
discharging when a device is turned OFF and stops consuming energy or is turned
ON and can absorb energy from the grid. The amount of energy available in each
HEMS is determined from a baseline (in this case, the optimized consumption profile
for the day ahead) and defined according to two distinct directions:

• Upward flexibility (positive values)—The HEMS can charge the virtual battery
by activating devices to consume energy—if State of Charge (SoC) is below the
maximum limit. The variation of the SoC will depend on the amount of energy
consumed by the device(s) activated.

• Downward flexibility (negative values)—The HEMS can discharge the virtual
battery by absorbing energy from the grid or to stop the charging by deactivating
devices—if SoC is above theminimum limit. The variation of the SoCwill depend
on the amount of energy absorbed by the device(s) activated or by the absence of
consumption of the device(s) when deactivated.

Three devices with flexible behavior are usually considered for the flexibility in
the home domain. Each one can be modelled as an individual battery, according to
its technical limits and characteristics.

• Electric Water Heater (EWH)

TheSoCof this device is determinedbasedon the temperature profile that results from
the schedule optimization. Considering that the maximum and minimum tempera-
tures allowed correspond to a SoC of 100 and 0%, respectively, it is possible to obtain
the SoC variation during the day using the max-min method for normalization. The

1 InteGrid project concept.
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setpoint temperature is used as the initial SoC and a safety gap is also considered
to avoid the thermostat to reach its limits. The value for the safety gap should be
proportional to the temperature variation of one activation. For each period, if the
EWH is OFF and the current SoC plus the safety gap is below 100%, the upward
flexibility is equal to the EWH rated power during the respective period—device
available to consume energy. If the EWH is ON and the current SoCminus the safety
gap is above 0%, the downward flexibility (negative value) is equal to the rated power
during that period—device available to stop consuming energy.

• Electric Vehicle (EV)

In the case of the EV, the virtual battery limits are equal to the real limits of the battery.
Therefore, the model requires the total battery capacity and SoC at the connection
time, to determine the amount of energy needed to charge the EV. It is also required to
have information about the connection and disconnection times, in order to determine
the time that the device will be available to provide flexibility. Since the energy
consumption of the EV varies during the charging, a maximum limit for charging
must be defined for each period according to the power cap of the building. Finally, for
each period during the connection time, if the EV charger is Off and the SoC its below
its maximum, the upward flexibility will be equal to the maximum power that the
EV can consume during that period. If the EV charger is On and there is sufficient
energy to charge the EV in the next periods, the downward flexibility (negative
value) in that period is equal to the current power consumption of the charging.
Apart from an On–Off control, the vehicle charging can be controlled—the smart
charging mode. For these cases, it is assumed that the EV does not have Vehicle-to-
Grid (V2G) technology. When the EV operates in the so called V2G mode, it can
inject power back into the grid, providing an extra degree of flexibility. From the
grid perspective, this is the most interesting way of using EV capabilities given that,
besides helping managing branches’ congestion levels and voltage related problems
in some problematic spots of the grid, EV have also the capability of providing peak
power in order to make the energy demand more uniform along the day. If the EV
in the V2G mode is managed at building or home level, it is said to operate under
the vehicle to home (V2H) mode. In this case the EV battery can be used to provide
extra positive and negative flexibilities at the building level and be used to control
the peak power absorbed from the grid under control.

• Photovoltaic Inverter

Although the PV inverter has the battery and the PV panels associated, the inverter
is not prepared to control these two elements separately. Therefore, in terms of
flexibility, the only control available for this device is the PV curtailment. The limits
for the SoC are the same as for the battery and the initial SoC is defined by the user.
A higher initial SoC means that the battery will be charged sooner and consequently
the energy injected into the grid by the PV inverter will increase. A higher amount
of energy being injected into the grid means a higher amount of power that can be
curtailed. Hence, the upward flexibility will be equal to the power being injected
into the grid in each period—equivalent to activate a load in terms of power flow.
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The downward flexibility was considered zero for now. However, if the PV power
were already curtailed, the downward flexibility would be equal to that amount of
PV power curtailed—that can be restored.

At the end, when all the devices are considered, the upwards and downwards
flexibilities are summed up. If the total power exceeds the power cap defined in the
HEMS, the flexibility of the devices is subtracted from the total amount in ascending
order, according to the power provided for each device in each period.

5 Conclusions

The shift from consumer to prosumer is no longer just an idea, it is already a concept
in motion. This scenario is becoming possible today with the convergence of energy
management systems, DER, intelligent communications platforms and new regula-
tory frameworks. Remunerative programs are already being launched to encourage
energy customers to adjust their consumption in response to pricing signals. This
response generates potential flexibility from the consumer perspective, becoming
the consumer itself an important player that has control of DERs, critical to helping
balance the grid.

To achieve this energy model is urgent to start unlocking additional sources to
fully utilize the global potential of demand-side flexibility.

The role of policy and regulation on DERs is crucial to allow and encourage
custumers to invest in DERs. Continuous innovation and technological advances can
make energy sources or communications infrastructures more efficient and econom-
ically viable over time. Information is also vital, energy management systems need
to help the prosumers to best understand how to correctly participate and make the
most of complex infrastructure and market.

This is an opportunity for energy stakeholders to create value from new flexibility
solutions in power markets, that promise financial, operational, environmental, and
societal benefits.
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Reliability Analysis of Active
Distribution Systems
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Abstract This chapter discusses aspects related to the reliability analysis of active
distribution systems. A general framework for the evaluation is provided, in which
aspects related to the causes of events, event modeling, and system state analysis
are highlighted, aiming at determining the effect of the response time of protective
equipment, of the inclusion of modern automation and control infrastructure, and
of the massive integration of distributed energy resources on the reliability of active
distribution systems. The proposed framework allows estimating service driven (e.g.
SAIFI, SAIDI), power quality driven (e.g. SARFI, SIARFI), and operational driven
(e.g. SCCEI, SCFI) indicators, supporting a comprehensive analysis of the benefits
associated with a large-scale integration of distributed energy resources supported
by a distributed/multi-agent control as well as advanced protective solutions.
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CAIDI Customer Average Interruption Duration Index
CAIFI Customer Average Interruption Frequency Index
CHP Combined Heat and Power
ENS Energy Not Supplied

MAIFI Momentary System Average Interruption Frequency Index
MAIFIe Momentary System Average Event Interruption Frequency Index
SAIDI System Average Interruption Duration Index
SAIFI System Average Interruption Frequency Index

SARFIx System Average RMS Variation Frequency Index
SCADA Supervisory Control and Data Acquisition
SCCEInx Short Circuit Current Expected Index
SCFInx Short Circuit Frequency Index
SCPInx Short Circuit Probability Index

SIARFIx System Instantaneous Average RMS Variation Frequency Index
SMARFIx System Momentary Average RMS Variation Frequency Index
STARFIx System Temporary Average RMS Variation Frequency Index

1 Introduction

With the proliferation of distributed energy resources and devices with enhanced
communication and control capabilities, distribution systems are gradually allowing
new key electricity services, including firm capacity and operating reserves, which
can be used as an alternative to conventional network investments, enabling a more
efficient operation of the network and a dynamic interaction with grid users [1]. This
novel concept of active distribution systems is supported by flexible and intelligent
distributed controlmechanisms, enabling the implementation of innovative operation
and control strategies [2], which can be exploited to increase the reliability of the
network.

Differently from passive distribution systems, an active network can include a
wide array of devices such as distributed generation, demand response, energy stor-
age, intelligent protection schemes, and centralized and/or decentralized control
strategies, which must be properly coordinated to support not only system but also
local operation of distributed resources. Therefore, a smarter distribution network
allows for several new possibilities, including wide area active control, adaptive
protection, network management devices, real-time network simulation, advanced
sensing and measurement, as a result of the distributed communication equipment
[2]. This context brings new challenges to the design of network upgrades, partic-
ularly those related with an important criteria, which is the reliability of different
alternatives and schemes.

The development of representative models for the behavior of the distributed
energy resources and associated uncertainties is extremely important to obtain an
accurate assessment of the reliability of active distribution system. Such models are
embedded into reliability assessment techniques, which are the means to quantify
the impact of the new devices and associated operation strategies usually through
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performance indicators. These indicators must embody a broad perspective, since
all aspects previously referred alter not only the continuity of supply, but also power
quality as whole. In this context, this chapter aims to present a framework for the
reliability analysis of active distribution systems, allowing a quantitative evaluation
of design alternatives, taking into account the aspects encapsulated within this new
paradigm for distribution networks.

Accordingly, the chapter is organized as follows. In Sect. 2, a brief discussion over
the state of the art is provided. A general framework for reliability analysis of active
distribution systems is proposed and discussed in Sect. 3, alongside with examples
of event transition modeling and performance indicators. In Sect. 4, simulation and
illustrative results are presented to highlight the application of the general framework
proposed for the reliability analysis of active distribution systems. Finally, in Sect. 5,
an overview and final remarks of the chapter are presented.

2 State of the Art Discussion

Over the past few years, several works have been conducted to incorporate the
novel paradigms related to active distribution systems such as, distributed generators,
islanded operation, load shedding, self-healing analysis, cyber system availability,
improved event and component modeling (e.g. adverse weather, dynamic stability,
short circuit) and others, in the reliability analysis of these systems. As an example,
the authors in [3] propose a method for evaluating the reliability of active distribu-
tion systems with multiple power sources usingMonte Carlo simulation. The authors
introduce the model of virtual power plant to represent microgrids with intermittent
sources in order tominimize the computational burden of theMonteCarlo simulation.
The authors of [4] propose a method to evaluate active distribution systems consid-
ering permanent and transitory failures. The model developed integrates short-term
events, also with voltage sags and momentary interruptions, taking into account the
duration of such events. A graph theory-based search algorithm is used to recognize
the operation of protective devices and the presence of alternative supply.

An adequacy and security evaluation using a sequential Monte Carlo simulation
for active distribution system is presented in [5]. A combined discrete-continuous
simulation model approach is devised to verify the feasibility of islanded opera-
tion, using steady-state and dynamic analysis for assessing frequency and voltage
stability of distributed generators. Similarly, a non-sequential Monte Carlo method
is used in [6] to determine stable points of operation for distribution systems with
distributed generation considering islanded operation. The stable island operation
is represented by a complete model of synchronous machines for their voltage and
speed regulators. The authors use classical and survival indices to evaluate distribu-
tion system reliability. In [7], a long-term impact assessment algorithm is presented
to evaluate advanced under-frequency load shedding schemes on distribution sys-
tems with intentional islanding of distributed generation. The proposed approach is
implemented using a sequential Monte Carlo simulation and a polynomial neural
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network to indicate when and how load shedding strategies can be used to support
islanded operation.

In [8], a reliability analysis is carried out considering the integration of photo-
voltaic modules in distribution systems. The model considers not only radiation but
also the degradation of the modules with time. Five new indices are proposed to
quantify the benefits of islanded operation supported by photovoltaic modules. A
reliability study of active distribution system with a mobile energy storage system is
carried out in [9]. The analysis proposed uses an hybrid method based on analytical
and Monte Carlo simulation techniques alongside with a bootstrapping to speed up
the simulations. The authors emphasise that the mobile energy storage can supply a
great portion of the load in islanded operation, improving the overall reliability of
the distribution system.

In [10], an approach based on an event-tree methodology is presented to quantify
the reliability of a specific automated distribution system, designated as the “low
interruption system automated scheme”. The assessments are carried out using an
analytical approach considering grid elements and automated equipment failure.
In [11], the authors propose an analytical approach for the reliability analysis of
distribution systems considering smart monitoring devices. In this approach, these
devices are used to monitor the health condition of on-load-tap-changers windings
conservator tank, accessories, terminal status, along with failures due to adverse
weather in lines and in protection equipment.

The authors in [12] propose a method to model lightning induced faults in distri-
bution system reliability. In this work, direct strikes and induction faults are consid-
ered. A combined Monte Carlo and a analytical method are used to test the proposed
method considering permanent and transitory failures. The effect of adverse weather
in the distribution system reliability is analyzed in [13]. This work also considers the
impact on the equipment lifetime due to weather, which, in turn, can affect preven-
tive maintenance strategies. The work emphasises that weather induced degradation
allows for a more adequate representation of the overall system behavior and must
be taken into account in its reliability analysis.

In [14] is proposed a sensitivity approach for the reliability analysis of distribution
systems using a fault incidence matrix. Apart from the failure and repair rates of
feeders, a sensitivity analysis for new equipment installation is also proposed in
order to improve customer related indices. An analysis of distribution transformer
reliability due to the energy produced by rooftop photovoltaic modules is studied in
[15]. A Monte Carlo simulation technique is used to represent scenarios in which
the lifetime of transformers is degraded due to the reverse power flows, showing that
the system reliability can be negatively affected using distributed generation without
proper planning decisions.

In [16], a model focused on the evaluation of the cyber link with the distribu-
tion system is developed considering dynamic routing, delay, and communication
errors. This model is used to determine whether a link is able to effectively transmit
control messages. This work also presents an hybrid analytical and Monte Carlo
simulation method to quantify the impact of cyber faults on the reliability of active
distribution systems. The interdependence between the communication infrastruc-
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ture and the physical system in reliability studies is shown in [17]. The authors claim
that the decision support systems based on the availability of phasor measurement
units communication links can facilitate the propagation of cyber failures into the
physical system, affecting the performance in terms of energy delivery. In [18], a
pseudo-sequential Monte Carlo simulation is used to investigate the reliability of
active distribution systems considering communication networks. In this approach,
the authors consider failures in the data transmission and communication elements
in the evaluation of the physical system. Results with different communication avail-
ability levels are carried out to show the interdependence between the physical and
the cyber communication levels of active distribution systems.

3 General Framework for Reliability Analysis of Active
Distribution Systems

The term reliability has a broad meaning and usage in different engineering fields.
Concerning distribution systems, this term is commonly refereed to as the overall
ability of the system to perform its function, which is to continuously supply its
costumers at a satisfactory quality level [19]. Most of the techniques available for
the reliability analysis of distribution system are focused on its adequacy, which, in
general, covers only the continuity of supply problem (availability). Nonetheless, the
changes induced by the active distribution systems concept require suitable models
and performance indicators due but not limited to the large variety of operational
impacts produced by distributed energy resources, control philosophies, protective
schemes, communication strategies, agent behaviors, and market structures.

The brief discussion over the state of the art has shown considerable research
work on the reliability analysis of active distribution systems. These works have
in common a similar goal: to provide an accurate representation of the phenom-
ena of interest such that the results obtained are closer to the real system behavior,
instrumentalizing decision makers with performance indicators which can be easily
understood and used. Researchers have proposed different approaches and models,
though only for one or few phenomena impacting active distribution systems relia-
bility. Such individual models are addressed in eachwork according to specific goals,
due to the complexity and computation burden inherent to the assessment. As such,
a general analysis of an active distribution system in all of its perspectives is almost
impractical due to the variety and complexity of models required for accurate sys-
tem representation and simulation, rendering the great majority of reliability studies
focused on a specific phenomenon of interest in academic or industrial fields.

Despite such limitations, a general framework for reliability analysis can still be
abstracted. This framework should be sufficiently flexible to enable the simulation of
events of interest, allowing an accurate assessment of its consequences and related
operational actions, which, in turn, will impact active distribution system perfor-
mance. A tentative general framework for reliability analysis is illustrated in Fig. 1,
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emphasizing the aspects that can be modelled and impact the reliability of active
distribution systems. The framework is structured on the idea that a designer must
identify the phenomena of interest and/or the sort of active solution/behaviors are
envisioned to be assessed. Then, a set of system states must be established along-
side the causes of events triggering state transitions and their corresponding conse-
quences/related to the operational actions to be analysed. Finally, suitable perfor-
mance indicators must be designed to capture the impact of the phenomena or active
solution/behavior in the overall system reliability. Discrete-event stochastic models,
discrete-event deterministic models and discrete-time deterministic models [20] are
examples of evaluation techniques that can be used to represent state transitions,
whilst a large variety of analysis tools can be applied to state evaluation. The act of
designing an approach towards verifying the impact of a phenomena or active solu-
tion/behavior of interest on the reliability of an active distribution system is directly
related to choosing adequate event transition models and analysis tools, weighting
issues related to implementation feasibility and expected computational burden.

As an example, Fig. 1 illustrates a transition event related to the failure/repair
cycle of components. A two-state Markov model can be utilized to represent the
causes of transitions between the failure and the operation states of the components.
Other sorts of models, such as the multi-state Markov model, can be utilized in more
complex representations of the availability of installations and/or components. In
the case of active distribution systems, a transition event can be due to, for example,
faults (short circuits), miss operation of protections, maintenance actions and cyber
failures. Faults are the most common cause of failures in distribution systems [21]
and themost modelled in the literature. In fact, accurate modeling of the failure cause
has a great impact on reliability evaluations for cases in which seasonal variations of
weather have a direct impact on the equipment (e.g. hurricanes and snow on overhead
lines) and also in regionswith a dense vegetation and animals.Differentmodels canbe
used to represent the availability and operation of equipment such as a recloser, which
can deploy a series of attempts to extinguish a fault by opening and closing circuits,
thus being decisive for fast recovery of supply in case of transitory failures. The same
reasoning applies to any network device, including relays/sensors, controllers and
communication equipment, in which each event can trigger or schedule other events.

Discrete events based on deterministic models are also emphasized in Fig. 1.
These models have been applied to represent the behavior throughout the year of
different customer types (e.g. urban, rural, industrial) aswell as generation production
profiles, usually connected to a resource representation in case of photovoltaic, wind
generation, and hydro units. Market-related issues can be also be modelled as a
discrete event, in which each agent of the grid might have an autonomous decision
of how to behave depending on the market structure. Line and transformer capacity
variations connected to a weather representation or sensing device operation states
can influence the performance and trigger/schedule further events. Continuous-time
models can be also utilized to represent events related to system dynamics (e.g. to
evaluate islandings) or transients (e.g. to evaluate power quality issues).

Each of the state transition causes has direct and indirect consequences that can
be followed by operational actions. These consequences and actions are evaluated
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Discrete-Event
Stochastic model

Discrete-Event
Deterministic model

Discrete-Time
Deterministic model

transition event (determined)

transition event (determined)

Examples of consequences
and operation actions

• Loss of main supply:
 ◦ Customers failures;
 ◦ Island operation;
 ◦ Reconfiguration.
• Alternative supply disconnection:
 ◦ Frequency variation;
 ◦ Voltage violation.
• Maintenance politice:
 ◦ Better call centers;
 ◦ Smart fault indicators.
• Power quality problems:
 ◦ Sags and swells;
 ◦ Harmonics and interharmonics;
 ◦ Frequency variation;
 ◦ Flickers.

Examples of causes
of transition

• Failure:
 ◦ Animals;
 ◦ Weather;
 ◦ Vegetation;
 ◦ Vehicle accident;
 ◦ Equipment degradation;
 ◦ Mischief;
 ◦ Overload;
 ◦ Human failure.
• Miss operation:
 ◦ Protection failure;
 ◦ Miss coordination;
 ◦ Miss data processing.
• Maintenance:
 ◦ Schedule;
 ◦ Non schedule.
• Cyber failure:
 ◦ Communication failure;
 ◦ Wrong processing message.
• Load variation:
 ◦ Urban, rural and industrial;
 ◦ Electrical vehicle.
• Generation variation:
 ◦ Wind speed;
 ◦ Solar irradiation.
• Smart metering:
 ◦ Line ampacity;
 ◦ Transformer capacity.
• Market price changes.

transition event (sampled)

= F(x)dx
dt

Fig. 1 General framework

through dedicated tools to feed test functions with instances, whose expectations or
other statistical figures are utilized to obtain performance indicators. The operation
of protection equipment, for instance, can disconnect a certain amount of customers
from the network. If an inadequate protection coordination scheme is used, thenmore
customers than required might be disconnected. However, if adequate distribution
management systems are deployed, then a series of opening/closing actions can be
devised (automatically or manually) to reconnect as much customers as possible
until the failed equipment is repaired and/or replaced. Centralized and decentral-
ized control schemes can be incorporated into the system representation to model
actions based on Supervisory Control and Data Acquisition (SCADA) system and
new decentralized approaches, such as those based on multi-agent solutions. If dis-
tributed generators are capable of supplying the disconnected load, then the technical
feasibility of islanded operationmay be evaluated through dynamic analysis to verify
if there is enough voltage and/or frequency support, whilst exploiting generation/load
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shedding methodologies to disconnect as few customers as possible. During the fault
period, models for corrective maintenance policies can be implemented to accurately
represent crew work. The effects of intelligent sensing equipment, such as smart
fault indicators, can be also verified. The use of smart metering can be represented
to analyse power quality in real-time supporting preventive maintenance decisions
to minimize customer interruption times.

Modeling such a wide range of aspects usually does not allow to compute per-
formance indicators analytically. Accordingly, researchers have applied the Monte
Carlomethod and their variants to estimate performance indicators through sampling
of states or state transitions. The Monte Carlo simulation technique can be classified
in non-sequential, pseudo-sequential and sequential approaches, in which the latter
is considered the most flexible one and it is the focus of this chapter. The sequential
Monte Carlo simulation method relies on sampling state residence times, allowing to
incorporate all aspects highlighted in Fig. 1. However, combined discrete-continuous
simulation approaches [5, 7] are still rare in the literature of distribution system reli-
ability analysis. A test function of a performance indice is modeled in the sequential
Monte Carlo simulation as a random variable G, with an expectation estimated as
follows:

E[G] = 1

N

N∑

y=1

G(y) (1)

in which G(y) is the value of the test function in year y, and N is the total number
of years sampled.

The coefficient of variation β of the estimate of the performance indice can be
computed as [22]

β =
√
V [G]/N
E[G] (2)

in which

V [G] = 1

N

N∑

y=1

(E[G] − G(y))2 (3)

The coefficient of variation is the main variable utilized to assert the convergence of
the sequential Monte Carlo simulation.

3.1 Example of Event Transition Modeling

State transitions canbe represented using a variety ofmodels, as previously discussed.
In active distribution systems, the variability of distributed energy resources, such
as those related to energy sources, is of utmost importance to accurately estimate
the value of the performance indice. Usually, the variability related to sources, such
as wind, solar and small hydro generating units, is at least represented by means of
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State 1
Failure State

λ

μ

State 0
Operation State

(a) Two-state Markov

State 2
Transitory Failure

λ1

μ1

State 0
Operation State

State 1
Permanent Failure

λ2

μ2

(b) Three-state Markov

Fig. 2 Markov model representation

capacity time-dependent models, in which the maximum power capacity associated
to states is multiplied by a time-dependent value taken from hourly wind, irradiance
and water inflow series, respectively. Studies on the correlation among the resources
of power generation can be performed in order to optimize the utilization of the
primary resources and to provide further accuracy into themodels. Regarding system
demand, it can be modeled using deterministic levels for each point of consumption
or a chronological representation that contains a load level for each hour of the year
(8760 values). A function with improved resolution or a Markov model can also be
used, depending on the application. Short- and long-term forecast uncertainties may
be associated with the capacity series of generating units and customer loads.

Generally, the availability of installations and equipment in reliability analyses
is at least modeled using a cycle of two recurrent states: the failure state and the
operation state. In a sequential Monte Carlo simulation procedure, the component
failure and repair cycles are typically represented using the two-state Markov model
[23], as illustrated in Fig. 2a. The residence time in the operation (up) and failure
(down) states are sampled using an exponential distribution function [24], with the
corresponding failure and repair rates, as follows:

T up = −1

λ
lnU T dw = − 1

μ
lnU (4)

in which T up and T dw are, respectively, the residence times in the operation and
failure state, μ and λ are the repair and failure rate, respectively, and U is an uni-
formly distributed random number sampled within [0, 1]. The sequential Monte
Carlo simulation method relies on (4) to sample states, reproducing the availability
of the system components sequentially. This representation inherently assumes that
a failure occurs after T up is elapsed, causing the component to transit to the failure
state, and vice-versa.

Notice that the application of the two-state Markov model collapses all aspects
shown in the left-hand side of Fig. 1 in a simple model, depending only on two con-
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stant parameters per component: λ andμ. Thismight be seen as an oversimplification
of the problem, but the approach is easily justifiable by the past unavailability data
recorded by utilities. On the other hand, active distribution systems are envisioned to
deliver large quantities of data for analysts, allowing the application of more accurate
probability distributions.

As a simple example regarding the inclusion of additional features into the mod-
eling process, let us consider the application of the three-state Markov model for a
system element, as illustrated in Fig. 2b, with states defined as:

• State 0: it operates adequately;
• State 1: it does not operate adequately (sustained or permanent failure);
• State 2: it does not operate adequately (transitory failure).

By definition, the state transition parameters can be estimated as

λ1 = NFP

T0
λ2 = NFT

T0
μ1 = N RP

T1
μ2 = N RT

T2
(5)

in which λ1 and λ2 are the permanent and transitory failure rates, respectively, NFP

and NFT are the number of permanent and transitory failures, respectively, T0 is
the total time in the operation state, μ1 and μ2 are the permanent and transitory
repair rates, N RP and N RT are the number of repairs after permanent and transitory
failures, respectively, and T1 and T2 are the total time that the element has spent in
the permanent and transitory failure states, respectively.

Now, let P0(t), P1(t) and P2(t) be the probability of a system element to be in
state 0, 1 and 2, at time t , respectively. Let also dt be a time interval short enough
such that the probability of occurrence of more than one failure event during dt is
negligible. The state probabilities can be expressed as

P0(t + dt) = P0(t)(1 − λ1dt − λ2dt) + P1(t)μ1dt + P2(t)μ2dt (6)

P1(t + dt) = P0(t)λ1dt + P1(t)(1 − μ1dt) (7)

P2(t + dt) = P0(t)λ2dt + P2(t)(1 − μ2dt) (8)

and, for dt → 0, we have

P ′
0(t) = −(λ1 + λ2)P0(t) + μ1P1(t) + μ2P2(t) (9)

P ′
1(t) = λ1P0(t) − μ1P1(t) (10)

P ′
2(t) = λ2P0(t) − μ2P2(t) (11)

The steady-state or limiting probabilities P0, P1 and P2 can be evaluated by setting
(9)–(11) to zero, as
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Table 1 Data for the proposed three-state Markov example

State probability Analytical approach Monte Carlo approach Difference (%)

P0 9.999429e−1 9.999429e−1 0.000

P1 5.707437e−5 5.705354e−5 0.036

P2 1.521983e−8 1.522705e−8 0.047

0 = −(λ1 + λ2)P0 + μ1P1 + μ2P2 (12)

0 = λ1P0 − μ1P1 (13)

0 = λ2P0 − μ2P2 (14)

Since (12)–(14) is an underdetermined linear system, one of the equations may
be replaced by the sum of the state probabilities, resulting in the set of equations

0 = −(λ1 + λ2)P0 + μ1P1 + μ2P2 (15)

0 = λ1P0 − μ1P1 (16)

1 = P0 + P1 + P2 (17)

This set of algebraic equations can be solved to obtain closed expressions for
P0, P1 and P2 as functions of state transition parameters. On the other hand, from a
simulation point of view, the residence times in states 0, 1, 2 can be sampled using
exponential distributions, as

T up
0 = −1

λ
lnU T dw

1 = − 1

μ1
lnU T dw

2 = − 1

μ2
lnU (18)

in which λ is the sum of permanent and the transitory failure rates, and T dw
2 and T dw

1
are the residence times in the transitory and permanent failure states, respectively.
Hence, state probabilities can be withdrawn from a sequential Monte Carlo simula-
tion, in which each transition towards a failure state can be followed by a sampling
procedure to verify if the next state will be a transitory or a permanent failure.

To illustrate the applicability of the modeling process, let us take as example the
simulation of a single system element where λ1, λ2, 1/μ1 and 1/μ2 are equal to 0.1,
0.4 occ/year, 5.0h and 1.2 s respectively. For this example, the sequential Monte
Carlo simulation is utilized to sample state transitions using (18) and to estimate
state probabilities using 100 million sampled years. Table1 shows the probabilities
estimated from the analytical technique, by solving (15)–(17), and from the Monte
Carlo simulation. Both approaches provide equivalent results for all three states.

Notice that the exercise above highlights the simulation of a system element tak-
ing into account the separation of a failure state into permanent and transitory states.
Due to the inherent nature of the event, the transitory state itself has negligible prob-
ability, as shown in Table1. Nevertheless, one can establish performance indicators
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directly related to the transitory failure events by allowing these states to be explicitly
represented within a Monte Carlo simulation. For instance, the impact of different
settings and/or placements of protective equipment, such as a smart recloser with
or without advanced control capabilities, on the performance of an active distribu-
tion system can be accurately simulated and evaluated. In such cases, system states
must be evaluated using steady-state, dynamic and transient analysis, alongside with
the availability of the communication infrastructure to assist fault isolation and sys-
tem reconfiguration. Such analyzes allow estimating performance indices related
not only to plain customer interruptions but also, for instance, short-duration voltage
dynamics.

The three-state Markov model application illustrates the large variety of possibil-
ities that can be found if more accurate event models are envisioned. Furthermore,
it highlights that the modeling complexities and the consequences of the operational
actions caused by such events can be included in the assessments, possibly requiring
complex analysis tools depending on the phenomena and/or behaviors of interest.

3.2 Performance Indices

The performance of active distribution systems can be quantified through indicators,
which aim to provide measures of the expected ability of a system to adequately
supply its customers. The impact measured by the performance indices is utilized
to verify if the aspects related to the inclusion of new equipment within the existing
infrastructure, to dynamic phenomena and/or to other active behaviors is advanta-
geous or disadvantageous to the overall performance of the system. In spite of the
aspect under assessment, its corresponding transient and/or dynamic effect is prone
to affect power quality. In this context, different categories of electromagnetic signa-
tures have been proposed in the literature to provide requirements for characterizing
the disturbances through measurements, as [25]:

• Transients: impulsive and oscillatory;
• Short-duration root-mean-square variations: instantaneous, momentary and tem-
porary;

• Long duration root-mean-square variations: interruption, undervoltages, overvolt-
ages and current overload;

• Imbalance: voltage and current;
• Waveform distortion: DC offset, harmonics, interharmonics, notching and noise;
• Voltage fluctuations;
• Power frequency variations.

Particularly, voltage variations can be classified according to Table2, which defines
the magnitude and duration of voltage disturbances [25].

The effects related or not to electromagnetic signatures can be accounted for via
test functions and estimated in terms of performance indices. These include quanti-
tative indicators aiming to measure the impact of the consequences and operational
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Table 2 Categories and typical characteristics of voltage deviations

Categories Duration (c, s or min)∗ Voltage magnitude (pu)

Short-duration RMS variations

(a) Instantaneous

Sag 0.5–30 c 0.1–0.9 pu

Swell 0.5–30 c 1.1–1.8 pu

(b) Momentary

Interruption 0.5 c–3s <0.1 pu

Sag 30 c–3s 0.1–0.9 pu

Swell 30 c–3s 1.1–1.4 pu

(c) Temporary

Interruption >3s–1min <0.1 pu

Sag >3s–1min 0.1–0.9 pu

Swell > 3s–1min 1.1–1.2 pu

Long duration RMS variations

Interruption (sustained) >1min 0.0 pu

Undervoltage >1min 0.8–0.9 pu

Overvoltage >1min 1.1–1.2 pu
∗c—cycles, s—seconds and min—minutes

actions exemplified in Fig. 1. Examples of performance indices utilized in the liter-
ature are discussed in the following sections.

3.2.1 Adequacy Indicators

The reliability analysis of distribution systems is classically focused on the frequency
and duration of interruptions. The corresponding indices take into account the num-
ber of customers and load affected during an outage, such as the well known indices
SAIFI, SAIDI, CAIFI and CAIDI. The corresponding test functions used for these
indices are presented bellow.

System Average Interruption Frequency Index (SAIFI): indicates how often the
average customer experiences a sustained interruption over a year (occ/year).

GSAI F I (y) = number of customer interruptions in year y

number of customers
(19)

System Average Interruption Duration Index (SAIDI): represents the total inter-
ruption duration for an average customer during a year (h/year).

GSAI DI (y) = customer interruption duration in year y

number of customers
(20)
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Customer Average Interruption Frequency Index (CAIFI): represents the aver-
age frequency of sustained interruptions for the customers experiencing sustained
interruptions during a year (occ/year).

GCAI F I (y) = number of customer interruptions in year y

number of distinct customers interrupted in year y
(21)

Customer Average Interruption Duration Index (CAIDI): represents the average
time required to restore the service (h/occ).

GCAI DI (y) = customer interruption duration in year y

number of customer interruptions in year y
(22)

Customer Total Average Interruption Duration Index (CTAIDI): indicates the
total duration of interruption in a year that average customers who experienced an
interruption were without power (h/year).

GCT AI DI (y) = customers interruption duration in year y

number of distinct customers interrupted in year y
(23)

Average System Availability Index (ASAI): represents the probability or the frac-
tion of time that a customer has received power during a year (pu or %).

GASAI (y) = customer hours service availability in year y

customers hours service demand (8760 h)
(24)

Average System Unavailability Index (ASUI): represents the probability or the
fraction of time that a customer has not received power during a year (pu or %).

GASU I (y) = customer hours service unavailability in year y

customers hours service demand (8760h)
(25)

Energy Not Supplied (ENS): describes the energy not supplied during a year
(kWh/year).

GENS(y) = total energy not supplied in year y (26)

Average Energy Not Supplied (AENS): represents the energy not supplied to an
average customer during a year (kWh/cust.year).

GAENS(y) = total energy not supplied in year y

number of customers
(27)

While most of the indicators are related to assessing customer interruptions, indi-
cators for the load supplied can also be used [21]. These indicators might aid the
decision making process within utilities since large loads can affect the utility rev-
enues [19]. The load-based indicators are shown as follows.
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Table 3 Interruption classification according to different norms

Norm Terminology Definition

IEEE 1159—recommended practice for monitoring
Electric Power Quality (2009)

Sustained interruption >1min

Momentary interruption 0.5c–3s

Temporary interruption 3s–1min

IEEE 1250—guide to identifying and improving
voltage quality in power system (2011)

Sustained interruption >1min

Momentary interruption 0.5c–3s

Temporary interruption 3s - 1min

EN 50160—voltage characteristics of electric supplied
by public distribution network (2007)

Short interruption <3min

Long interruption >3min

IEEE 1366 – Guide for Electrical Power Reliability
Indices (2012)

Momentary interruption <5min

Sustained interruption >5min

PRODIST Module 8 – Brazilian Electrical Energy
Distribution Procedures at the National Electrical
System (2020)

Momentary interruption < 3s

Temporary interruption 3s–3min

Sustained interruption >3min

Average System Interruption Frequency Index (ASIFI): based on load rather
than customers affected. It indicates how often a load is interrupted during a year
(occ/year).

GASI F I (y) = total connected kVA of load interrupted in year y

total connected kVA served
(28)

Average System Interruption Duration Index (ASIDI): based on load rather than
customers affected. It represents the total interruption duration for a load during a
year (h/year).

GASI DI (y) = connected kVA duration of load interrupted in year y

total connected kVA served
(29)

Notice that sustained interruption/load frequency andduration indices canbe straight-
forwardly used in the assessment of active distribution systems, for instance, in
the evaluation of islanded/load shedding strategies, reconfiguration/recomposition
schemes and maintenance policies. In addition to these indices, momentary inter-
ruptions can be also taken into account. For this case, different standards specify
different times to separate the concepts of sustained and momentary failures, as
shown in Table3 [25–29]. Examples of test functions for momentary interruption
indices are shown in the followings:
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Momentary Average Interruption Frequency Index (MAIFI): represents the
mean number of momentary interruptions that a customer experiences during a year
(occ/year).

GMAI F I (y) = number of cust. momentary interruptions in year y

number of customers
(30)

Momentary Average Interruption Event Frequency Index (MAIFIe): represents
the mean number of momentary interruption events that a customer experiences
during a year (occ/year).

GMAI F Ie(y) = number of cust. momentary interruption events in year y

number of customers
(31)

Momentary interruptions in points of common coupling must be evaluated to
assure proper behavior of different protective schemes. Other indices for the assess-
ment of momentary and sustained interruptions are presented in [19, 29].

3.2.2 Power Quality Indicators

Due to the increased dynamism envisioned for active distribution systems alongside
with the integration distributed energy resources and smart devices, all electromag-
netic phenomena and its impact on power quality can be a source of concern. Par-
ticularly, the widespread of installations sensitive to short-duration interruptions or
short-duration voltage variations have increased the interest in the indices related to
this sort of disturbances. As example, four test functions to the evaluation of sag/swell
events are presented herein [30].
System Average RMS Variation Frequency Index (SARFIx ): represents the mean
number of RMS voltage variation events that occurs during a determinate period of
time for a customer, with a voltage magnitude below x% for sags or above x% for
swells (occ/year).

GSARF Ix (y) = number of cust. sags/swells bellow/above x% in year y

number of customers
(32)

System InstantaneousAverageRMSVariation Frequency Index (SIARFIx ): rep-
resents the mean number of RMS voltage variation events with magnitude bellow
x% for sags and above x% for swells where the duration is between 0.5 cycles and
30 cycles (0.008–0.5 s 60Hz) (occ/year).

GSI ARF Ix (y) = n◦ of inst. cust. sags/swells bellow/above x% in year y

number of customers
(33)

SystemMomentary Average RMS Variation Frequency Index (SMARFIx ): rep-
resents the mean number of RMS voltage variation events with magnitude bellow
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x% for sags and above x% for swells where the duration is between 30 cycles and
3s (occ/year).

GSMARF Ix (y) = n◦ of mom. cust. sags/swells bellow/above x% in year y

number of customers
(34)

System Temporary Average RMSVariation Frequency Index (STARFIx ): repre-
sents the mean number of RMS voltage variation events with magnitude bellow x%
for sags and above x% for swells where the duration is between 3seconds and 1min
(occ/year).

GST ARF Ix (y) = n◦ of temp. cust. sags/swells bellow/above x% in year y

number of customers
(35)

Usually, SARFIx indices are used to estimate short-duration voltage variations,
which indicate the frequency of voltage variations below or above the nominal level
experienced by costumer x% [30, 31]. SARFI indices can be also accounted for
according to the equipment compatibility curve. In [32], examples are presented
and discussed for SARFI indices based on compatibility curves of the Computer
Business Equipment Manufacturers Association (CBEMA), the Information Tech-
nology Industry Council (ITIC) and the Semiconductor Equipment and Materials
International Group (SEMI).

Other definitions and indices for voltage sags can be found in [32]. As for the
adequacy of distribution systems, different indices for power quality can be built to
analyse different sorts of events [33].

3.2.3 Operational Indicators

Recently, there has been a increasing interest on assessing specific characteristics of
active distribution system, such as islanded operation, distributed generation auton-
omy, energy costs, short circuit limits, and communication availability. Hence, addi-
tional indicators can be designed to highlight unique aspects important for utilities.
As example, three test functions associated to short circuit events are presented as
follows [34].
Short Circuit Current Expected Index (SCCEInx ): indicates the expected value
of fault current amplitude through a given protective device n. The subscript x can
be single-line-to-ground, double-line-to-ground, line-to-line, three-phase or three-
phase-to-ground (A/occ).

GSCCE I nx (y) = sum of short circuit current amplitudes in year y

number of events of a short circuit of type x
(36)

Short Circuit Frequency Index (SCFInx ): indicates the annual frequency of occur-
rence of short circuit type x that triggers protective device n (occ/year).
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GSCF I nx (y) = number of short circuit events of type x in year y

number of simulated years
(37)

The frequency of each short circuit type may vary depending on the network
topology of the distribution company.
ShortCircuitProbability Index (SCPInx ): represents the probability of a short circuit
current to cause the action of protective device n (pu or %).

GSCP I nx (y) = number of short circuit events of type x in year y

number of short circuit events
(38)

Notice that short circuit indices and their corresponding probability distributions
can be used to help calibrating protective devices and to support maintenance deci-
sions. Indices related to distributed generator outputs and islanded operation can be
found in [8] and [35]. Also, in [35], economic related indices for distributed genera-
tion are proposed. In cyber physical distribution systems, the advanced information
and control capabilities enabled by cyber systems can improve system operation,
while, at the same time, increasing the risk of potential failures related with sys-
tem control (delays, errors) and with the physical security of cyber systems and
environmental safety. In order to evaluate the impact of a cyber failure (server, intel-
ligent electronic devices, fiber optic links, switches) on the control capabilities of
distributed generators, indices are proposed in [36].

4 Simulation and Illustrative Results

As discussed in Sect. 3, a complete analysis of an active distribution system is almost
impractical due to the variety and complexity of models required to system repre-
sentation and analysis. Nevertheless, applications devoted to specific phenomena of
interest can be instanced from the general framework. In this sense, two applications
are presented in this section. The first one is focused on an impact assessment of the
distributed generation islanded operation with decentralized outage management.
The second example is focused on the impact of protective equipment operation on
the active distribution system reliability and short-duration voltage variations. The
test systems and outcomes of the two illustrative applications are shown in the next
subsections.

4.1 Impact of Distributed Generation Islanded Operation and
Decentralized Outage Management

This section shows an illustrative example of the application of the framework pre-
sented in Sect. 3 by simulating and assessing the distributed generation islanded
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Fig. 3 CAX1-105 distribution feeder

operation with decentralized outage management on the expected reliability of a
real distribution feeder from the South of Brazil, named CAX1-105 and exhibited in
Fig. 3. The system is thoroughly described in [7] and covers awide area of 166.33km2

providing electricity for 9780 customers (7895 customers in an urban, small, reli-
able, and well-serviced area; and 1865 customers in a rural, large, less reliable and
ill-served area) with a peak load of 5.36 + j1.84 MVA and a Combined Heat and
Power (CHP) unit of 1.2 MVA with islanded operation capabilities integrated in the
rural area. Different active management approaches are assessed, as follows.

• Case A: islanded operation and decentralized outagemanagement are not allowed;
• Case B: islanded operation is permitted, while decentralized outage management
is not allowed;

• Case C: islanded operation is permitted, while decentralized outage management
is not allowed. Furthermore, an electric vehicle charging stationwith droop control
capabilities is considered in the rural area;

• Case D: Besides all features of Case C, a loading shedding scheme is used to
support islanding processes, as in [7];

• Case E: all features of case D are considered, but a decentralized outage man-
agement system is used to support restoration of non-faulted zones through an
alternative supply connection.

Amulti-agent system is used tomodel the decentralized outagemanagement solu-
tion. The system is coordinated by 6 agents, responsible for managing each network
block, as indicated in Fig. 3. A CArtAgO framework is utilized to integrate the agent
behavior into a Monte Carlo simulation. The block agent approach is described and
discussed in [37]. In total, 650years are sampled resulting in coefficients of varia-
tion less than 3% for all the chosen performance indices. The reliability results (i.e.
performance indicators) for the cases are presented in Table 4.

The results of casesA andB show that the islanded operation procedures improved
the performance of the systemby increasing the availability of supply to the rural area.
The system average interruption frequency has been improved on 184 occurrences
over the 650years of operation sampled for case B in comparisonwith case A.Within
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Table 4 Adequacy indices for CAX1-105 distribution feeder

Indice Cases

A B C D E

SAIFI (occ/year) 1.3852 1.3218 1.3112 1.2108 1.2108

SAIDI (h/year) 1.9003 1.8517 1.8442 1.7995 1.0938

CAIDI (h/occ) 1.3767 1.4009 1.4065 1.4861 0.9034

ASAI (pu) 0.9997 0.9998 0.9998 0.9998 0.9999

ENS (MWh/year) 9.0991 8.8576 8.8161 8.7308 5.6977

AENS (MWh/year.cust) 0.0009 0.0009 0.0009 0.0009 0.0006

Fig. 4 Probability
distribution of the time
instant of the minimum
islanding frequency
of case B.

these state evaluations, 664 islandings have been attempted fromwhich 31.63% have
been successful and 68.37% have been unsuccessful.

Information related to the conditions of islanding operation are illustrated in Fig. 4,
in which the under/over frequency relays have been disabled. The probability of the
minimum frequency time instant after islanding is shown in Fig. 4, revealing that the
minimum frequency has roughly a 95% of probability to occur between 0 and 10s
after islanding.

For case C, in which droop control strategies have been included into the electrical
vehicle charging station, there are more successful islandings due to a smoother
frequency behavior. The analysis of the results of case C indicates that the electrical
vehicle droop control has been indeed able to aid the islanding process, leading to
improvements on the system average interruption frequency, duration, and energy
not supplied. In fact, among the 664 islanding attempts, 37.05% have been successful
and 62.95% have been unsuccessful, which represents an increase of 36 islanding
successful operations in comparison with case B.

For case D, a load shedding strategy is implemented using a neural network
described in [7]. The outcomes show that the successful rate of islanding attempts
can be considerably improved. In fact, 88.55%have been successful and only 11.45%
have been unsuccessful, thereby representing an increase of 51.50% in the successful
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Fig. 5 Impact of load
shedding strategies (case D)
on the SAIFI of case C

Fig. 6 Impact of load
shedding strategies (case D)
on the SAIDI of case C

rate of block islandings in comparison with case C. It is possible to observe that the
advanced load shedding strategies have considerably reduced the system average
interruption frequency as shown in Fig. 5. It is important to highlight that there are
positive values in the estimated probability distributions of the SAIDI and ENS
indicators due to the adoption of a load shedding, which have slightly increased
the customer interruption duration and the energy not supplied in some the years
sampled, as shown in Fig. 6 for SAIDI indice. In fact, the strategy deployed induced
unnecessary and conservative load sheddings looking forward to achieve successful
islandings with a security margin. This is not noticeable in the estimated probability
distribution of SAIFI since its impact is at most 0.001738 (17/9780) occurrences per
year.

For case (case E), outage management control is also considered, in this case to
increase the reliability of the rural areawith an alternative supply. It has been assumed
a conservative/moderate hypothesis that the proposed decentralized control leads to
a power restoration four times faster than the current power restoration procedure:
power restoration of the CAX1-105 feeder, by using the sectionalizing switches to
isolate components on outage and by controlling the tie switch to restore the ser-
vice using the alternative supply. For this case, it is possible to verify asignificant
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Fig. 7 Impact of outage
management activities (case
E) on the ENS of case D
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Fig. 8 Estimated Weibull probability density functions of the system performance indices

impact on the system average interruption duration and energy not supplied account-
ing reductions of 39.22% and 34.75% for each of these indices in comparison with
case D, respectively. These benefits are also emphasized in the estimated probability
distributions for the improvements on the SAIDI and ENS due to the outage man-
agement strategies, as shown in Fig. 7, which highlights improvements on the ENS
indice in 83.69% of the years simulated.

For the sake of comparing the results achieved in cases A–E, Fig. 8 exhibits the
estimated Weibull probability density functions (pdf) of the performance indices
SAIFI, SAIDI and ENS achieved in all these cases. In this illustration, one can
observe that case E stands as the most attractive case in terms of the performance
indices. However, if the purpose of exploiting the architecture lies “only” on reduc-
ing the frequency of customer interruptions, case D is the most attractive one since
it provides the same SAIFI results of case E without incurring on the outage man-
agement strategies. Clearly, several other/additional capabilities might be envisioned
and evaluated (e.g. adverse condition alerting) aiming at improving even more the
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Fig. 9 UFSC 16 node test feeder

service provided by the utility through this feeder. Furthermore, aspects discussed
in Sect. 3, such as fault causes, cyber failures, miss operation of equipment, power
quality issues related to distributed generators and customer loads, among others,
can be included within the simulation model to better represent the real operation of
the system. However, it is important to highlight that the computational burden may
increase significantly as more aspects of the active distribution system are incorpo-
rated into the simulation model.

4.2 Impact of Protective Equipment on Reliability
and Short-Duration Voltage Variation Indices

A second illustrative example of the application of the framework proposed is pre-
sented in this section to highlight the impact of protective equipment operation on
the reliability and short-duration voltage variation indices. The UFSC 16 Node Test
Feeder is used for this evaluation. This test system has been created based on a feeder
from the Southeast of Brazil [38]. Some modifications have been performed in the
original configuration to showcase some singularities regarding the performance of
unbalanced distribution systems. The single-line diagram of the UFSC 16 Node Test
Feeder is shown in Fig. 9 [39].

This system has a regular overhead network geometry, a variety of configurations
(distinct phasing, type of conductors, and number of phases), unbalanced loads and
capacitor banks. The geometric configurations have been adapted from the IEEE 13
and 34 Node Test Feeders [40]. An equivalent transmission system is considered
beyond the substation, which is modeled by a voltage source in series with an equiv-
alent impedance. The distribution system supplies a total of 2152 customers (lumped
at node points) distributed along the feeder. The grid data for the UFSC 16 Node
Test Feeder can be found in [39].

Short circuits are one of the most known causes of failures of distribution system
elements. To assess voltage variation phenomena that may arise due to short circuits,
each failure is assumed to have a corresponding short circuit condition [39, 41]. In
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addition, fuse-saving protection schemes have been included in the feeder. Hence,
when a single-line-to-ground fault occurs in a lateral, only the customers connected
to the faulted phase will be disconnected. The recloser is able to identify the short
circuit currents and disconnect the circuits using three-phase tripping actions and
single-phase lockout.

In order to incorporate the previously described behavior, the state evaluation
model is upgraded with short circuit and power flow analysis, which is embedded
into the sequential Monte Carlo simulation. To accomplish that, a three-stateMarkov
model, presented in Sect. 3.1, is utilized to represent the characteristics of transitory
and permanent failures. Notice that alternative modelings for the protective equip-
ment response to short circuits can be applied as in [42]. For the power flow and short
circuit analysis, a three-phase modeling is utilized, with three-phase impedances and
shunt admittances.

Some modifications are performed in the protective schemes in order to evaluate
their impact in the adequacy and short-duration voltage variation indices. Five cases
are considered in the study:

• Case A: only a circuit breaker with recloser relay at the beginning of the feeder is
considered;

• Case B: circuit breaker with recloser relay at the substation and fuses in all seven
laterals (branches 2-8, 7-9, 3-10, 4-12, 11-13, 5-15 and 14-16) are deployed;

• Case C: circuit breaker with recloser relay at the substation, fuses in all seven
laterals and at the main trunk at branch 3-4 are utilized;

• Case D: besides the features of case C, two fault indicators are installed at branch
3-10 (serving a load center) and at branch 3-4 (main trunk);

• Case E: besides the features of case C, fault indicators are installed at all seven
accounted laterals and branch 3-4.

The protective devices and substation equipment are considered to be 100% reli-
able. The permanent and transitory failure rates for the line segments are 0.5 and
1.0 occ/km/year, respectively. It is considered that the voltage regulator and the sub-
station transformer have permanent and transitory failure rates of 0.03 occ/year and
0.06 occ/year, respectively. Mean repair times are assumed equal to four hours for
main trunk and laterals in the first three cases [19]. Fault location time is assumed to
consume 25% of total service restoration [43]. Hence, for the case D, it is considered
that the fault location time is 25% reduced by adding two fault indicator sensors. For
the case E, the fault location time is reduced from 1h to 20min (reducing 66.66%
of the fault location time). For the analysis of reliability and short-duration voltage
variation performance, 1000 annual samples have been used as stop criteria for the
sequential Monte Carlo simulation. The convergence of the simulations has been
based on the coefficient of variation of indices, which reached values less than 2.5%.

The reliability and short-duration voltage variation outcomes are presented in
Table5. In case A, in which only a circuit breaker with a recloser relay is considered
at the substation, a great part of the customers experience a failure (either momentary
or permanent) when a fault occurs. However, when a single-phase or a double-
phase fault occurs, only the customers connected to the affected phases experience
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Table 5 Adequacy and short-duration voltage variation indices for the UFSC 16 Node test feeder

Indice Cases

A B C D E

SAIFI (occ/year) 10.2972 4.9053 2.7180 2.6771 2.6724

CAIFI (occ/year) 10.2972 4.9326 2.9752 2.9503 2.9339

SAIDI (h/year) 40.8181 19.5866 10.7759 9.8965 8.9604

CTAIDI (h/year) 40.8181 19.6852 11.7715 10.9018 9.8655

CAIDI (h/occ) 3.9640 3.9930 3.9656 3.6967 3.3530

ASAI (pu) 0.9953 0.9977 0.9987 0.9988 0.9989

ENS (MWh/year) 44.5610 21.1268 11.8658 10.8860 9.8768

AENS
(kWh/year.cust)

20.6817 9.8173 5.5138 5.0586 4.5854

MAIFI (occ/year) 48.5298 53.9217 56.1089 55.5119 55.5386

SARFI110 (occ/year) 2.4233 2.4236 2.4236 2.3765 2.3889

SIARFI110
(occ/year)

0.6483 0.6483 0.6483 0.6428 0.6495

SMARFI110
(occ/year)

1.5599 1.5602 1.5602 1.5247 1.5366

STARFI110
(occ/year)

0.2152 0.2152 0.2152 0.2090 0.2027

SARFI90 (occ/year) 19.7599 22.7148 24.5610 24.3339 24.4989

SIARFI90 (occ/year) 7.1914 7.1776 7.1776 7.1246 7.1520

SMARFI90
(occ/year)

10.2728 13.2354 15.0773 14.9263 14.9162

STARFI90 (occ/year) 2.2956 2.3018 2.3061 2.2829 2.3307

sustained interruptions since single-phase lockout is assumed. In the single-phase
lockout procedure, the load points have different failure occurrence frequency from
eachother, thus different SAIFI values. In the short-durationvoltage variation indices,
it is possible to notice that voltage sags are more prone to occur than swells.

For case B, one can verify that the installation of protective devices has improved
the reliability of the system, as expected. The frequency and duration of permanent
failures are roughly 50% of the values of these indices in case A. By analysing
the momentary failure event indices, one can notice less sustained interruptions and
more momentary interruptions since the system has more protective devices to clear
permanent failures. A similar situation can be observed for the frequency of voltage
sags, which increased from 19.76 to 22.71 occ/year while the frequency of voltage
swells remained roughly the same.

In case C, the additional protective device is able to avoid interruptions in the
load center at node 10, considerably impacting the reliability indices. Particularly,
the ENS reduces 43.87% in comparison to case B. In terms of short-duration voltage
variation performance, momentary voltage sags have increased, contrasting with
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the instantaneous and temporary voltage sags, which have not shown a significant
variation in comparison with cases A and B. In case D, in which fault indicators are
included in two branches, one can notice that the frequency indices (permanent and
transitory) are close to the ones found in case C. Note that the positive impact can be
verified on the indicators associated with the failure duration. For instance, a positive
change on SAIDI and CAIDI indices is reached. On the other hand, in case E, the
influence of the fault indicators on the interruption duration indices is highlighted as
the SAIDI indice experiences a decrease of 16.80% in comparison to case C.

In general, the number of voltage sag events that compose the SARFI indice
increases as the protective configuration of the test cases is changed. As a conse-
quence, case C has 37.36% more voltage sags than case A, in which most occur-
rences are of momentary duration (between 30 cycles and 3s). As for swell events,
one can notice that changes in configuration do not interfered significantly in the
accounting of events since, in the specific case of this system, voltage swells usually
occur for faults at certain feeder laterals. In terms of the frequency of interruptions,
case C, D and E, have the lowest values for SAIFI. It is interesting to evaluate that
case A has a SAIFI of 10.30 occ/year and, as three-phase lockout operation is set
for the recloser, the SAIFI becomes closer to 27.00 occ/year [44]. By assessing the
SAIDI indices, one can notice that the use of fault indicators in case E decreases the
indicator roughly in 2h in comparison the same indicator in case C.

5 Final Remarks and Discussions

This chapter discusses aspects related to the reliability assessment of active distri-
bution systems. To accomplish that, a general framework is proposed allowing to
model and evaluate a wide-range of causes, consequences and operational actions
that can influence the performance of active distribution systems.

In order to assess phenomena related to islanded operation, reliability and power
quality, two applications of the framework proposed have been addressed. The first
one focused on the evaluation of distributed generation islanded operation with
decentralized outage management. The second example presents and discusses the
impact of protective equipment on reliability and short-duration voltage variation in
distribution systems. In each application, five simulation cases have been assessed,
emphasizing the benefits of islanded operation, decentralized outage management,
as well as different protective settings and configurations for the equipment.

Along the years, a variety of indices have been proposed to evaluate active dis-
tribution system operation, some of them presented herein. The literature review
shows that researchers only use the most generic ones pointing out that the defini-
tion of indices concomitantly requires the performance analysis being carried out
to be easily understood. At last, it is important to highlight that the computation
burden associated with the assessments increases as more detailed characteristics of
active distribution systems are modeled within the framework, rendering the design
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of comprehensive reliability analysis of active distribution systems a ever-growing
challenging activity.
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The Role of Electric Vehicles in Smart
Grids

Ebrahim Saeidi Dehaghani, Liana Cipcigan, and Sheldon S. Williamson

Abstract Transition to electric vehicles (EVs) is already under way. EVs have
demonstrated to be themost fuel economic and emission free among other propulsion
technologies. EVs can have a large impact on greenhouse gases (GHGs) reduction,
increase in fuel economy, andhigher fuel efficiency.Themain idea behind this chapter
is to analyse step-by-step energy efficiency, which is one of the key factors for tech-
nology acceptance. Penetration of EVs into the vehicle fleet affects load demand as
well as electricity markets. Smart charging of EVs can remove a tremendous amount
of stress from the continually evolving smart grid. Effect of home charging of EVs
on electricity demand has been analyzed. More recently, EVs have been looked at
as distributed sources of energy, whereby they could back up the power grid during
critical high demand periods. With the help of an on-board battery pack, EVs can
act as distributed generators and feedback energy to the grid. However, efficiency of
energy conversion could become an issue in this power flow. Hence, in this chapter
stage-by-stage efficiency of vehicle-to-grid (V2G) power flow has been evaluated.

E. S. Dehaghani (B)
Chubb Fire & Security Canada Corporation, 5201 Explorer Drive, Mississauga, ON L4W 4H1,
Canada

L. Cipcigan
School of Engineering, Cardiff University, E/2.16, Queen’s Buildings—East Building, 5 The
Parade, Newport Road, Cardiff CF24 3AA, UK
e-mail: CipciganLM@cardiff.ac.uk

S. S. Williamson
Department of Electrical, Computer and Software Engineering, Faculty of Engineering and
Applied Science, Ontario Tech University, Oshawa, ON L1G 0C5, Canada
e-mail: Sheldon.Williamson@uoit.ca

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. C. Zambroni de Souza and B. Venkatesh (eds.), Planning and Operation of Active
Distribution Networks, Lecture Notes in Electrical Engineering 826,
https://doi.org/10.1007/978-3-030-90812-6_5

123

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90812-6_5&domain=pdf
mailto:CipciganLM@cardiff.ac.uk
mailto:Sheldon.Williamson@uoit.ca
https://doi.org/10.1007/978-3-030-90812-6_5


124 E. S. Dehaghani et al.

1 Impact of Different Domestic Electric Vehicle Charging
Regimes on Quebec’s Load Demand—Prediction for 2030

1.1 Introduction

Electric and plug-in hybrid electric vehicles (EVs/PHEVs) can have a large impact
on greenhouse gases (GHGs) reduction, increase in fuel economy and higher fuel
efficiency. EVs are propelled by the energy from electric power source, whereas
PHEVs propelled by two energy sources as electricity and gasoline. Fig. 1 shows the
layout of a pure battery-powered EV versus a PHEV.

The market penetration of battery electric and more electric vehicles
(BEVs/MEVs) into a country’s vehicle fleet is anticipated to increase the load demand
at a national level. The severity of the charging impact on load demand will depend
on charging regimes, EV uptake and owner’s behavior. Therefore, smart charging
of EVs is the need of the hour in order to remove stress from the grid. This section
assesses the effect of home charging of EVs/PHEVs on electricity demand in the
Province of Quebec, Canada. A number of case studies are developed to assess, how
different charging regime and EV uptakes can change total load demand of Quebec in
2030. The number of light-duty vehicles and prediction of EVs/PHEVs penetration
into vehicle fleet is drawn from different Canadian studies. Canada traffic distribution
is developed from data acquired from INRIX Traffic Scorecard. The load demand for
the year 2011 is used as a base load from Hydro Quebec and typical planning load
estimates are used to project the load demand for the year 2030. It is shown that an
uncontrolled charging regime would increase the load demand up to 12%, whereas
controlled charging of EV batteries using TOU tariffs would lead to a have a tinny
increase of up to 5% on load demand in summer time.
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1.2 Related Works

Air quality and emissions will remain the major concern in our decade among
different nations. In 2019, the oil and gas sector accounted for 191 Mt of CO2

equivalent (Mt CO2 eq) (26% of total emissions), followed closely by the transport
sector, which emitted 186 Mt CO2 eq (25%) [1]. Approximately 80% of the total
bulk greenhouses gas emissions (CO2, CH4, andN2O) are accounted to the secondary
energy use sector in Canada, such as industrial, transportation, residential, agricul-
ture, and commercial use [2]. Of those emissions, the transportation sector is the
largest contributor of GHG emissions, representing ~30% of total GHGs in 2020.
The Government of Canada has a target of total GHGs emission reduction by 17%
by the year 2030. A fine progress is shown towards this target through a sector by
sector approach. Federal approaches as well as action, which was taken by different
provinces shows that Canada is at present half way towards the 2030 target [3].

EVs plug into the power system to charge their battery packs. BEVs are purely
powered by electricity, while PHEVs using a combination of gasoline and electricity
to propel the vehicle. A number of the new models of these vehicles from major
automakers can be seen on the roads in Canada. It is obvious that, penetration of
EVs/PHEVs andwith help of smart grid, fossil fuel sources of energy can be displaced
by electricity where dramatically reduce GHGs emissions. Provinces like Quebec
and British Columbia use a large amount of clean electricity with a major fraction
being from hydro. Clean electricity production will increase by 2030, with further
new installations of renewable generation plants and closure of coal plants. A study
at the University of Waterloo [4] shows that, EVs/PHEVs charging will not affect
the load demand in the electricity grid, immediately.

The authors support that the system planners have 3-5 years’ time to evaluate new
vehicles penetration in Ontario’s streets. It is likely that the adoption of EVs/PHEVs
will be firstly realized in urban areas, which will impose congestions on the distribu-
tion grids assets loading and affect distribution feeders’ voltage profiles. Considering
EVs/PHEVs charging level and timing, a load equivalent to a new house can be added
to the distribution system [5]. The implementation of smart EV battery charging
methods, which will target charging during lower off-peak prices and encourage
EV/PHEV owners to charge overnight out of peak hours, may help maintain the
operation of distribution networks within their operating limits. The purpose of this
study is to identify the impact of different domestic EV battery charging regimes on
Quebec’s load demand. It is anticipated that load demand can be affected by various
characteristics such as: the number of EVs/PHEVs, the time frame and length of
EVs/PHEVs battery charging and the power rating of the battery chargers. To ensure
the accuracy of this research work, studies and methods of different sources are
firstly reviewed and evaluated. A valley filling approach for EV battery charging was
addressed in [6]. In this study, it is considered that 40% of distances are travels on
EV mode with an average consumption 0.21 kWh/km. The findings of this study
show that an increase of 18–40% in minimum load is anticipated with EV battery
charging depending on different charging regimes.
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A study from U.S. Oak Ridge National Laboratory [7] investigated the effect of
EV utilization on the grid demand for different US regions in 2020 and 2030. The
study focused on evening and night charging where in evening charging, half of the
vehicles plugged in 5 pm, and the other half start to charge at 6 pm. Night charging
is also divided in 2 groups as half of the vehicle start to charge at 10 pm, while
the other half start charging at 11 pm. Three different charging levels of 1.4, 2 and
6 kW were considered. The results of the study show, that no additional generation
would be necessary using the night charging regime, whereas in the case of evening
charging regime at 6 kW rate, additional generation would be necessary to cover the
EVs/PHEVs battery pack charging. A major European project called Mobile Energy
Resources in Grid of Electricity (MERGE) investigated the effect of domestic EV
charging on the national grid of six different European countries [8]. Dumb charging,
where EV owners would charge their EVs charge as soon as they arrive home after
their last trip and smart charging where EV battery charging would be controlled to
minimize the impact on demand peaks using a valley filling control, was considered.
The results of the study show that a dumb charging approach would increase the peak
demand of all six countries under the study between 6 to 12%. The smart charging
controlwould not increase the daily peak demand of any of the sixEuropean countries
under the study.

The review of the above studies reveals the importance of considering the
following factors in studying the effect of domestic battery charging on electricity
demand at a national level: (i) EVs/PHEVs uptake level, (ii) battery charging occur-
rence and duration. The contribution of the present study is the assessment of the
effect of EV/PHEV penetration in Quebec’s load demand is forecasted through
various penetration levels such asmild and aggressive uptakes. Firstly, the EV uptake
for the year 2030 is estimated using governmental and international projections
and then electric vehicle battery charging regimes are developed using data from
a national survey. The term EV/PHEV or EV are used throughout this chapter to
point at electric vehicles and plug-in hybrid electric vehicles, as both of them are
treated in the same way from a power systems viewpoint.

1.3 Vehicles on the Roads in Canada and Quebec

Natural Resources Canada (NRCan) published the latest Canadian Vehicle Survey
in 2009 [9]. This is a quarterly survey of activities in the area of vehicle transporta-
tion. The 2009 report dealt with road vehicle activities of the vehicles registered in
Canada and provided the characteristics of the Canadian vehicle fleet and their fuel
consumption as well as a comparison between the number of vehicles in 2000 and
2009. According to the study, Ontario and Quebec had 58.7% of the total Canadian
fleet in 2009, with 7.4 million vehicles in Ontario and 4.7 million vehicles in Quebec.
It is also reported that in 2009, 96.3% of the 20,511,161 vehicles in Canada were
light vehicles. Medium and heavy trucks accounted for 2.1% and 1.5%, respectively.
For this reason, focus in this study is on the light vehicle sector in general
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Table 1 Number of cars in Canada and Quebec

Region No. of cars: 2000 No. of cars: 2009 Compound annual
growth rate

Estimated No. of
Cars: 2030

CANADA 17,217,143 20,511,161 1.9% 28,695,114

QUEBEC 3,856,820 4,679,516 6,546,642

Table 2 Number of light vehicles in Canada and Quebec

Region No. of Veh.: 2000 No. of Veh.: 2009 Compound annual
growth rate

Est. No. of Veh.:
2030

CANADA 12,034,782 14,706,502 1.9% 20,574,396

QUEBEC 2,695,917 3,355,213 4,693,925

Tables 1 and 2 provide results from the survey. Assumption on compound annual
growth rate prediction for 2030 is taken based on light vehicle growth rate between
year 2000 and 2009 and translated to 2030. Table 1 shows the total number of vehicles
in Canada and Quebec. Table 2 shows the total number of light vehicles in Canada
andQuebec. In this study, light vehicles assumed to be as light cars, SUVs and station
wagons.

The Canadian Vehicle Survey [9] reports that:

• There is a steady annual average increase of 0.8% in light vehicle kilometers
driven.

• The growth of light vehicles between is on an average 2–3% per year.
• Light vehicles are driven on an average 17,000 to 20,000 km per year.
• Vehicle ownership typically increases by 7–8% per year.

1.4 Study Analysis and Assumptions

According to theQuebecAction Plan, charging stationsmust be located in places that
vehicle parked long enough to charge their battery pack. These places can be home,
work or shopping malls and restaurants. It is estimated that around 80% of charging
load will be in either home or work place where vehicle parked in a long time during
the day. EVs will most likely be used and developed first in urban areas. So, the best
place to charge these vehicles are at residential parking and garages. A survey [10]
that has been done by Hydro-Quebec in 2009 shows, that 94% of Quebecers who
own or intending to buy a vehicle already have a parking space in their homes. 89%
of these people have access to Level-1 charging point in their parking. Although with
quick technology development, fast charging stations can be seen soon in strategic
location. This study will consider, 1-phase, 120V, 15A connection will be the main
domestic charge rating ofQuebec in 2030. TheDepth of discharge (DOD) considered
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Table 3 Main assumptions
of the study

Assumptions References

EV charger efficiency 87 21

EV battery charging
efficiency

85 24

EV charger rated
power (KW)

1.8 32

Average battery capacities (kWh)

BEV 24 33

PHEV 4 33

Usable battery
capacity

80% on nominal rate 24

Fig. 2 Quebec electricity demand for 4 seasons: Actual (right) and 2030 projection (left)

in this study is 80%. Therefore, it is assumed that batteries are initially at 20% state
of charge (SOC), and then they are being fully charged (Table 3).

The load demand for the year 2011 and the expected annual growth have been
provided by Hydro-Quebec. The load profiles of 15th day of the first month of each
season are used in this study for analysis of typical days. In “état d’avancement 2011,
du plan d’approvisionnement 2011-2020” [11], Quebec annual electricity demand
for 2011 indicated as 184.5 TWh. Plan also predicted annual electricity growth rate is
0.7% for 2011-2020. By calculating this rate for 2011- 2020 period and transpose it
to 2021-2030 period, estimated annual electricity demand of Quebec in 2030 would
be 209 TWh. Fig. 2 shows the electricity demand of the assumed typical days of
2011 and 2030 for Quebec.

1.5 EV Charging Regimes in Quebec

The impact of EVs/PHEVs on load demand from the model, considers different
variables such as: Quebec population, vehicle growth, electricity price forecast
and EV/PHEV efficiency through development of the technology. The model
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will consider the number of EVs/PHEVs and their energy consumption rate. The
EV/PHEV load demand forecast is not a certain procedure. Changes in any of
major variables and assumptions will affect new technology adoption and may
lead to modify the prediction especially in the next 10 years. The new technology
acceptance will depend on many factors such as: technology improvement espe-
cially in battery production, consumer acceptance and charge station infrastructure.
EV/PHEV charging is developed using two major charging regimes. Uncontrolled
as well as dual tariff (price driven and smart charging base) regimes are considered
for this study. The additional load demand from EV/PHEV charging on Quebec load
demand is incorporated for electricity grid preparation and safe electricity production
margin purposes.

1.6 Uncontrolled Charging Regime

In this regime, EVowners start charging their vehicle as soon as they arrive home. The
charging periods of EVs depend on the daily traffic pattern of the region. The daily
traffic pattern of Canada is used for Quebec, which is acquired from INRIX Traffic
Scorecard [12]. A study on assessing vehicle mobility behavior shows, that vehicles
are parked at home in about 20-22 hours on average per day [13]. Therefore, the
total driving time will be one hour per day. According to a study that presents traffic
statistics for Canada [14], Canadian commuters took an average of 30 minutes with
all modes of transportation to go to work in metropolitan areas that have population
of more than one million. 30 minutes travel time is used in this study as reference of
an average time for a daily trip with car; it is considered that every trip that occurs
within specific hour, commuters can start charging in the following hour. Figure 3
shows the traffic pattern of Quebec in 24 hours.

Fig. 3 Quebec’s traffic distribution in 24 h
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EVs/PHEVs are different from dispatchable loads, such as pump storage stations
in their primary function. These loads can be named as flexible loads used as
vehicle that has own simplicity and constrains. The required daily energy is directly
proportional to total daily trip distance.

Ed = N × d × f (1)

Here:
Ed : Total daily vehicles energy requirement,
N: Number of vehicles,
d: Average travelled distance by vehicle and
ƒ: Average energy consumption KWh/km.
Number of vehicles for mild penetration is 328,575 and 2,276,554 for aggressive

penetration. Average distance travelled by light vehicles is around 45 kilometers per
day and average energy consumption is 0.2 KWh/km [15]. Therefore, the average
daily vehicles energy consumption for EV low uptake is 2.9 GWh and for EV high
uptake is 20.4GWh. InQuebec,withLevel-1 charging facility, PHEVbatterieswould
become fully charged from fully discharge level, in an average of 7 hours and EV
batteries charging time can be 12 hours in an average. Quebec EV charge distribution
is also shown in Figure 4 for mild (above figure) and aggressive EV penetration. Note
that in this study, 4 PM considered starting time to charge EVs.

1.7 Controlled Charging Regime

Quebec’s electricity tariff is based on the amount of consumption in 24 hrs. 5.32
¢/kWh is the price for the first 30 kWh of consumption and 7.51 ¢/kWh will be
charged for the remaining energy usage. Target in dual tariff regime is to move EV
charge to overnight. In the 2006-2015 Quebec Energy Strategy, government wanted
Hydro-Quebec to employ the new rates model based on season and time of use for
residential customers [16].

“Time it right” rate project was run in 2010 in four cities in Quebec [17]. Target
in this project was to set a new rate structure, which could help customers to manage
their electricity bill better. In this project, off peak period starts at 10 pm and finish
at 6 am of the next morning. By changing in rate structure and with using smart
meters, dual tariff regime can be applied to Quebec EV charging. It is assumed that,
EV owners who arrived home before 10 pm start to change their vehicle at 10 pm,
and those who arrived home between 10 and 11 pm start charge their vehicles at 11
pm.

To have an assessment on the impact of dual tariff regime on EV charging, hourly
electricity price that Hydro-Quebec used in its electricity transmission to neighboring
provinces inCanada andUS, is considered in this study. Since, there is nodual tariff on
Quebec electricity tariffs; electricity transmission price to out of province customers
is used as a tool to evaluate the impact of this EV charging regime on load demand.
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Fig. 4 Quebec’s EV charge distribution for EV low uptake (top) and EV high uptake (bottom) for
uncontrolled scenario

EV charging regime could have a major role on load demand. Penetration of EVs
can have benefits if specific vehicle charging implemented. In general, by employing
controlled regime, utilization of the existing power system can be maximized. By
implementing a particular charging method, and move EV charging to overnight,
thermal generation can be minimized and inflexible generation such as renewable
energies in particular wind energy can be facilitated. With this smart strategy, emis-
sion and total system cost are also reduced. But, with uncontrolled charging regime
these benefits may not arise and load demand, total system cost and emission will
increase [15].
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1.8 Study Results and Effects of Charging Patterns

The effect of EV market penetration on Quebec’s load demand is assessed using
four different seasonal load profiles for both uncontrolled and controlled charging
regimes. Figure 5 shows two days duration load demand for each season in uncon-
trolled charging regime for year 2030. The peak load is found to increase in all
seasons for low and high EV uptakes. The time that commuters would return home
coincides with the peak demand. However, it is interesting to observe that new peak
demand times occur for summer and winter. Figure 4 also shows, peak increase is
relevant to the time that commuters arrive home and start charging vehicles. In result,
increase in peak demand, peak demand time shift for different seasons and times.

Table 4 shows the peak demand without EVs, the peak demand with a low EV
uptake and the peak demand with a high EV uptake using an uncontrolled charging
regime. The percentage in peak increase and new peak time in uncontrolled charging
regime for different seasons of year 2030 are also provided.

Figure 5 and Table 4 show that using an uncontrolled charging regime in Quebec
for 2030:

• For a low EV uptake, the peak demand is increased up to 1.4%. The demand peak
time is shifted in summer and winter seasons into the evening.

• For a high EV uptake, the peak demand is increased up to 11.57%. The demand
peak time is shifted in summer and winter seasons into the evening.

Figure 6 shows two days duration load demand for each season using a controlled
charging regime for year 2030. The peak load is found to increase in all seasons for
low and high EV uptakes. However, this scenario is considerable in high EV uptake.
Demand peak increased in all seasons with more stress in summer and fall. Peak is
also shifted from afternoon andmorning to evening in summer and fall. Load demand
profile is also developed for controlled charging regime. For this charging regime, an
algorithm is used that allows a vehicle that arrived home before 10 PM, start charging
at 10 PM. Vehicles arrives home between 10 and 11 PM must wait until 11 PM.
Therefore, their charge will start at 11 PM. In this regime charge profile is developed
with regular rate for after 10 PM charging. Using this controlled charging regime, it is
found that the major fraction of EV battery charging would occur overnight. Giving
this charging strategy with off- peak energy use by delaying of home charging after
10 PM can optimize the use of low cost energy at off-peak period. With use of this
strategy, renewable energy generation can fit into the generation market and can be
consumed directly with the help of overnight EV charging.

Table 5 shows the peak demand without EVs, the peak demand with a low EV
uptake and the peak demand with a high EV uptake using a controlled charging
regime. The controlled charging offset the charging time of owners, as shown in
Table 5, in order to restrict any new charging from occurring between peak times.

Figure 6 and Table 5 show that using a controlled charging regime in Quebec for
2030:

• For a low EV uptake, the peak demand is maintained in both figure and time.
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Fig. 5 Quebec’s predicted energy demand in 2030 for uncontrolled scenario
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Fig. 5 (continued)

Table 4 Peak increase and new peak time as a result of EV penetration in uncontrolled scenario

Season Demand without
EV

Peak Time Demand with
Low EV Uptake

New Demand
Peak Time

Peak Increase
(%)

Spring 32,970.30 6–7 AM 33,052.46 6–7 AM 0.25

Summer 22,137.69 5–6 PM 22,382.55 8–9 PM 1.11

Fall 22,250.99 7–8 PM 22,560.67 7–8 PM 1.39

Winter 29,272.19 7–8 AM 29,313.27 6–7 PM 0.14

Season Demand without
EV

Peak Time Demand with
High EV Uptake

New Demand
Peak Time

Peak Increase
(%)

Spring 32,970.30 6–7 AM 34,124.05 6–7 AM 3.50

Summer 22,137.69 5–6 PM 24,670.23 8–9 PM 11.44

Fall 22,250.99 7–8 PM 24,825.24 7–8 PM 11.57

Winter 29,272.19 7–8 AM 30,665.79 6–7 PM 4.76

• For a high EV uptake, the peak demand is increased up to 4.21%. The demand
peak time is shifted only for the summer season into the evening.

The advantage of this controlled charging regime over the uncontrolled charging
regime is the application of valley filling. The ability of the controlled charging
regime to mitigate the impact on peak demand increase and time shift has been
demonstrated.
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Fig. 6 Quebec’s predicted energy demand in 2030 for controlled scenario
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Fig. 6 (continued)

Table 5 Peak increase and new peak time as a result of EV penetration in controlled scenario

Season Demand without
EV

Peak Time Demand with
Low EV Uptake

New Demand
Peak Time

Peak Increase
(%)

Spring 32,970.30 6–7 AM 32,970.30 6–7 AM 0

Summer 22,137.69 5–6 PM 22,137.69 5–6 PM 0

Fall 22,250.99 7–8 PM 22,250.99 7–8 PM 0

Winter 29,272.19 7–8 AM 29,272.19 7–8 AM 0

Season Demand without
EV

Peak Time Demand with
High EV Uptake

New Demand
Peak Time

Peak Increase
(%)

Spring 32,970.30 6–7 AM 32,970.30 6–7 AM 0

Summer 22,137.69 5–6 PM 23,068.93 12 midnight
to 1 AM

4.21

Fall 22,250.99 7–8 PM 22,295.09 7–8 PM 0.20

Winter 29,272.19 7–8 AM 29,272.19 6–7 PM 0

1.9 Comparison with United Kingdom (UK) Study

This study has been compared with the results from aUK project, which analyzes the
impacts that EV domestic charging may create on the national electricity demand
[18]. The purpose of the study was also to identify the impact of different home
charging regimes on UK load demand. The UK study considered 13A, single-phase,
240V connection as the main domestic charging rate in the UK in 2030 [19]. In this
study, the batteries of BEVs and PHEVs considered to become fully charged from
full discharge in 15h and 4h respectively. Figure 7 shows the impact of EV domestic
charging for three seasons and for different uptake levels in uncontrolled scenario.

In the dual tariff regime, the EVs assumed to start the charging process at night.
There are different price rates and off-peak times in the UK, according to each energy
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Fig. 7 Predicted energy demand for uncontrolled charging in 2030 [19]

supplier. For this study, it was assumed that the off-peak charges start at 11 PM and
finish at 7 AM of the next day [20]. This period is also considered the off-peak
time in 2030. EVs that return before 23:00 will wait until this time then start the
charging process. EVs arrive between 11 PM and 12 midnight; will begin charging
the batteries at 12 midnight. The predicted load demand for the dual tariff regime is
presented in Figure 8.
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Fig. 8 Predicted energy demand for dual tariff charging in 2030

The peak increase and time displacements by season for the low EV uptake case
are illustrated in Table 6 for both uncontrolled and dual tariff charging regimes.

It was found that even the low EV uptake level, will increase the peak of the
electricity demand in 2030. The uncontrolled EV charging was found to increase
the winter day peak demand by 3.2 GW (5%). However, with a dual tariff control
strategy, the winter day peak demandwill not change. In conclusion, it was found that
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Table 6 Peak increase and time displacement by season for uncontrolled and dual tariff regimes
as a result of EV charging and low uptake

Charging Scenario Uncontrolled charging Dual Tariff charging

Season Actual Peak
Time

Peak increase
(GW)

Projected peak
time (2030)

Peak increase
(GW)

Projected peak
time (2030)

Spring 6 PM to 7
PM

5.770
(11.4%)

7 PM to 8 PM 0 6 PM to 7 PM

Summer 12 noon to 1
PM

3.94
(10.1%)

8 PM to 9 PM 2.653
(6.8%)

11 PM to 12
midnight

Autumn 8 PM to 9
PM

6.315
(13%)

8 PM to 9 PM 0 8 PM to 9 PM

Winter 5 PM to 6
PM

3.160
(5%)

6 PM to 7 PM 0 5 PM to 6 PM

the peak day demand will increase slightly with low EV uptake, in the uncontrolled
scenario. However, in dual tariff regime peak increase can successfully eliminate for
the most cases. For the high uptake scenario, it was found that more smart control
algorithms must be applied to manage the EV charging requests without increasing
future electricity demand in the UK.

1.10 Summary

In this study, the effect ofEVhomecharging onQuebec’s load demandwas examined.
Two EV home charging strategies are developed, as uncontrolled and controlled
(dual tariff) regimes. In the uncontrolled scenario, there is no time limit on EV
charging. Charging starts as soon as vehicle gets home. Results showed demand
peak is increased in four seasons for mild and aggressive EV penetration in Quebec
and UK. The maximum increase is in the Fall, with 11.57% between 19:00 and
20:00 for Quebec. In the UK case, 13% is the maximum increase occurred between
20:00 and 21:00. Comparative results between the two studies was presented for the
uncontrolled scenario. In Quebec, peak time is shifted to evening for summer, fall,
and winter. This peak shift is not in interest of distribution companies, as it will put
extra stress on the network. Therefore, expensive electricity must be generated to
supply the extra load. In the UK case, all load shifts are in the afternoon and evening
with more stress between 20:00 and 21:00 in fall season (Table 7).

In the controlled scenario, certain limitations are applied to EV charging. EVs
are not allowed to charge at any time they want. Results showed that in both cases,
there is no extra load in spring and winter. Less than 0.5% increase for Quebec in
fall and less than 7% increase for both cases in summer, which is shifted to late
evening for both cases. Table 8 shows the results of comparison between two studies
in controlled scenario.
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Table 7 Comparison in peak increase and new peak time between QC and the UK for the
uncontrolled scenario

Season QC Peak
Time

QC Peak
Increase (%)

QC New
Demand
Peak Time

UK Peak
Time

UK Peak
Increase (%)

UK New
Demand
Peak Time

Spring 6:00–7:00 3.50 6–7 AM 6–7 PM 11.4 7–8 PM

Summer 17:00–18:00 11.44 8–9 PM 12 noon
to
1 PM

10.1 8–9 PM

Fall 19:00–20:00 11.57 7–8 PM 8–9 PM 13 8–9 PM

Winter 7:00–8:00 4.76 6–7 PM 5–6 PM 5 6–7 PM

Table 8 Comparison in peak increase and new peak time betweenQC and theUK for the controlled
scenario

Season QC Peak
Time

QC
Peak Increase
(%)

QC New
Demand
Peak Time

UK
Peak Time

UK
Peak Increase
(%)

UK New
Demand
Peak Time

Spring 6–7 AM 0 6–7 AM 6–7 PM 0 6–7 PM

Summer 5–6 PM 4.21 8–9 PM 12 noon
to 1 PM

6.8% 11 PM to
12 midnight

Fall 7–8 PM 0.20 7–8 PM 8–9 PM 0 8–9 PM

Winter 7–8 AM 0 6–7 PM 5–6 PM 0 5–6 PM

The results of both studies show that, neither in Quebec nor in the UK, uncon-
trolled charge scenario would be an adequate solution for EV home charging. These
increases in electricity demand will affect the cost of generation in high peak time.
Therefore, electricity market prices will be affected and consumers must pay more
for their consumption. As a result, controlled charging seems to be a smart solution
for EV home charging in the future.

2 Vehicle-to-Grid (V2G) POWER FLOWS: Inefficiencies,
Potential Barriers, and Possible Research Directions

EVs are equipped with a drivetrain that is completely electric powered, with a large
on- board battery pack. More recently, apart from charging applications, it has been
proposed that EVs could also provide back-up power to grid during critical high
demand periods, using the on-board battery, in the form of vehicle-to-grid (V2G)
power flow [21–25]. With the help of an on-board battery pack, EVs can act as
distributed generators and feedback energy to the AC grid. V2G connection has
acquired much attention and interest amongst power system engineers and numerous
business models have been proposed. While interconnecting EVs with the grid for
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reverse V2G power flow seems to be a lucrative business model, the question to be
raised from a pure electrical engineering standpoint is, that how efficient (or ineffi-
cient) is the process of interconnecting the EV to the grid. Power electronic converters
need to take care of energy conversion stages. This raises some critical conversion
efficiency issues as well as protection and security concerns. Modeling of operating
condition for V2G power flow and detailed loss (or efficiency) will be proposed in
this chapter, in order to depict realistic system efficiency. Possible solutions through
interconnecting renewable energy systems, advanced power conversion designs, and
virtual power plant concepts will be discussed. Furthermore, possible research topics
in the areas of advanced power electronic conversion for V2G applications will be
highlighted. Thus, this chapter will point out the myths and concrete realities of
connecting future EVs to the existing grid or homes.

2.1 Power Demand and Vehicle-To-Grid Overview

Load demand on the grid is high in certain seasons. In summer, there are appliances
that can put up more stress in the electricity grid. An example can be air conditioners
that can be used in different sectors. On the other hand, electricity demand is not
constant throughout a typical day. Figure 9 shows a typical 24 hour load profile
during a day for commercial, industrial, and residential loads [25]. Several models
have been described to reduce stress from grid in high demand times. Vehicle-to-
Grid (V2G) is considered as a possible solution to stabilize the power network and
to smoothen the load curve. It is claimed that EVs can be considered as load and
distributed storage [26]. Future V2G connection of EVs or PHEVs is considered as
a lucrative solution to stabilize the existing AC grid.

In addition, V2G proposes smoothening out stressful load demands within the
grid, especially in time slots when grid power is expensive, and to provide ancillary
service. V2G power flowwill be establishedwhen a connection is made, such that the
energy is transferred from the vehicle to electricity grid. Figure 10 shows a schematic
diagram of V2G connection.

Fig. 9 Typical 24-h load
profile
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Fig. 10 Schematic diagram of V2G connection

Following are the imperative elements to implementV2Gsuccessfully: 1)multiple
power electronic converter stages, so that energy can flow from EV to grid, 2) bi-
directional chargingunit that can either be on-board or off-board, 3) accurate, certified
metering, on-board the vehicle, to track energy flow, and 4) means of communication
between grid and EV. Based on the vehicle type, there are three main V2G systems
proposed.

2.2 Battery Electric Vehicles (BEVS)

Drive train in BEVs is completely electrified and battery is the main source of energy
to drive the vehicle. The battery pack will plug-in and charge, whenever needed from
the grid, and when there is a shortage power in electricity grid, the process will be
reversed, and the EV discharges its stored energy to the grid.

2.3 Plug-In Hybrid Electric Vehicles (PHEVS)

The battery pack is used only for short ormediumdistances in PHEVs. The ICE is on-
board, to provide additional power through a generator, for driving beyond the battery
range. For V2G applications, either the battery or the engine as motor-generator, can
supply power to the grid. The battery pack in PHEVs is designed for traveling short
distances and cannot feedback much energy to the grid. Hence, powering the grid
from a PHEV will rely on the ICE, which can be used as an alternator.
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2.4 Plug-In Fuel Cell Hybrid Electric Vehicles (PFC-HEVS)

These vehicles are powered using recyclable hydrogen. The hydrogen may be
sourced from water (electrolysis) or reformed from hydrocarbons. In addition to
using hydrogen as a fuel, these vehicles have the capacity to plug-in to the grid and
charge its battery (and regenerate hydrogen on- board). The stored energy in the
battery pack can be used for propulsion or for V2G applications.

2.5 Major V2G Difficulties and Issues

Vehicle fleet integration with the power grid has two critical technical areas. Grid-
to-vehicle (G2V) capability is already proven and PHEVs as well as EVs can be now
charged from the grid EVs/PHEVs act as new loads to the grid. Thus, restructured
load curves must be reconsidered. Vehicle-to-grid (V2G) is a perception that is being
proposed vehemently by power system researchers, claiming that it could stabilize
the power grid. V2G claims to provide benefits for the power grid, the vehicle owners,
the government, as well as the environment.

Since an EV would be parked for about 20-22 hours per day on an average [27],
there exists an opportunity to feedback power to the grid with a large number of
battery EVs. Surely, this seems a very lucrative proposal. The proposal claims that
the EVs can be charged during low power demand and reverse energy flow can
be achieved during high load demand. Unfortunately, the proposed idea suffers
from fundamental energy conversion problems, which makes it unlikely for viable
processing on a large scale; at least, in the near future. The following sub-sections
highlight the concerns that make the V2G concept questionable.

2.6 Battery Degradation and Protection Against Power
System Fault Damage

Using rechargeable batteries to power the grid will increase its number of charge and
discharge cycles, which will unquestionably end up in probably having to replace the
EV battery sooner than usual (compared to only using the battery pack for driving
purposes and charging it when idle). As iswell known in EVenergy storage literature,
the number of charge/discharge cycles contributes heavily towards the lifetime of
rechargeable lithium-ion (Li-ion) and nickel-metal hydride (Ni-MH) batteries [27,
28]. The lifetime of batteries is not unlimited; this is the major concern with EV
commercialization.Using anEVbattery pack to perform long termV2Gwill decrease
the battery capacity (or drastic change in SOC) over its lifetime [27–29]. Studies
show that V2G is a technically feasible option to balance electricity load with the
generation in the future. The energy that can be fed back to the grid per vehicle can
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be calculated as [27]:

W = (ES × DOD−(d1 + d2) × ReS × Ekn) × 5con (2)

DOD: Depth of discharge;
ES: Battery capacity;
d1: Number of kilometers that car was driven during a day;
d2: Extended drive range to not limit flexibility of drive;
EkN: Per kilometer energy consumption;
5con: Charge/discharge Efficiency;
ReS: Electricity driving share of vehicle.
Studies show that EV owners can benefit from V2G from few hundred to several

hundred dollars per month. However, a study in the German market shows positive
control and feeding back electricity are not going to be a trusted option, due to
the not-so-cost-effective degradation of battery packs. Battery degradation must be
considered in order to estimate decreasing battery lifespan as a result of powering
grid with V2G. DODV2G is the depth-of-discharge (DOD) as a result of V2G [27].
With the assumption that the battery pack is completely charged before each dispatch,
DODV2G can be calculated as:

DODV2G=Pveh × Nin
{
tDicp; 24.Rd - c

}

Ec
(3)

tDicp: Dispatch time;
Rd–c: Dispatch probability (%).
The other important parameter is the number of charge/discharge cycles over the

entire battery lifespan (CSife):

CSife = 1331 × DOD−1.8248 (4)

It should be noted that battery life will be reduced disproportionally to the depth
of discharge [27, 28]. A greater rate of energy delivery can be obtained when depth
of discharge is shallow in a cycle, compared to a deep discharge over the lifespan
of the battery. This means that at the end of the day’s driving, if the battery is at
55% DOD, it is better to plug it in and charge it, rather than discharge the remaining
capacity to the grid. Also, another study claimed that, in order to assure the mobility
of the vehicle, the EV can participate in V2G service only if the SOC is higher than
60%. With this assumption, there is not much energy that can be fed back to the grid
from the on-board battery pack. To back up these statements, a mutual relationship
between battery DOD and total number of cycles over a lifespan is shown in Fig. 11
[27].

In addition, it should be noted that the environmental benefits of V2G are also
not promising. By using the vehicle as a distributed generator (DG), the battery pack
will lose its lifespan and will need to be replaced more frequently. Again, as is well
documented in EV literature, it is well known that the overall process of battery
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Fig. 11 Mutual relationship between DOD and cycle lifespan

manufacturing is a not an efficient process. Apart from that fact, recycling of old or
completely exploited batteries is a major environmental concern, which needs to be
seriously considered before practicing V2G services.

Another problem while considering EV battery pack connection to grid is battery
protection circuitry. It is obvious that grid operators cannot support protection of
millions of EV battery packs coming online at the same time. The utility companies
cannot guarantee the occurrence of a fault.

Hence, they obviously cannot guarantee the safety of the EV owners’ battery
packs. Hence, this issue cannot be ignored, before practicing V2G.

2.7 Grid Control Issues

During V2G, every EV acts as a generator, and in the mass market, millions of tiny
generatorswill be connected to the power grid. Controlling these small EVdistributed
generators independently is another problem that needs to be addressed. It should be
noted that by using ordinary EV-grid interface devices cannot resolve issues arising
as a result of integration of EVs to the distribution grid. The grid operator needs
to know the status, availability, and willingness of these EV generators at all times,
as to which one is suitable for drawing energy from a specific battery pack. Issues
such as voltage drop, as a result of EV charging, decrease the charging rate locally.
Voltage drop control methods could be used to manage and control these interfaces
[28]. However, this would not be acceptable, when it comes to higher level control,
such as control and management of congestion in the branches or participating EVs
to electricity market sharing.
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2.8 Energy Conversion Losses; Efficiency Issues Related
to Well-To-Grid, Grid-To- Vehicle, and Reverse Power
Flow

It is obvious that there exist losses each time energy is stored, converted, or trans-
mitted. In a PHEV, the amount of losses vary, which can be very large, such as
losses in the ICE, or smaller losses, such as those in power electronic devices and
electric drives. In a PHEV-grid or EV-grid interconnection, it is obvious that, when
energy goes through the various stages of storage, conversion, regulation, and trans-
mission, each stage contributes to losses. Thus, the result is that the actual energy
available for work is considerably low. Figure 12 shows losses in the process of
energy transmission and conversion, specifically for V2G practice.

Using a theoretical (back-of-envelope) efficiency analysis, it is clear that efficiency
of the process of generating and transmitting electricity (source-to-electric outlet;
STO efficiency) is about 50-52% [29]. For EV charging, this energy must go through
a charger, which has approximate efficiency of about 94%. This energy has to be
stored in the EV battery, which has an efficiency of approximately 80% [29, 30].
Thus, the efficiency of stored energy (5E) is calculated as:

5E = 5ST0 × 5Charge × 5Batt (5)

Thus, 5E = (0.52) × (0.94) × (0.8) ∼= 0.39.
Approximately 60% of energy is lost in different stages of generation, transmis-

sion, and conversion to charge an EV battery pack. Furthermore, V2G process claims
that energy flow can be reversed, and stored energy can be fed back to the grid. The

Fig. 12 Energy transmission and conversion losses
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proposed V2G idea is to use the distribution grid, which has an approximate effi-
ciency of 92% [30]. Thus, the theoretical back-of-envelope efficiency of V2G can
be calculated as:

5V2G = 5E × 5Charge × 5Grid (6)

Therefore,

5V2G = (0.39) × (0.94) × (0.92) ∼= 0.34

This is relatively low. This efficiency number certainly cannot be considered
appropriate to back up the power grid using EVs and PHEVs.

2.9 V2G Reliability and EV Owner Behaviour

The V2G concept assumes that the EV is a reliable and available source of energy
that can be available as reserve during peak load shaving. Hence, it should be noted
that mobile behavior of EV owners could seriously affect the reliability of these EV
distributed generators. Assuming that the power demand is high and there exists a
sufficient number of EVs connected to the grid. Also, let us assume that there is
enough energy to feed back into the grid. However, depending on driving behavior,
EV battery charge availability varies during distinctive times and days of the week.
In fact, mobility behavior of owners is obviously different on weekdays compared to
weekends. If a large number of EVs are not able to feed energy or if owners simply
do not intended to feed the grid, it could cause an unexpected shortage to the grid.
From a pure efficiency standpoint, not only the number of connected EVs to the grid
is important, but also the location of their connection. Even though these EVs act as
DGs, if a group of EVs are connected at some point in the system, and demand is
high on another side of the system, energy must be transmitted to the critical demand
side, and transmission losses needs to be accounted for.

It is obvious that, from an owner’s perspective, driving is the primary purpose of
theEV; notV2G. Furthermore, because of the aforementioned reasons, theEVcannot
be treated as a reliable source to deliver the exact amount of energy demanded by the
grid in real time. Thus, to begin with, using V2G seems like using an unrestricted
and cheap resource to help the grid overcome high demands. However, the fact is
that, by using V2G, both the grid as well as the EV requires an enormous amount of
upgrades to be built into their respective systems. Even then, such a restructuring of
the grid and EV/PHEV charge/discharge system would prove to be an exceptionally
uneconomical task.
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2.10 V2G Efficiency Solutions and Potential Research
Directions

In the electricity grid, generation capacity is grouped in different categories. The four
main categories are: (1) Peak power, (2) spinning reserve, (3) regulation services, and
(4) renewable sources and energy storage systems. Spinning reserve and regulation
services are assumed as ancillary services to support the grid. Renewable energy will
have a prodigious positive impact on the electricity network. Onemain concern about
renewable energy sources, such as photovoltaic andwind is that, there is no guarantee
to acquire energy whenever required. The volatility as a result of renewable energy
resources to the grid must be compensated with reinforcement of the power grid,
virtual power plant structure, demand control management, energy management,
and energy storage systems.

One of the main candidates to help the reliability of the power grid is a virtual
power plant (VPP).VPP structure is an accumulation ofDGs, energy storage systems,
as well as loads that can be controlled locally. The entire system can be controlled by
a central control entity; it works as a unique power plant. VPP not only deals with the
supply side, but it also helps manage the demand and ensure grid reliability through
demand response in real time. Figure 13 shows a virtual power plant structure.

The control aspect of VPP can be divided into three different categories: direct,
hierarchical, and distributed system. Decision-making in direct control concept is
centralized control, whereas distributed control concept is based completely on
decentralized decision-making. The hierarchical control lies between the other two
methods that have some level of distributed decision-making. Responsibility of the
control center in VPP is to coordinate between available resources in an optimal

Fig. 13 Virtual power plant
structure
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way and present them to the market as a single entity. Information and communi-
cation technology solutions enable the control center of VPP to manage resources
within the system to near real time. Operation of a group of individual resources can
be managed by some entities. EV charging facilities may be represented by charge
point managers (CPM), within the framework of VPPs. Number of connected EVs
to the grid, their power consumption at each time, state of charge of their individual
battery packs, and controlling the charging period can be done byVPP control center,
based on reviewing the aggregation of all gathered information.

Furthermore, power generation and load profiling can be forecasted inVPP. Power
generation and consumption can be scheduled in the VPP control center. Any error
in this forecasted schedule can be corrected in real-time operation. By means of
a metering system, data can be provided to VPP control center, to monitor the
behavior of power generation and load consumption. It is obvious that a demand
side management (DSM) system can easily shift the charging period of EVs shifted
to low-demand times. In addition, if EV owners insist on charging their vehicles
during high load demand period, multiple price bidding can be scheduled. In VPP,
different sources of power generation are available. Renewable energy can be one
of the important resources in VPP. Since the power production of renewable energy
resources cannot be forecasted, it can be considered as ancillary services to the power
generation market. Hence, a means of reliable storage system is required to store the
energy, and inject it into the grid, whenever required. Local scale battery systems
offer very high efficiency and reliable energy for short durations, and can be used
as distribution generation in virtual power plants. Energy will be stored during high
power production and can be used during high demand, without having complex and
overwhelming control systems [31].

2.11 Summary

This chapter discussed the important issue ofV2G inefficiency, fromawell-to-wheels
efficiency standpoint. Most critically, the energy conversion efficiency suffers, due to
the multiple conversion stages, when attempting to connect an EV to the electricity
grid. Efficiency of energy conversion is a major issue in reverse power flow, while
discharging an EV battery to the grid (vehicle-to-grid). Hence, vehicle-to-grid (V2G)
power flow requires a detailed stage-by-stage efficiency analysis, to evaluate practical
feasibility. This chapter introduced the critical issues in connecting battery-powered
EVs to the electricity grid. The chapter highlighted the important inefficiencies of
V2G connection, especially from the point of view of power electronics converter
energy conversion stages, and suggested some research directions for the near future,
in order to possibly make V2G a practical reality.

More specifically, this chapter highlighted the grid control issues, battery degra-
dation issues, and the critical problem of V2G inefficiency with regards to power
electronic conversion stages. Hence, the virtual power plant (VPP) is suggested as
a possible and likely solution solely for EV charging purposes. EV charging can be
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performed most efficiently by matching available battery energy with load demand.
By shifting EV charging loads to low demand times, the load peak as a result of EV
charging can be shaved. Individual regulation needs to be adapted instead of asking
EV owners to feed energy back to the grid. This way the owner can charge their EVs
during a suitable low demand time, in order not to put any stress on the grid. With
these regulations, utilities can make sure owners’ charging behavior will not add up
consumption to the grid during high demand times.
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Battery Energy Storage Systems
for Applications in Distribution Grids

Fabrizio Sossan and Fernando Alvarado

Abstract Battery Energy Storage Systems (BESSs) have become practical and
effective ways of managing electricity needs in many situations. This chapter
describes BESS applications in electricity distribution grids, whether at the user-end
or at the distribution substation level. Nowadays, BESS use various lithium-based
technologies. BESS systems rely on three layers of control: (1) the power converter
firmware layer that manages grid synchronization and charges and discharges the
battery, (2) the battery management system manages the cell stacks, to ensure that
cells are evenly charged and discharged and operate within their design limits, and
(3) the energy management system layer that operates at a high level to charge and
discharge the battery to attain higher level objectives. These objectives can include
obvious and simple uses of a BESS for time arbitrage (save energy when excess
energy is available to deliver it back at a later time), and it can be also used to
implement far more complex objectives, including the use of batteries to match
production or consumption schedules, frequency regulation, eliminate distribution
line overloads, provide voltage regulation and control and reserves for possible power
outages. This chapter describes the general characteristics of all BESS systems and
gives details of a mathematical model that can be used to implement the operation
of a BESS. Several examples of applications unique to BESS systems in distribu-
tion network are illustrated, including actual operation of a BESS to implement a
“dispatchable feeder” to a load, the use of a BESS to minimize the cost of imported
electricity, and the use of a BESS system to maximize the utilization of a solar array
that operates an intermittent load.
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1 Battery Energy Storage Systems

1.1 Introduction

Storage batteries are devices that convert electricity into storable chemical energy
and convert it back to electricity for later use. In power system applications, battery
energy storage systems (BESSs) were mostly considered so far in islanded micro-
grids (e.g., [1]), where the lack of a connection to a public grid and the need to
import fuel for conventional generation makes it convenient to store surplus elec-
tricity from local renewables to use during generation shortfalls. However, increased
safety and reduced prices of lithium battery technologies (e.g., [2]) have made it
possible for lithium-ion BESSs to be considered for applications in grid-connected
contexts. BESSs are modular and appealing for both behind- the-meter applications
(such as peak-shaving and PV self-consumption) and grid operators as a non-wire
alternative to traditional grid reinforcement for grid congestions and voltage control.
Additionally, BESSs have faster ramping rates than conventional generation, so they
are better suited to provide quick regulation, for which there will be an increased
need in the future. An example of BESS is shown in Fig. 1.

The objective of this chapter is to give an overview of lithium-ion BESSs and
illustrate the main notions for effective energy management. The rest of this section
describes the main components and characteristics of BESSs. Section 2 describes
an extensible framework for energy management, with a number of applications
described in detail. Finally, Sect. 3 presents the main elements for the operation of a
multi-objective real-time energy management system.

Fig. 1 Outdoor a and indoor b view of the 560 kWh/720 kVA lithium-titanate BESS installed at
EPFL’s campus, in Lausanne (Switzerland). Copyright by Alain Herzog/EPFL
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1.2 Specifications of a BESS

Two main specifications of a BESSs are its energy capacity (in kWh) and its power
converter rating (in kVA). The energy capacity is defined as the total energy that
the system can provide, starting from a 100% state-of-charge, at a given constant
discharge current. Since power losses increase with current, the available energy
decreases with larger charging/discharging power. The power converter rating for a
BESS defines the maximum operating power of the system.

The power converter rating of a BESS is related to the battery cells’ maximum
current capability. The charging/discharging current of a battery cell is expressed in
terms of its C-rate, which is defined as the current in ampere (A) over the cell energy
capacity in ampere-hour (Ah). Power-rating-to-energy-capacity ratios of commer-
cially available BESS are generally between 0.75 and 2. The efficiency of a battery
cell is the energy released during discharging divided by the energy stored during
charging. The efficiency of lithium-ion batteries is very high, usually above 95%.
High efficiency, together with high specific power, high energy density, and low
self-discharging rates, have made lithium-ion the mainstream of today’s battery
technology.

1.3 Components and Software Layers

Components The main components of a grid-connected BESS are the battery, the
AC/DC power converter (or inverter), and grid connection equipment (switchgear,
and transformer if connected to an MV grid). Figure 2 provides an example.

The battery consists primarily of cells, whose number, nominal capacity and
voltage determine the total energy capacity of the system. The energy capacity of a
single battery cell is usually a few hundredwatts at nominal voltage, depending on the
specific chemistry and cell packaging. Cells are arranged in series to form a module,
and modules into a string. Parallel strings form the DC bus, connected to the power
converter through contactors. The modules include a thermal management system

Fig. 2 The main components of a containerized BESS (courtesy of Leclanche.com)
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to ensure suitable and uniform cells’ temperature and prevent premature aging. All
cells’ current and voltage aremonitored. Cells implement voltage balancing circuitry.
Mainstream chemistries for lithium cells include NMC (nickel manganese cobalt
oxide) and LFP (iron phosphate) for anode materials, and graphite and lithium-
titanate for the cathode [3]. Lithium-titanate achieves higher cycling endurance, but
it is more expensive and with lower energy density.

The power converter adapts the DC voltage of the battery to the AC voltage of
the power grid. Power converters are four quadrants, meaning that they can provide
both negative and positive active and reactive power within the limit imposed by
their kVA rating. For large BESSs (above tens of kW), the converter is 3-phase,
whereas, for small systems (up to few tens of kW), it is typically single-phase, as for
residential solutions, where only 1 phase or 2 phases are normally available. MW-
class BESSs may have multiple power converters in parallel. In case of connection
to low-voltage grids, the power converter is typically directly connected to the grid;
in medium-voltage grids, a step-up transformer is generally used. A breaker with
under- and over-voltage protections enables to disconnect from the grid. The power
converter typically implements active over-current protections. Fuses on the DC bus
and modules act as additional protection in case of faults. The power converter also
includes current and voltage meters on both the AC and DC side.

LargeBESSs are usually installed in ad-hoc containerized solutions. Figures 1 and
2 illustrate typical BESS containers. These containers include a fire-extinguishing
and HVAC (heating, ventilation, and air conditioning) systems. HVAC ensures suit-
able air temperature in the container and correct operations of the cells’ primal
thermal management system. Indoor temperature is kept in a prescribed range (e.g.,
10–30 °C) by activating the heating and air conditioning system as needed. The
ventilation is generally kept active at all times. For example, the rating of the air
conditioning and heating unit of the system in Fig. 1 represents a 5 kW load when
in operation. Additional auxiliary components of containerized BESSs are lighting
and sensors on electrical cabinet doors. A dedicated transformer supplies power the
auxiliary services.

Software layersThere are threemain software layers in aBESS (Fig. 3): the firmware
of the power converter, the battery management system (BMS), and the energy
management system (EMS). The first two layers handle the low-level communi-
cation with all BESS’s components and ensure their correct operation. These two
layers, briefly described in the rest of this subsection, are generally implemented by
the manufacturers of all commercially available systems. The third layer is the appli-
cation layer that determines when and how the BESS should charge (or discharge)
according to the operator and application requirements.

Many BESSs (especially small-size residential systems) usually come already
with pre-built EMS for specific applications (e.g., PV self-consumption). However,
even in these cases, some level of customization is often desirable. In many other
other (usually larger) applications, it is necessary to design an entire EMS layer in
order tomeet the requirements for the application in questions. The EMS layer can be



Battery Energy Storage Systems for Applications in Distribution … 157

Fig. 3 Software layers of a BESS, and information exchange between the BMS and the EMS
layers. Real-time applications requiring fast response (e.g., tens ofmilliseconds)may need dedicated
deterministic communication with the power converter

used to optimize operations and to increase performance. EMSs layers are covered
in detail in the next section.

The power converter firmware controls the activation of the switching devices
(e.g., IGBTs) to keep them synchronized with the grid and supply the active and
reactive power set-points requested by the operator. The firmware is implemented in
specialized hardware capable of real-time computation and with digital and analog
input/output, such as digital signal processors (DSPs).

The BMS ensures correct and safe operations of the cell stack, including thermal
management, voltage balance across the cells, monitoring of cells’ current and
voltage levels, prevention of overloading, avoiding completely draining a battery,
and monitoring all auxiliary systems. It estimates the state-of-charge (SOC) and
state-of-health (SOH) of the battery. Based on the voltage levels of the battery cells,
the BMS also determines the maximum charging and discharging power that the
BESS can provide. In turn-key BESSs, the BMS offers an abstraction layer of the
underlying hardware resources so that the operator does not have to, for example,
directly communicate with the power converter to implement power set-points or
query each single battery module to retrieve their state or read alarms.

All BESS’s functionality is made available by the BMS through a communica-
tion interface. Examples of key available functions include switching the system
on and off, verifying the status of the BESS and auxiliaries, querying real-time
measurements, and sending requests of active and reactive power set-points to be
implemented. The feasibility of the requested active power set-points (that depends
on theBESS status) is typically ensured by theBMSbefore being implemented. BMS
implementations need to interface with both hardware (at module and cell levels) and
upper-level software; they are typically implemented on multiple platforms, such as
DSPs and industrial computers.

An important aspect related to communication and control is the refresh interval
at which the BESS implements new power set-points. The refresh interval depends
on the communication latency and the processing time. A communication inter-
face commonly available in commercial BESS is Modbus over TCP-IP. In this case,
refresh intervals are in the order of magnitude of hundreds of milliseconds. This
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refresh interval is generally sufficient for primary frequency regulation, demandpeak-
shaving, and all energy-oriented applications such as energy arbitrage and PV self-
consumption. Applications that require tens-of-milliseconds refresh intervals (e.g.,
inertia support and grid forming algorithms for power converter) should be imple-
mented with deterministic communication protocols, or in the converter firmware to
achieve minimum latency.

1.4 Designing BESS Applications: Planning, Scheduling,
and Real-Time Operations

There are three distinct phases associated with designing BESS applications:
planning, scheduling, and real-time control.

Planning aims at determining the energy capacity and power rating of the system.
The energy capacity and the power rating of a BESS are selected according to the
services it is intended to provide, considering realistic operative scenarios and time
correlation of the control actions. Modeling time correlation is critical because the
state-of-energy of a BESS depends on the charging/discharging history, and time
coupling among control set-points affects the total energy need. Time correlation
can be captured with time series scenarios. For certain applications, such as grid
congestion management and voltage control, the location of the BESS is also a
variable of the problem. Locations can be predetermined or it can be limited to a
restricted set of options based on their suitability to host a BESS (space requirements,
safety, access to a grid connection point). The location decision can also determine
whether the BESS is located in front of or behind a meter, of whether the BESS is
to be located at a substation or along a feeder.

The scheduling phase determines a charging/discharging schedule for the next
operation time frame (e.g., next day). The objective is ensuring that the BESS has
enough energy to provide the subscribed services. The scheduling problem is covered
in Sect. 2.

Finally, the real-time phase refers to computing theBESS’s real and reactive power
set-points so that the prescribed services are delivered as desired. Pre-computed
schedule rely on forecasts and are subject to forecast errors. To adjust to changing
conditions, the real-time phase can also include a rescheduling stage that refines the
schedule based on real-time measurements and resolved uncertainties. The real-time
phase is discussed in Sect. 3.

1.5 Mathematical Models to Support Decision-Making

The appropriate BESS model for a specific application depends on the underlying
time constants. This subsection describes the typical modeling requirements for
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BESSs for scheduling and near real-time decision-making. Power converters’ simula-
tion models for shorter (electromechanical and electromagnetic) transients is beyond
this chapter’s scope and not covered.

Models for scheduling applications Scheduling applications typically target hours-
and day-ahead horizons. It is of interest to capture the state-of-energy dynamics and
converter’s power limitations because they determine the capability of BESSs to
provide the desired services to the grid in an efficient and effective manner. The state-
of-energy of a BESS, SOE, is the amount of its stored energy. In general, the available
energy that one can extract from (or stored into) a BESS depends on the C-rate
and cell temperature. However, for C-rates and temperatures encountered in typical
BESS operations, these dependencies can be neglected, and the state-of-energy can
be approximated as:

SOEt+1 = SOEt + Ts ·
(

η[Bt ]
+ − 1

η
[Bt ]

−
)

, (1)

where SOEt and SOEt+1 are the state-of-energy at the next and current time interval
(in kWh), η is the charging/discharging efficiency, Ts is the sampling interval (in
hours), Bt is the piecewise constant positive (negative) BESS charging (discharging,
respectively) power (in kW), and [·]+, [·]− denote the positive and negative part of
the argument.

The approximated efficiency η can be estimated from measurements. For lithi-
umion BESS, η is typically high, often larger than 90% depending on the oper-
ating power levels. Self-discharge is typically small for lithium-ion BESS and not
included in (1). The state-of-energy divided by the BESS nominal capacity defines
the state-of-charge (SOC).

The notion of efficiency in (1) does not account for the BESS auxiliaries’ power
demand. This additional demand includes the one of auxiliary systems always active
(ventilation and IT equipment), and air conditioning and heating. Air conditioning
and heating units are activated only when the temperature in the container is outside
a prescribed range. Depending on the climate, this power demand can be relevant. A
detailed analysis of the consumption of auxiliaries and its impact of the round-trip
efficiency is provided in [4]. The no-load losses of the power transformer can be
aggregated in the efficiency-based model (1).

When the BESS scheduling problem is associated with an optimal power flow,
an alternative to the efficiency-based model in (1) is augmenting the grid topology
with a resistive transmission line between the BESS and the grid connection point,
as proposed in [5], allowing one to remove from (1) the (non-linear) sign operators
for a more tractable formulation.

The BESS active power, Bt , is generally supplied by a four-quadrant power
converter. Under nominal voltage conditions at the DC bus and at the grid connection
point, the power’s converter limitation can be modeled as:

B2
t + Q2

t ≤ S2 (2)
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Fig. 4 A third-order
equivalent circuit model for
the battery DC voltage as a
function of the
charging/discharging current

where Qt (in kVAr) is the supplied reactive power and S is the apparent power
rating (in kVA) of the power converter. Equation (2), a circle with radius S in the
real/reactive power plane, is called the "capability curve" of the power converter. As
long as the power converter’s DC bus is supplied, the converter can provide reactive
power to the grid with negligible internal losses thanks to its high efficiency. As
long as enough energy is available in the battery, the converter’s capability curve
determines the charging/discharging power limit of the BESS. When the BESS is
near a fully charged or a completely discharged state, the BMS applies stricter power
constraints than (2) to avoid violations of DC current and DC voltage limits. These
limits are normally communicated by the BMS.

The model in (2) is valid under nominal voltage conditions of the DC bus and
grid connection point. In real-life, both these voltages vary as a function of operating
conditions and impact on the power converter’s capability curve. The work in [6]
tackles this aspect and models the dynamic capability curves of BESS converters.

Models for near real-time simulation and control A battery is not an ideal
voltage source, and its terminal voltage varies as a function of the current it delivers.
Voltage dynamics can be represented with an equivalent circuit model, which trades
detailed modeling of the electrochemical reactions for increased tractability. Single
battery cell equivalent circuit models can then be extended to represent the behavior
of a multi-cell battery. Figure 4 shows a three-timeconstant (third order) equivalent
circuit model that can be used to represent the behavior of a multi-cell battery array.
Its parameters depend on the battery SOC, temperature and C-rate. They can be
estimated from BESS’s DC voltage and current measurements for given operating
conditions [7, 8].

The three time-constant model captures voltage dynamics in the order of hundreds
ofmilliseconds to tens ofminutes. If sub-second dynamics of the The thirdRCbranch
of the circuit used to capture transients of few seconds or more can be omitted when
sampling measurements at slower intervals.

The thirdRCbranch of the circuit is useful to capture transients of few seconds and
can be omitted when sampling measurements at higher intervals. Voltage dynamic
models are useful to compute voltage and current constraints on the DC bus, and in
dynamic simulations to model the interactions with power converters.
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1.6 Service Life and Degradation

Degradation of the cell electrochemistry is a complex non-linear phenomenon that
determines energy capacity fading and increased internal cell resistance, limiting
the cell power. Aging processes are classified into calendar aging, which depends
on time, and cycle aging, which depends on use. Both accelerate at higher cell
temperatures. Commercial BESSs are typically guaranteed for a calendar service
life of 15–20 years. The number of cycles that a cell can perform is larger for lower
depth-of-discharge (DOD) and C-rates. Cycle aging can be determined empirically
by cycling a cell or in combination with models, see, e.g., [9]. Cycle aging depends
on many variables, including use history and C-rate, stateof-health, state-of-charge,
cell temperature, and battery chemistry. NMC cells can typically perform 4000–5000
cycles at 90% DOD at 1 C, whereas lithium-titanate cells can perform more than
15,000 cycles.

When addressing degradation in BESS application designs, one should consider
the battery technology in use and the number of cycles it is capable of. For example,
with long-endurance lithium-titanate cells, calendar aging may be the dominating
aging factor depending on the number of cycles per day. As cycling degradation in
batteries is partially explainedbymechanical loadingdue to lithium intercalation, rain
flow counting algorithms, typically used tomodel fatigue ofmechanical components,
have been proposed to model it (although no experimental proof that this is justified
has been provided so far [9]) and included in aging aware decision-making, as in
[10]. Constraints to reduce cycle aging that require fewer modeling assumptions are
implementing conservative state-of-energy limits to reduce the DOD or limiting the
energy throughput to a maximum value per day, see, e.g., [11].

2 Scheduling the Operations of a BESS

2.1 The Role of Scheduling

Unlike conventional power plants that may have large stocks of fuels and can poten-
tially produce electricity for a long time, the BESS’s capability of supplying a load
depends on its stored energy and is generally small. Proper energy management is
critical to ensure that the BESS has a correct state of energy to provide the subscribed
services reliably.

The design of suitable energy management starts from defining the services that
the BESS operator wishes to provide. Examples are demand peak-shaving, PV self-
consumption, and grid control. A number of these services will be presented and
discussed throughout this chapter. Once the application requirements are identified,
they are embedded in a suitable operation timeline, called the dispatch plan. As we
will see, the dispatch plan also accounts for the need to recharge or discharge the
BESS. For example, a nearly empty battery should be recharged if it will have to
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Fig. 5 A point of common
coupling with a BESS and
prosumers

Point of common coupling (PCC)

P (Total demand)

L (Feeder’s net demand)

B (BESS charging demand)

Battery Energy Storage System

inject power, and this need can be incorporated into the dispatch plan. As it will be
discussed later, computing the dispatch plan requires taking into account suitable
forecasts of the services to provide in order to ensure proper energy management
and provide a hedge against uncertainty.

To compute a dispatch plan, we will resort to a suitably defined optimization
model. Optimization problems are a handy framework to accommodate this need
because their formulation follows from intuitive notions (such as "minimize the
total cost of operations") and is generally interpretable. The resulting optimization
problem can be solved, if properly formulated, with off-the-shelf software libraries
in standard computers.

2.2 Dispatching Heterogeneous Resources

Dispatch plan Consider the example in Fig. 5, showing a point of common coupling
(PCC) interfacing heterogeneous resources. The heterogeneous resources are aBESS
and stiff (non-controllable) conventional demand from commercial buildings with
rooftop PV installations. The total real (active) power demand at the PCC is denoted
by P, the net demand from the feeder by L, and the BESS’s charging power by B.
The power flow at the PCC is subject to a maximum value representing the level of
maximum power contracted with the electric utility (peak-shaving).1 Power losses
are here assumed negligible, and grid constraints are not considered.

The objective is to determine a dispatch plan at the PCC that the operator can track
in real-time by adjusting the BESS’s power injections. For this application, the only
design property of the dispatch plan is to implement a schedule for peak-shaving.
Later in this chapter, we will illustrate other possible dispatch plan objectives.

1 In combination with the total reactive power at the PCC, this constraint can be used to model the
apparent power rating of the substation transformer.
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A dispatch plan is denoted by the sequence P
∧

t , where t = 0, 1, …, T − 1 refers
the time interval. For this application example, a time resolution of 5 min is consid-
ered.The dispatch plan assumes a 24 h interval, thus T = 288. The dispatch plan for
the setup in Fig. 5 is formally given by

P̂t = L̂ t + Fo
t , t = 0, . . . , T − 1 (3)

where L
∧

t denotes point predictions (i.e., forecasts) of the feeder net demand and
Fo
t is the so-called offset profile. The offset profile, whose computation is described

next, accounts for the amount of BESS energy necessary to restore an adequate
level of flexibility in the battery during operations. If for example, at the end of
a dispatching interval, the BESS residual charge is close to the upper (or lower)
bound, the offset plan biases the dispatch plan positively (or negatively), so causing
the BESS to discharge (or charge) and bringing the state-of-energy to a suitable level
of flexibility. Embedding the charging/discharging demand into the dispatch plain
in this way avoids the need to implement a separate charging/discharging process
process for longer-term operation of a BESS.

The offset profile is determined by an optimization problem, as discussed next.
The first proposed formulated follows directly from the state-of-energy model of the
BESS discussed in the former section. As this formulation results in a nonconvex
optimization problem, a convex re-formulation will also be discussed.

Determining the offset profile TheBESS is controlled to ensure that the real power
flow at the PCC tracks the dispatch plan. Its real power injections at a given time
interval can bewritten as the difference between the dispatch plan and the net demand
realization, lt , which is unknown at this stage. This reads as

Bt = P̂t − Lt = Ft + L̂ t − lt (4)

where (3) has been used to rewrite the dispatch plan. Assuming that predictions of
the upper and lower bounds of the net demand realization, denoted by l↑t and l↓t , are
available from prediction intervals, the worst-case imbalances that the BESS needs
to compensate are:

B̂↑
t = Ft + L̂ t − l↑t = Ft − ε

↑
t (5)

B̂↓
t = Ft + L̂ t − l↓t = Ft + ε

↓
t (6)

where quantities ε
↑
t = l↑t − L

∧

t and ε
↓
t = L

∧

t − l↓t were defined.
The state-of-energy (SOE) of the BESS is modelled as described in the former

section, that is:
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SOEt+1 = SOEt + Ts

(
η[Bt ]

+ − 1

η
[Bt ]

−
)

(7)

where Ts is the duration of the sampling interval in hours, and [·]+, [·]− denote
the positive and negative part of the argument, respectively. The boundaries of the
state-of-energy evolution over time can be derived by applying (5) and (6) to (7),
giving:

SOE↑
t+1 = SOE↑

t + Ts

(
η
[
Ft − ε

↑
t

]+ − 1

η

[
Ft − ε

↑
t

]−)
(8)

SOE↓
t+1 = SOE↓

t + Ts

(
η
[
Ft + ε

↓
t

]+ − 1

η

[
Ft + ε

↓
t

]−)
(9)

for all time intervals.
Integrating over time theworst-case battery injections (5)–(6) as in done in (8) and

(9) results in a conservative estimate of the energy needs. Rather than using worst-
case conditions, time-series scenarios of the forecast uncertainty (which embed time
correlations among control actions) result in less conservative scheduling policies
for energy storage. The use of scenarios will be illustrated later.

The BESS can provide the subscribed regulation service if its state-of-energy
and real power injections are within the allowed energy capacity and converter
power rating limits. Based on these operational considerations, one can formulate a
constrained optimization problem to determine the (unknown) offset profile subject
to these requirements. The optimization problem’s cost function can either be a
constant value (i.e., feasibility problem) or reflect an operational condition. In this
case, since from (4) it follows that the BESS injections correspond to the offset profile
if forecasts are correct, we minimize the norm-2 of the offset profile as a best-effort
attempt to reduce the charging/discharging duties of the BESS. In addition to the
BESS’s constraints, we require a dispatch plan lower than a contracted power at the
PCC, denoted by P . This optimization problem reads as:

Fo
1 , . . . , Fo

T = arg min
F1,...,FT ∈R

{
T−1∑
t=0

F2
t

}
(10a)

subject to (for all t)

SOE↑
t + Ts

(
η
[
Ft − ε

↑
t

]+ − 1

η

[
Ft − ε

↑
t

]−)
≤ SOE (10b)

SOE↓
t + Ts

(
η
[
Ft + ε

↓
t

]+ − 1

η

[
Ft + ε

↓
t

]−)
≥ SOE (10c)
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∣∣∣Ft − ε
↑
t

∣∣∣ ≤ B (10d)

∣∣∣Ft + ε
↑
t

∣∣∣ ≤ B (10e)

L̂ t + Ft ≤ P (10f)

where SOE and SOE specify the allowed energy range of the BESS (e.g., 10–90%
of the total energy capacity to prevent extreme conditions, and decrease DOD), and
B is the rating of the power converter.

In this application, the potential of the BESS to provide reactive power is not
tapped; if the BESS is used to provide reactive power too, then (10d) and (10e) should
be augmented considering the 4-quadrant capability curve of the power converter, as
discussed in the former section.

Solving problem (10) requires ε
↑
t , ε

↓
t for all time intervals, which can be computed

from a suitable forecasting model of the power demand. A practical example will be
given later.

The drawback of the formulation in (10) is its non-convexity due to the positiveand
negative-part operators in the state-of-energy constraints. For increased tractability,
it can be reformulated as a linear (and convex) optimization problem as discussed in
the next section.

Linear convex reformulation Recalling from the former subsection, the battery
injections are:

B↑
t = Ft − ε

↑
t (11)

B↓
t = Ft + ε

↓
t (12)

Each battery injection can be split into the difference between its positive and
negative part:

B↑
t = B↑+

t − B↑−
t (13)

B↓
t = B↓t+

t − B↓t−
t (14)

Solving Eqs. (11) and (12) for the offset profile, equating their terms, and using
(13) and (14) yields:

B↑+
t − B↑−

t + ε
↑
t = B↓t+

t − B↓t−
t − ε

↓
t (15)

With these definitions in place, the optimization problem in (10) can be reformu-

lated in terms of the non-negative decision variables xt =
[
B↑+
t , B↑−

t , B↓+
t , B↓+

t

]
.
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This reformulation avoids the use of positive- and negative-part operators. Since
the battery cannot physically charge and discharge simultaneously, the cost function
penalizes positive values of the decision variables to promote mutually exclusive
terms in (13) and (14). The constrained linear optimization problem reads as:

xo1 , . . . , x
o
T = argmin

x1,...,xT ∈R4+

{
T−1∑
t=0

(
B↑+
t + B↑−

t + B↓+
t + B↓−

t

)}
(16a)

subject to

SOE↑
t + Ts

(
ηB↑+

t − 1

η
B↑−
t

)
≤ SOE (16b)

SOE↓
t + Ts

(
ηB↓+

t − 1

η
B↓−
t

)
≥ SOE (16c)

−B ≤ B↑+
t − B↑−

t ≤ B (16d)

−B ≤ B↓t
t + −B↓t−

t ≤ B (16e)

B↑+
t − B↑−

t + ε
↑
t = B↓t+

t − B↓t−
t − ε

↓
t (16f)

for all t. Once the problem is solved, the dispatch plan can be retrieved from the
solution of the problem as (it follows from (11)):

Fo
t = K+o

t − K−o
t − ε

↓
t (17)

for all t.

Linear reformulationwithbinary variables Instead of penalizing the activation pof
the positive and negative parts in the cost function as done in (16), mutually exclusive
charge and discharge of the BESS can be achieved explicitly by introducing binary
variables. For example, for B↑

t , this new set of constraints is introduced:

B↑+
t ≤ c↑

t · B (18)

B↑−
t ≤

(
1 − c↑

t

)
· B (19)

0 ≤ c↑
t ≤ 1, c↑

t ∈ Z (20)
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where c↑
t a new integer variable of the problem that determines if the battery charges

or discharges at time interval t. These constraints are linear and can be formulated
in a mixed-integer linear program (MILP) to determine the offset profile.

The “dispatchable feeder” The dispatchable feeder is a real medium-voltage feeder
of the EPFL campus, in Lausanne (Switzerland), with topology as in Fig. 5. It is
equipped with a 560 kWh/720 kVA lithium-titanate BESS [7]. The demand in the
system is from office buildings and laboratories, with a total peak value of 350 kW.
Buildings include 95 kWp rooftop PV generation. The feeder is dispatched according
to a 24-hour-long, midnight-to-midnight dispatch plan at a 5 min resolution. The
dispatchplan is computed1hbefore the beginningof the operations, at 23:00,with the
convex optimization problem discussed above. Figure 6 shows the point predictions
of the net demand (dashed line) and its estimated upper and lower bounds (shaded
area) for a weekday and weekend day. Here, forecasts are computed by analogy with
historical measurements using a k-nearest-neighbor principle: a mix of categorical
(weekend, weekday, holiday, working day) and quantitative criteria (temperature
and irradiance) are used to select a given number of 1-day-long time series from
a historical dataset. Then, the point predictions, L

∧

t for all t , are computed as the
element-wise average of the selected time series, and the worst-case realizations(
l↑t , l↓t , for all t) as the element-wise maximum and minimum values.

As visible from Fig. 6, the net demand features a peak in the central part of the
weekday (nearly 300 kW) and lower values in the weekend day (below 200 kW).
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Fig. 6 Point predictions of the net demand, predicted worst-case realizations, and computed offset
profiles on a weekday a and weekend day b
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During the weekend day, effects of PV generation are visible during the central
hours of the day, which have lower net demand. Prediction intervals are relatively
symmetric around point predictions, denoting that the BESSmay charge or discharge
in equal quantities to compensate for the net demand realization. As discussed earlier,
prediction intervals are used in the optimization problem to ensure that the accumu-
lated control action in these worst-case scenarios does not exceed the prescribed
state-of-energy and power rating limits.

In Fig. 6a, the computed offset profile is positive for nearly all day and has an
initial large value. This is because the BESS starts the day with a low state-ofenergy,
which limits the ability to provide up-regulation over time. A positive offset profile
determines a dispatch planwith overestimated power demand, inducing the battery to
recharge (assuming energy-unbiased forecasts) and recover from a low initial state-
of-charge. Conversely in Fig. 6b, the offset profile features a small negative value
for the first half of the day. In this case, the demand is underestimated, and the BESS
will discharge.

Real-time control aspects related to controlling the BESS to track the dispatch
plan effectively are discussed in Sect. 3.

2.3 Load Levelling

Previously, it was shown how to determine a dispatch plan for a set of heteroge-
neous resources so that deviations from point predictions of the net demand can be
compensated using a BESS. The dispatch plan included the charging/discharging
needs of the BESS (through the offset profile) and implemented a maximum value
of the peak demand to account for a maximum level of contracted power with the
utility. In this subsection, that framework is modified to implement load levelling.
Load levelling refers to a dispatch plan that is as flat as possible, namely with values
near the average value of the predicted net demand at all times. The distance at time
t between the dispatch plan and the average predicted net demand L is:

(
P̂t − L

)2 =
(
L̂ t + Ft − L

)2 = (�t + Ft )
2 (21)

where (3) has been used, and definition �t = L
∧

t − L is introduced. This expression
will be minimized over time in the optimization problem discussed next.

The average value of the predicted net demand is:

L = 1

T

T∑
t=1

L̂ t (22)

Recalling from (4), the battery injection is:
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Bt = P̂t − Lt = Ft + L̂ t − lt (23)

As opposed to using worst-case scenarios to characterize BESS’s injections as
done earlier, we now illustrate the use of scenarios. For simplicity we also assume
unitary charging and discharging efficiency of the BESS.2 Let ldt be the realization of
the net demand at time t in scenarios d. The BESS’s real power injection in scenario
d is:

Bd
t = Ft + L̂ t − ldt = Ft + εdt (24)

where εdt = L
∧

t − ldt was introduced. Equation (24) can be used to compute the
evolution of the BESS’s state-of-energy in scenario d.

The problem of finding an offset profile implementing load levelling is:

Fo
1 , . . . , Fo

T = argmin
F1,...,FT ∈R

{
N∑
t=1

(�t + Ft )
2

}
(25a)

subject to (for all t)

∣∣∣B̂d
t

∣∣∣ ≤ B, d = 1, . . . , D (25b)

SOE ≤ SOEd
t + Ts

(
Ft + εdt

) ≤ SOE, d = 1, . . . , D (25c)

where D is the number of scenarios.
The load-levelling effect is demonstrated in the following. Assuming that the

constraints of problem (25) are not binding, the variables that minimize (25) are:

Fo
t = −�t = L − L̂ t , for all t (26)

Replacing (26) in the BESS injections (23) yields:

Bt = L − L̂ t + L̂ t − lt = L − lt (27)

where lt is the realization of the stochastic net demand. The realization of the total
power demand at the PCC is:

Pt = lt + Bt (28)

2 For lithium-ion BESSs with large charge/discharge efficiency, this approximation may be deemed
acceptable depending on the scheduling horizon, or reworked by implementing back-off terms in
the state-of-energy constraints.
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Replacing the BESS injection in (27) yields to:

Pt = lt + L − lt = L (29)

which proves that the total power at the PCC matches the average net demand value,
achieving ideal load levelling. This is valid under the assumption that constraints
of problem (25) are not binding, assuming, for example, very large BESS’s power
rating and energy capacity values. When constraints become active, load levelling is
achieved on a best-effort basis according to the available regulation capacity of the
BESS.

Figure 7 refers to the dispatchable feeder setup discussed earlier, now imple-
menting load levelling. Figure 7a shows the point predictions of the net demand and
the dispatch plan. The load-levelling action is evident. The dispatch plan, composed
of 3 steps with very similar amplitude, is not totally flat because the BESS’s energy
capacity is not large enough to accomplish an ideal levelling of the highly variable net
demand. Figure 7b shows the offset profile. It is given by the difference between the
dispatch plan and the net demand point predictions and corresponds to the injection
of the BESS if point predictions are exact.
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Fig. 7 Load levelling: point predictions of the net demand and dispatch plan a, offset profile b
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2.4 Minimizing the Cost of the Imported Electricity

The total cost of electricity for the case study in Fig. 5 can be expressed as

Total electricity cost = Ts

T∑
t=1

P̂t · ct = Ts

T∑
t=1

(
Ft + L̂ t

)
· ct (30)

where Ts is the sampling time (in hours), and ct is the retail electricity price (in
currency/kWh). If the electricity price varies along the day, one can optimize the
PCC’s power flow to minimize the total cost of operations, possibly storing cheap
electricity to re-sell it at a higher price (energy arbitrage).3

Equation (30) can be used as a cost function in the same framework discussed
earlier to minimize the total electricity cost. Using the scenario approach developed
in the former paragraph, this reads as the following linear optimization program:

Fo
1 , . . . , Fo

T = argmin
F1,...,FT ∈R

{
N∑
t=1

ct · Ft

}
(31a)

subject to (for all t)

∣∣∣B̂d
t

∣∣∣ ≤ B, d = 1, . . . , D (31b)

SOE ≤ SOEd
t + Ts

(
Ft + εdt

) ≤ SOE d = 1, . . . , D (31c)

In (31a), the term ct · L
∧

t is omitted because it does not depend on the decision
variable and does not impact on the location of the minimum.

It is worth highlighting that distribution grid operators are not allowed to perform
energy arbitrage. This application is interesting for behind-the-meter applications.

2.5 Maximizing PV Self-Consumption

In the past, several countries have adopted feed-in tariffs for PV generation to incen-
tivize the adoption of such a technology. Feed-in tariffs, which consisted in remu-
nerating PV electricity with a tariff larger than the electricity market price, are now
being abandoned since the cost of PV systems is competitive with other forms of

3 This exercise is usually done under the assumption that the BESS’s operator’s decisions do not
influence the electricity price. This is valid when the amount of power exchanged by the "price-
taker" market player (combined with others’ correlated action) is negligible compared to the total
system demand.
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generation. Feed-in tariffs have been replaced with other policies that promote self-
consumption of local PV generation. Depending on the country and nature of the PV
plant (residential or commercial), these policies range from awarding a premium for
self-consumed electricity, net-metering and netbilling to not providing any revenue
for the exported PV electricity (see [12] for a review).

To illustrate how to implement a scheduling problem for PV self-consumption
with a BESS, we consider a setup as in Fig. 5 where the imported electricity is
bought at a retail price ct and there is no revenue for the exported electricity (excess
PV generation). The imported electricity is the positive part of the dispatch plan and
can be written as:

Imported power|t =
[
P̂t

]+ = max
(
P̂t , 0

)
= max

(
L̂ t + Fo

t

)
(32)

The cost of importing electricity is:

Total imported electricity cost = Ts

T∑
t=1

max
(
Ft + L̂ t

)
· ct . (33)

As oppposed to (30), here there is no revenue coming from exporting electricity to
the grid. In order to implement PV self-consumption, the economic cost function (33)
replacesEq. (31). In this setting, the optimizationproblemavoids exporting electricity
to the grid (since this is not conducive to decreasing the cost) and determine an offset
profile Ft such that the excess generation is stored in the BESS and used to decrease
electricity imports.

The cost function (33) is a convex function, so including it in problem (31) results
in a tractable formulation. Combining (31) and (33) results in a minimax problem.
It can be reformulated as a linear optimization program by introducing a new slack
variable st such that

st ≥ 0 (34)

st ≥ Ft + L̂ t (35)

and rewriting the cost function to minimize as

Total imported electricity cost = Ts

T∑
t=1

st · ct . (36)
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2.6 Providing Multiple Services with a Single BESS

AsingleBESScanbe used to providemultiple services to the power grid, contributing
to increase the utilization factor of the unit and shorten payback times. In order to
effectively provide multiple services simultaneously, the services should not conflict
with each other. Examples are the provision of services at different time scales (like
primary frequency control and energy dispatch) and provision of real power for grid
balancing and reactive power for voltage control in medium- and high-voltage grids.
The main challenge when providing multiple services is identifying their real and
reactive power needs over time and ensure that the BESS has enough capacity to
provide them. The work in [13] proposed to identify, for each service, an energy
and power budget. The power and energy budgets for multiple services can then be
coordinated so that they respect all BESS’ operational constraints. In order to define
the proportion to allocate for the various services, budgets can be parameterized
according to a priority queue. As an alternative, revenue from electricity and ancillary
services markets can be found by solving a constrained optimization problem subject
to BESS’s constraints.

2.7 Extension to Multiple Controllable Elements

Distribution grids may include multiple controllable resources and units capable
of flexible operations, such as shiftable demand. These resources can collectively
contribute to achieving a common control objective at their PCC by coordinating
their power output. Combining several resources and exploiting existing flexibility,
despite having increased communication and monitoring requirements and higher
complexity, is advantageous because it reduces the need for new controllable assets.
The formulation discussed above can be extended to multiple controllable resources
by including their operational constraints in the scheduling optimization problem, as
briefly summarized in this section.

The work in [14] proposed and demonstrated an extension of the dispatchable
feeder with two controllable elements: a BESS and a flexible buildingwith deferrable
electric space heating (45 kW). The building’s electrical demand can be shifted in
time, helping the BESS to achieve the dispatch action. The flexibility of space heating
operations stems from the building thermal mass that allows heating demand to be
deferred or anticipated without noticeably affecting the indoor temperature. Under
certain assumptions, the flexibility of space heating (more in general, of thermostat-
ically controlled loads) can be modeled in terms of their equivalent energy storage
capacity, providing a convenient way to exemplify flexibility, as shown in Fig. 8.

In energy management applications, the building’s indoor temperature can be
predicted with dynamic thermal models as a function of the heating power, outdoor
temperature, and solar irradiance. These thermal models can be estimated from
measurements (see, e.g., [15]). Heating power-to-temperature models are typically
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Fig. 8 Equivalent energy storage and power regulation capacity of thermostatically controlled loads
compared to two utility-scale BESSs [16]

linear in the decision variable and can be used to extend the dispatch plan problem
discussed above to enforce indoor temperature comfort with linear inequality
constraints.

With multiple controllable elements, the total dispatch plan at the PCC is given by
the sum of the dispatch plan of the BESS and of the building space heating, and the
contribution of the remaining uncontrollable resources. The augmented scheduling
problem includes both the BESS and space heating models, along with state-of-
energy and indoor temperature constraints. In addition to those of uncontrollable
resources, the forecasts requiredby the schedulingproblemare for the solar irradiance
and outdoor temperature.

Energy management and real-time control should account for the different time
dynamics of the resources. For example, space heating actuation is slow and scarcely
modulable (on/off, in case of thermostatic control), but it can shift power consumption
for many hours depending on the building’s thermal mass and is most suitable for
energy control. Vice-versa, BESSs can quickly adapt their power output, but they
might not have a relevant energy capacity, so they are better adapted to power control.
In [14], the authors propose a hierarchical control structure that reflects these physical
characteristics, with the space heating controlled at a coarse temporal resolution (tens
of minutes) and the BESS controlled at a faster pace (seconds) to achieve energy and
power control.

Collecting all the model and constraints in a single optimization problem refers
to a centralized optimization problem. For scalability and preserving the privacy of
the various resources in the pool, decomposition schemes can be used to decompose
the centralized problem into multiple subproblems, one per resource, to be solved
until convergence (e.g., [17–19]).
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2.8 Including Grid Constraints in the Problem

Existing power distribution grids are designed to accommodate limited amounts of
power demand and distributed generation. The increasing levels of power demand
(e.g., due to electric vehicles) and distributed PV generation may determine limit
violations of statutory voltage levels, cable ampacities, and substation transformer
rating, requiring the grid operators to reinforce their network.BESSs connected
to distribution grids and can be a valuable non-wire alternative to expensive grid
reinforcements.

The problem formulations described previously can be extended with load flow
equations to model the distribution grids’ operational requirements. This problem is
known as optimal power flow (OPF). Load flow equations determine the voltage in
a power grid as a function of its topology, cable parameters, and the nodal real and
reactive power injections. Including load flow equations in an optimization problem
determines a non-convex formulation of the problem.Mathematically more tractable
OPF problems have been widely investigated in the literature and include convexifi-
cation of the non-convex constraints and linearization approaches, see, e.g., [20–23].
The use of linearmodels in application toOPF problemswith BESSs has beenwidely
addressed in the literature, e.g., [19] that outlined a validation in real low-voltage
grid.

3 Real-Time Control and Rescheduling

3.1 The Role of Real-Time Control

So far, we have addressed the problem of designing a dispatch plan with suitable
features accounting for the energy capacity and power rating constraints of the BESS.
The scheduling stage is essential to ensure that the BESS has enough energy to
deliver the prescribed services. In real-time, there is the need to compute the control
set-points for the BESS so as to deliver these services effectively.

There are several possible strategies to determine the BESS real-time control
set-points, depending on the specific service to deliver and the kind of information
available in real-time. A simple solution, which entails no computation, is extracting
the BESS power set-points from the dispatch plan computed in the scheduling stage
and using them as the real-time set-points. However, as point predictions used to
design the dispatch plan are subject to forecasting errors, the prescribed service will
be not be delivered in the right amount. If no updated information is available from
real-timemeasurements or state-estimation processes, this could be the only practical
choice.

If updated information is available, it can be used to compute a more precise
control action, also refine the dispatch plan. In this case, one can solve the same
optimization problem used for the scheduling stage, but this time using updated input
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parameters. In this setting, the newly computed control trajectory can be applied
in a receding horizon fashion, as done in model predictive control (MPC). More
specifically, once the optimization problem is solved, the first element from the
control history is implemented and the remaining control points are discarded. The
optimization is then solved again ahead of the next time interval.

The drawback of receding horizon optimization is that recomputing the optimiza-
tion problem might require time, especially when communication among multiple
controllable resources is involved. In this case, the compatibility with the require-
ments of fast real-time control should be assessed, and, if necessary, one could
consider a simplified version of the problem (e.g., with a shorter optimization
horizon). The authors of [19] have shown that an MPC problem in a real opera-
tional setting with 4 batteries and grid constraints of an 18-node low-voltage grid
can be solved a few seconds. Receding horizon optimization can also be used to
compute a new dispatch plan on the basis of updated information (re-dispatching).
Updated information, including measurements and forecasts, improves the situa-
tional awareness of the problem, leading to better decision-making and, ultimately,
reduced BESS energy capacity requirements (see, e.g., [5, 24]).

A third solution to compute the real-time set-point of the BESS is by using a
dedicated real-time controller. In cases where the dispatch plan is at a coarse time
resolution (e.g., minutes) that are not compatible with faster timing requirements
of real-time control (e.g., primary frequency regulation), a dedicated controller is
necessary. Dedicated real-time controllers can be coupled with a recedinghorizon
optimization problem to reschedule all dispatchable resources and ensure optimized
conditions for effective real-time control. An example of a real-time controller is
discussed in the next subsection. Dedicated simple controllers are also a convenient
fall-back when other forms of more complex controls may fail, for example, due to
communication issues or failure to meet hard real-time requirements.

3.2 A Real-Time Controller for Dispatching Stochastic
Resources

To illustrate a real-time controller’s formulation, we consider the case of the
"dispatchable feeder" developed in the previous section. The real-time controller’s
objective is to adjust the BESS real power injection so that the average real power
consumption on a 5 min interval at the PCCmatches a set-point from a dispatch plan.

The index t denotes the time-interval index of the dispatch plan at a 5 min reso-
lution. A second time-interval index, k, at a 10 s resolution refers to the period when
the real-time control action is actuated and recomputed. There are thirty 10 s slots
into one 5 min interval. At the beginning of each slot k, the former realization of the
power flow at the PCC(Pk−1), the BESS real power injection (Bk−1), and net demand
realization (Lk−1), become known from measurements, and a new active power set-
point for the BESS, Bo

k , has to be computed. The nomenclature is exemplified in the
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Fig. 9 Real-time
operations’ timeline,
illustrating two time indexes,
t and k, at a different pace

P0 P1 (Real power measurements at the PCC)

Bo
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P0 (from dispatch plan) P1

Index t
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1 (Battery set-points)

timeline in Fig. 9. It refers to the time slot k = 2 : Bo
0 and Bo

1 are the BESS set-points
actuated in the previous two slots, Bo

2 has just been determined using the most recent
measurements of the power flow at the PCC P0 and P1, and P

∧

0 is the dispatch plan
set-point to track in the current interval t.

The dispatch set-point, P∗
k , is retrieved from the 5-min-resolution dispatch plan

P
∧

t as:

P∗
k = P̂�k/30	 (37)

where �·	 is the floor function. The k-index of the first 10 s slot of the current 5 min
interval k is:

f (k) = �k/30	 · 30. (38)

For example, assuming that midnight is at k = 0, clock time 00:16 corresponds
to k = 96, P∗

k = P
∧

3, and f (k) = 90.
At time interval k, the average power flow at the PCC for the current 5 min interval

is defined as:

Pk =

⎧⎪⎨
⎪⎩
0 k = f (k)

1
k−k ·

k−1∑
j=k

Pj otherwise
(39)

i.e., 0 at the beginning of the interval when no measurements are available yet,
otherwise as the average of the power flow at the PCC considering all available
measurements. The dispatch error is given by:

ek = P∗
k − Pk (40)

We want to find a power injection of the BESS, Bo
k , such that the dispatch error

is zero:

0 = P∗
k − (

Pk + Bo
k

)
(41)

Bo
k = P∗

k − Pk (42)
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Equation (42) is the BESS real power set-point to send to the BMS for actuation.
A "saturation" block such as

B
o
k = min

(
Bo
k , B

) · sign(Bo
k

)
(43)

can be used to implement a real power limit B.
More sophisticated control strategies with better properties can be derived from

the scheme described above. For example, to avoid that the BESS discharges at P∗
k

when k = f (k), one can plugin short-term forecasts of the net-demand in (39) to
estimate future values of Pk . A solution of this kind in combination with an MPC
that accounts for the voltage constraints of the BESS is presented in [7].

3.3 Primary Frequency Regulation and Multiple Services

A BESS can be controlled to provide primary frequency regulation (PFR) wit. a
real power set-point proportional to the frequency deviation from the nomina grid
frequency, fnom:

BPFR
t = α · ( fnom − ft ) (44)

where α is the frequency-drop-to-power gain and ft is the grid frequency measure-
ment. A BESS that provides PFR should fulfill certain eligibility criteria, which
include, depending on the specific grid code, minimum ramping rates of the power
output, minimum activation time, symmetric capabilities, and minimum availability
levels. Specifications also define a dead-band around the nominal frequency (e.g.,
plus/minus 0.01 Hz [25]), where BESSs are not obliged to provide any PFR and can
be used for adjusting the state-of-energy.

Proper energy management is essential to ensure that the BESS’s state-of-energy
will not hit the limits during operations due to BESS’s losses, biased grid frequency
deviations, and possible other services that the BESS provides. It is implemented by
adding to (44) a dynamic offset value that ensures that the BESS energy ismaintained
in prescribedmargins (see, e.g., [26, 27]). It can be calculated with various strategies,
including receding horizon optimization problems accounting for forecasts of the
services to be provided and the profit to be maximized.

Multiple services can be provided by combining the BESS set-points for the
various services. For example, for PFR and dispatch, this reads as:

B total
t = BPFR

t + Bdispatch
t (45)
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When using a BESS to provide multiple services, it is important that the services
operate at different time scales so that the control objectives do not conflict with each
other.

In short, the real-time control of a BESS can be greatly improved by allowing
departures of a pre-computed dispatch schedule to take into consideration not only
any updated information, but also to allow for the coordination between multiple
objectives that the BESS is attempting to meet.
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Smart Grids Optimization: Demands
and Techniques

Geraldo Leite Torres and Vicente Ribeiro Simoni

Abstract This chapter discusses the concept, structure and resources of a smart grid,
identifying opportunities for optimization applications in the planning and operation
of smart grids, and the optimization techniques that have been frequently employed
to solve those problems. Because there are many, it is impracticable to provide
a complete survey and detailed descriptions of all problems and particular solution
techniques in a book chapter. In addition, most of these topics are still open questions,
formulation and solution. Therefore, the chapter aims to provide in simple language a
flavor of prominent techniques for continuous anddiscrete optimization, optimization
under uncertainty, multi-objective optimization and global optimization, providing
good references for additional information on the techniques presented. The chapter
also aims to provide a starting point for research in this challenging area, by helping
the interested reader to identify research topics related to smart grid optimization.

1 Introduction

Smart grid (SG) is a characterization of modern electrical power systems equipped
with advanced information technology resources (sensing, metering, communica-
tion and computation structures) and a high degree of operation control and automa-
tion to significantly improve its operational efficiency [5, 74]. As underlined in [5],
advances in sensing technology are making new information available about the
grid, and advances in communication technology are making them available at per-
tinent locations, and this together with advanced control and automation allow smart
decision-making in an automated manner.
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Traditional power grids are designed on the basis that electricity supply follows
demand, whereas smart grids are on a demand follows supply basis. The greater
efficiency and improved control of energy flows offered by a smart grid provide
a varied and comprehensive set of benefits for consumers, electricity utilities and
the electrical system as a whole. Smart grid intelligently integrates the actions of
all connected users, from power generators to power consumers and “prosumers”
(those that both produce and consume electricity) [74]. It allows secure integration
of intermittent renewable energy sources (RES) to the grid, improving the efficiency
of clean energy utilization, and reducing the impact of increasing energy usage on
the environment. Echoing [5], the predominant features of smart grids are:

(1) Enable integration of intermittent renewable energy sources and help decarbonize power
systems, (2) allow reliable and secure two-way power and information flows, (3) enable
energy efficiency, effective demand management and customer choice, (4) provide self-
healing from power disturbance events, and (5) operates resiliently against physical and
cyber attacks.

A fundamental component of smart grids are the electronic smart meters, more
modern versions of conventional meters, which can offer a number of innovative
features, such as reporting events and sending alarms, and remote measurement
possibilities. Among several explicit benefits for consumers, in the future, smart
grids will allow utility customers to constantly monitor their electricity consumption,
possibly obtaining information instantly, and will facilitate remote programming of
the connection and disconnection of household appliances, allowing an improvement
in electricity consumption in homes. For utilities, smart grid also brings several
important advantages over conventional electrical power networks. For example,
provides the means to instantly and accurately identify an interruption of energy
supply in the grid, and the automatic execution of the necessary maneuvers for the
prompt restoration. Another benefit is to enable a more detailed knowledge of the
consumption behavior of customers, allowing to better plan the expansion of energy
supply, and to adapting the electrical network to these characteristics.

Smart grids are often perceived as instruments that allow the dissemination of
RES, through the concepts of distributed generation (DG) and micro generation
(MG). Hence they can be an important tool for developed countries dependent on
the generation of energy from fossil fuels to comply with the Kyoto Protocol (reduce
global CO2 emissions through RES). According to [38], the International Energy
Agency (IEA) forecasts that 60% of future electrification needed to reach the goal
of energy for all by 2030 will take place through MG and other small stand-alone
systems. Sustainable energy usage is indispensable for sustainable development.

Smart grid allows the connection of small photovoltaic generation systems and
wind power in low voltage consumers (residential and commercial customers), in
addition to enabling a perfect functioning of these systems in tune with the entire
network. Hence smart grid supports democratization of energy supply, contributing
to the ability of the power system to respond to increase in consumer demands. In
the future (maybe present or past at this time), it will be possible to expand power
generation in a decentralized manner (without the need to build large and expensive
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generation projects), allowing customers to be a micro producer of electricity. This
brings greater security in electricity supply, and a reduction in investment to expand
the generation, transmission and distribution systems. As pointed out in [10], the
development of smart grid technology involves a long list of research areas,

frompower system engineering, signal processing, computer science, communications, busi-
ness, and finance as well as chemical and wind engineering among other disciplines under
the same roof in order to cater to the diverse research needs of this technology.

As a new technology, plenty of challenges [10], smart grid research needs involve
engineering research on efficient ways of energy distribution and load management,
computer science research on cyber security for reliable sharing of information across
the grid, communication and control engineering research on advanced instrumen-
tation facilities (sensing, metering, communication, control) for full grid monitoring
and control, engineering research on renewable energy generation and integration to
the grid, chemical engineering research on high capacity and cost effective batteries
for energy storage, business research on power system market policies, etc.

RES are begin deployed worldwide in diverse configurations and sizes. Utility
scale wind and solar photovoltaic power plants are directly impacting the operation
and planning of transmission systems, by adding low-cost variable generation that
relies on natural resources aswind and solar radiation, which are not dispatchable. On
the other hand, distributed energy resources (DER), such as solar rooftop generation,
are changing the behavior of the existing passive distribution networks, which will
have to be modernized and transformed into active distribution networks (ADN),
in order to accommodate new challenges such as hourly voltage fluctuations, two-
ways power flow through lines and transformers, and increased short-circuit levels.
ADNs are distribution networks that have systems in place to control a combination
of DERs, such as distributed generators, controllable loads and energy storage.

DER, automated metering infrastructure, and modern distribution automation
(DA) ideas together shape future ADNs [89]. Demand-side response (DSR) is an
important instrument of ADN, as it allows consumers to modify their electricity
profiles to reduce peak demands. In spite of the benefits, DSR requires greater cus-
tomer supervision, which can cause some annoyance [40]. Energy management and
optimization tools are essential to enhance DSR initiatives.

This chapter aims to discuss the very active research area of optimization of smart
grids, commenting on optimization problems of smart grids and the optimization
techniques that have been employed to solve such problems. It is impossible to
present a complete survey of all optimization methods in a book chapter. Therefore,
the chapter aims to provide an idea of the prominent approaches to optimization
under uncertainty, multi-objective optimization and global optimization, as well as
providing great references for additional information on the techniques presented.

The remaining of the chapter is organized as follows. Section2 presents a brief
discussion of the structure and the main operating resources of smart grids, to assist
in the identification of optimization applications. Section3 presents the basics about
optimization techniques often used in smart grids. Section4 presents a review of the
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optimization applications to energy storage systems, demand-side response, electric
vehicles management, congestion management and expansion planning. The con-
clusions of Sect. 5 end the chapter.

2 Smart Grid Optimization Opportunities

Most RES, mainly wind and solar energy, are variable and intermittent (stochastic) in
nature, a feature that can lead to serious operational constraints if variable renewable
energy is introduced widely into the grid. Smart grids empower to deal with these
difficult operational constraints with greater use of digital control and advanced
information technologies and dynamic optimization of the demand-supply balance.
Opportunities for optimizing smart grids are many, from demand management and
control to efficient RES integration, optimized use of DG and energy storage system
(ESS), deployment of smart meters, smart devices and customer services.

The development in progress of smart grids has brought serious new challenges
to the optimization of electrical grids. For example, widespread use of intermittent
RES introduces uncertainties in traditionally deterministic data, such as traditionally
dispatchable power generation. Increased use of plug-in electric vehicles (PEV) con-
tributes to uncertainty in load estimation, both amount and location. Therefore, some
previously deterministic optimization problems are turning into stochastic optimiza-
tion problems, which are significantly more difficult to solve.

Increased penetration of RES requires that the transmission grid be significantly
reinforced to support these renewables in dispersed areas [5]. Unsettled generations
introduce operational challenges in terms of requiring significantly higher levels of
regulation and ramping capacity. Increased renewable generation also implies limited
dispatchability and increased intermittencies, which are concomitant with increased
ancillary services. In addition to uncertainty in power supply, unpredictability is also
increasingly touching demand estimation. As already mentioned, increased usage
of PEVs will lead to significant new loads on distribution networks, which can be
terribly inadequate in terms of monitoring and automation.

2.1 Demand Management (Response)

In traditional electrical networks power generation follows power demand. That is,
historically, load has been treated as an uncontrolled external input, so that energy
utilities have been operated with a presumed “obligation to serve” [3]. For this,
generation is modified (by dispatching more or less generation) to meet constantly
changing load demand at all times. However, during peak hours the supplementary
generation is usually supplied by less efficient and more expensive sources. Cus-
tomers of traditional networks do not receive any incentive to modify their energy
usage patterns, and utilities then preserve the balance between energy production
and demand through the coordinated operation of generation sources.
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Energy demand management (or demand response) instruments seek to bring
energy demand and supply closer to a perceived optimum, and for this they offer
electricity end users benefits for reducing their use of electricity. The main goal
of a demand-side management (DSM) program, also called demand-side response
(DSR), is to persuade consumers to use less electricity during peak hours, or to
move the time of electricity use to off-peak times such as nighttimes and weekends.
Therefore, DSM (or DSR) implies that utility customers adjust their power demand
to follow power generation [1]. In [77], demand response is formally defined as:

Changes in electric usage by end-use customers from their normal consumption patterns in
response to changes in the price of electricity over time, or to incentive payments designed
to induce lower electricity use at time of high wholesale market prices or when system
reliability is jeopardized.

In a DSR program, consumers either [77]: (1) obtain a financial incentive to modify
their consumption according to the conditions specified in the contract, or (2) modify
their consumption in response to changes in the price of electricity. Accordingly, in
one approach, customers allow the utility to manage their loads during peak hours,
and in the other, the utility has an effect on loads using time-varying prices.

DSR does not necessarily imply that total energy consumption is reduced, but
utilities fairly expect to avoid high investments to install extra capacity (power plants
and transmission) to supply peak loads. One way to meet growing demand, to some
extent, is to use existing energy sources more efficiently. For example, using ESS
to store energy during off-peak hours and discharge it during peak hours. A recent
application of DSR is to help grid operators to balance the intermittent generation of
wind and solar units, particularly when the time and magnitude of energy demand
do not coincide with renewable generation [62]. Thus, in order to deal with power
intermittence during peak load hours, instead of trying to replace the lost capacity
due to the intermittency, one option is to act on the energy demand side, aiming to
reduce the consumption in those hours. Currently, DSR procedures are becoming
increasingly applicable due to smart grid technology.

In traditional networks, demand response resources generally refers to loads that
can respond to electricity price signals or incentivemechanisms. However, microgrid
demand resources not only includes load resources but also distributed and energy
storage resources [79]. Microgrid distributed resources include two main categories:
(1) intermittent RES, as wind and solar, and (2) controllable distributed generation,
as micro gas and diesel generation units. Load response resources include three
categories: (1) interruptible load, (2) adjustable load, and (3) shiftable load.

2.2 Management of Plug-in Electric Vehicles

Plug-in electric vehicles (PEVs) are relevant factors to consider when developing
future power grids. For the grid, PEVs (including pure electric vehicles and plug-in
hybrids) can be seen as both loads and energy storage units. In the first case (load),
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charging control consists of shifting the consumption of PEVs over time, in order to
limit power peaks on the grid, or to make recharge coincide with periods of high pro-
duction of RESs. In the second case (storage unit), the batteries of PEVs can be used
to absorb or supply energy according tomarket prices, availability of renewables, and
individual consumption. Currently, most power grids lacks enough capacity to meet
the increased demand resulting from a large number of charging stations, especially
during peak loads. The envisioned critical infrastructure for PEVs must include the
capability for information exchange involving energy availability, distances, con-
gestion levels and possibly spot prices or priority incentives [54]. If PEV charging
is coordinated, then it is possible to construct aggregated charge profiles that avoid
detrimental system impacts and minimize system-wide costs.

As PEVs population grows, their charging increases the energy demand and has
the potential to greatly change the demand curve [86]. The power requirement of a
large number of PEVs at peak or near peak times can lead to serious challenges in
cost, delivery through grid, and even in generation capacity and ramping capabilities
[47]. The potential impacts of a high penetration of PEVs on the network are studied
in [30, 68]. Approaches to handle this problem usually aim to schedule and shift
the charging demand of PEVs to the late evening and very early morning when the
overall demand is the lowest. These “valley filling” approaches aim at leveling the
overall demand to reduce the need for shutting down and restarting power plants.

Strategies to optimally coordinate charging of PEVs are presented in [53, 55,
86]. Strategies are usually classified as centralized or decentralized, and whether
they are optimal or near-optimal in some sense. In centralized strategies a central
operator dictates precisely when and at what rate every individual PEV will charge,
while decentralized strategies allow individual PEVs to determine their own charging
pattern [54]. The outcome of a decentralized approach may or may not be optimal,
depending on the information andmethods used to determine local charging patterns.

Regarding centralized versus decentralized coordination, some remarks in [53]
are: (1) using a centralized coordination, “valley filling” charge patterns are globally
optimal, and (2) decentralized coordination can be handled in the context of non-
cooperative dynamic game theory. According to [86], centralized approaches are
difficult to realize and hence unlikely to be accepted; then a decentralized protocol
is proposed. Reference [54] presents a decentralized approach thought to be useful
in applications where fully centralized control is not possible, but where optimal or
near-optimal charging patterns are essential to system operation.

2.3 Energy Storage Systems

Energy storage systems (ESS) are important instruments for mitigating the temporal
and often geographic differences between energy generation and load demand, that
can be particularly difficult to control when generation is provided by unpredictable
RES, since they enable the surplus of energy to be stored during the periods when
intermittent generation exceeds demand, and then be used when demand is greater
than generation. Reflecting [11], and some references therein:
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Electrical energy storage refers to a process of converting electrical energy from a power
network into a form that can be stored for converting back to electrical energy when needed.
Such a process enables electricity to be produced at times of either low demand, low gener-
ation cost or from intermittent energy sources and to be used at times of high demand, high
generation cost or when no other generation means is available.

An extensive review of ESS technologies is shown in [11], from currently available
technologies to some still under development. As underlined in [49], intermittent
and weather-dependent output of RES may jeopardize power system reliability and
cause load curtailment if generation cannot meet the demand. However, ESS such as
large batteries, flywheels and heat buffers (hot water tanks) can be used to smooth
out intermittent power supply. Moreover, with an increasing market penetration rate
of PEVs, vehicle-to-grid (V2G) systems are expected to be a critical auxiliary energy
storage infrastructure in the future. Therefore, ESS is regarded as an urgently needed
technology for DER and intermittent RES supply systems.

Variable generation sources must typically be converted and conditioned using
power electronics to serve a typical AC load either on the utility grid or in smaller
distributed networks. ESS can be divided into bulk storage, which can output large
amounts of power (several MW) over long periods of time (minutes to hours), and
distributed storage that can output smaller amounts of energy (kW to MW) over
shorter periods of time (milliseconds to minutes). Energy storage technologies that
have been used in DER include lead acid batteries, lithium-ion batteries, some types
of flow batteries, thermal storage, flywheels, super capacitors, and hydrogen storage.
For energy management of microgrids, which require energy storage technologies
for low/medium scale grids, the most used storage systems are based on batteries. No
single storage system meets all the requirements for an ideal ESS [11]: having long
lifetime, low cost, high density and efficiency, and being environmentally friendly.

2.4 Microgrids

The integration of small-scale energy sources, such as rooftop solar panels, energy
storage devices and V2G, in local areas, such as a small town, a university campus, a
military base, and a commercial area, leads to the formation of local, small-scale and
self-contained grids, known as microgrids [49]. A microgrid can operate in either
a grid-connected mode to enable energy transactions with the main electrical grid,
or an islanded (standalone) mode given there is a fault in the main grid. Once the
problem is solved, the microgrid can be resynchronized. Besides the economic and
environmental benefits, other advantages of microgrids include [49]: (1) energy loss
reduction, since micro sources are closer to loads, (2) reliability improvement, since
amicrogrid can operate in islandedmode if there is a fault in themain grid, (3) energy
management improvement, with local coordination of micro sources and loads, and
(4) benefits to the main grid, via efficient energy management of microgrids.

A microgrid is controlled by a supervisory controller that decides which energy
resources to use and atwhat times to balance load and generation. Thismicrogrid con-
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troller may consider predicted load profile, predicted power price profile, predicted
wind or solar power profile, predicted heating or cooling needs (if the microgrid con-
tains cogeneration), emissions and other parameters. Reference [49] discusses the
key features of microgrids and provides a comprehensive survey on the stochastic
modeling and optimization tools for a microgrid. Stochastic models are suitable to
characterize the randomness in renewable power generation, the buffering effect of
ESSs and PEVs mobility. Therefore, stochastic optimization tools can be used for
the planning, operation and control of microgrids.

Microgrid planning involves finding the optimal combination, design and sizing
of micro-sources to meet future energy demand at minimum lifecycle cost, while
meeting system reliability requirements [33]. Microgrid operation mainly involves
unit commitment and economic dispatch, and both functions have their analogues
in the traditional power grid [16]. Due to the integration of RES and ESS (including
V2G), new technical challenges arise in microgrid planning, operation and control.
The randomness in renewable generation should be taken into account in addition
to randomness in energy demand. The buffer effect of ESS requires the modeling of
inter-period buffer state transitions over the entire time frame of microgrid planning,
operation and control, leading to high computational complexity. The highly dynamic
PEV mobility leads to randomness in the number of PEVs in a specific location and
randomness in the capacity of the V2G system. Therefore, stochastic modeling and
optimization can be used for microgrid planning, operation and control.

3 Techniques for optimization of Smart Grids

Optimization of smart grids is an achievement of interdisciplinary collaboration.
Traditionally, grid operation has relied on a single centralized generation structure,
with electricity distributed as needed.As solar technologydevelops, individual homes
and industries can generate their own energy, but any excess energy cannot be readily
integrated into the main grid due to its DC nature. Houses with solar panels with
different outputs must be linked to batteries, all placed in a grid, with minimum
wiring cost. At a later stage, alternative battery locations can be obtained. A smart
grid can integrate multiple sources of DER using a two-way distribution method.

Renewable energy can often only be generated at certain times. This operational
complexity requires a system that can be adapted and expanded without detriment
to existing infrastructure. A smart grid that constantly monitors and automatically
corrects energy fluctuations is able to minimize energy waste. The techniques for
efficient operation and control of smart grids can be classified as [60]: (1) rule-based
techniques, (2) optimization techniques, and (3) hybrid techniques. In rule-based
techniques, reference points are allocated according to the existing situation and
defining some scenarios, usually by means of decision trees. The method can be
adapted to system conditions, provides feasible but not necessarily optimal solutions.
Optimization-based techniques aim to provide the best local or global solution. The
mathematical models consist of maximizing or minimizing an objective function
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while satisfying all considered constraints. Hybrid techniques put together several
methods to take advantage of their best features.

In [39], a review of optimization methods for deployment and operation of RES
is presented. Optimization approaches can be classified as exact or approximate.
Approximate methods have the advantage of easily managing nonlinear constraints
and objective functions, but they cannot guarantee the quality of the results obtained,
as they generally employ random searches, and the possibility of finding a global
solution decreases as the problem size increases. The exact methods generate an
optimal solution when specified in a feasible region. They can be classified as linear
(linear programming, integer linear programming and mixed integer linear program-
ming) or non-linear.

Decision-makers often need to make decisions in the presence of uncertainty.
Since decision problems are often formulated as optimization problems, then, in
many situations, decision makers want to solve optimization problems that depend
on unknown parameters [44]. Usually, it is very difficult to formulate and solve these
problems, both conceptually and numerically. In formulating optimization problems,
it is customary to try to find a good trade-off between the realism of the optimization
model, which generally affects the usefulness and quality of the decisions obtained,
and the treatability of the problem, so that it can be solved analytically or numerically.

In [49], a comprehensive review on stochastic modeling and optimization tools
for microgrid planning, operation and control is presented. The tools can be used to
deal with randomness in renewable power generation, the buffering effect of ESS,
and the mobility of PEVs in V2G systems. Moreover, unique features of microgrids,
like dual operating modes (islanded and grid-connected), the spatial correlation of
renewable power generation, and the integration of CHP plants with both electricity
and heat outputs, are taken into account. Despite the existence of stochastic modeling
and optimization tools for microgrid planning, operation and control in the literature,
many microgrid research questions remain to be answered. According to [49], the
majority of the existing works is based on Monte Carlo simulation. Despite the
simplicity in microgrid modeling viaMonte Carlo simulation, its high computational
load requires highly efficient computational devices, such as powerful servers and
workstations, with a not negligible cost.

A major issue in optimization is distinguishing between global and local optima.
All other factors being equal, one always want a globally optimal solution to the
optimization problem. In practice, it may not be feasible to find a global solution
and one must be satisfied with obtaining a local solution. It is usually only possible
to ensure that an algorithm approaches a local minimum with a finite amount of
resources being put into the optimization process. But since local minimummay still
yield a significantly improved solution (relative to no formal optimization process at
all), the local minimum may be a fully acceptable solution for the resources avail-
able to be spent on the optimization. Several algorithms (random search, stochastic
approximation, and genetic algorithms) are sometimes able to find global solutions
from among multiple local solutions.

Classical deterministic optimization assumes that perfect information is available
about the objective function (and derivatives, if relevant) and that this information
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is used to determine the search direction in a deterministic manner at every step of
the algorithm. It is clear now that there are several different techniques for smart
grid optimization, and it is impossible to give a complete survey of all these methods
in a book chapter. Therefore, this chapter just aims to provide a flavor of the most
commonly used and prominent approaches for optimization of smart grids.

3.1 Linear Programming (LP)

LP is a subset of the broader field of mathematical programming [13, 52], and it
has attracted most of its attention in optimization during the last six decades for two
main reasons: (1) applicability (there are many real-world applications that can be
modeled as LP), and (2) solvability (there are theoretically and practically efficient
techniques for solving large-scale LP problems). LP formulations consists of three
essential elements: (1) a set of decision variables, which represent the unknown
actions that can be taken, (2) an objective function, which describes a criterion to
optimize (in the minimization or maximization sense), and (3) a set of constraints,
which describe the limitations that restrict the choices for the decision variables.

All functions involved in a LP are linear functions of the decision variables. Each
constraint requires that a function of the decision variables is either equal to, not less
than, or not more than, a scalar value. A common condition simply states that each
decision variable must be nonnegative. All LP can be transformed into an equivalent
minimization problem with nonnegative variables and equality constraints [4]. With
no loss in generality, the standard form for LPs can be defined as follows:

min cT x
subject to Ax = b

x ≥ 0
(1)

where x ∈ R
n is the vector of decision variables, c ∈ R

n is the vector of cost coeffi-
cients, A ∈ R

m×n is the constraint matrix, and b ∈ R
m is the vector of constraint lev-

els. If the setX = {x ∈ R
n | Ax = b, x ≥ 0}of feasible solutions to (1) is nonempty,

then the LP problem (1) is feasible. In this case, any solution x ∈ X is said to be a
feasible solution. If X is empty, then (1) is said to be infeasible. An optimal solution
x∗ ∈ X is defined as cT x∗ ≤ cT x , for all x ∈ X . Therefore, the optimal solution is a
feasible solution such that no other feasible solution has a lower objective value cT x .

The first algorithm for solving LP problems was the simplex method, invented by
G.Dantzig in 1947 [13]. After seven decades of existence, it still remains as one of the
most efficient and reliablemethods for solving LPs [4]. Today, the primary alternative
to the simplex method is the family of primal-dual path-following interior-point (IP)
methods. IP methods are generally regarded as being faster than simplex for solving
LPs from scratch. However, the wide variety of different LP models and the many
different ways in which LP is used, mean that neither algorithm dominates the other
in practice. Both are important in computational LP.
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Simplex Method Is a computational procedure that starts from an initial basic fea-
sible solution (an extreme point of the feasible polyhedron) and, if this point is not
optimal, moves to an adjacent extreme point of the polyhedron, through a change
of base that provides a better value for the objective function. This change of base
procedure is repeated successively until, in a finite number of steps, the optimal
solution is obtained, if one exists. The simplex is a computational procedure that can
generate several algorithms. The difference between these algorithms occurs mainly
in the way they define a feasible basic solution and the criteria they use to decide on
base changes. The simplex method should be initiated with a feasible basic solution.
In general, such a solution is not known and it may not be easy to “guess” it. A
systematic method is then needed to build an initial feasible basic solution. Most
methods formulate an artificial problem, which has a known feasible basic solution
and whose optimal solution is a feasible basic solution for (1). There are two main
artificial problem ideas [4]: a two-phase method, and a big-M method.

Interior-Point Methods The first IP method is attributed to Frisch [22], which is
a logarithmic barrier method that was later, in the 1960s, extensively studied by
Fiacco and McCormick [18] to solve non-linear inequality constrained problems.
However, it was in the LP research area that in 1984 the extraordinary computational
performance of an IP method was demonstrated in practice [42]. Since then, sev-
eral IP methods have been proposed and implemented. The first theoretical results
for primal-dual path-following IP method are due to Megiddo [58]. Primal-dual IP
methods that incorporate prediction and correction steps, like Mehrotra’s predictor-
corrector method [59], are currently accepted as the most computationally efficient
IP methods. Further improvements overMehrotra’s predictor-corrector method were
subsequently achieved through the use of multiple correction steps [9, 27].

Variants of primal-dual IP methods have been extended to solve all types of
problems: linear or non-linear, convex or non-convex.Optimization of power systems
is one of the areas where IP methods have been widely applied [67]. IP methods
have demonstrated in computational practice to be quite efficient with respect to
processing time and convergence robustness. Applications of IP methods to power
systems include: state estimation [14], optimal power flow [76, 81], hydro-thermal
coordination, voltage collapse, etc. The performance of the applications in [14, 28,
81], in terms of convergence robustness and processing time, sparked the interest in
IP methods to solve nonlinear optimization problems in power systems.

A primal-dual IP method to solve LP problem (1) acts on the modified problem

min cT x − μk
∑n

i=1 ln xi
subject to Ax = b,

(2)

where μk > 0 is a barrier parameter, which is monotonically decreased to zero as
iterations progress. Note that the non-negativity conditions x ≥ 0 are incorporated
into a logarithmic barrier function, which is appended to the objective function. Strict
positivity conditions x > 0 must be imposed for the logarithmic terms be defined,
but these conditions are handled implicitly through step length control.
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The most computationally intensive task at each IP iteration involves the solution
of a large linear system for the search direction �y. Since the factorization of the
coefficient matrix is much more expensive than two triangular systems solutions, it
is possible to improve the performance of the IP algorithm by reducing the number
of matrix factorizations (iterations) to a necessary minimum, even at the expense
of some increase in the cost of a single iteration. This is the central idea behind
Mehrotra’s predictor-corrector IP method [59] and its higher-order variants [9, 27].

3.2 Mixed Integer Linear Programming (MILP)

Several instances of optimization involve decisions that are discrete, while some
other decisions are continuous in nature. Apparently, the ability to enumerate all the
possible values that a discrete decision can take seems appealing. However, in most
applications, the discrete variables are interrelated, requiring an enumeration of all
combinations of values that the entire set of discrete variables can take. Then, a more
efficient technique is needed to solve problems containing discrete variables [71].

Mixed-integer programming techniques do not explicitly examine all possible
combinations of discrete solutions, instead examine a subset of possible solutions,
and use optimization theory to prove that no other solution can be better than the best
one found. This type of technique is known as implicit enumeration. Amixed-integer
linear program (MILP) is a LP with the added constraint that some (not necessarily
all) of the variables must have integer values. That is, a MILP is of the form

min cT x
subject to Ax = b

x ≥ 0, xi ∈ Z, ∀i ∈ I
(3)

whereZ is the set of all integer numbers, and I is the index set of the integer variables
xi . If all variables need to be integer, then it is called an integer linear program (ILP).
If all variables need to be 0 or 1, then it is called a (0,1) or binary LP. The inclusion of
integer variables increases enormously the modeling power, but at the expense of a
significant increase in solution difficulty. As already mentioned, LP problems can be
solved in polynomial time with IP methods. However, MILP is a NP-hard problem,
and there is no known polynomial time solver.

Relaxation is a fundamental concept about solving MILPs. For MILP (3), its linear
relaxation is the LP problem obtained by dropping the integrality constraints,

min cT x
subject to Ax = b

x ≥ 0.
(4)
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Any solution to MILP (3) is a feasible solution to relaxed problem (4), and each
solution to MILP has an objective function value greater than or equal to that of the
corresponding relaxed problem. The most commonly used relaxation for a MILP
is its LP relaxation, which is identical to the MILP, with the exception that vari-
able integrality constraints are dropped. Clearly, any feasible integer solution to the
MILP is also a solution to its LP relaxation, with matching objective function values.
Acclaimed MILP solvers employ a combination of branch-and-bound and cutting-
plane techniques. Both techniques are outlined next.

Branch-and-Bound (B&B) Algorithm B&B is essentially a strategy of “divide
and conquer”. The idea is to partition the feasible region into more manageable
subdivisions and then, if required, to further partition the subdivisions. In general,
there are a number of ways to divide the feasible region, and as a consequence there
are a number of B&B algorithms. The main steps of the B&B algorithm are [71]:

Branch-and-Bound Algorithm

S0 Set the incumbent objective v = ∞ (assuming that no initial feasible integer
solution is available). Set the active node count k = 1 and denote the original
problem as an active node. Go to step 1.

S1 If k = 0, then stop: the incumbent solution is an optimal solution. (If there is no
incumbent, i.e., v = ∞, then the original problem has no integer solution.) Else,
if k ≥ 1, go to step 2.

S2 Choose any active node, and call it the current node. Solve the LP relaxation
of the current node, and make it inactive. If there is no feasible solution, then
go to step 3. If the solution to the current node has objective value z∗ ≥ v, then
go to step 4. Else, if the solution is all integer (and z∗ < v), then go to step 5.
Otherwise, go to step 6.

S3 Fathom by infeasibility. Decrease k by 1 and return to step 1.
S4 Fathom by bound. Decrease k by 1 and return to step 1.
S5 Fathom by integrality. Replace the incumbent solution with the solution to the

current node. Set v = z∗, decrease k by 1, and return to step 1.
S6 Branch on the current node. Select any variable that is fractional in the LP

solution to the current node. Denote this variable as xs and denote its value
in the optimal solution as f . Create two new active nodes: one by adding the
constraint xs ≤ � f 	 to the current node, and the other by adding xs ≥ 
 f � to
the current node. Add 1 to k (two new active nodes, minus one due to branching
on the current node) and return to step 1.

According to [71], a heuristic procedure can be used in step 0 to quickly obtain a
good-quality solution to theMILPwith no guarantees on its optimality. This solution
would then become the initial incumbent solution, and could possibly help conserve
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B&Bmemory requirements by increasing the rate at which active nodes are fathomed
in step 4. In step 2 it may have several choices of active nodes on which to branch,
and in step 6 it may have several choices on which variable to perform the branching
operation. There has been much empirical research seeking for good general rules
to make these choices, and these rules are implemented in commercial solvers.

Cutting-Plane Technique The cutting-plane (CP) technique, proposed by Ralph
Gomory [26], solves a MILP by modifying LP solutions until the mixed-integer
solution is obtained. It does not partition the feasible region into subdivisions, as
in B&B techniques, but instead works with a single LP, which it refines again and
again by adding new linear inequality constraints, termed cuts. The new constraints
successively reduce the feasible region until an integer optimal solution is found.

The B&B procedures almost always outperform the CP algorithm, but the CP
algorithm has been important to the evolution of integer programming. Historically,
it was the first algorithm for integer programming that could be proved to converge
in a finite number of steps. Moreover, although the algorithm is considered to be
inefficient, it has provided insights into integer programming that have led to more
efficient algorithms, such as a combination with B&B, called branch-and-cut [15].

On Modeling Languages Are programming constructs for optimization model for-
mulation, allowing for model development and flexibility in changing and debugging
a model [63]. Among the algebraic modeling languages [20], the most commonly
used ones for LP andMILP are AMPL [21] and GAMS [23]. Premium LP andMILP
solvers are CPLEX [17], GuRoBi [29], SYMPHONYandCBC (open source), Solver
and Xpress-MP [19]. CPLEX, GuRoBi, and Xpress-MP can accept models written
in AMPL or GAMS. Xpress-MP also accepts models written in its Mosel modeling
language. CPLEX also has its own modeling language, OPL. Unlike AMPL and
GAMS, Mosel is a compiled language, making it faster to read into the solver, which
AMPL and GAMS only interpret, but Mosel lacks solver versatility.

3.3 Second Order Cone Programming

Second-order cone programming (SOCP) problems can be literally defined as [2]:

Convex optimization problems in which a linear function is minimized over the intersection
of an affine linear manifold with the Cartesian product of second-order (Lorentz) cones.
Linear programs, convex quadratic programs and quadratically constrained convex quadratic
programs can all be formulated as SOCP problems, as can many other problems that do not
fall into these three categories. These later problems model applications from a broad range
of fields from engineering, control and finance to robust and combinatorial optimization.

According to [2], SOCP is a special case of semidefinite programming (SDP). In
fact, SOCP falls between LP and QP and SDP. Like QP and SDP, SOCP problems
can also be solved in polynomial time by specialized IP algorithms. When applied to
problems of similar size and structure, IP solution for SOCP requiresmore processing
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time than for LP and QP, but less time than for SDP. Several codes are available for
SOCP, like SDPackage and SeDuMi [75]. A SOCP problem can be expressed as the
following standard form [2]:

min cT1 x1 + · · · + cTr xr
subject to A1x1 + · · · + Ar xr = b

xi �Q 0, for i = 1, . . . , r
(5)

where xi �Q 0 denotes second-order cone inequalities (see [2]). The dual form is:

max bTλ

subject to AT
i λ + si = ci , for i = 1, . . . , r

si �Q 0, for i = 1, . . . , r
(6)

The specialized IP method to solve SOCP problem (5) acts on the modified problem

min
∑r

i=1 c
T
i xi − μk

∑r
i=1 ln det(xi )

subject to
∑r

i=1 Ai xi = b
xi Q 0, for i = 1, . . . , r

(7)

Similarly to the IP for LP, the KKT first-order optimality conditions are

AT
i λ + si − ci = 0, for i = 1, . . . , r∑r
i=1 Ai xi − b = 0

xi ◦ si − 2μke = 0, for i = 1, . . . , r
xi , si Q 0, for i = 1, . . . , r

(8)

The application of Newton’s method to (8), yields the block matrix form [2]:

⎡

⎣
A 0 0
0 AT I

Arw(s) 0 Arw(x)

⎤

⎦

⎛

⎝
�x
�λ

�s

⎞

⎠ = −
⎛

⎝
Ax − b

ATλ + s − c
x ◦ s − 2μe

⎞

⎠ (9)

where Arw(·) (an arrow-shaped matrix) is meant in the direct sum sense. Several
practical implementation issues are discussed in [2].

As second-order cones are convex sets, SOCP is a convex programming problem.
If the dimension of a second-order cone is greater than two, it is not polyhedral, and
hence, in general, the feasible region of a SOCP is not polyhedral. Since SOCPs
are convex, a duality theory for them can be developed. While much of this theory
is very similar to duality theory for LP, there are many ways in which the theory
for SOCP differs from that for LP. Robust solutions to optimization problems has
been an important area of activity in the field of control theory, so that robustness
has been introduced into the fields of mathematical programming and least squares.
Counterparts of a least squares problem and a LP can be formulated as SOCPs [2].
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3.4 Multi-objective Optimization

Multi-objective optimization (MOO), or vector optimization, considers optimization
problems involvingmore than one objective function to be optimized simultaneously.
MOO problems arise in many fields, such as engineering, economics, and logistics,
when optimal decisions need to be taken in the presence of trade-offs between two
or more conflicting objectives. In [56], a comprehensive survey of MOO methods is
presented. A MOO problem can be expressed as:

min f (x) = ( f1(x), f2(x), . . . , fk(x))T

subject to x ∈ X (10)

where k ≥ 2 is the number of objective functions fi (x), x ∈ R
n is the vector of

decision variables, and X is the feasible set of decision vectors, typically defined by

X = {
x ∈ R

n | g(x) = 0, h(x) ≤ 0
}

where g : Rn �→ R
m and h : Rn �→ R

p. Any element x ∈ X is a feasible solution.
According to [56], differently from single-objective optimization, a solution to a

MOO problem is more of a concept than a definition. Typically, there is no single
solution that simultaneously optimizes each of all objectives fi (x), i = 1, . . . , k.
Instead, there exists a set (possibly infinite) of Pareto optimal solutions [65]. A solu-
tion is called non-dominated or Pareto optimal if none of the objective functions
fi (x) can be improved in value without degrading one or more of the other objec-
tive values. Without additional subjective preference information, all Pareto optimal
solutions are considered equally good.

Definition 1 Afeasible solution x1 ∈ X is said to (Pareto) dominate another solution
x2 ∈ X , if fi (x1) ≤ fi (x2) for all indices i ∈ {1, 2 . . . , k}, and f j (x1) < f j (x2) for
at least one index j ∈ {1, 2, . . . , k}. A solution x1 ∈ X is called Pareto optimal if
there does not exist another solution that dominates it.

All Pareto optimal points lie on the boundary of the feasible criterion space Z,
also called the feasible cost space, which is defined as the set {F(x) | x ∈ X }. Often,
algorithms provide solutions that may not be Pareto optimal but may satisfy other
criteria, making them significant for practical applications [56]. For example, a point
is weakly Pareto optimal if there is no other point that improves all of the objective
functions simultaneously. Since a point is Pareto optimal if there is no other point
that improves at least one objective function without detriment to another function,
Pareto optimal points are weakly Pareto optimal, but weakly Pareto optimal points
are not Pareto optimal. Methods for determining whether a point is Pareto optimal
or not are presented in [6]. In [61], the following test for x∗ is presented:

minx∈X ,δ≥0
∑k

i=1 δi
subject to fi (x) + δi = fi (x∗), i = 1, . . . , k.

(11)
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If all δi are zero, then x∗ is a Pareto optimal point. Efficiency is another primary
concept in MOO, which is defined in [56] as:

Definition 2 A point x∗ ∈ X is efficient iff there does not exist another point x ∈ X
such that f (x) ≤ f (x∗)with at least one fi (x) < fi (x∗). Otherwise, x∗ is inefficient.

There is a wide variety of methods for MOO. They can be broadly classified as:
(1) methods with a priori articulation of preferences, (2) methods with a posteriori
articulation of preference, (3)methodswith no articulation of preferences. The reader
is referred to [56] for detailed presentations and analysis of several methods of the
three types. Two of them, of the first type, are outlined next.

Weighted Sum Method The most common method to MOO is the weighted sum:

f (x) =
k∑

i=1

wi fi (x) (12)

If all the weights wi are positive, then the minimum of (12) is Pareto optimal, i.e.,
minimizing (12) is sufficient for Pareto optimality. However, the formulation does
not provide a necessary condition for Pareto optimality. A detailed discussion of this
method, mainly regarding the choice of the weights wi , is presented in [56].

Lexicographic Method With the lexicographic method, the objective functions
fi (x) are arranged in order of importance. Then, the following single-objective opti-
mization problems are sequentially solved, for i = 1, 2, . . . , k, one at a time:

minx∈X fi (x)
subject to f j (x) ≤ f j (x∗

j ), j = 1, 2, . . . , i − 1, i > 1 (13)

Here, i represents a function’s position in the preferred sequence, f j (x∗
j ) represents

the optimum of the j-th objective function, found in the j-th iteration. After the first
iteration ( j = 1), f j (x∗

j ) is not necessarily the same as the independent minimum of
f j (x), because new constraints have been introduced.
SeveralMOOmethods are presented and discussed in [56].Accordingly, theMOO

methods that provide both necessary and sufficient conditions for Pareto optimality
are preferable. Other approaches, such as genetic algorithms (GA), discussed in this
chapter as well, can be adapted to solve MOO problems directly.

3.5 Stochastic Optimization

Stochastic optimization (SO) refers to a collection of methods for minimizing or
maximizing an objective function when randomness is present [31, 73]. Examples
of SO are [31]: deciding when to release water from a reservoir for hydroelectric
power generation, and optimizing the parameters of a statistical model for a given
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data set. Randomness usually enters the problem in two ways: through the cost
function or the constraint set. Therefore, SO is a suitable approach for handling the
uncertainties involved in wind and solar energy, load demands, etc.

There is no single solutionmethod that workswell for all SO problems [31]. Struc-
tural assumptions, such as limits on the size of the decision and outcome spaces, or
convexity, are necessary to make problems treatable. Solution methods are then tied
to problem structure. The most prominent division is between solution methods for
problems with a single time period (single-stage problems) and those with multi-
ple time periods (multi-stage problems). Single-stage problems try to find a single,
optimal decision, such as the best set of parameters for a given statistical model
data. These problems are usually solved with adapted deterministic optimization
methods. Multi-stage problems try to find an optimal sequence of decisions, such
as scheduling water releases from hydroelectric plants over a two year period. The
dependence of future decisions on random outcomes makes direct modification of
deterministic methods difficult in multi-stage problems. Multi-stage methods rely
more on statistical approximation and strong assumptions about problem structure.

Single-Stage SO Is the study of optimization problemswith a randomobjective func-
tion or constraints where a decision is implemented with no subsequent recourse. Let
X be the domain of all feasible decisions and x a specific decision. The fundamental
problem of interest is to search over X to find a decision that minimizes a cost func-
tion, F . Let ξ denote random information that is available only after the decision is
made. Since it is impossible to directly optimize the random cost function F(x, ξ),
the expected value E[F(x, ξ)] is minimized instead. The general single-stage SO
problem can be formally represented as [31]:

ζ ∗ = min
x∈X

{ f (x) = E [F(x, ξ)]} . (14)

Define the set of optima asS∗ = {x ∈ X : f (x) = ζ ∗}. For all single-stage problems,
assume that the decision space X is convex and the objective function F(x, ξ) is
convex in x for any realization ξ . Problems that do not meet these assumptions are
usually solved through more specialized stochastic optimization methods.

Multi-Stage SO Aims to find a sequence of decisions, (xt )Tt = 0, that minimize
an expected cost function. The subscript t denotes the time at which decision xt is
made. Usually, decisions and random outcomes at time t affect the value of future
decisions. Mathematically, multi-stage SO problems can be described as an iterated
expectation [31]:

ζ ∗ = min
x0∈X0

E

(

inf
x1∈X1(x0,ξ1)

F1(x1, ξ1) + E

(

· · ·

+E

(

inf
xT ∈XT (x0:T−1,ξ1:T )

γ T−1FT (xT , ξT )

)))

(15)
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T is the number of time periods, x0:t is the collection of all decisions between 0 and
t , ξt is a random outcome observable at time t , Xt (x0:t−1, ξ1:t ) is a decision set that
depends on all decisions and random outcomes between times 0 and t , Ft (xt , ξt ) is a
cost function for time period t that depends on the decision and random outcome for
time t , and γ is the discount rate. The time horizon T may be either finite or infinite.

There are no multi-stage solution methods that work well for all problems within
a broad class, like convex problems or Markov decision processes. The decision
sequence space is affected by the curse of dimensionality: the size of the space
grows exponentially with T , the number of possible outcomes for ξt , and the size
of the decision space each time period, Xt . Most successful methods are tailored to
problem subclasses with exploitable structure.

3.6 Genetic Algorithms

Genetic algorithms (GAs), introduced by Holland [35], are popular approaches to
SO [73], mainly when it comes to global optimization (find the best solution among
multiple local minima). The great interest in GAs seems to be due to their success
in solving many difficult optimization problems. They represent a special case of
the more general class of evolutionary computation algorithms [85]. As the name
suggests, GA is loosely based on principles of natural evolution and survival of
the fittest. Thus, the objective function is often referred to as the fitness function to
emphasize the evolutionary concept of the fittest of a species. The essence of a GA
is clearly summarized in [73], and is closely followed here.

GAs simultaneously consider multiple candidate solutions to the problem, and
iterate by moving this population of solutions toward a global optimum. Specific
values of x in the population are referred to as chromosomes. The central idea in a
GA is to move a set of chromosomes from an initial collection of values to a point
where the fitness function is optimized. Let N denote the population size (number
of chromosomes). An essential aspect of GAs is the encoding of the N values of x
appearing in the population. This encoding is critical to the GA operations and the
associated decoding to return to x . Standard binary (0,1) bit strings have traditionally
been the most common encoding method, but other methods include gray coding and
basic computer-based floating-point representation of the real numbers in x .

The selection and elitism steps occur after evaluating the fitness function for the
current population of chromosomes. A subset of chromosomes is selected for use as
parents for the next generation. Here is where the principle of survival of the fittest
arises, as parents are chosen according to their fitness value. Although the objective
is to emphasize the fitter chromosomes in the selection process, it is important that
the chromosomes with the highest fitness values are not given too much priority at
the beginning of the optimization, as too much emphasis on the fitter can reduce the
diversity necessary for an adequate search of the domain of interest, likely causing
premature convergence in a local optimum. Hence, selection methods allow, with
some nonzero probability, the selection of chromosomes that are suboptimal.
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Many schemes have been proposed for the selection process of choosing parents
for subsequent recombination. One of the most popular is roulette wheel selection. In
this selectionmethod, the fitness functionsmust be nonnegative on x . An individual’s
slice of a Monte Carlo-based roulette wheel is an area proportional to its fitness. The
“wheel” is spun in a simulated fashion N − Ne times and the parents are chosen based
on where the pointer stops. Another popular approach is called tournament selection,
in which chromosomes are compared in a “tournament”, with the better chromosome
being more likely to win. The tournament process is continued by sampling (with
replacement) from the original population until a full complement of parents has been
chosen. The most common tournament method is the binary approach, where one
selects two pairs of chromosomes and chooses as the two parents the chromosome
in each pair having the higher fitness value. Empirical evidence suggests that the
tournament selection often performs better than roulette selection.

The crossover operation creates offspring of the pairs of parents from the selection
step.Acrossover probability Pc is used to determine if the offspring represents a blend
of the chromosomes of the parents. If no crossover takes place, then the two offspring
are clones of the two parents. If crossover does take place, then the two offspring are
produced according to an interchange of parts of the chromosome structure of the
two parents. The final operation is mutation. Because the initial population may not
contain enough variability to find the solution via crossover operations alone, the GA
also uses a mutation operator where the chromosomes are randomly changed. For the
binary coding, the mutation is usually done on a bit-by-bit basis where a chosen bit is
flipped from0 to 1, or vice versa.Mutation of a given bit occurswith small probability
Pm . Real-number coding requires a different type of mutation operator. That is, with
a (0,1)-based coding, an opposite is uniquely defined, but with a real number, there
is no clearly defined opposite. Probably the most common type of mutation operator
is simply to add small independent normal (or other) random vectors to each of the
chromosomes (the x values) in the population.

According to [74], there is no easy way to know when a SO algorithm (including
GAs) has effectively converged to an optimum. An obvious way to stop a GA is
to end the search when a number of evaluations of the fitness function is reached.
Alternatively, termination can be done heuristically based on subjective and objective
impressions about convergence. In the case where noise-free fitness measurements
are available, criteria based on fitness evaluations may be more useful. See [74] for
further details and references.

3.7 Other Optimization Techniques

Computational intelligence algorithms can be applied to a large set of smart grid
optimization problems, obtaining acceptable near-optimal solutions in acceptable
computation time. Neural networks, fuzzy systems, and evolutionary algorithms
are the three major soft-computing paradigms for computational intelligence [85].
Evolutionary algorithms (genetic programming, evolutionary programming, particle
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swarm optimization, ant colony optimization) are stochastic search methods inspired
by the Darwinian model. Neural networks are learning models based on the connec-
tionist model. Fuzzy systems are a high level abstraction of human cognition. Neural
networks and fuzzy systems are two major approaches to system modeling.

Concerning deterministic optimization methods, trust region methods have been
employed in the search for globally convergent solvers [64, 72]. Recently, global
optimization has drawn significant interest. Conic relaxation has been widely used
for convexification of a problem to seek global solution. Exact relaxation occurs
when the relaxed problem allows to find the solution to the original non-relaxed
problem. SDP relaxations have been extensively applied to power systems [50, 51],
since the first application proposal [41].

4 Optimization Applications in Smart Grids

In [32], a comprehensive review of optimization methods for optimal planning and
integration of RES is presented. The main focus is on optimal placement and sizing
of RES. In [60], MILP is used for modeling an energy management problem, since
MILP allows to model the features of integrated DER, using integer and binary
variables to represent decisions on the operation status of production systems, battery
storage units, PEVs and smart appliances in smart homes of the microgrid. To solve
the smart grid optimization problem of extended time horizon, two techniques are
used: MILP and a greedy algorithm, for developing a hybrid technique to obtain
an approximate global optimum. In [79], a model for optimal microgrid operation
considers DER, environmental constraints and DSR. The microgrid operation cost is
minimized without bringing discomfort to customers, effectively increasing the use
of clean energy. The optimization problem is solved using a genetic algorithm.

Energy Storage Systems The decision on the use of a particular ESS technology
should consider technical and economic aspects, such as the required rated power and
energy capacity, scalability of the project, services that will be provided to the grid,
and possible forms of payment. The benefits of ESS to the network are generally clas-
sified by their time scale [8]. Slower timescales are called energy applications, where
large amounts of energy are supplied or drained from the grid. Provides function-
alities like energy arbitrage, load leveling, peak shaving, and non spinning reserve,
improving the flexibility of grid operation. Faster timescales are called power appli-
cations, and are often needed to support real-time control of power networks. ESSs
can provide a wide range of services for power networks [8]:

• Frequency regulation: Support for the primary and secondary frequency control,
providing fast frequency response and fine adjustments needed by the automatic
generation control (AGC) signal [46].

• Reduction of start/stop operations of large generators: Reduce depreciation and
highmaintenance costs due to start/stop operations for large hydraulic and thermal
generators that are dispatched to accommodate renewable intermittence.
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• Overload mitigation and investment deferral: Defer investments in transmission
lines and power transformers in regions that will not experience a significant flow
increase inmedium term analysis.With an aging energy infrastructure and a steady
growth in demand, transmission upgrade deferral is a great benefit of ESS.

• Energy arbitrage: Perform electricity arbitrage, purchasing energy during off-
peak hours and selling when demand is high. Potential revenue is a function of
the hourly energy price and the efficiency of the ESS’s roundtrip.

• Energy time shift: Decrease active power ramp rates related to the integration
of massive renewable generation, mainly solar. Despite being closely related to
energy arbitrage, which focusmainly on financial earnings, energy time shift prod-
ucts aim to provide the system with capabilities to handle uncertainties associated
with demand and renewable generation.

According to [69], the rapid uptake of RES in the power grid leads to a demand
in load shaping and flexibility. ESSs are key elements to provide solutions to these
tasks. However, it should be observed a trade-off between the performance-objective
of load shaping and the objective of having flexibility in storage for auxiliary services,
which is linked to robustness and resilience of the grid. This issue is formulated as
a MOO problem, which is resolved by an analysis of the Pareto frontier to quantify
the trade-off between the non-aligned objectives, to balance them properly.

The problem of optimal sizing and placement of ESS can be addressed by several
methods. In [80], a comprehensive review of optimal sizing and placement of ESS
in distribution networks is presented. According to [80], the methods for optimal
sizing and placement can be divided into three categories: analytical, mathematical
and artificial intelligence methods. In the mathematical methods, LP, MILP and
SOCP appear as the most cited techniques. Despite the diversity of techniques, due
to the different system requirements and ESS technologies, several solutions can be
obtained in general for the size and placement of ESSs in distribution networks [80].
In [82], optimal sizing is obtained using the Fourier-Legendre series expansion to
describe the state of energy (SOE) in an approximately continuous form. The authors
claim that their approach can effectively reduce the error caused by the SOE’s discrete
expression in size optimization, especially when the planning data is not sufficient
to accurately describe the studied operational cycle.

Demand Side Response DSR has changed from an approach to deal with periods
of peak demand during specific hours of a year, to a more general procedure in
which customers change their consumption pattern in response to changes in the
price of electricity [60]. DSR initiatives are commonly classified into two programs:
incentive-based program (IBP) and price-based program (PBP). The IBP program
allows utilities to manage customer consumption according to conditions established
in contract, specially during peak hours. In the PBP program, customers act by
changing their demands as the price of electricity varies.

With regard to microgrids [79], DSR may include DERs, such as variable RES
(wind and solar), and controllable distributed resources, such as micro gas and diesel
generation units, in addition to ESS. In [88], an optimization scheduling model that
considers DER, ESS and DSR is proposed. The results indicate that the scheduling
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model establishes a coordinated operation of distributed generation, responsive loads
and the economic goal of the network.

In [12], a set of users served by a single load-serving entity (LSE) is consid-
ered. The LSE acquires capacity a day ahead. When random renewable energy is
obtained at the time of delivery, the LSE manages the user’s load through real-time
demand response and purchasing balancing power in the spot market to meet aggre-
gate demand.Optimal supply procurement by theLSEand the consumption decisions
by the users must be coordinated over two timescales, a day ahead and in real time,
in the presence of uncertainty in supply. This problem is formulated as a dynamic
program which maximizes the expected social welfare.

Management of Plug-InElectricalVehiclesThe expected large population of PEVs
in future distribution networks will create not only new challenges, but also new
opportunities to increase the controllability of distribution systems. PEVs will be
an important resource for distribution systems operators, providing services such as
congestion relief and voltage regulation [43, 45]. According to [43], which presents
comprehensive research on the active integration of PEVs to distribution networks,
rather than being considered a passive asset, PEVs should be integrated as an active
resource. The interaction between PEV and RES allows a simultaneous reduction in
the dependence on fossil-fuels in electricity generation and in the transport sector.

In [45], a genetic algorithm is applied to increase the penetration of photovoltaic
(PV) solar energy in distribution networks through the optimized management of
PEV storage. In addition, to maximize their participation in ancillary services, PVs
are allocated optimally through network feeders and buses. It is shown that PV pen-
etration can be increased by 50%with 25% of PEV penetration in the selected distri-
bution network. In [43], a multi-objective optimization approach for day-ahead PEV
scheduling is proposed. As PEVs are commonly single-phase connected, they can
significantly contribute to worsening the load imbalance in the distribution network.
The approach in [43] uses an unbalanced optimal power flow to include constraints
on which phase PEV can be connected. The formulation also includes voltage depen-
dence on modeled residential loads, and voltage and flow limits.

Upgrade Deferral and Congestion Management Utility services including the
transmission and distribution networks are mainly benefited by ESS through upgrade
deferral of these networks, by providing resource adequacy and congestion relief.
Through proper deployment of ESS, infrastructure upgrade can be delayed or entirely
avoided providing economic benefits. They can also provide cheaper alternatives
to generation upgrade and alleviate congestion in the networks during peak hours
[37]. In [87], a method for determination of the optimal deployment of battery ESS
for the purpose of deferral of feeder capacity upgrades is presented, together with
determination of the economic consequences of such deferral.

In [7], an approach for congestion management in a smart grid is proposed. The
approach considers a distribution grid interconnecting a number of flexible con-
sumers. Each consumer is under the jurisdiction of one balancing responsible party
(BRP), who buys energy at a day-ahead electricity market on behalf of the consumer.
The BRP utilizes the flexibility of the consumers to move load in time, minimizing
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imbalance between consumed and purchased energy, avoiding trading balancing
energy at unfavorable prices. The approach involves the solution of a convex opti-
mization problem. Because sharing of information in competitive energy market is
unlikely, the optimization problem is decomposed and solved distributed.

In [34], an approach for congestion management in smart grids through DSR is
proposed. Two objectives, acceptable congestion and congestion cost, are optimized
by choosing a mix of generation rescheduling and demand response of participating
buses, minimizing the impact on revenues and customer satisfaction. The approach
employs themeta-heuristic ant colony optimization to optimize the individual options
and uses a fuzzy satisfying technique to choose the best compromise solution from
the set of Pareto optimal solutions.

Economic Dispatch and LossMinimization The goal of optimal ADN operation is
usually to ensure economical, efficient and secure operation through the coordination
of DERs and network topology. In [36], ADN active power loss is minimized using
the power output of distributed generation, the status of tie-lines switches and the
controllable loads as decision variables. In [24], coordinated dispatch of active and
reactive power through optimal control of tap changers, reactive power compensation
and charge/discharge power of ESS, is proposed. The approach uses a branch flow
model of relaxed optimal power flow to formulate a mixed integer SOCP problem.

Expansion Planning of ADNs Important challenges for the operation, planning and
optimization of ADNs are discussed in [48, 66]. In contrast to existing passive distri-
bution networks, in which expansion and planning analysis are based on snapshots
of the worst-case scenarios, planning studies on future ADN would have to consider
time-dependent and operational aspects to obtain cost-effective alternatives.

ADN expansion planning is discussed in several works [48, 66, 70, 78]. Tra-
ditional distribution networks have been planned with the goal of meeting further
increases in peak demand, while maintaining the quality and reliability of energy
supply. As these distribution networks become active, planning engineers must take
into account the new advanced metering infrastructure (AMI) and massive integra-
tion of DERs. Expansion planning is an important issue in the studies of distribution
network optimization, including network reconfiguration.

In [70], a planningmodel that usesMILP tominimize investments and operational
costs in ADNs is proposed. The approach considers replacing and adding circuits,
and improving the power supply reliability by addition of ESS. The optimal daily
dispatchofESS is obtainedusing the locationalmarginal prices at substationnodes. In
addition, topological radiality constraints are considered, requiring that the topology
provided by the model respects the basic rules of the distribution network operation.

In [78], a rating index system is established based on economic, environmental
protection, voltage quality and network security indicators. Then, a multi-objective
planning approach for ADN, which includes ESS operation strategies, is proposed.
Considering that the bulk network is mainly supplied by fossil fuels plants, the
environmental benefits are quantified by the reduction in the purchase of electricity
after adding DER to the distribution network. Despite interesting discussions about
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the proposed multi-objective planning model, no further details are provided on the
optimization methods used.

The massive integration of DER will greatly modify the operation and planning
of transmission and distribution networks. In [57], the implications for the stability
of connecting ADN to transmission networks are investigated. As observed, an ADN
can operate in islanded mode, so its disconnection from the transmission grid can be
considered a disturbance in which an equivalent load or generation is lost. Moreover,
the results presented indicate that full dynamicmodeling of distribution networkmay
be necessary for short-term stability studies, while distribution network equivalents
are sufficient for long-term stability analysis.

In [84], a charging-discharging operation strategy of ESS in the context of ADN
planning is proposed. The ESS optimal operation focuses on energy arbitrage and
peak load shifting. In [83], an approach for optimal reconfiguration of distribution
networks in real-time is proposed. For cost minimization, the optimal scheduling
strategy considers network topology, distributed generation, and responsive loads.
The network reconfiguration problem is solved using particle swarm optimization.

4.1 Interdisciplinary Research Collaboration

The text has so far discussed several optimization applications in smart grids. The
modern grids, involving more operating resources, have introduced new decision
variables, objectives and operating constraints, such that grid optimization models
are becoming increasingly complex, challenges to problem modeling and solution.
Widespread use of intermittent RES introduces uncertainties in energy supply, while
increasing use of PEVs introduces uncertainties in demand. Therefore, stochastic
optimization is growing fast in importance, since stochastic models are suitable
to characterize the randomness of RES, buffer effect of ESSs and PEVs mobility.
With more operating resources to control, smart grid planning often involves mul-
tiple conflicting objectives, so that multi objective optimization turns crucial. The
number of discrete-integer variables in the models has also increased. All of these
features lead to increasingly complex problems. This scenario requires power engi-
neers with expertise in classical optimization methods like LP, ILP, MILP, and NLP,
to expand knowledge into stochastic optimization, dynamic programming, game
theory, second-order cone programming, semidefinite programming, etc. Computa-
tional intelligence algorithms, already popular in power system optimization, are also
essential. The development of the computational tools for smart decision-making in
automated manner will be possible only with the joint collaboration of experts on
advanced optimization, power system modeling, software development, etc.
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5 Conclusions

By incorporating advanced information technologies, control and automation, new
technologies of energy production and energy storage, mechanisms for effective
customer participation, etc., smart grids are able to develop the perfect balance among
reliability, availability, efficiency and cost, with benefits for all participants involved:
utilities, customers, and the power system as a whole. Given the diversity of energy
sources with individual characteristics, effective demand management instruments,
distributed generation resources and energy storage, etc., along with the complex
operational constraints introduced, there are many opportunities for optimization of
smart grids, to get the best out of the grid. This chapter has outlined several of these
opportunities, and presented the most frequently used techniques for continuous and
discrete optimization, optimization under uncertainty, multi-objective optimization
and global optimization, to help the interested reader to identify open research topics.
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vision for Smart Grid controls: 2030 and beyond. IEEE, New York, NY, pp 4–23

4. Andersen ED (2010) Linear optimization: theory, methods and extensions. MOSEK APS
5. AnnaswamyAM, AminM, DeMarco CL, Samad T (2013) IEEE vision for smart grid controls:

2030 and beyond. Tech rep, IEEE Smart Grid Research
6. Benson HP (1978) Existence of efficient solutions for vector maximization problems. J Opti-

mization Theor Appl 26:569–580
7. Biegel B, Andersen P, Stoustrup J, Bendtsen J (2012) Congestion management in a smart grid

via shadow prices. IFAC Proc 45(21):518–523
8. Byrne RH, Nguyen TA, Copp DA, Chalamala BR, Gyuk I (2018) Energy management and

optimization methods for grid energy storage systems. IEEE Access 6:13231–13260
9. Carpenter TJ, Lustig IJ, Mulvey JM, Shanno DF (1993) Higher-order predictor-corrector inte-

rior point methods with applications to quadratic objectives. SIAM J Optimization 3(4):696–
725
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Load Flow in Microgrids
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Abstract Microgris (MGs) may operate in two modes: the islanded and grid-
connected. In grid-connected, the MGs operate connected to the main grid, and its
possible to import or export reactive and active power from the main grid. In islanded
mode, the MG must maintain its power balance, supplying the consumers with its
generation. In both operation modes, the load flow analysis is essential for any plan-
ning or operation studies. In this context, this chapter aims to present the power flow
formulation in both operation modes, highlighting the mathematical considerations,
balance equations and the peculiarities of the methods available in the literature.
To represent an MG, a modified test system composed of 37 buses is employed in
order to exemplify the power flow in both modes. The test system presents a low
load imbalance. Thus, the three-phase power flow is compared with the single-phase
power flow in order to demonstrate the application of positive sequence in someMGs.
In grid-connected mode, the main grid is represented by the swing bus. However,
in islanded mode, the swing bus is not present, and the frequency is considered as a
state variable of the problem because generally the generation in an MG is formed
predominantly by small-scale units, which may not be able to guarantee that the
frequency remains constant.
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1 Introduction

Load flow is an essential tool for any study in the expansion, planning, and operation
issues of electric power systems. The determination of the system’s state, that is,
voltage and phase angle of all buses, enables the operator to know the lines loading,
generation dispatch, system’s stability robustness, and other variables of interest from
a known operation point.

For large power systems, characterized mainly by long transmission lines, the
Newton–Raphson Method (NRM) is commonly accepted in traditional literature
as an efficient tool for power flow analysis. However, it finds some convergence
limitations in systemswith radial topology and lowX/R ratio, which are predominant
characteristics in distribution systems.

To overcome such problems, many authors use the backward-forward sweep
(BFS) method for power flow analysis in distribution systems, as shown in [1, 2].
This method has good computational performance and simplicity of implementation.
The main characteristic of the BFS method is to determine the voltage and phase
angles of high unbalanced systems, something that the traditional Newton–Raphson
method presents specific convergence difficulties [3].

The BFS still presents convergence difficulties when the system is highly meshed,
or when the presence of Distributed Generators (DG) is large or in stressed load
scenarios. For these scenarios, the Newton–Raphson current injection (NRCI) algo-
rithmcan be a solution. TheNRCI can solve unbalanced three-phasemeshed systems,
additionally, the Jacobian matrix changes little during the iteration process.

Typically, the Microgrids (MG) have the characteristics of a distribution system;
however, the MGs can have two operating modes: grid-connected and islanded. In
the grid-connected mode, the main grid maintains the frequency and voltage of the
MG. In the islanded mode, the MG operates disconnected from the main grid. Then,
the DGs of the MG maintain the frequency and the voltage.

The power flow in grid-connected mode can be treated as the power flow in
the distribution system. Thus, BFS and NRM with modifications can be applied.
However, MGs and smart-grids are active distribution networks, with the presence
of new components and controls that can be considered in power flow, like DGs
and their operation modes, electric vehicles, energy storage devices, demand-side
management, and smart voltage control devices [4–6].

In the islanded microgrids context, references [7–11] consider the generators’
droop equations in the algebraic formulation and use the NR algorithm to solve the
load flow problem. Reference [12] proposes a methodology for power flow in MR
which the advantage over the others is the absence of a swing bus in its formulation.
This characteristic is understood as an essential consideration, as it is assumed that
there may not be large generators to keep the terminal voltage constant in an eventual
MR islanding. The literature presents some tools that can complement the method
used in [13], including the axis rotation and the Levenberg–Marquardt method, to
overcome the NRM convergence problem resulting from the low X/R ratio.
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This chapter presents to the reader a mathematical formulation behind the imple-
mentation of a power flow algorithm for microgrids, showing the main features in
eachoperationmode, i.e., islanded andgrid-connected. Somepeculiarities differ from
those used in traditional systems andwill be explained to the reader step by step in the
next sections. The implementation of the power flow is applied to a slightly unbal-
anced MG; thus, the single-phase (positive sequence) representation is presented.
The hypothesis of the balanced three-phase power flow (positive sequence) is that
the system imbalances can be neglected. However, in some cases, the unbalances of
loads and the presence of non-three-phase branches cannot be ignored [14]. There-
fore, a comparison between the results of the balanced and unbalanced power flow
formulation applied to a slightly unbalanced MG is presented.

2 Load Flow in Active Distribution Networks

2.1 A Case Study

In order to show the characteristics of each operation mode, simulations are carried
out in the next subsection using the system shown in Fig. 1. Table 1 shows the
generation parameters of the system. More details on this system can be found in
[15].

2.2 Grid-Connected Operation

In the grid-connected mode, theMG power flow is like the power flow in distribution
systems [4–6, 16]. Then, the conventional BFS and NRM with modifications can be
applied. However, some considerations must be made.

• The Point of Common Coupling (PCC) of the MG is considered the swing bus;
• The PCC frequency and voltage are constant because the main grid is robust to

keep these values fixed.
• The operation modes of the DGs must be considered (PV, droop, or PQ).

The NRM for MGs operating in grid-connected mode is presented in this section,
considering in the formulation the points explained above.

2.2.1 System’s Representation

The first step to solve the power flow is to identify each bus type, thus determining
the unknown and know variables in the system. Four types of buses are present in
grid-connected MG power flow:
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Fig. 1 Test system

Table 1 Microgrid generation parameters

Bus number m(Hz/kW) n(kV/kVA)r Pmax(kW) Qmax (kVAr) Qmin(kVAr)

701 8.4 × 10−4 1.5 × 10−3 1000 900 −900

736 8.4 × 10−4 1.5 × 10−3 1000 900 −900

729 8.4 × 10−4 1.5 × 10−3 1000 900 −900

741 6 × 10−4 9 × 10−4 1300 800 −800

724 6 × 10−4 9 × 10−4 850 600 −600

(1) Swing bus: as in conventional power flow, the voltage magnitude and angle are
specified for this bus. Therefore, the PCC is considered as the swing bus;

(2) PQ bus: the active and reactive powers are specified. This bus can be used to
represent the loads or intermittent generation. When representing the intermit-
tent generation, the concept of “negative loads” canbeusedwhen thegeneration
is higher than the load of the bus. Figure 2 outlines the concept of a negative
load.

A photovoltaic system and a battery energy storage system (BESS) are connected
to a generic bus with a load in Fig. 2. Note the flow direction for each element.
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Fig. 2 Negative load representation

Depending on the total load and generation values, this bus supplies or absorbs
power from the network. The net load of the bus takes the form given by (1) and (2):

Pk = Ploadk − PDGk ± PBatk (1)

Qk = Qloadk − QDGk ± QBatk (2)

where

Pk and Qk net active and reactive powers at bus k, respectively;
Ploadk and Qloadk active and reactive power of the load connected at bus k,

respectively;
PDGk and QDGk active and reactive power of the non-dispatchable Distributed

Generation connected at bus k, respectively;
Pbatk and Qbatk active and reactive power of the BESS connected at bus k,

respectively;

Equations (1) and (2) are valid for every bus with a non-dispatchable generation
or BESSs operating in constant power mode, with or without a load. In addition to
(1) and (2), the BESS’s power varies according to the charging and system state. The
BESSs discharge when there is a lack of generation and charge if there is excess.

(3) PV bus: active power and the voltage magnitude are known;
(4) VF bus: the dispatchable DGs in MGs normally operate in PQ or PV mode,

however, it is possible to the DG operates in Droop mode, wherein both active
and reactive generation depend on the frequency and the terminal voltage.

The droop control can be expressed through (3) and (4).

ω = ωref − mk Pgk (3)

Vk = Vrefk − nkQgk (4)
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where

mk and nk active and reactive droop coefficients, respectly;
ω and Vk system’s frequency and voltage at bus k, respectively;
ωre f and Vrefk reference values of frequency and voltage at bus k, respectively;
Pgk and Qgk active and reactive power generation at bus k, respectively.

The active and reactive power generation in (3) and (4) can be represented as
follows:

Pgk = ωre f − ω

mk
(5)

Qgk = V k
re f − V k

nk
(6)

In (5) the frequency of the grid is constant. Thus, the active power in the Droop
bus is also constant [4]. In (6) the voltage at bus k is a function of the operating
scenario. Thus, the reactive power will depend on the voltage at bus k. The same
representation can be used to the DGs that operate in reactive power support mode
via volt-var.

Table 2 summarizes the relationship between the state variables and the bus types
that make up a microgrid in grid-connected mode.

The VF mode in Table 2 can represent the DC/AC power electronic converter
operating in reactive power support mode via volt-var.

As the MG in Fig. 1 is slightly unbalanced, a simplification can be performed to
transform this system into a balanced equivalent. To this end, the recommendations
presented in [17] and listed below are adopted in this section:

• The line impedance is given by only the positive sequence component;
• Loads distributed along a feeder are considered as concentrated, and they are

equally divided between the buses of the feeder.

For the representation of the network in positive sequence components, the
Fortescue Theorem is used, which relates the matrix of phase impedances (own and
mutual) of a transmission line with its symmetric component matrix, thus obtaining
the line’s positive sequence component. This relationship is given by (7).

[Z+−0] = [A][Zabc][A]−1 and [B+−0] = [A]−1[Babc][A] (7)

Table 2 Type of buses in grid-connected mode

Type of bus

Swing PQ PV VF

Known V, δ P, Q P, V P

Unknown P, Q V, δ Q, δ Qg, V, δ
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where

[Z+−0] and [B+−0] components sequence matrix of series impedance and shunt
susceptance, respectively;

[Zabc] and [Babc] matrix of series impedance and shunt susceptance, respec-
tively;

[A] Fortescue transforming matrix, defined as

⎡
⎣
1 1 1
1 a2 a
1 a a2

⎤
⎦; a =

1�120◦.

2.2.2 Load Flow Equations

For simplicity, the representation of a balanced equivalent system is presented. The
power flow in the grid-connected mode can be represented as follows:

f (x) = 0; x =
[

δ

V

]
; f =

[
�P
�Q

]
(8)

where

f set of system’s load flow equations;
x state variables of load flow;
δ voltage angles;
V voltage magnitudes;
�P,�Q active and reactive power mismatches, respectively;

Note that the power flow representation in (8) is not different from the conventional
NRMpower flow. The procedures for the power flow calculation are given as follows:

Step 1: Calculate the admittance matrix (Ybus) of the system;

Step 2: Initialize the states of V and δ, set counter j = 0;

Step 3: With the states of V j and δ j , calculate the power mismatches, through (9)
and (10);

�Pk = (
Pgk − Pk

) − Pcalck ; k = (1, 2, 3 . . . nb) (9)

�Qk = (
Qgk − Qk

) − Qcalck ; k = (1, 2, 3 . . . nb) (10)

where

�Pk and �Qk mismatches of active and reactive powers at bus k, respectively;
Pk and Qk active and reactive net powers at bus k, respectively;
Pcalck and Qcalck calculated active and reactive powers at bus k, respectively;
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Pgk and Qgk active and reactive generation from dispatchable units in VSI
mode at bus k, respectively;

nb number of buses.

Note that, in (10) if the bus is operating in reactive power supportmode via volt-var
or in VF mode, the Qgk must be calculated through (6).

Step 4: With the states of V j and δ j , it is calculated the Jacobian Matrix of the
system. The Jacobian Matrix can be represented as follows:

∂ f
∂x

= [J] =
[ [

∂�P
∂δ

] [
∂�P
∂V

]
[

∂�Q
∂δ

] [
∂�Q
∂V

]
]

(11)

dPk
dδm

=
⎧⎨
⎩

−
nb∑

k=1k �=m
VkVm |Ykm | sin(δkm − θkm) i f k = m

VkVm |Ykm | sin(δkm − θkm) i f k �= m

∀ k and ∀ m �= 1

(12)

dQk

dδm
=

⎧⎨
⎩

nb∑
k=1k �=m

VkVm |Ykm | cos(δkm − θkm) i f k = m

−Vk |Ykm | cos(δkm − θkm) i f k �= m

∀ k and ∀ m �= 1 (13)

dPk
dVm

=
⎧⎨
⎩
2Vk |Ykk | cos(θkm) +

nb∑
k=1k �=m

VkVm |Ykm | cos(δkm − θkm) i f k = m

VkVm |Ykm | cos(δkm − θkm) i f k �= m

(14)

dQk

dVm
=

⎧⎨
⎩

−2Vk |Ykk | cos(θkm) +
NB∑

k=1k �=m
VkVm |Ykm | sin(δkn − θkm) i f k = m

Vk |Ykm | sin(δkm − θkm) i f k �= m
(15)

where

|Ykk | Absolute value of the diagonal element of the admittance matrix;
|Ykm | Absolute value of the off diagonal element of the admittance matrix;
θkm Angle of the element |Ykm | of the admittance matrix.

Note that, the JacobianMatrixmust consider the generate reactive power Eq. (6)—
for the bus that is operating in reactive power support mode via volt-var or in VF
mode. Thus, the derivate of the reactive power by the voltage for the VF bus is given
as follows:

dQk

dVm
=

⎧⎨
⎩
2Vk |Ykk | cos(δkk) +

NB∑
k=1k �=m

VkVm |Ykn| cos(δkn − θkn) + 1
nk

i f k = m

Vk |Ykn| cos(δkn − θkn) i f k �= m
(16)
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Step 5: The new increments of V and δ, must be calculated through:

�x j =
[

�δ j

�V j

]
= J−1

[
�P
�Q

]
(17)

Step 6: Upgrade the states of x j+1 = x j − �x j .

Step 7: Evaluate the increments �x j , if one of these is higher than a tolerance e, go
to Step 3, otherwise, the algorithm ends.

To illustrate the power flow in the connected mode, let’s consider the system
presented in Fig. 1. Wherein, all dispatchable generators initially operate in VF
mode with the reference values Vref = 1 p.u. and ωre f = 60 Hz. The grid frequency
operates at 60 Hz and the voltage in the substation at 1 p.u.

The voltage and generation profile for the base case are given in Figs. 3 and 4. Due
to the droopmode, the converter will change the reactive power generation according
to the terminal voltage and the droop coefficient (n), which can be observed in Fig. 4.
In this figure, the reactive power generation will differ in each converter since the
voltage is a local variable. The DGs of the buses 701 and 724 are dispatching the
maximum reactive power, and the other DGs still have available capacity.

Since the DGs operate in VF mode and the frequency of the system is 60 Hz, the
DGs active power will be zero. Typically, the converters do not operate in VF mode
when in grid-connected operation, since the frequency is maintained for the main
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grid. However, the voltage droop can be applied in the converters to support the MG
voltage regulation.

Table 3 gives the total generation and load for the system. It can be seen that the
main grid consumes the surplus of reactive power generated by the MG. This feature
occurs due to the characteristics of the distribution system and the low X/R ratio.
Thus, the voltage regulation in each bus depends not only on the reactive power but
also on the active power. Therefore, the DG must generate much reactive power to
control the voltage at a specified value.

The results presented above considers the system balanced (positive sequence).
However, balanced representation is not always sufficient in distribution systems.
Thus, to compare the positive sequence representation result with the unbalanced
power flow, let’s consider the same system presented in Fig. 1 with all DGs discon-
nected. The power flow of the balanced version of the system is achieved through the
NR algorithm, while the unbalanced version is achieved through the NRCI algorithm

Table 3 Generation and load
at grid-connected operation

Active Reactive

Load [p.u.] 0.9828 0.4808

Generation [p.u.] 0 1.3968

Main grid [p.u.] 1.0288 −0.8815
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presented in [18]. The NRCI power flow uses the voltage in the rectangular repre-
sentation and the current mismatches instead of the power mismatches. The voltage
increment in the NRCI power flow is calculated by (18).

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�I abcm1
�I abcr1

�I abcm2
�I abcr2

. . .

�I abcmn

�I abcrn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎣

J11 J12 . . . J1n
J21 J22 . . . J2n
. . . . . . . . . . . .

Jn1 Jn2 . . . Jnn

⎤
⎥⎥⎦ ·

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�Vabc
r1

�Vabc
m1

�Vabc
r2

�Vabc
m2

. . .

�Vabc
rn

�Vabc
mn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(18)

Jki =
⎡
⎣

∂�I abcmk

∂Vabc
r i

∂�I abcmk

∂Vabc
mi

∂�I abcrk

∂Vabc
r i

∂�I abcrk

∂Vabc
mi

⎤
⎦ (19)

where

�I abcr i and �I abcmi columns vectors for the real and imaginary currentmismatches
of the i th bus for each phase;

�Vabc
r i and �Vabc

mi columns vectors for the real and imaginary voltage increments
of the i th bus for each phase;

Jki element of the Jacobian matrix;

The voltage results for the NRCI algorithm is presented in Fig. 5. The NRCI
algorithm calculates the voltages for each phase, thus Fig. 6 presents only the positive
sequence for both algorithms. Note that the voltage calculated in the NR algorithm
is very similar to the positive sequence voltage calculated by the NRCI algorithm,
wherein a maximum error of 0.05% is achieved between the results.

For an unbalanced system with low load imbalance as the MG in Fig. 1, the
presented simplification can be performed. However, for a system with high load
imbalance or single-phase branches, this simplification cannot be performed. Thus,
the NRCI or the three-phase BFS algorithms must be applied to solve the power
flow. The BFS algorithm can be applied for radial systems, but the NRCI has a better
convergence rate than the BFS algorithm for very meshed systems.

2.3 Islanded Operation

Microgrids are electrical systems that have particular operational characteristics,
mainly in islanded mode. Consequently, the traditional power flow via NRM needs
to be modified to be applicable in this operation mode. The main modifications are
presented below [9–11]:
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• There is no swingbus since the generation is a predominant small-scale. Therefore,
an infinite bus cannot be used for this purpose;

• Distributed Generators may have limited capability and reduced inertia, which
compromises the maintenance of voltage and frequency at constant values;

• Any variation in the demand may lead the system to voltage and frequency
deviations;

• The distribution lines have a predominance of resistance over inductive
impedance;

• There is a high level of generators that cannot be considered as dispatchable units.

AModified Newton–RaphsonMethod (MNRM) to solve the power flow problem
for islanded microgrids is then presented throughout this section. The MNRM
considers the combination of the generators’ primary control with the convergence
process of traditional NRM. This methodology is based on the work proposed in [9].

2.3.1 System’s Representation

The first step in power flow analysis is to identify each type of bus. Since the micro-
grid’s characteristics are significantly different from those of transmission systems,
three types of buses are adopted in the MNRM. These buses define the unknown
variables of the problem, as described in Sect. 2.3.1.

1. VF bus: both active and reactive power generation is dependent on frequency
and terminal voltage, respectively. These values are updated in each load flow
iteration as functions of new frequency and voltage values. This behavior can
be expressed through the droop control, represented by (3) and (4). The main
difference from the VF bus in grid-connected mode is that the active power
generation is now unknown.

2. PVbus: active power generation and the terminal voltage are known.This PVbus
is identical to that used in the traditional power flow for transmission systems.
Reactive power generation is a function of the operating scenario since it must
always be defined to maintain the terminal voltage;

3. PQ bus: commonly used to represent the load buses, this bus has the active and
reactive powers specified. The voltagemagnitude and phase angle are unknown.
Additionally, this bus can be used for an intermittent generation when the unit
supplies the demand in the concept of “negative loads,” i.e., with a constant
power factor [19]. In summary, Table 4 shows the relationship between the
variables and the types of buses in a microgrid. The absence of a swing bus is

Table 4 Type of buses in
islanded mode

Type of bus

PQ PV VF

Known P, Q P, V –

Unknown V, δ Q, δ Pg, Qg, V, δ
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highlighted here, as well as the fact that the IEEE Guide for Design, Opera-
tion, and Integration of Distributed Resources in Island Systems with Electric
Power Systems and Standard on Smart Inverters reports do not advise the use
of converters in PV mode when the system operates islanded from the main
network [12].

In addition to the buses shown in Table 4, converters that operate in reactive power
support mode via volt-var can be easily implemented based on the VF bus, having
only the active power specified [2]. Besides, any bus can assume the angular reference
of the system. Here we assume as reference the bus that performs the coupling with
the main system in grid-connected operation mode.

2.3.2 Load Flow Equations

In general, traditional power flowmethods consider four main variables for each bus:
voltage magnitude and angle, active and reactive power. Some of these variables are
known, while others are unknown (Table 4).

Here, both the reference bus voltage and the system frequency are treated as
unknown variables in the power flow formulation. As shown in [9], the power
flow problem is modeled assuming the frequency and reference bus voltage as state
variables in addition to the variables traditionally considered, as shown in (20).

f (x) = 0; x =

⎡
⎢⎢⎣

δ

V
V1

ω

⎤
⎥⎥⎦; f =

⎡
⎢⎢⎣

�P
�Q

�Qsys

�Psys

⎤
⎥⎥⎦ (20)

where

f set of system’s load flow equations;
x state variables of load flow;
δ voltage angles;
V voltage magnitudes of all buses;
V1 voltage magnitude at reference bus;
ω frequency of the system;
�P,�Q active and reactive power mismatches of the buses, respectively;
�Qsys,�Psys reactive and active power mismatches of the entire system, respec-

tively;

The method considers the traditional mismatches of the power balance in each
bus. The net scheduled power is calculated as given below.

�Pk = (
Pgk − Pk

) − Pcalck ; k = (1, 2, 3 . . . nb) (21)
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�Qk = (
Qgk − Qk

) − Qcalck ; k = (1, 2, 3 . . . nb) (22)

where,

�Pk and �Qk mismatches of active and reactive powers at bus k, respectively;
Pk and Qk active and reactive net load at bus k, respectively;
Pcalck and Qcalck calculated active and reactive powers at bus k, respectively;
Pgk and Qgk active and reactive generation from dispatchable units in VSI

mode at bus k, respectively.

The critical point is to consider the active (Pg) and reactive (Qg) power generation
as frequency and voltage-dependent in the iterative process. In the VF type bus, the
generation of active and reactive power is calculated based on the controllers’ droop
characteristics, as shown in (5) and (6). Note that ω and Vk are power flow state
variables. Therefore, the generation is updated until the method converges.

The scheduled power is expressed by (23) and (24):

Pcalck = |Vk |
nb∑
n=1

∣∣Y+
kn

∣∣|Vn|cos(δk − δn − θ+
kn) (23)

Qcalck = |Vk |
nb∑
n=1

∣∣Y+
kn

∣∣|Vn|sin(δk − δn − θ+
kn) (24)

being
∣∣Y+

kn

∣∣ and θ+
kn the magnitude and angle of the positive sequence equivalent

admittance between bus k and n; nb the number of buses and ng the number of
generators. Note that, differently from grid-connected mode, the terms of Y+

kn are not
constant in islanded situations. The reason is the frequency, which changes according
to the operation point and the reactive impedance is a function of it.

Concerning the system’s power mismatches, two equations are considered, as
shown in (25) and (26). They are the difference between what is generated and what
is consumed within the system and the losses.

�Qsys =
(

nb∑
k=1

Qloadk + Qloss

)
−

ng∑
k=1

Qgk (25)

�Psys =
(

nb∑
k=1

Ploadk + Ploss

)
−

ng∑
k=1

Pgk (26)

In such a way, the lines’ losses can be calculated as exposed in (27) and (28).

Ploss = 1

2

nb∑
k=1

nb∑
n=1

�
(
QYkn

(
QV∗

k
QVn + QV∗

n
QVk

))
(27)
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Qloss = −1

2

nb∑
k=1

nb∑
n=1

I
(
QYkn

(
QV∗

k
QVn + QV∗

n
QVk

))
(28)

According to Newton’s method, the estimate of the new vaslues in (t + 1) is
calculated as:

xt+1 = xt − ([J]−1)t f t (29)

In (29), x is the set of state variables, f stands for the set of equations and [J]
corresponds to the Jacobian Matrix of the system (the set of partial derivatives of all
equations concerning all state variables). The Jacobian matrix of MNRM is formed
as:

[
d f
dx

]
= [J] =

⎡
⎢⎢⎢⎢⎣

[
d P
dθ

] [
d P
dV

]
d P
dV1

d P
dω[

d Q
dθ

] [
d Q
dV

]
d Q
dV1

d Q
dω

dQsys

dθ

dQsys

dV
dQsys

dV1

dQsys

dω
dPsys
dθ

dPsys
dV

dPsys
dV1

dPsys
dω

⎤
⎥⎥⎥⎥⎦

(30)

The partial derivatives of the Jacobian matrix shown in (30) are presented in
detail in (31)–(39). P and Q’s partial derivatives to voltage magnitudes and angles
are almost the same as those used in the classical NRM. The only difference now is
that it considers all system voltages and also the reference bus. The reference bus has
the voltage calculated in the process and it is the only one to have a defined angle.

The derivatives of P and Q concerning ω are given as in (31) and (32):

d P
dω

= |Vk |
nb∑
n=1

[
d
∣∣Y+

kn

∣∣
dω

|Vn| cos(δk − δn − θkn) + dθkn

dω
|Vn||Ykn| sin(δk − δn − θkn)

]

(31)

d Q
dω

= |Vk |
nb∑
n=1

[
d
∣∣Y+

kn

∣∣
dω

|Vn| cos(δk − δn − θkn) + dθkn

dω
|Vn||Ykn| sin(δk − δn − θkn)

]

(32)

Note from (31) and (32) that:

d
∣∣Y+

kn

∣∣
dω

= −
X+
kn
ω(

R+2
kn + X+2

kn

) 3
2

and
dθkn

dω
= −

X+
kn

ωR+
kn

1 +
(

X+
kn

R+
kn

)2 (33)

The partial derivatives of Psys and Qsys depend on the output impedances of
the converters. That is, being (1) and (2) the conventional generators’ droop, the
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considered coupling is P/f and Q/V. To reaches this coupling, the output impedance
must have a high X/R ratio.

Additionally, the power of the entire system can be interpreted as the total of
generation, that is,

Psys =
ng∑
k=1

ωre f − ω

mk
(34)

Qsys =
ng∑
k=1

V k
re f − V k

nk
(35)

Thus, partial derivatives concerning state variables are given as:

dPsys
dδk

= 0 e
dPsys
dVk

= 0 ∀ k (36)

dQsys

dδk
= 0 e

dQsys

dω
= 0 ∀ k (37)

dPsys
dω

=
NB∑
k=1

− 1

mk
(38)

dQsys

dVk
=

{
− 1

nk
i f bus k i f V F

0 i f bus k is PQ
∀ k (39)

Finally, the greatest magnitude of the error associated with f is assessed. If this
value meets the convergence criterion, the process is finished. Otherwise, the state
variables are updated, and the algorithm is executed again, updating frequency-
dependent loads and the impedance values. Besides, after convergence, both reactive
and active power limits are assessed. If a generator bus with a droop control violates
one of its limits, it has the generation fixed in the violated limit, and the convergence
process is repeated.

The convergence of the load flow represents the primary level of control, i.e.,
the response of frequency and voltage facing the demand variation. The system can
reach a new operation point out of safe limits, determined by regulatory agencies. In
these situations, load shedding [20] or secondary control [21] may be necessary to
re-establish the grid’s safe operation.

Special attention should be paid because the distribution lines’ resistance is
predominant over the inductive impedance. The X/R ratio is low, impairing the
conventional coupling between active power–frequency and reactive power-voltage.
So, a high computational effort to solve the power flow problem of the traditional
method is required.

To overcome any convergence problems, two mathematical techniques may be
used: axis rotation [13] and Levemberg-Marquardt Method [22]. Both of them can
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Fig. 7 Voltage profile

be easily incorporated in the load flow algorithm, which reduces the computational
effort during the problem-solving.

Consider the system presented in Fig. 1 to illustrate the MNRM for the power
flow analysis in islanded microgrids. All dispatchable generators initially operate in
Voltage Source Inverter (VSI) mode with the reference values at Vref = 1 p.u. and
ωre f = 60 Hz (VF bus).

The voltage profile in the base case is shown in Fig. 7 and the generation profile in
Fig. 8. The algorithm converged in six iterations until reaching a tolerance of 10−6.

Due to the system’s mode of operation (VF), the converters change the terminal
voltage according to each reactive droop coefficient, which implies voltages different
from the reference value (Fig. 7). In this sense, the droop coefficients are responsible
for controlling the reactive generation dispatch.

A similar idea occurs with frequency, calculated here as 0.9961 p.u., or 59.7 Hz.
Unlike the voltages, the frequency is a global variable, i.e., the same for the whole
system. Thus, the active power droop coefficient is responsible for controlling the
active generation’s dispatch. Figure 8 shows the generation for all generating units.
Two crucial points should be mentioned:

• Buses 701, 729, and 736 have the same parameters (see Table 1), but the reactive
power generation is different since the voltage is a local variable;

• Although Bus 724 has the lowest capability, its power generation is the largest,
as it has the lowest active droop coefficient, which can be explained in (11) and
(12).
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Fig. 8 Generation profile

Table 5 Generation and load
at operation

Active Reactive

Load [p.u.] 0.7228 0.3512

Generation [p.u.] 0.733 0.3571

Loss [p.u.] 0.0102 0.0059

Finally, Table 5 gives a summary of the total generation. The losses are divided
among all units, showing that the algorithm converges to a balanced operation point,
that is, the generation supplies all loads and the losses of the system.

3 Summary

This Chapter has been devoted to showing the typical power flow strategies employed
in MGs operating in grid-connected and islanded modes. The power flow is an
essential tool for any study in the expansion, planning, and operation issues for
MGs.

In grid-connected mode, the MG presents characteristics of a distribution system,
thus it is possible to employ a conventional power flow method to solve the system.
However, some operations and control aspects differ from the traditional distribution
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system, such as high DG penetration and voltage control. Thus, these aspects must
be considered in the power flow, such as the volt-var strategy presented in Sect. 2.2.

Some particularities are considered in the power flow when the MG operates in
an islanded mode. In the absence of the connection to the main grid and the swing
bus, the distributed generators and energy storage systems present in the MG must
maintain the frequency and voltages at the appropriate levels. Consequently, the
traditional power flow must be modified, so that it considers the frequency as a state
variable and the possibility of the generation sources operating by controlling the
voltage and frequency of the MG (VF Mode).
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Microgrid Operation and Control: From
Grid-Connected to Islanded Mode
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Abstract This chapter discusses the MG operation and control main aspects in
islanded mode and its transition between the connected and islanded modes. The
MG control focus relies on the hierarchical control structure, in which the primary,
secondary, synchronization and autonomous operation control levels are covered.
Hierarchical control is necessary to ensure the continuous operation and stability of
the MG, when it changes from grid-connected to islanded mode, by an intentional or
unintentional island event, during the islanded operation and whenMG reconnects to
the main grid. The primary control is responsible for voltage and frequency stability
and power sharing between the DGs in the islanded mode. The secondary control is
responsible for voltage and frequency regulation. The autonomous control is respon-
sible for energy management to maintain the MG autonomy. When the main grid
returns to its normal operation conditions, theMG synchronization control is respon-
sible for the connection of the MG with the main grid. Some strategies proposed in
the literature for each control level are introduced and simulated under islanding,
islanded operation and syncronization events. A MG topology based on the CIGRE
benchmark LV distribution network is employed.
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1 Introduction

A Microgrid (MG) is made up of Distributed Energy Resources (DERs) and local
loads. DERs are divided into Distributed Generators (DGs) and Energy Storage
Systems (ESS). DGs that use intermittent primary sources, such as photovoltaic (PV)
and wind generators, are said to be non-dispatchable. DGs that use non-intermittent
sources, such as small hydroelectric or biogas generators, and ESS can supply desired
or necessary active power to the grid, therefore they are said to be dispatchable [1–3].

MGsmust be able to operate connected to the main grid (grid-connected mode) or
isolated from the grid and operating as a local power system (islandedmode). During
operation in connectedmode,MGmanages its energy resources and controls the flow
of active and reactive power exchanged with the main grid. In this mode, dispatch-
able DERs operate in active and reactive power control objectives (PQ mode). In
island mode, MG needs to control its voltage and frequency, so dispatchable DERs
operate in voltage and frequency control objective (Vf mode). Non-dispatchable
DERs normally operate in PQ mode continuously, typically aiming to maximize the
active power provided by the primary source. From the point of view of MG oper-
ation and control, the biggest challenges are the transition from the grid-connected
mode to the islanded mode (islanding); the islanded operation, wherein theMGmust
be able to supply the power demanded by its loads with reliability and quality and
control its voltage and frequency; and the transition from island to grid-connected
mode (synchronization with the main grid) [4–7].

This chapter aims to present the main aspects of the MG operation and control in
islanded mode and its transition between connected and islanded modes. To achieve
these objectives, MG uses a hierarchical control formed by primary, secondary, and
tertiary controls. The primary and secondary controls operate at different time scales
to provide power balance between DERs and loads, power-sharing between the
DERs, and stabilizing and controlling the voltage and frequency of the MG [6, 8, 9].

Figure 1 shows the operation of an MG through a timeline. In this timeline, the
typical events that occur in the MG operation are marked. From the islanding and
connection events, theMGoperation periods in the grid-connectedmode and islanded
mode are delimited. Also, from the events, Fig. 1 shows the moments of action and
the electrical quantities controlled by the primary control, secondary control, and
synchronization control of the MG, during the islanded operation.

It is considered that at the beginning of the operation in the timeline, the MG is
operating connected to the main grid. In this operation mode, the MG voltage and
frequency are imposed by the main grid and the function of the MG is to control
the exchange of active and reactive power between the MG and the main grid, based
on the management of its energy resources [6]. Then the islanding event occurs,
which may be intentional or not, and the MG starts operating in the islanded mode,
starting to control its voltage and frequency and supply the power demanded by its
loads, within its service possibilities. Both in the event of islanding and the events of
variations in load or generation, MG undergoes power imbalances and consequently
variations in voltages and frequency, which must be controlled.
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Fig. 1 MG controls and events

Additionally, in the islandedmode, due to the inherent randomness anduncertainty
of renewable energy power generation, an energy management system (EMS) must
be employed to guarantee the autonomy of the MG [10]. The EMS must optimize
the dispatched power to maintain the operation for as long as possible. In most cases,
load shedding must be employed to ensure the availability of electrical power to all
essential and, most importantly, critical loads. The capacity of the MG to maintain
the operation in the islanded mode as long as possible is denominatedMG autonomy
[11, 12].

When it becomes possible and desirable for the MG to return to grid-connected
mode, the synchronization process starts, from which the synchronism control acts,
using the secondary control to align the electrical quantities of the MGwith the main
grid. As soon as the synchronism conditions are reached, the connection event is
carried out and the MR starts operating again connected to the main grid [13].

2 Hierarchical Control in Microgrids

The control of the islanded MG must guarantee the stability of both frequency and
voltage, economically efficient operation, and synchronization with the main grid.
These control actions have different time scales and objectives, which demands a
hierarchical control structure. According to [9], the hierarchical control in MG is
composed of three levels:

• Primary control: this control is responsible for maintaining the frequency and
voltage stability of the MG and power-sharing among the DGs. Usually, this
control is implemented locally in each DG of the MG. This control emulates
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the droop characteristics of the synchronous machines for both frequency and
voltage. Wherein, if the power balance of the MG changes, the DGs will change
their active and reactive power output. To achieve the power-sharing among the
DGs, deviations in frequency and the voltage occurs;

• Secondary control: this control aims to compensate for the frequency and voltage
deviations caused by the operation of the primary control. Normally, the secondary
control acts over the primary control, changing the references of the primary
control;

• Tertiary control: this control is responsible for the power flow control in grid-
connected mode.

Other definitions of secondary and tertiary control can be found in the literature.
According to [6], the secondary control aims to find the optimal dispatch of the
available DG units, so it is also referred to as MG EMS, where the regulation of both
frequency and voltage are achieved through the optimization of the MG dispatch.
However, [9] considers that secondary control is responsible for compensating the
frequency and voltage deviations. The definition presented in [9] for the primary and
secondary control will be considered in this chapter.

Other authors propose different definitions of tertiary control. In [8], for example,
the tertiary control is responsible for the optimalmanagement of theMG,wherein the
losses and cost minimization are achieved. In islanded mode, this optimal manage-
ment is carried out by the EMS, which is responsible for guaranteeing the autonomy
of the MG [11, 12].

3 Microgrid Model

To show the concepts addressed in this Chapter, an MG based on the CIGRE bench-
mark LV distribution network is adopted. The CIGRE MG is an unbalanced three-
phaseEuropean distribution system,with a nominal frequencyof 50Hz and a nominal
voltage of 400 V [14]. For simplicity, in this chapter, the CIGRE MG is modified to
become a balanced three-phase system. The unifilar diagram of the MG is shown in
Fig. 2.

The MG includes two PV systems, with 21 kW each, and two battery energy
storage systems (BESS) with 45 kVA each. The PV systems are composed of PV
panel strings connected to the MG through DC/AC power electronic converters,
which adopted the voltage-source converter (VSC) topology. The BESS are
composed of a battery connected to the MG through DC/AC power electronic
converter, also using the VSC topology. The VSC inverter bridge is implemented
by using the average model [15]. The BESS converters are capable of operating in
PQ and Vf modes. They operate in PQ mode when the MG is connected to the main
grid, and in Vf mode when the MG is islanded. The converters of the PV systems
operate only in PQ mode.
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Fig. 2 Modified CIGRE benchmark LV distribution topology

The MG is connected to the main grid through the PCC (Point of Common
Coupling), which is located in the grid lowvoltage bus. The PCCmust be controllable
to allow the MG to connect and disconnect to the main grid.

4 Operation in Islanded Microgrids

4.1 Islanding

Islanding is the event in which MG disconnects from the main grid and starts to
operate autonomously. This transition between grid-connected mode and islanded
mode can happen intentionally and unintentionally. In order to open the PCC and
change the control mode for islanding events, MG must have islanding detection
elements.

4.2 Islanding Detection

To perform the islanding detection, techniques normally classified into local and
remote techniques are used.Remote techniques are based on communication between
the MG and remote equipment, which requires a communication infrastructure
between the MG and the upstream facilities that make up the main grid. Local tech-
niques are based on the measurement of local MG parameters and are divided into
active, passive, and hybrid methods [16].

Passive methods directly monitor variables such as frequency, voltage, phase, and
power flow to detect islanding. These methods are economically attractive and can
detect islanding quickly, however, they are more susceptible to false island detection
and have a large Non-detection Zone (NDZ). Active methods intentionally inject
disturbances in the electrical network and monitor their effects on parameters such
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as frequency, voltage, current, and impedance to detect islanding. The activemethods
have a lower NDZ than the passive methods but introduce degradations in the power
quality of the network. Hybrid methods combine passive and active detection tech-
niques to obtain the advantages of bothmethods. In hybridmethods, active techniques
are applied only after islanding is detected by passive techniques, which allows the
hybrid method to obtain a small NDZ and not significantly affect the power quality
of the network [16, 17].

4.3 Switching Controls

The need for switching controls of the DERs on MG islanding event stems from the
widely used practice in the literature of operating dispatchable DERs with different
control strategies to achieve the objectives of PQ control, in grid-connected mode,
and Vf control, in islanded mode [5, 8, 9]. In the event of MG islanding, MG and
its dispatchable DERs must be able to change their control objective, starting to use
hierarchical control for the islanded operation. In this way, islanding detection should
drive the change in control, so the time of islanding detection is a very important
variable that directly influences MG’s control capacity after the event. Studies on the
influence of switching controls due to the time delay of island detection are essential
to ensure the islanded operation of future MGs.

Some authors claim that switching DERs control topologies, depending on the
grid-connected or islandedmode of theMG, has the challenges of achieving a smooth
transition of control and a rapid change of control objectives, which requires rapid
detection of islanding. Thus, these authors propose the use of control strategies in
dispatching DERs that meet both the PQ control objective, in the grid-connected
mode, and the Vf control objective, in the islanded mode, without the need for
control switches in the islanding event [18–20].

The islanding examples presented in this chapter use dispatchableDERs operating
with different control strategies in grid-connected and islanded modes of the MG.
The switching of the DER controls is performed at the exact time of islanding time,
without considering the time of islanding detection.

4.4 Intentional Islanding

The intentional islanding is a previously planned event and has the intention of oper-
ating the MG islanded from the main grid. This type of event can occur, for example,
in scheduled maintenance and in situations in which the poor power quality of the
main grid can compromise the MG and there is enough time to plan the islanding
event. In these cases, adjustments in the active and reactive power exchanged between
theMG and the main grid, and in the DERs andMG controls can be previously done,
resulting in small transients after the MG islanding [4, 6].
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In the example in Fig. 3, the MG operates in the grid-connected mode and its
loads consume more power than the intermittent sources are capable of supplying.
While the MG operates in the grid-connected mode, the main grid compensates the
MG active and reactive power deficit through the PCC power exchange and the two
BESSs do not supply any power. For some reason, the need to operate the MG in
islanded mode arises and intentional islanding is planned to occur in 0.4 s of the
simulation. To avoid power imbalances and electrical oscillations after the island
event, the MG prepares itself for the event and commands the BESSs to supply
power in such a way that the flow of active and reactive power through the PCC is
zeroed.

In Fig. 3, it can be seen that, in 0.2 s, the BESSs start to provide active and reactive
power and that the power flow in the PCC is zeroed. When the power flow through
the PCC is zeroed, the MG voltage rises, since there is no longer a voltage drop in
the transformer, as can be seen in Fig. 4. As the loads are modeled by the constant
impedance model, this voltage rise increases the power consumption of the loads,
making the total power supplied by the BESSs after setting at 0.2 s slightly higher
than the power previously supplied by the grid.

In 0.4 s smooth islanding occurs and the MG starts to operate islanded without
suffering major variations in voltage and frequency after this event. The variations
observed in Fig. 3 and Fig. 4 are due to switching in the BESS controls.
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Fig. 3 Active and reactive power in intentional islanding
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Fig. 4 MG voltage and frequency in intentional islanding
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4.5 Unintentional Islanding

Unintended islanding occurs without any predictability, at a random time, without
any intention that theMG operates autonomously. This type of event can occur due to
grid faults, equipment failures, human errors, natural events, and other unscheduled
events that are unknown to the MG. Due to its unpredictability, in the unintended
islanding event is not possible to make previous adjustments to the MG, which can
cause severe transients to the MG after the island event and hinder the success of its
operation in islanded mode. Unintentional islanding can occur by an action of the
MG itself or by the main grid shutdown [4, 6]:

• Islanding byMGaction is performed in the events of failures ormajor disturbances
in the main grid, where MG detects this event and, to protect itself, disconnects
from the main grid by opening the PCC.

• Islanding due to main grid shutdown can occur due to upstream outages in the
electrical system or grid failures unknown to the MG, causing the MG to be
isolated instantly. In these situations, MG must detect that it is isolated, to carry
out the necessary protection and control actions for its continuity of operation.

After an islanding event, MG must be able to maintain the power supply to its
loads, meeting the parameters of power quality and reliability. For this, MG must
identify the islanding and start using its control resources. Therefore, the MG must
have protection systems operating with appropriate islanding detection techniques,
enabling the disconnection of the MG and the changes in control strategies that are
imperative for the continuity of MG operation.

Figure 5 shows the active and reactive power of the MG operating in the same
way as in Fig. 3; however, in this case, an unintentional islanding event occurs in
0.4 s. As the event is not previously known by MG, it is not able to make previous
adjustments to zero the active and reactive power through the PCC. In this way, when
the islanding occurs, in 0.4 s, the MG is receiving an active and reactive power flow
from the main grid and the BESSs are not providing any power. After the islanding,
the active and reactive power supplied by the main grid is abruptly interrupted and
the BESSs start to supply the required active and reactive power.
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Fig. 5 Active and reactive power in the unintentional islanding
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Fig. 6 MG voltage and frequency in unintentional islanding

Figure 6 shows that after the islanding event, the MG undergoes variations in
voltage and frequency and the two BESSs respond to these variations through their
primary control. The two BESSs then supply the active and reactive power, which
were previously provided by the main grid, demanded by the loads and stabilize the
voltage and frequency of the MG after the transient. As there is a voltage drop after
the islanding, the power consumed by the loads decrease, and the power supplied by
the BESSs is less than the power supplied by the main grid before the islanding.

For both intentional and unintentional islanding shown, MG successfully main-
tains its operation in islandedmode,with acceptable voltage and frequency deviations
that secondary control can correct later. In these cases, intermittent DG sources, like
PV, maintain their power supply to MG.

However, unintentional islanding can occur under more severe conditions than
the one presented and MG may not have enough resources to control variations
and meet the demand for all its loads. These situations can lead to DG and loads
disconnections and even the entireMG collapse. To avoid it, load-shedding strategies
can be implemented. In these strategies, only low priority loads of the MG are cut
off, preventing the collapse of the entire MG [21].

4.6 Primary Control

The primary control is the first level of the hierarchy control, with the fastest response
time. Therefore, after the islanding occurs, the primary control is the first to stabilize
the voltage and frequency of the MG and provide power-sharing between the DGs.
The primary control techniques may use communication links or be decentralized
[3, 6, 8].

The primary control techniques based on communication may offer superior
voltage and frequency regulation and power-sharing compared to the decentralized
techniques. Besides, the MG voltage and frequency are closer to their reference
values without using the secondary control [3]. However, these techniques require
communication links between the DGs, which results in higher costs and complexity
for the MG, in addition to reducing the reliability and plug-and-play characteristics
of the DGs [3].
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Due to the greater reliability of the decentralized techniques, these have been
the most applied primary control methods [3, 22]. The decentralized techniques
are usually based on the droop control, which idea is to mimic the behavior of a
synchronous generator for the DER’s DC/AC inverters [9].

This is achievedwith the frequency/voltage decrease in response to active/reactive
power increase. This idea is used to form the P/f and Q/V droop, respectively, and
they are given by [9]:

ωk = ωre fk − mk Pgk (1)

Vk = Vrefk − nkQgk (2)

where.

• Pgk and Qgk are the kth DG active and reactive output power;
• mk and nk are the proportional droop gains of the kth DG;
• ωre fk and Vrefk are the angular frequency and magnitude of the reference voltage

of the kth DG;
• ωk and Vk are the frequency and voltage reference to be sent to the inner control

loops of the kth DG.

Onemay see by (1) and (2) that the droop control allows the frequency and voltage
to stabilize in values different from their nominal, so it is necessary the use of the
secondary control to regulate the frequency and voltage to their nominal values [8, 9].

In addition to the deviations in the frequency and voltage values, the droop control
also presents other disadvantages such as the decoupling between active and reactive
power not normally observed in MGs, poor reactive power-sharing, difficulty to deal
with nonlinear loads, etc. [8]. Many modified droop control techniques have been
proposed by the literature to solve these issues, such as those found in [6, 8]. This
chapter uses the virtual impedance technique to improve the reactive power sharing
issue of droop control.

The virtual impedance technique modifies the voltage output, Vk , from the Q/V
droop through a virtual drop voltage, which is a product of the DG output current ik
and a virtual impedance Zvk [23]. This may be seen as:

Vvk = Vk − Zvk ik (3)

The Zvk is a value that must be carefully designed because as greater its value, the
smallerwill be the Vvk sent to the voltage control of theDG, and itmay occur a voltage
instability if this value becomes too small [24]. However, if the virtual impedance is
correctly designed, it can substantially improve the reactive power-sharing between
the DGs [23, 24].

In order to demonstrate the dynamic behavior of the DGs operating with the
droop control, simulations are carried out using the MG shown in Fig. 2. In these
simulations, the BESSs are the only dispatchable sources and, therefore, the only
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Fig. 7 Frequency and voltage during islanded mode

DGs operating in Vf mode and with droop control. The PV systems will operate in
PQ mode dispatching their maximum active power with unitary power factor.

The events in this case are given as follows:

• The MG initiates operating islanded with 31.58% of the total demand;
• At t = 0.1 s, the MG load increases by 5%;
• At t = 0.6 s, the MG load decreases by 5%.

Figure 7 shows the frequency and terminal voltage dynamic for the two BESSs.
It is seen that the frequency and voltage drop as the load increases, according to (1)
and (2).

Moreover, the frequency of the two BESSs stabilizes at the same value, which
does not occur with the voltages. The voltage differences are observed because unlike
the frequency, the voltage is not a global value in theMG, and because of the different
impedance of the lines and asymmetric position of the loads in the MG, the terminal
voltages end up differently. This behavior influences the dynamics of the active and
reactive power since they are regulated through the droop control using the frequency
and voltage according to (1) and (2).

In Fig. 8 it is shown the active and reactive power for both BESSs. As can be
seen, the active power provided by each BESS is the same at the steady state, and the
reactive power is different between them, as their voltages are different. This poor
reactive power-sharing may be problematic in heavy load scenarios, where smaller
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Fig. 9 Influence of the virtual impedance in the voltage and reactive power during the islanded
mode

DGs may reach their current limit because of the reactive overloading and trip due
to the DG protection. This may generate a chain reaction and cause a collapse of
the MG. The virtual impedance technique can be used to solve the reactive power
sharing problem.

Figure 9 compares the voltages and the reactive power-sharing of theDGs between
the case mentioned above, without virtual impedance, and after addicting 1 mH as a
virtual inductance for the BESS 1 control. Although the virtual impedance improves
the reactive power sharing, there is a decrease in the values of the voltages of the
BESSs, so the virtual impedance must be designed appropriately.

4.7 Secondary Control

As seen in Sect. 4.2 the primary control causes deviations in both frequency and
voltage. To ensure that the MG does not present high deviations, secondary control
must be employed. The secondary control acts on the primary control, changing the
values of the droop references as follows:

ωk = ωre fk − mk Pgk + �ωSC
k (4)

Vk = Vrefk − nkQgk + �V SC
k (5)

where.

• �ωSC
k is the secondary control correction in frequency droop control;

• �V SC
k is the secondary control correction in voltage droop control;

In the literature, secondary control can be classified in [25]:

• Centralized: the secondary control is performed in the MG Central Controller
(MGCC). The MGCC must receive the state of the MG variables through a
communication link and send the new references to theDGs.This strategy presents
high dependence on the communication link;
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• Distributed: the secondary control is performed in local controllers. Each
controller exchanges information with its neighbor, thus the communication
network in this control is sparse. This strategy presents better reliability than
the centralized, however, it still depends on the communication structure;

• Decentralized: the secondary control is performed in local controllers, without
a communication structure. Each controller regulates the frequency and voltage
only according to the state of the local variables.

Other classifications of the secondary control can be found in [26] and [27].
Leaving aside the communication network, the simplest secondary control

strategy is the centralized proportional integrative (PI) control, which only the
frequency and the voltage are measured in PCC [9]. This control is represented
in (6) and (7).

�ωSC
k =

(
Kωp + Kωi

s

)(
ωSC
re f − ωPCC

)
(6)

�V SC
k =

(
KVp + KVi

s

)(
V SC
re f − VPCC

)
(7)

where.

• Kωp is the proportional gain of the secondary frequency control;
• Kωi is the integrative gain of the secondary frequency control;
• ωSC

re f is the reference of the secondary frequency control;
• ωPCC is the frequency measured at the PCC;
• KVp is the proportional gain of the secondary voltage control;
• KVi is the integrative gain of the secondary voltage control;
• V SC

re f is the reference of the secondary voltage control;
• VPCC is the voltage measured at the PCC.

In the centralized PI control, the dynamic, stability, and the reliability of the
control are highly dependent on the communication network. References [28, 29]
present the influence of the communication network in the centralized secondary
control.

Figure 10 illustrates the centralized secondary control behavior for theMG,where
the following events are considered:

• TheMG is operating with the droop control and with 31.58% of the total demand;
• At t = 0.5 s, the centralized secondary control initiates;
• At t = 1.5 s, the MG load increases by 5%.

It can be seen in Fig. 10, that the frequency value for the centralized secondary
control is controlled at the reference value (1 p.u.). When the load increases, at
t = 1.5 s, the frequency drops, and without secondary control the MG frequency is
maintained in a value different from the reference. On the other hand, with secondary
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Fig. 10 The MG frequency and voltage considering the centralized secondary control

control, the MG frequency is restored to the reference value. However, for different
secondary control strategies, the MG dynamics have different behaviors.

With the centralized control strategy, the steady-state voltage at the PCC is
controlled at the reference value (1 p.u.) after and before the load increases, as
shown in Fig. 10.

The distributed secondary control strategies normally adopt a protocol to indicate
the actions of each controller. The controllers share variables of interest to each
other and try to synchronize to achieve a goal, defined by the protocol [26]. The
event-triggered-based strategies may be adopted in the centralized and distributed
secondary control strategies. These strategies can drastically decrease the number of
actuator updates and communication burden [25].

The decentralized secondary control strategies can be classified in [25]:

• Local-Variable-Based: the secondary control in each controller uses only local
variables;

• Estimation-Based: a cooperative control is implemented in each decentralized
controller, wherein each controller estimates the states of the others.

• Washout-Filter-Based: the secondary control may be implemented in the droop
control as follows:

ωk = ωre f − mk

(
s

s + Kp

)
Pgk (8)

Vk = Vref − nk

(
s

s + Kq

)
Qgk (9)

where.

• Kp is the control parameter for the frequency washout filter;
• Kq is the control parameter for the voltage washout filter.

TheWashout-Filter-Based strategy can restore the frequency and the voltage to the
reference’s values. Reference [30] presents the relationship between the centralized
secondary control and the Washout-Filter.

To illustrate the operation of the Washout-Filter-Based secondary control, the
following events are considered in the MG of Fig. 2:
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Fig. 11 The MG frequency and voltage considering the Washout-Filter-Based control

• TheMG is operating with the droop control and with 31.58% of the total demand;
• At t = 0.5 s, the decentralized secondary control initiates.
• At t = 1.5 s, the demand for the MG increases by 5%.

As shown inFig. 11, decentralized control behaves similarly to centralized control.
Both strategies can regulate the frequency of the MG in the reference value.

The steady-state voltage at the PCC, shown in Fig. 11, is controlled by the central-
ized control exactly at the reference value, before and after the load increase. On the
other hand, the voltage at the PCC is not controlled exactly at the reference value by
the decentralized control. This behavior occurs because the Washout-Filter-Based
strategy controls the terminal voltage of the converter before the virtual impedance
of each DG, while the centralized strategy directly controls the voltage at the PCC.

4.8 Microgrid Autonomous Operation

The optimal energy management problem in MGs consists of the optimal operation
of each DER available in the system. Figure 12 shows, schematically, the energy
management problem in an MG [10]. It is a problem of considerable complexity,
presenting a non-linear and discontinuous nature, which requires an automated
solution in real-time [6, 10, 31, 32].

In grid-connected mode, the EMS seeks to combine the available DERs to meet
the variable demand of consumers with theminimumpossible cost and respecting the
restrictions of the system, taking advantage of local intermittent renewable sources
and the possibility of power exchange with the main grid [10, 12].

In the islanded mode (or autonomous mode), after the MG controls stabilize, the
EMS must guarantee the MG autonomy, so that the output power of the DERs must
meet the total load demand of the MG. It is sometimes necessary to undergo a load
shedding process to match generation and demand. The main objective in this mode
is to maintain the MG’s operation as long as possible, supplying the most important
loads. Other objectives can be achieved in the EMS, as operation cost optimization
and minimizing losses [6, 10].
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Fig. 12 The energy management problem in an MG

To achieve these objectives, whether in grid-connected or islandedmode, the EMS
must calculate and send the active power setpoints to all DERs. These setpoints are
calculated through an optimization process, which is traditionally classified as a
mixed-integer nonlinear problem. To address this problem, heuristic optimization
techniques are often applied [6, 10, 12].

4.9 Synchronization Control

Once the stability of the secondary control has been established during the islanded
operation, the MG can start the synchronization process if it is desired to connect
the MG to the main grid. The transition from islanded to grid-connected mode is
another challenge about MG operation and control. The connection with the main
grid may result in significant variations in the MG voltage and frequency behavior.
It occurs because the condition that the MG assumes while the islanding operation
may be much different compared to the grid-connected mode condition [6].

The islanded operation condition of the MG is a result of the reliability and
continuity requirements of this operation mode and because of that, it is possible to
verify different values of phase angle, amplitude, and frequency between the voltages
of both sides of the PCC. Thus, if the MG and the main grid are connected during
this condition, high levels of electromagnetic and electromechanical transients may
occur resulting in damages to the MG components [6].
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Fig. 13 Microgrid and main grid magnitudes during the connection out of sync

Theworst scenario for a connection between two systems out of sync iswhen there
is a phase angle difference between them. Combined with a difference in frequency
or voltage, the damage to the DG sources connected to the MG can be even worse.
In order to illustrate the possible damage caused to the elements connected on the
MG presented in the case study in Fig. 2, some tests were carried out to verify the
result of the connection between the MG and the main grid out of sync.

The MG and main grid frequency, voltage, and phase angle behavior are given in
Fig. 13. The voltage, frequency, and power of the two BESSs, are shown in Fig. 14.

The events in this case are given as follows:

• The MG initiates in islanded mode;
• At t = 3.0 s the MG connects to the main grid out of sync.

In this test, there were voltage and phase angle differences between both systems
before the connection event. Until t = 3,0 s, the PCC voltage at the MG side was set
as 1.0 p.u., but at the main grid side, the voltage was 1.015 p.u. The phase angle
difference between both systems was 30° before the connection event. Because of
that, the MG and the main grid were out of sync and should not be connected.

When the connection event occurs, at t = 3.0 s, it results in large transients in the
DG source, as seen in Fig. 14. The main variations occur on the frequency, active
and reactive power of both BESSs. Those variations could result in several damages
to these elements, such as the reduction of the life cycle of the batteries.
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Fig. 14 BESSs variation during the connection out of sync

To reduce the impacts resulting from the connection between theMGand themain
grid, it is necessary to check the synchronization conditions at the PCC. Such verifi-
cation concerns in the analysis of the voltage amplitude, phase angle, and frequency
of both systems, and the closure of the PCC switching device must occur when the
differences between the main grid and the MG are within acceptable limits, in other
words, the systems should be synchronized to be connected [33].

The IEEEStandard 1547–2018 [34] presents the normalization of these difference
values limits acceptable for connections between systems. The specified values,
presented in Table 1, are used as typical MG synchronization parameters. These
criteria are adjusted according to the total installed capacity of the DERs connected
to the system and they have the main objective of reducing the transients of the
connection between electrical power systems.

For the MG connection to occur within limits shown in Table 1 and avoiding
damage to the elements present, it is necessary the application of MG synchro-
nization techniques. Currently, two control methods for synchronization are mainly
investigated: the centralized and the distributed control.

Table 1 Synchronization
limits for synchronous
interconnection between
electrical power systems
(IEEE Standard Association
2018)

Rating of DG
units

Frequency
Difference
[Hz]

Voltage
Difference
[%]

Phase angle
Difference [°]

0 - 500 0,3 10 20

> 500 - 1500 0,2 5 15

> 1500 0,1 3 10
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The main feature of the application of centralized control is the presence of a
central controller that makes decisions regarding the operation mode of the MG and
all DG units. With the centralized control technique, to achieve theMG synchroniza-
tion, the central controller must communicate with the synchronization controller,
which calculates the difference values at the PCC and calculates the adjustments for
frequency, amplitude, and phase angle voltage.

Then, the adjustment values are sent to the central controller that communicates
with all DG control units sending the adjustments values to synchronize the MG.
At the same time, the synchronization controller monitors the PCC differences until
they are zero or close to zero. At this moment, the synchronization controller sends
a signal to the PCC switching device to enable its closure and also sends a signal
to the central controller to enable the change of DG sources operation modes, since
now the MG will be operating in grid-connected mode.

To illustrate the effectiveness of applying the synchronization techniques, central-
ized control was applied to synchronize the MG presented in Fig. 2. This control
technique sends the frequency and voltage set points to the DG sources calculated
according to the PCC differences until these differences are close to zero, and then
the MG can be connected with the main grid smoothly.

For this case, the MG and main grid frequency, voltage, and phase angle behavior
are given in Fig. 15. The voltage, frequency, and power of the two BESSs are shown
in Fig. 16.

The events in this case are given as follows:

• The MG initiates in islanded mode;
• At t = 2.0 s the synchronization control starts;
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• At t = 6.0 s the MG and the main grid are synchronized and the connection
occurs.

Before the synchronization control action, the differences between both systems
were the same as the out of sync test shown in Fig. 13. After t = 2.0 there are some
smooth variations in the MG magnitudes because of the synchronization control
action. The connectionwith themain grid occurswhenboth systems are synchronized
within the limits described in Table 1.

The synchronization control acts directly in the active and reactive power of both
BESSs to achieve the phase angle and voltage synchronization at the PCC. This
action results in smooth variations in the BESSs’ magnitudes, as shown in Fig. 16,
which will not result in damages to these elements.

In order to read the status of the main grid and theMG and then enable the closing
of the PCC switching device, the Intelligent Electronic Device (IED) can be used.
Thereafter, the adjustment of frequency, voltage amplitude, and phase angle in the
PCC is carried out sequentially to allow the alignment with the main grid voltage.
In this way, the transition between the operating modes occurs smoothly, without
transients in the MG [35, 36].

A feature of the centralized control is the simplicity of the rules for adjusting
the DG sources since all local controllers receive the set-points information from
the central controller. Despite the ease and simplification of the implementation of
centralized control, this technique requires a robust communication system between
all DG sources, the central controller and synchronization controller, so the applica-
tion of this type of control in MGs with distributed buses can become complex since
its reliability depends on the communication channel.
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The presence of multiple buses, loads, and DG sources installed in a distributed
way in an MG justifies the use of distributed control to adjust the voltage and
frequency in the PCC and synchronize the MG. The interaction between different
sources and the autonomy of local controllers is preserved by applying this type of
control, with its wide use being investigated by researchers.

The distributed control treats the synchronization process as decomposing a
complex problem into a series of minor problems that are easier to solve. In other
words, this strategy starts with the assumption that each DG unit is an autonomous
operator responsible for a portion of theMG synchronization process. In this context,
a distributed control technique commonly investigated in the current bibliography
concerns Multi-Agent Systems (MAS) [36].

The synchronization carried out through MAS is characterized by a structure
in which each MG agent is defined by a set of rules which take as input signals
those received from the nearest neighboring agents. In most MAS applications, the
topology of the communication system between agents is sparse and distributed, with
different types of agents being determined, such as “master” and/or “slaves” agents.

A decentralized control structure based on MAS includes the synchronism agent
which has communication with one or more master agents of the MG. In turn, the
master agents can communicate with some slave agents which establishes sparse
communication with each other. In this way, the flow of information is reduced,
increasing control flexibility, and facilitating the plug-and-play of new DG sources.

5 Summary

This Chapter has been devoted to showing the typical strategies of primary control,
secondary control, and synchronization of anMG,discussing themain concepts of the
operation of anMG.These strategies are necessary to ensure the continuous operation
of an MG. Without proper control actions, the MG cannot operate in islanded mode
due to intentional or unintentional islanding, nor can it return to grid-connectedmode.

The primary control is essential during the switch to islandedmode, being respon-
sible for the frequency and voltage stability and the power-sharing during the MG
operation in this mode. In Sect. 4.2 it was seen that this control level is usually
implemented by the droop control, and because of the poor reactive power-sharing,
it was necessary to add virtual impedance to correct this issue. However, how to
determine the values of virtual impedances and how to make them adaptative for the
load condition are still challenges and have been the topic of many types of research
in the last years.

The secondary control acts over the primary control to compensate for the
frequency and voltage deviations. This control essentially maintains the MG voltage
and the frequency near the nominal values. It was presented in Sect. 4.3 that the
various secondary control strategies can be employed in the MG. However, each
strategy has its benefits and drawbacks, thus, improving the secondary control is still
a hot research line and presents challenges.
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Finally, to achieve the transition of islanded mode to grid-connected mode, it was
presented in Sect. 4.4 themain criteria and considerations about theMG synchroniza-
tion. The process of synchronizing two systems includes the application of control
techniques capable of reducing and almost null the voltage magnitude, phase angle,
and frequency differences between the MG and the main grid. This synchroniza-
tion control is essential to guarantee a smooth transition during the connection event
avoiding damages to the DG sources.
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Hosting Capacity and Grounding
Strategies in Microgrids

A. B. Nassif

Abstract The planning, design and operation of microgrids introduce technical
challenges to systemoperators that are not common in systems that operate in an inter-
connected fashion. Two of these challenges are associated with renewable, inverter-
based sources supplying the microgrid when operating disconnected from the utility.
The two challenges addressed in this chapter are determining the hosting capacity
and ensuring effective protection and grounding. This chapter proposes a method to
determine themicrogrid hosting capacity based on frequency response and frequency
protection elements. When the hosting capacity limit is exceeded, the microgrid will
necessitate the incorporation of a BESS and a microgrid controller. This chapter also
develops the framework for protection andgrounding in themicrogrid environment of
reduced short-circuit levels. The proposed method ensures protection dependability
and security, while ensuring the system is effectively grounded from a performance
grounding standpoint. A frequency and voltage-based scheme becomes the primary
protection philosophy. A real case study is used to illustrate both challenges and their
solutions.

1 Introduction

Microgrids can be categorized in a few different ways. One popular classification
categorizes microgrids in five main groups: campus, community, remote off-grid,
military base, and commercial (C&I) and industrial microgrids. A more general
classification would be to categorize microgrids in one of two groups, either being
connected to the Bulk Electric System (BES), encompassing campus, community
and C&I microgrids, or off-grid, encompassing remote communities and military
base microgrids. This second group typically represents mission critical applications
and have grown in number by being backed up by strong justification or business
cases.
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Regardless on how the industry realizes this categorization, it is a foundational
requirement that during its islanded state, a microgrid performs in a safe and reliable
way. This safe and reliable operation requires the system meets certain standards of
stability, power quality, protection and grounding. These are a direct result of the
power system design and penetration level of Distributed Energy Resources (DER).
Two of these very complex subjects are addressed in this chapter. The first part
discusses how the hosting capacity of inverter-based generation is limited by the
frequency stability of microgrids, whereas the second part highlights the impor-
tance of ensuring the microgrid is effectively grounded and equipped with practical
protective schemes. The theory presented in this chapter was derived for a real remote
off-grid microgrid but is directly employable to any category of microgrid.

2 Part 1—Hosting Capacity in Microgrids

Microgrids are either connected to the BES or are completely isolated and supplied
by isolated generation. If there is a tie to the BES, the reliability and security of the
bulk power system is ensured via a set of electric reliability standards defined by the
North American Electric Reliability Corporation (NERC), adopted by the utilities,
and enforced by regulators. For remote microgrids, NERC standards do not apply,
but utilities strive to provide service of comparable quality. In this sense, generated
and consumed energy must be balanced to maintain frequency and voltage within
acceptable limits. Threemain areas are the focal point of essential reliability services:

1. Frequency support: frequency increases and decreases from nominal must be
controlled and restored to normal levels;

2. Load balancing and ramping: supply and demand must always be closely
matched.

3. Voltage support: voltagemust be controlled to ensure the intended flow of active
and reactive power.

While small amounts of variable energy sources can be generally integrated in a
microgrid without a problem, higher penetration levels require measures to ensure
they do not disturb the system and introduce reliability issues.

High penetration of inverter-based generation can lead to degraded frequency
stability in microgrids due to the following reasons: (1) lack of inertia, or very low
inertia due to their power electronics interfaces, leading to an overall decreased
system moment of inertia and increased rate of frequency change, and (2) spinning
reserve displaced by inverter-based generation, which can lead to large frequency
excursions resulting from system disturbances, as described by Kerdpohl et al. [1],
Shi et al. [2], and Engleitner et al. [3]. Many approaches have investigated these two
challenges, being the second one the focal point of this section.

Frequency stability in a microgrid is a parameter that can greatly limit the hosting
capacity of inverter-based generators. This necessitates either installing energy
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storage or limiting the amount of inverter-based generation. Energy storage, predom-
inantly in the form of a BESS, is an important component in the reliable operation
of microgrids. It becomes increasingly more importance as the share of renewable
energy sources grows. Technologies such as flywheels and batteries can respond
very quickly to changes in demand and can provide frequency support and reserve
capacity in even more effective ways than traditional synchronous generators. BESS
can act as a generation or load, and respond very quickly, contributing to system
flexibility.

While BESS are the solution to stability issues in systems with high penetration
of variable energy sources, it is not always present. In some implementations, BESS
may not be part of a project, and in other implementations, it may be installed at a
later stage of a initial project step. In a multi-stage deployment, the system owner
and operator may deploy as much variable energy sources at first, and the BESS in a
subsequent stage. In this interim operation, the microgrid can experience instability
if not well planned and designed. In these cases, the grid-forming device is typically
a rotating synchronous generator, such as a gas-fired turbine or a diesel reciprocating
engine.

To address this need, Sumanik et al. [4] have proposed limiting the penetration of
renewable energy resources by either reducing the installed nameplate or by curtailing
renewable energy output to ensure energy balance in the system. Zrum et al. [5] is
more relevant to this chapter and has proposed monitoring frequency and voltage
excursions to determine the maximum renewable resources penetration based on
how well these excursions stay within predefined bands. The research was based
on a case study of a small scale northern isolated grid and, while providing insight
on system hosting capacity, it was reliant on a case study and difficult to expand to
different systems.

The next section introduces a hosting capacity method that can be used to deter-
mine the maximum utility-scale penetration of inverter-based renewable generation
prior to interconnecting a BESS. It is based on the capability of synchronous gener-
ator(s) to ride through large disturbances caused by rapid reduction in renewable
generation production and on typical relay frequency settings. The result is a set
of practical charts that can be directly adopted to guide utility engineers in inte-
grating renewable generation in microgrids prior to the installation of a utility scale
BESS. The charts were developed for a generic system but sensitivity studies allow
expanding their application to any microgrid.

3 Hosting Capacity Determination

The principle behind determining maximum hosting capacity is to ensure any or all
synchronous generator(s) have sufficient margin to allow their governors to recover
from large disturbances without losing stability or exhibiting excessive frequency
fluctuation. In this section, the extreme disturbance is represented by sudden reduc-
tion in renewable generation output. The classic examples of sudden output variations



260 A. B. Nassif

Synchronous
Generator 1

4.16kV-25kV

Synchronous
Generator N

25kV-480V

PV FarmEquivalent
system load

Fig. 1 Simplified system topology

are rapid cloud coverage or insufficient ride through capability that can lead photo-
voltaic inverters to trip upon system disturbances, such as a lateral fault. To note,
compliance with IEEE Std. 1547 [6] does not guarantee low-voltage ride through for
such events, for inverters of Category I and II of this Standard for example. In the
context of typical microgrids, where a photovoltaic generation plant is in the order
of a few hundreds of kW, the production drop can be instantaneous.

The generic system used to derive this method is illustrated Fig. 1. In this system,
a number of synchronous generators are connected to a common bus. Their terminal
voltage is chosen to be 4.16 kV as this is a common voltage level for this application.
The analysis in this section is not affected by this choice. A photovoltaic generation
plant is connected near the synchronous generator powerplant. The total system
equivalent load is condensed as shown in the figure as well. This topology reflects
the real case study that will be presented in a later section of this chapter.

The purpose of the tests shown in this section is to examine the impact on the
system frequency response. To capture worst-case scenario, the assumptions are:

1. Only one generator is running at full output.
2. The photovoltaic generation plant reduces output from ac nameplate to zero in

less than one cycle.
3. System load is constant power and at unity power factor

The result for different photovoltaic plant sizes is shown in Fig. 2, which illustrates
expected frequency excursions for different penetration levels (percent of operating
load). In this simulation, the photovoltaic system ceases to energize at 5 s. The figure
suggests that penetration levels as low as 28% can result in frequency nadir nearing
57 Hz, and for a penetration level of 83%, the frequency nadir nears 51 Hz. Clearly,
some of these penetration levels are very likely to cause the synchronous generator
frequency relay pick-up and trip initiation. This results in a microgrid-wide blackout,
as all generation sources will trip for the simple fact the photovoltaic inverter ceased
to energize, even though the synchronous generator has capacity to pick up this load.

Rather than to ascertain whether a frequency relay will pick up or not, it is
more useful to determine the amount of time the frequency deviates below a certain



Hosting Capacity and Grounding Strategies in Microgrids 261

5 5.5 6 6.5 7 7.5 8 8.5 9 9.5 10
Time [s]

50

52

54

56

58

60

62

Fr
eq

ue
nc

y
[H
z]

14%
28%
42%
56%
70%
83%

Fig. 2 Frequency response for total loss of PV farm

threshold. Figure 3 illustrates the time at which the frequency dips below different
thresholds (57, 58, and 59 Hz) as the photovoltaic generation penetration level
increases. To note, utilities supplying remote microgrids often employ relaxed trip
levels and a common trip setting in Northern Canada is 57 Hz with a delay of
3 s. This level is lower than those specified in the Western Electricity Coordinating
Council (WECC)WECCOffNominal FrequencyRequirements (effectiveDecember
5, 2003) and OPP 804 “Off-Nominal Frequency Load Shedding and Restoration” [7]
that are applicable to the interconnected transmission grid. Sensitivity studies can be
conducted to expand the findings of this chart to other systems.

4 Hosting Capacity Charts

The chart presented in Fig. 3 was developed based on the parameters and topology
of a real system. For the purposes or replicating the results in Fig. 3, the parame-
ters of the synchronous generator are presented in Table 1. This generator is a real
unity employed in a remote microgrid. The governor and Automatic Voltage Regu-
lator (AVR) were tuned during commissioning (site acceptance testing) and their
parameters are not varied in this study.

The derivations of the figures presented in this section were obtained by repeating
Electromagnetic Transient (EMT) simulations at each penetration level, resulting in
hundreds of simulated data stored and plotted in the same graph. Figure 4 shows the
impact of generator inertia constant, measured in seconds, on the time at which the
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Fig. 3 Timing the frequency dips below threshold at variable penetration levels

Table 1 Generator nameplate

Pnominal Xd X’d X”d H

1.43 MW 1.56 p.u 0.29 p.u 0.17 p.u 0.6 s

frequency dips below 57Hz. As expected, the lower the inertia constant, the faster the
synchronous generator will respond to a disturbance, recovering from the frequency
dipmore rapidly. Larger values of inertia constant result in a slower response, dipping
for longer.

The instantaneous synchronous generator loading factor is also a very impacting
parameter. While the instantaneous system loading varies, the generator output is
routinely controlled by the dispatch strategy and generators stacking order by the
plant programmable logic controllers. It is also a normal practice to dispatch a second
generator when the running unit(s) reach about 90% of its (their) rated output, to
provide spinning reserve for riding through disturbances. Intuitively, themore loaded
a generator, the less capable it will be to recover from a disturbance. This is quantified
in Fig. 5.

Finally, the aggregate load power factor is varied to analyze its impact. Intuitively,
a lower load power factor (lagging) will necessitate a generator to produce VARs
(overexcited operation). This overexcitation strengthens the field excitation voltage,
increasing stabilitymargin and causing the generator to respond to disturbancesmore
promptly. This is confirmed by Fig. 6, which quantifies the effect and confirms that as
the load power factor is reduced, the frequency dip lasts for less time. This analysis
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Fig. 6 Renewable generation penetration sensitivity study for different load power factor values

assumes the photovoltaic inverters operate at unity power factor, their default factory
setting.

5 Case Study: Remote Off-Grid Microgrid—Frequency
Deviation

The case study presents an isolated community, which is one of the oldest European
settlements in the province ofAlberta,Canada.Currently, it houses threeFirstNations
with a total population of close to 900 dwellings. There is no natural gas supply in
this community, and residents are reliant on diesel heating and electricity only. The
electricity is generated at 4.16 kV and stepped up to 25 kV. All four diesel genera-
tors are identical and rated 1.15 MW/1.28 MW/1.45 MW (nominal/prime/overload
ratings). The distribution system comprises two 25 kV feeders, which supply some
load near the plant and emanate about 8 km south, where they supply most of the
town load.

A historic yearly consumption data for both feeders combined is shown in Fig. 7,
containing 8760 h of powerplantmetered data. The data suggests higher consumption
during fall and winter, and lower consumption during spring and summer, as it would
be expected inNorthern locations. Duringwarm summer days, the load is sufficiently
low that only one diesel generator unit can supply the entire community, while during
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dark winter nights three diesel generators must run simultaneously to supply the
system.

The community has experienced unprecedented load growth, supporting munic-
ipal infrastructure upgrades such as the uprate of a waste water treatment plant, a
refurbished pumping system, and a new recreational center. As part of this project,
the load growth sensitivity analysis was completed until 2023. A portion of this anal-
ysis is shown in Fig. 8. Three forecast levels were produced, and all of them suggest
a substantial and continued growth.

The community is only accessible by an ice road in the winter, for an average of
6 weeks when the ice road is sufficiently strong to support refueling trucks. The issue
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faced by the utility is that the powerplant contains 12 diesel tanks,with total storage of
about 3,300,000L capacity. The analysis revealed that the diesel storage capacity has
become insufficient to supply the community between times refueling. In response,
the electric utility has spearheaded planning efforts that employ twoPV farms, phased
into two stages. In 2019, a 450kWac/600kWdc plant was commissioned to offset
some of the load consumption. This size was chosen to optimize the diesel savings
to offset the immediate shortage of diesel storage and to ensure system frequency
stability. This is the focus of this first part of the chapter. Further expansion of the
renewable generation plant and the addition of a BESS is the second stage of the
project and will be presented in the second part of this chapter. In short, to further
address the issue of diesel storage, a larger solar farm, sized 1.9MWac/2.2MWdc
was installed in 2020, in the second stage of the project. This amount of generation
is very large as compared with the historic system load. In response, the utility has
also employed a 1.6 MW/1.6MWh BESS, as well as a microgrid controller. The
reasoning for choosing a combination of photovoltaic generation and BESS, as well
as the sizing optimization exercise, was presented in Nejabatkhah et al. [8].

The small photovoltaic farm installed early in 2019 was located very close to the
diesel plant. The size of the photovoltaic farm was the result of a techno economical
optimization that is out of the scope of this chapter. Among the technical require-
ments, the EMT analysis presented in the previous section was a deciding factor in
not exceeding 600kWdc/450kWac. Figure 9 shows a simplified system diagram.

During the photovoltaic plant commissioning, a condition of full PV output
(450kWac) and two generators running at about 650 kW each was captured. Under
this condition, the photovoltaic plant was intentionally tripped by opening the over-
head three-phase interrupter. Measurements were recorded and compared with a
similar loading simulated case. This is shown in Fig. 10.While not an exactmatch, the
results are close enough to validate the model and methodology. The measurements
were acquired by using a portable power quality monitor that samples the three phase
voltages and currents at a sampling rate of 1024 samples/cycle and stores continuous
waveform data. Data post-processing is then carried out to calculate several system
parameters, including frequency.

For the case study, the electric utility determined a safe hosting capacity for its
utility scale PV farm would be about 40% of the size of the diesel generator. For
most disturbances, the studies contained in the paper deem this penetration level to
be safe.

6 Part 2—Protection and Grounding Strategies
in Microgrids

Reliable protection and grounding schemes have been well established for power
systems connected to the BES. With the advent and proliferation of microgrids,
however, these subjects need to be revisited as traditional philosophies are no longer
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sufficient to cope with reduced short circuit levels of DER. A DER-dominated
microgrid will experience a limitation in the functionality of traditional overcur-
rent elements. This can degrade protection coordination and selectivity and requires
a philosophy that is nonstandard in distribution systems. Furthermore, with most
DERs operating as constant current sources and not naturally supplying ground
current, performance grounding also becomes a fundamental problem of microgrids.
Additional ground sources are required andmust be appropriately sized for the needs
of the microgrid. The next sections of this chapter present a practical protection and
grounding scheme and their application. Much of the theory was developed tailored
to a real off-grid microgrid and serves to reinforce the need for new philosophies that
consider practical aspects of real systems.

7 Traditional Protection Philosophies

Protection and grounding are strongly interrelated subjects and to properly describe
grounding requirements, it is imperative to first provide a background on traditional
protection practices.

Distribution system protection is predominantly employed as non-directional
definite-time and timed overcurrent protection. These elements can reliably protect
systems containing only one source (i.e., a substation or a generation plant). In
multi-sourced systems, where the protection sensing element can experience reverse
current in both steady-state and short-circuit conditions, it becomes necessary to
employ overcurrent protection with torque control. These adaptations worked well
when emerging DERs were predominantly rotating synchronous machines, which
supply considerable amounts of short-circuit current in case of system faults.

The proliferation of inverter-based generation, however, has introduced a new
problem. These topologies typically supply only small (compared with their name-
plate) amounts of short-circuit current, which tend to render static overcurrent protec-
tion ineffective. Even adaptive protection schemes, such as the one described in
Brahma et al. [9], do not necessarily enable fault detection because most inverters
supply a constant current balanced supply. While grid-forming BESS inverters are
typically capable of supplying imbalanced currents, their fault currents are normally
comparable in magnitude with their nameplate steady-state current. Hence, it is
imperative to employ protection philosophies that do not rely on current sensing for
fault detection in microgrids with high penetration of inverter-based DERs. At the
same time, while researchers have made great strides in advancing adaptive protec-
tion schemes, these are still considered complex and have not achieved a high degree
of commercial maturity for applications in mission critical systems such as remote
communities.

Amongmature relaying elements, undervoltage has been employed inmicrogrids,
as described in Zamani et al. [10], and is commonly present in the protection suite of
generators. In these cases, undervoltage elements are used to protect the generator,
rather than the system. Relying on this element represents a paradigm shift because:
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1. This is an element not typically used to protect distribution systems. As such,
it is not easy to determine adequate settings;

2. It is difficult to ensure required trip times are achieved as the voltage behavior
is not as predictable as current. EMT simulations highly depend on modeling
assumptions;

3. Protection coordination between undervoltage and overcurrent schemes is not
easy to perform. These have independent time characteristics;

With this being said, islanded microgrids may have to rely on undervoltage
elements in today’s state of technological maturity, especially in mission-critical
applications where risk tolerance is very low. The advantage of inverter-based DERs
is that these inverters are normally more resilient to abnormal voltage and frequency
conditions, allowing voltage pickup settings to be extended in wider ranges. To
increase dependability, underfrequency elements can also be used. Both voltage and
frequency behaviors of the BESS cannot be characterized easily by using generic
models. While a vendor-provided model can help characterize the voltage envelope
by conducting short-circuit studies, the frequencybehavior requiresEMTsimulations
and the use of a very accurate BESS model.

8 Effective Grounding in Microgrids

Effective grounding is a condition required for the safe and reliable operationof power
systems by multiple standards. The following excerpt from IEEE Std. C62.92.1 [11]
highlights the importance of grounding and serves as a preamble to its application.
“There is no simple answer to the application of grounding. Each of a number of
possible solutions to a grounding problem has at least one feature that is outstanding,
but which is obtained at some sacrifice of other features that may be equally worthy”.

In the context of microgrids and power systems in general, protection and
grounding have conflicting requirements. Temporary Overvoltages (TOV) usually
result from in insufficient ground currents during a ground fault. The classical and
extreme example is a three-wire delta system, where a ground fault results in the
two healthy phases to rise to line-to-line values, while the faulted phase does not
supply any fault current to ground. Conversely, a fully grounded system will not
experience any voltage rise in the healthy phases but will have large fault current
to ground (Z0 = Z1). Hence, having adequate ground sources ensures TOV is miti-
gated to an acceptable level. The problem arises when ground sources are distributed
across the distribution system, resulting in reduced fault current from themain source
(substation or generation plant) and desensitizing the main feeder relay overcurrent
elements. This desensitization effect was well documented by Nassif [12], and repre-
sented in Fig. 11, which illustrates the de-sensitization effect due to DER infeed (in
this case, the substation fault current will be reduced in magnitude due to the DER
fault contribution to the fault).
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Fig. 11 Illustration of the infeed effect

For a symmetrical fault, only the positive-sequence network exists, and it can be
shown that the substation fault current contribution is governed by equation below.

i ′
S_ f = iS_ f − iG f × ZL2

(ZS + ZL1 + ZL2)
, (1)

whereZs is the positive-sequence substation source impedance,ZL1 is the positive-
sequence impedance of the line segment between the substation and the DER loca-
tion, ZL2 is the positive-sequence impedance of the line segment between the DER
location and the fault location, is_f is the original substation fault current contribution,
and iG_f is the DER short-circuit current.

Similarly, a single-line-to-ground fault results in the following infeed, caused by
the DER:

i ′
S_ f 0 = V0

ZS_0 + ZL1_0 + ZL2_0 +
(
[ZS_0+ZL1_0]×ZL2_0

ZG_0

) , (2)

where Zs_0 is the zero-sequence substation source impedance, ZL1_0 is the zero-
sequence impedance of the line segment between the substation and the DER loca-
tion, ZL2_0 is the zero-sequence impedance of the line segment between the DER
location and the fault location, ZG_0 is the zero-sequence subtransient (or equivalent)
source impedance of the DER and V0 is the equivalent zero-sequence voltage.

As one can see, a DER that injects large ground current into a fault will de-
sensitize upstream protection elements. As it will be shown next, this represents
a conflicting requirement between protection and ground, and a balance must be
struck. This section contains a review of grounding parameters and the classification
of grounding practices based on their calculations.

8.1 Degree of Grounding and Effective Grounding

IEEE Std. 142 [13] prescribes the requirements for a system to be considered
effectively grounded. It defines the Degree of Grounding (K) as
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K = Z0/Z1. (3)

According to IEEE Std. 142 [13], a location is called effectively grounded if it is
grounded through a sufficiently low impedance such that for all system conditions
the ratio X0/X1 is positive and not greater than 3 and the ratio R0/X1 is positive and
not greater than 1. It is also possible to express TOV as a function of the degree of
grounding (K).

8.2 Temporary Overvoltage (TOV)

Temporary Overvoltage is defined as the voltage ratio between the highest phase
voltage of an un-faulted (healthy) phase during a ground fault and the pre-fault
voltage (both are phase-to-ground voltages). It can be proven that the TOV can be
expressed as a function of the degree of grounding K (proof omitted to save space):

T OV =
∣∣∣∣
1 − K

2 + K
+ 1∠ − 120◦

∣∣∣∣ (4)

This equation enables the following observations:

• For K = 1 (Z0 = Z1), TOV = 1 (this condition is called fully grounded);
• For K = 3, TOV = 1.25 (boundary condition);
• For K = ∞ (Z0 = ∞), TOV = √

3 (this condition is called ungrounded).

8.3 Coefficient of Grounding and Effective Grounding

The Coefficient of Grounding (COG) is defined as the highest rms line-to-ground
power–frequency voltage on a sound phase, at a selected location, during a line-to-
ground fault affecting one or more phases, as explained in IEEE Std. 141 [14] and
142 [13]. It can be formulated as:

C OG = Vmax−line−to−ground(during f ault)

Vline−to−line(pre f ault)
. (5)

If theCOG is below80%, the location is called effectively grounded. This equation
is equivalent to:

C OG = Vmax−line−to−ground(during f ault)√
3 × Vline−to−ground(pre f ault)

. (6)

As discussed in IEEE Std. 141 [14], this translates to defining the condition of
an effectively grounded system as T OV = √

3 × 0.8 = 138%. The effectively
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grounded threshold of 138% differs from that obtained by the criteria presented in
IEEE Std. 142 [13], which translate to roughly about 125%. This has led to utilities
adopting one or the other threshold to accept a system grounding characteristic,
especially when interconnecting DERs.

8.4 Grounding Practices When Integrating DERs

DER interconnection standards, such IEEE 1547–2018 [6] and the Canadian
Standards Association CSA C22.3 No. 9:2020 [15], address the several possible
grounding conditions when interconnecting DERs. However, no standard provides
a definite prescription of which transformer winding configurations are necessary
for interconnection, allowing the electric utility freedom on how to achieve effec-
tive grounding. As explained in Vukovejic and Lukic, some utilities do not allow
a DER transformer connection configured as a �–Yg (low side �) because this
transformer provides a low impedance ground path, effectively reducing the ground
current flowing through upstream protective devices due to the infeed effect (refer
again to [12]. Systemswith highDERpenetration can face an unmanageable situation
if this configuration is predominant.

For the reasons above, distributionutilities often requireDERstep-up transformers
to be configured as Yg-� (low side Yg) or as Yg-Yg. TheYg-� configuration has the
obvious effect of disallowing any ground fault current to flow into the distribution
system, effectively eliminating the infeed effect, as described by Vukojevic et al.
[16]. As explained in the previous section, however, this contributes negatively to
theDegree of Grounding andCoefficient of Grounding. It is also important to point out
that string inverters and central inverters used for photovoltaic generation applications
are oftentimes constructed in delta or wye, but they do not supply zero-sequence
current as they are strictly built as balanced current sources. As a result, unless the
�–Yg configuration is used, photovoltaic generators will not contribute any ground
current to ground faults. This is a normal practice adopted by distribution utilities to
DERs connected to a feeder supplied by the BES.

Microgrid applications are different, however. As discussed earlier, a microgrid
interconnected to theBESor amicrogrid supplied by an isolated generation plantmay
become isolated from the substation grounding reference and will need to provide a
ground source to supply line-to-ground connected loads while in islanded operation.
As a result, a ground reference is needed. A workable option is to incorporate this
ground reference in the grid-forming asset, which can be a BESSwhen the microgrid
is islanded. This can be achieved by either using the�–Yg configuration as the BESS
step-up transformer, or by installing an additional grounding transformer (addressed
in the next section).

Using the �–Yg configuration offers the following advantages:

– It reduces K, improving the coefficient of grounding in weak systems.
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– Reduced fault currents for faults in the inverter terminals of the BESS, leading to
reduction in arc flash incident energy for ground faults.

– Allows protective devices installed on the high voltage side of the step-up trans-
former to operate on overcurrent sensing, since the configuration amplifies any
ground fault current.

Hence, the electric utility has a choice to provide a grounding reference on the
distribution feeder, either to employ a �-Yg transformer or to install a grounding
transformer.

8.5 Grounding Transformer Design

Grounding transformers can come in several configurations. In distribution system
applications, a grounding transformer is typically a Zig-Zag-� or an Yg-� (low side
� winding can be kept unloaded). The grounding transformer provides a ground
source by providing a very low impedance zero-sequence path. Figure 12 illustrates
the its design. In this conceptual design, a grounding transformer with ZT1 and ZT0

is installed in a system with ZS1 and Zs0 impedances.
The new zero sequence system impedance Z0_New can be calculated as (given the

typical high X/R ratio of the transformer, it is assumed it does not alter the system
positive-sequence impedance to a noticeable extent):

Z0_New = ZS0//ZT 0 (7)

Utilizing the criterion for effective grounding (K = Z0/Z1 <3),ZT0 can be obtained
by solving the following equation:

K = Z0_New

Z1
= (RS0 + j X S0)( j XT0)

RS0 + j(X S0 + XT 0)
× 1

(RS1 + j X S1)
≤ 3 (8)

The required transformer rating, in KVA, can then be calculated by

Fig. 12 Illustration of a grounding transformer connection and impact on the zero-sequence
equivalent network
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Fig. 13 Transformer damage curve vs. per-unit ground current supplied by the transformer during
fault

S = %Zbase × V 2/ZT 0 (9)

Furthermore, the transformer needs to be properly rated and verified not be
damaged during system faults, as per IEEE Std. C57.109 [17], which prescribes
minimum requirements for through-faults of oil-filled transformers (damage curve).
This is the minimum manufacturing requirement and results in a decaying curve
that relates fault current (3IT0) and clearing times. The calculations following the
procedures contained in IEEE Std. C57.109 [17] are plotted and displayed in Fig. 13
(decaying curve). The fault contribution of a sample grounding transformer (obtained
from short-circuit software) is shown in the vertical line. In this example, which
is only used for illustration and not intended to be representative, the transformer
contributes about 7 times its rated current to the ground fault, and it will suffer
damage if the fault persists longer than 28 s.

9 Case Study: Remote Off-Grid Microgrid—Protection
and Grounding Characteristics

The same remote off-grid microgrid presented in the last section is being further
retrofitted in 2020 with a much larger photovoltaic system and a BESS. As most
microgridswith high penetration of inverter-based generation, the systemunder study
has many of the same limitations experienced in other similarly sized microgrids.
The case study used to explain the concepts of performance grounding and protection
is the same system presented in Fig. 7, in the first part of this chapter.
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This area has a very rocky and sandy soil, with very high soil electric resistivity.
To improve ground fault detection, both feeders have a continuous Multi-Grounded
Neutral (MGN), a common practice also found in other microgrids as described by
Vukojevic [18]. This is a common practice in systems where the grounding resis-
tance is high. The MGN has an expected effect of reducing the overall ground fault
resistance due to the combined effect of the various installed electrodes. The prac-
tice often involves installing a grounding plate if the measured soil resistance at the
electrode installation does not meet design standards. This effort generally results in
increased ground fault current, enabling conventional protective devices to operate
upon a ground fault.

Figure 14 shows a single-line diagram of the real microgrid system used to inves-
tigate the application of protection and grounding techniques. This is the same

Fig. 14 Remote off-Grid microgrid fitted with DERs and a microgrid controller
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system shown in Fig. 7, but with the deployment of the second phase of photo-
voltaic generation, sized 1.9MWac/2.2MWdc, and the addition of the BESS, sized
1.6 MW/1.6MWh, and a microgrid controller. The generators and their step-up
transformers were described in previous sections.

The architecture of the microgrid controller is as follows. Each of the indicated
components in Fig. 14, namely each of the four diesel generators, the main feeder
breakers and reclosers, the photovoltaic systems and the BESS, were fitted with a
decentralized microgrid controller, represented by the dot-dashed lines. This allows
a high degree of system visibility and controllability. The optimization to arrive at
these DER sizes and topologies was presented in Nejabatkhah et al. [8] and is outside
of the scope of this chapter.

9.1 Available Short-Circuit Current in Islanded Mode

The off-grid microgrid is being equipped with a 1.6 MWh BESS and an aggregate
1.9 MWac photovoltaic system. Their inverter short-circuit capabilities, as provided
by the manufacturer, are 1.13 p.u. and 1.0 p.u., respectively. This is maximum line-
line-line (LLL) fault contribution. Conversely, the BESS is coupled through a �-Yg
(� low side) transformer, resulting in substantial line-ground (LG) fault contribution
(due to the transformer, not the BESS). Hence, it is not possible to use overcurrent
protective elements to adequately protect the system for LLL faults, and only possibly
to protect for LG faults. Tables 2, 3, and 4 show the fault current contributions of each
component (diesel plant, photovoltaic farm, and BESS) for LLL, LG, and impeded
LG (20�) faults placed at the end of the feeder when themicrogrid is grid-connected.
When operating under grid-connected mode, the medium-voltage fault interrupters
installed at the BESS and photovoltaic Point of Common Coupling (PCC) should
not trip, as these do not have auto-reclosing enabled (for obvious reasons). In these
tables, DiG stands for diesel generator and I_Plant denotes the current detected at
the feeder head emanating from the diesel powerplant. The overcurrent protection
for an LLL fault at the diesel powerplant is not significantly affected by the addition

Table 2 Short-circuit results for an LLL bolted fault at the end of line

LLL
I = IP [A]

1 DiG 1 DiG + BESS 1 DiG + BESS +
PV

2 DiG 3 DiG 3 DiG + BESS +
PV

I_total 123 160 214 214 282 357

I_Plant 123 121 117 214 282 269

I_BESS – 39 38 – – 34

I_PV – – 46 – – 42

V_DiG 380 V 480 V 600 V 720 V 1000 V 1080 V

V_BESS – 50 V 60 V – – 100 V

V_PV – – 70 V – – 120 V
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Table 3 Short-circuit results for a LG bolted fault at the end of line

LG_0�
I = 3I0 [A]

1 DiG 1 DiG + BESS 1 DiG + BESS +
PV

2 DiG 3 DiG 3 DiG + BESS +
PV

I_total 192 223 278 291 348 407

I_Plant 192 137 167 291 348 245

I_BESS – 86 104 – – 153

I_PV – – 6 – – 9

V_DiG 900 V 1000 V 1000 V 1240 V 1470 V 1530 V

V_BESS – 100 V 110 V – – 140 V

V_PV – – 130 V – – 280 V

Table 4 Short-circuit results for an impeded LG fault at the end of line

LG_20�
I = 3I0 [A]

1 DiG 1 DiG + BESS 1 DiG + BESS
+ PV

2 DiG 3 DiG 3 DiG + BESS
+ PV

I_total 176 199 235 242 272 299

I_Plant 176 123 141 242 272 180

I_BESS – 76 88 – – 112

I_PV – – 6 – – 7

V_DiG 1000 V 1100 V 1270 V 1500 V 1700 V 1830 V

V_BESS – 110 V 130 V – – 180 V

V_PV – – 210 V – – 270 V

of the DERs and can be just as effective as it was prior to their interconnection. For
ground faults, however, the fault sensed at the feeder head can reduce as much as
30% due to the apparent effect. However, it is still possible to work with the existing
protection philosophy.

Table 5 show the short-circuit results for islanded operation (when theBESS forms
the grid). In a stark contrast to the results shown in Tables 2, 3, and 4, overcurrent
no longer works.

Table 5 Short-circuit results
for a fault at the end of line
(islanded mode)

LLL
(I = IP)

LG_0�
(I = 3I0)

LG_20�
(I = 3I0)

I_total [A] 102 140 132

I_Plant [A] 0 84 80

I_BESS [A] 40 52 50

I_PV [A] 48 3 3

V_DiG [V] 220 930 740

V_BESS [V] 30 110 90

V_PV [V] 40 70 120
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9.2 Voltage Excursions and Undervoltage Protection

The voltage envelope was obtained through short-circuit studies. The calculated
voltages for the grid-connected operating mode are shown in Tables 2–4, and those
for the islanded mode are shown in Table 5. To note, the nominal voltage of the DiG,
BESS and photovoltaic plants are 4.16 kV, 480 V, and 600 V. These calculations
reveal that the voltage drop at the BESS and photovoltaic plants (measured in their
low voltage bus) are somewhat, under either grid-connected or islanded modes, in
the same order of magnitude of each other.

9.3 Performance Grounding Assessment

Table 6 shows the system parameters when grid-connected (first 5 columns), and
when islanded (last columnanddenoted asBESS+photovoltaic), calculatedbyusing
the same short-circuit software. To note, the diesel powerplant step-up transformers
are not removed from the system, as the entire station service remains energized. This
results in the step-up transformers effectively functioning as sources (and essentially
being grounding transformers to the system).

These results allow us to draw some observations:

1. The zero-sequence impedances do not vary significantly among the multiple
operation modes. The reason being the fact the system always operates with
the diesel plant step-up transformers energized. Because of their �-Yg config-
uration and size (4MVA each), they are the major system ground sources. The
additional ground source provided by the BESS step up transformer (which is a
2MVA �-Yg transformer) reduces X0 by only about 17%. Finally, the system
multi-grounded neutral contributes to reduced degree of grounding.

Table 6 System characteristics for grid-connected and islanded modes

1 DiG 1 DiG + BESS 1 DiG + BESS
+ PV

3 DiG 3 DiG + BESS
+ PV

BESS + PV

R0 16 15 15 16 15 15

R1 12 11 11 12 11 13

X0 24 20 20 24 19 20

X1 116 89 66 49 38 141

X0/ X1 0.2 0.2 0.3 0.5 0.5 0.14

R0/ X1 0.14 0.17 0.24 0.3 0.4 0.1

K 0.25 0.28 0.6 0.6 0.6 0.18

TOV 0.8 0.9 0.94 0.9 0.97 0.94

COG 0.45 0.5 0.54 0.5 0.6 0.54
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2. The positive sequence impedance depends very substantially on the system
configuration. Naturally, the stronger the source (more synchronous genera-
tors), the smaller will X1 be. To note, the equivalent model of the BESS and
photovoltaic results in very large X1 when the system is operating in islanded
mode. This relies on the assumption the generic BESS and photovoltaic inverter
models are correct.

3. The system is effectively grounded under all operating scenarios. K < 3 under
both microgrid operating modes.

4. The calculated TOV is less 125%, guaranteeing effective grounding under both
microgrid operating modes. In fact, TOV < 100% under all operating scenarios,
resulting in a fully grounded system with no healthy phase swelling at all
during grounding faults. The calculated COG is less than 80%, the condition
for effectively grounded as per IEEE Std. 142 [13].

10 Microgrid Operation, Protection Philosophy,
and Restoration Strategy

The integration of the photovoltaic and BESS installations in the system and its
conversion to a microgrid requires new protective devices and protection philos-
ophy. Even though the topic of microgrids has been in vogue for over two decades,
most deployments have been either proof-of-concept or demonstration projects. An
example was presented in Vukovejic, 2018, which suggested employing a separate
grounding transformer and not allowing the DER step-up transformers to introduce
ground sources. There have been a few isolated microgrid implementations back-
stopped by similar drives, but so far there is no consensual recommendation on
how to manage performance grounding. Hence, there is no “traditional” or “base-
line” topology. This section introduces a strategy to manage performance grounding
that was suited to the unique conditions of this system. The following items were
important decisions made leading up to microgrid energization.

10.1 BESS Transformer Configuration

The1.6MWBESS is being coupledwith a 2MVA,25kV-480V isolation transformer.
Much thought was put towards determining the transformer winding configuration
and a �-Yg configuration was chosen. This configuration for the BESS transformer
has the following advantages:

– This step-up transformer is suitable for supplying single phase-to-ground loads.
It adds a ground source and allows feeder restoration even if the diesel plant is
completely removed from the system, even though this is not a planned scenario.

– This configuration removes the need to install a grounding transformer in the
microgrid when operating in islanded mode.
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– This transformer reduces the degree of grounding, TOV, and COG, improving
performance grounding.

– The disadvantages of this configuration are:
– The additional ground source de-sensitizes the main feeder interrupter. As seen

in Table 2, I_Plant reduces from 192A, when the BESS is disconnected, to 137A
when the BESS is connected, or about 29%. The original ground overcurrent
pick-up value is 50A, which is suitable to detect LG faults, but with a longer
time delay. A similar conclusion can be extracted by analyzing Table 3, which
shows the results for an impeded fault. The de-sensitization effect was analytically
characterized in [12].

– There will be a large infeed from the BESS for LG faults (see I_BESS in Tables 2
and 3). For proper operation, the BESS overcurrent protection needs to be torque
controlled by voltage (polarized).

Overall, the flexibility of allowing operation with the feeder isolation from the
diesel plant (a scenario deemed not to be needed now but may be in the future) led
to the choice of a �-Yg configuration, even considering the above disadvantages.

10.2 Overcurrent and Reclosing Settings at BESS
and Photovoltaic Fault Interrupters

The proposed settings for the photovoltaic and BESS distribution fault interrupters
are based on their fault contribution and intended purpose. For foreground, below
are the existing feeder fault interrupter settings:

– Main feeder (where the BESS and PV, as well as most of the load, are connected
to): Phase pick-up 100A, ground pick-up 40A. The first trip is a fuse-saving fast
trip that does not coordinate with downstream fuses; subsequent reclosing enables
a slower curve, with the same pick-up values.

– Adjacent feeder (which mainly supply the town airport): Phase pick-up 80A,
ground pick-up 40A. As in the case of the main feeder, this feeder also has a
fuse-saving fast trip in the first activation of the interrupter.

10.2.1 Autoreclosing Philosophy

Both fault interrupters are protecting DERs. As such, in no case, they are protecting
the distribution system, but rather the equipment beyond the PCC (on the DER side).
For this reason, no autoreclosing is enabled.Having said that, themicrogrid controller
has the capability of closing them without human intervention, as required by the
operational and restoration algorithms.
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10.2.2 Voltage Polarization (Torque Control)

As discussed earlier and presented in Table 4, the PV fault contribution is about the
same as its steady-state current output (see I_PV for an LLL fault). Hence, it was
determined that voltage polarization for the PV interrupter is not needed and the
pick-up values chosen were 80A phase and 40A ground, with the same curves as
those of the feeder slow settings.

However, for the BESS, while the short-circuit contribution is only slightly higher
than the rated output for an LLL fault (but still below the proposed pick-up value,
see I_BESS in Table 4), it is much higher for a LG fault (see I_BESS in Table 4 for
the LG cases), where it does exceed the proposed ground pick-up value. The latter is
due to the transformer winding configuration, as discussed in the previous section.
Hence, the settings chosen for the BESS interrupter are the same as those used for the
PV interrupter, but with voltage polarization to avoid tripping on an upstream fault
on the distribution system, which is to be cleared by the main feeder fault interrupter.

For a faulted system, and upon tripping the main feeder breaker, it is deemed that
the PV inverters will detect the fault by sensing low voltage at their terminal, as well
as their active anti-islanding scheme. The same is deemed for the BESS, and this is
further discussed in the next section.

10.3 PV and BESS Inverter Voltage Settings and Other
Elements

To determine the undervoltage settings to allow detecting faults in the system, the
worst-case scenario, namely a fault at the end of the adjacent feeder, was simulated.
The fault currents supplied by the BESS and photovoltaic are zero because it is in
series with the two plant transformers that contain a � in the low side, discontinuing
the zero-sequence path. The results are shown in Table 7. This table also reveals that
the current supplied by the photovoltaic and BESS is insignificant and incapable of
activating any protection element. Hence, other elements need to be used, in this

Table 7 Short-circuit results
for a fault at the end of the
adjacent feeder (islanded
mode)

LLL
(I = IP)

LG_0�
(I = 3I0)

LG_20�
(I = 3I0)

I_total [A] 88 124 120

I_Plant [A] 88 124 120

I_BESS [A] 35 0 0

I_PV [A] 42 0 0

V_DiG [V] 244 1,070 860

V_BESS [V] 60 135 118

V_PV [V] 70 90 121
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case undervoltage (27). The table also reveals that, even for an impeded fault in the
adjacent feeder, the voltages at the BESS and PV drop to less than 50% of nominal,
triggering energization cessation at the PV plant in 160 ms (as required by IEEE Std.
1547 [6]) and being easy to set up in the BESS settings.

10.4 Islanded Configuration (Grounding Transformer)

Much of the load supplied by the microgrid is single-phase. This requires a ground
source for steady-state operation, as well as to enable ground fault detection under
fault condition. Hence, it was decided to install the BESS in the system with a �-Yg
(� low side) transformer. This configuration provides flexibility as it would allow, if
desirable, to operate the right-hand side feeder to operate islanded from the adjacent
feeder.

Furthermore, as it will be described in the next subsections, the diesel plant
step-up transformer will always be in the circuit when the microgrid operates in
islanded mode, as the entire plant station service must remain energized. This results
in the step-up transformers acting as strong ground sources (and essentially being
grounding transformers to the system). This is further illustrated in Fig. 15.

To allow supply of the adjacent feeder, reclosers R1 and R2, as well as low voltage
breakers B1 and B2, must always be closed. This results in the plant transformers
serving as ground sources for both feeders. In fact, this configuration results in very
effective grounding, which would not be possible should these transformers not be
connected.

10.5 Interlock-Based BESS Operation

To increase systemsecurity, themicrogrid controller logic sends a signal to disconnect
the BESS from the system in case any of the breakers B1-B2, and reclosers R1-R2,
have their status off. This control decision is based on the following logic:

– Breakers B1 or B2 will only trip if there is a fault in the plant step-up trans-
former, requiring human intervention for diagnostics and troubleshooting. Service
continuity will then be restored manually.

– Recloser R2 trip and auto-reclosing can result in out-of-synch closing between
the diesel plant and the BESS.

– Recloser R1 (adjacent feeder) trip and auto-reclosing can result in reclosing out-
of-synch with a fifth generator (see next subsection).
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Fig. 15 Microgrid topology showing the grounding sources

10.6 Fifth Generator and Microgrid Controller Interlock

Given the load growth in the area, a fifth generator has been interconnected during
the winter to cater for N-1–1 contingency. This is because there are times where three
generators are needed to support the community, which result in only one generator
being a spare. If this generator is under temporary maintenance, the system will
experience a system-wide blackout, as all load in the community is critical.

As per the ISO, the isolated supply is a proxy for transmission and availabilitymust
be to the same standard. Therefore, the fifth diesel generator is required. This unit
is normally connected downstream of recloser R1. To avoid potential out-of-synch
reclosing, the microgrid controller directs the BESS offline if R1 trips.

This generatorwill be necessary even after the large renewable plant and theBESS
installation.

10.7 Recloser Logic at BESS

Reclosing in the BESS fault interrupter is never enabled. These are the reasons:
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1. Under grid-connected mode, reclosing should not be enabled as the inter-
rupter only protects the BESS step-up transformer and any fault is likely to
be permanent.

2. To simplify and avoid two settings groups, it was decided not to have it enabled
under islanded mode.

3. Even if reclosing was enabled under islanded mode, the BESS would be unable
to ride through its trip and reclose anyways, as the entire photovoltaic plant
would trip upon experiencing an outage and would not return to service for
5 min, requiring entering the plant restoration procedure.

10.8 Restoration Procedure and Blackstart

It is not expected the microgrid configuration will noticeably disturb the system
stability and reliability. It is also expected it will not require modifying the blackstart
procedure from what is in place prior to the microgrid implementation. Currently, if
a system-wide blackout occurs, the following are the steps followed to restore the
system:

1. Plant operators initiate a start of all available diesel generators. The microgrid
controller directs the BESS and photovoltaic offline.

2. Generator breakers are closed, energizing the plant 4.16 kV bus.
3. Breakers B1 and B2 are closed with a 1-min time-delay in between.
4. RecloserR2 is closed. If there is a system fault, the normal fault finding, isolation

and restoration is followed by servicemen. If there is no system fault, proceed
to next step.

5. RecloserR1 is closed. If there is a system fault, the normal fault finding, isolation
and restoration is followed by servicemen. If there is no system fault, proceed
to next step.

6. After a settable time delay (set to 3 min), if the system voltage and frequency
are normal, the BESS is started in grid-following mode.

7. After a settable time delay (5min by default, as described in IEEEStd. 1547 [6]),
if the system voltage and frequency are normal, the PV starts production in grid
following mode (this is the only mode the PV inverters can operate).

11 Summary and Lessons Learned

This chapter has covered the subjects of both inverter-based hosting capacity and
grounding requirements in microgrids.

The presented hosting capacity method has proposed a method to determine the
maximum penetration level of utility-scale inverter-based renewable generation that
can be integrated in islanded mode prior to the deployment of a BESS. The recom-
mendations are based on frequency response and frequency protection elements.
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Any further installation of renewable generation can only be accepted if a BESS and
microgrid controller are also installed. The chapter suggested using a set of practical
charts to make this determination. By knowing frequency relay settings, these charts
provide an answer to the amount of hosting capacity. If other small scale, residential
renewable generation units are present, these do not need to be included in the charts
for two reasons:

1. These are generally small and likely to be ignored as compared to the nameplates
of utility-scale renewable generation systems.

2. These are unlikely to experience the exact same rate of energy output cessation,
due to not being disconnected by the exact same protective device.

Protection and grounding are among the most complex and important subjects of
a microgrid. It is imperative to ensure the distribution system is effectively grounded
and protection is sufficiently sensitive. While experiences from real microgrid
deployments have presented different ways of managing performance grounding,
no consensual strategy has constituted a baseline to be followed. In response, a
performance grounding strategy was developed. Very importantly, it was noted a
grounding source is required under islanded operation, which was supplanted by
the BESS step-up transformer itself being configured as �-Yg. In addition, it was
proposed to keep the feeder supply transformer, which has the same configuration,
always connected to further reduce COG and TOV. The protection behavior also
changed because of the consequential reduction in short-circuit levels, especially
those of line-to-line contacts, an expected effect of high penetration of inverter-based
generation. A frequency and voltage-based scheme is necessary and an example of
how to achieve this was presented. Conversely, the protection philosophy had to be
adjusted to ensure conventional overcurrent protection would remain effective when
connected to the main grid supply. This paradigm shift is a new reality in microgrids
dominated by DERs.
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Abstract The costs of smart metering deployment are directly related to capital
investments in smart metering devices, communication infrastructure, and associ-
ated operational expenses. On the other hand, one of the main challenges refers to
the capitalisation of the respective potential benefits. Because of the complexity to
understand and quantify all the gains of a large-scale rollout of smart meters, most
countries and distribution companies do not take full advantage of this technology.
In this context, the main objective of this chapter is to discuss the benefits of using
smart meters for operation and planning of modern distribution systems. It presents
potential applications of smart meter data, which are not yet widely explored by the
Distribution System Operators (DSOs) and often not considered in decisions for a
large-scale smart meter rollout. Additionally, this chapter also summarises the evolu-
tion of energy meters, from the electromechanical equipment to the most advanced
electronic devices,which permits the practical implementation of the discussed appli-
cations. These applications allow DSOs to better quantify the potential increase in
their revenue by adding smart meters to their systems. This means that by expanding
the available applications that use smart meter data, not only a wide deployment of
smart meters but also the improvement or implementation of additional structures,
such as the Advanced Metering Infrastructure (AMI), become financially feasible.
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1 Introduction

Smart meters emerge as key components of smart grids, allowing more observability
by means of a high number of installed meters (usually one per consumer unit) and a
wide range of measurement capabilities. In addition to the measurement capability,
smart meters allow the increase of the automation level in distribution systems. The
automation level is improved not only directly, by add-in functions, but also indirectly
by being integrated into advanced management and control solutions. Obtaining full
advantage from this new scenario involves a paradigm shift from the perspective of
the consumers and Distribution System Operators (DSOs).

The member states from the European Union are recommended to conduct a
long-term cost–benefit analysis on the implementation of smart metering systems.
In case of positive results, a large-scale rollout of smart meters (at least 80% of
penetration) is recommended.Otherwise, the cost–benefit analysis should be updated
every 4 years. In [53], results of the cost–benefit analyses conducted by the European
member states are described. These countries pointed out non-technical loss (NTL)
mitigation (fraud detection and correct meter reading) as one of the main benefits of
smart meter rollout. Operational savings obtained by the remote access to meter data
and the remote control of power supply are another example of relevant benefits.
As reported by countries that have already experienced large-scale deployment, the
success of smart meter rollout also depends on consumer engagement.

In this sort of cost–benefit analysis that precedes decisions for a large-scale smart
metering rollout, a major challenge is to understand and quantify the various benefits
enabled by this technology, as part of them is indirect and strongly depends on the
reality of each DSO. In order to help identify the potentiality of such devices, this
chapter presents the evolution of energy meters, depicting the current status of smart
meters, followed by their potential application in important operation and planning
tasks. Indeed, by developing more applications to smart meter data, more value is
aggregated to this technology, improving the return on associated investments.

2 Evolution of Energy Meters

The first patent of an AC ampere-hour meter to describe a watt-hour meter of the
modern electromechanical form dates back to 1888, developed by the Westinghouse
Electric Corporation [49]. Electromechanical meters operate through an electro-
magnetic induction mechanism to record the amount of energy consumption from
consumer units. Energy consumption data must be manually collected by a meter
operative or even by the consumer who submits the data to the electricity supplier
for billing purposes. Because of their limited capabilities, electromechanical meters
have been replaced by electronic meters worldwide.

Electronic meters were developed after the first analog and digital integrated
circuits became available in the 1970s [50]. These meters capture and digitise current
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and voltage signals by means of a digital processor. They are able to register different
electrical quantities, such as voltage magnitude, active and reactive power, and to
support advanced tariffs, such as time-of-use energy rates and peak usage charges
that depend on themeasured power demand.Metering data can be collected remotely
if a communication channel is available.

The smart meter is a category of electronic meters with more advanced function-
alities. Although there is no single set of features to define it, the smart meter is
characterised by having two-way communication capability, which enables meter
reading, on/off control of the power supply, and software update to be remotely
performed. In addition, smart meters are expected to provide information on the
metering points, such as steady-state voltage magnitude, voltage sag and swell,
consumed and exported energy, active and reactive powers with enough granularity
and reading rate. This information can support dynamic tariffs, assist in the operation
and planning of distribution systems, as well as allow consumers to manage their
energy usage.

TheEuropeanCommission lists a set ofminimumrequirements for smartmetering
systems to ensure useful functionalities for different market actors, as shown in Table
1.

Based on the potential benefits, in recent years, various electricity companies
worldwide have initiated or even finished their large-scale rollout of smart meters.
They are mainly driven by the need to reduce the carbon emission and to enable
new market mechanisms, advanced rate designs, energy efficiency and the integra-
tion of distributed energy resources. From the perspective of system operation and
planning, smart meters are a key component of the Advanced Metering Infrastruc-
ture (AMI), by which a large amount of data from distribution systems is acquired,
improving the observability. By using smart meters and data analytics, several appli-
cations in the context of Advanced Distribution Management Systems (ADMS) can
be implemented. From the consumers’ perspective, smart meters provide relevant
information on consumption habits and a digital link to DSO, allowing consumers
to actively participate in the energy market and benefit from new services.

Table 1 Smart meter functionalities recommended by the European Commission [13]

Market actors or purposes Meter functionalities

Consumers To provide updated data on a frequent basis to be used by consumer
solutions, allowing load-shifting and energy savings

Metering operator To enable two-way communication, remote reading of metering data
with adequate reading rates to provide information for system
planning (there is a consensus that metering data should be updated
at least every 15 min)

Commercial issues To support advanced tariffs, remote on/off control of the power
supply, or power limitation on consumers’ units

Data protection To permit secure data communication and fraud detection

Distributed generation To provide consumed and exported energy and reactive metering
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In 2018, 34% of the consumers from the European Union were equipped with
smartmeters.According to [53], the penetration rates of 77%and92%of smartmeters
are expected by 2024 and 2030, respectively. Estonia, Finland, Italy, Malta, Spain,
and Sweden have already finished their large-scale smart metering rollout. Italy was
one of the first countries to implement a large-scale rollout in late 2001. It is already
proceeding with the second-generation rollout. The main improvements of second-
generation smartmeters are related to the services delivered tofinal consumers and the
greater granularity of data collected [3]. The new meters have two communication
channels. The first channel transfers 15-min granular data to the DSO on a daily
basis. After a validation process, these data are made available to consumers and
retailers. The second channel provides near real-time and non-validated data directly
to consumers, to be used in consumer solutions.

In the United States of America, 70% of the households were equipped with smart
meters by 2018 (corresponding to 88 million metering points). By the end of 2020,
deployments are estimated to attain 107 million smart meters [10]. Asia–Pacific is
the largest market of smart meters in the world. China and New Zealand have almost
finished their first wave deployments of smart meters and India is starting its large-
scale rollout. In 2018, the penetration rate of smart meters in the Asia–Pacific was
67% and is estimated to grow to 94% in 2024 [48].

3 Potential Applications from the DSO Perspective

TheAMI,which combines smartmeters, communication networks, anddatamanage-
ment systemswith two-way communication, has been integrated with the geographic
information system (GIS) and the outage management system (OMS). Aggrega-
tion of these structures has allowed the development of critical functions that were
not previously possible and the improvement of existing functions that have been
performed manually. These advancements result in the reduction of operational
expenses. As previously described, examples of supportive smart meter capabili-
ties are (a) automatic and remote meter reading, (b) remote control of power supply
(connection and disconnection of consumer units), (c) automatic outage reports, (d)
fraud detection, and (e) voltage monitoring. These and other smart meter capabilities
can cope with advanced management functions such as voltage and reactive power
control, fault location, nontechnical loss detection and location, automated deter-
mination of system topology and line parameters, and load modelling. In addition,
apart from DSO solutions, consumer services are already being offered by distribu-
tion companies, such as outage communication with estimated time of restoration,
bill estimation, load disaggregation, etc.

This section focuses on potential DSO-side applications of smart meter data to
enhance operation and planning tasks, improving the quality of energy supply and
consumer satisfaction.
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3.1 Distribution System State Estimation

The state estimation procedure applied to an electrical power system aims to define
the set of state variables x from a measurement model of the form:

z = h(x) + e (1)

where z is the vector of m measurement values, x is the vector of n state variables
(usually defined as the voltage phasors from system nodes), h(·) is the nonlinear
function relating the m measurement values with the n state variables, and e is the
vector of measurement errors.

Despite being a consolidated tool to monitor and supervise the transmission
systems, several challenges have been faced in the implementation of the state esti-
mator to distribution systems. Among these challenges one can detach the limited
number of measurements (m) compared to the number of nodes in distribution
systems (and, therefore, the number of state variables, n), which results in a math-
ematically underdetermined problem. Traditionally, the monitoring of distribution
systems was carried out only at the substation. To tackle this issue, pseudo measure-
ments of loads (e.g., forecasted values of active and reactive powers) have been
used, making the estimator performance strongly dependent on the accuracy of load
modelling. Additionally, the unsymmetrical topology of distribution systems (with
single and two-phase laterals, and unbalanced loads) requires a three-phase formula-
tion, which considers all these features at the state estimationmethodology. However,
the accuracy of the distribution systemmodellingmay be affected by the uncertainties
related to system parameters and topology, due to errors in the DSO´s database.

Most of the mentioned challenges are overcome in the context of AMI implemen-
tation, considering the large-scale deployment of smart meters associated with other
data sources from distribution systems such as: (a) substation meters; (b) reclosers;
(c) automatic capacitor banks; and (d) smart inverters. Indeed, the potential data
gathered from smart meters, for instance, active and reactive powers and voltage
magnitude measurements, can enable the system observability, transforming the
underdetermined problem into an overdetermined one. In this scenario, redundancy
on measurements can be attained, allowing traditional formulations of state estima-
tion (e.g., Weighted Least Squares formulation, WLS) to be applied for distribution
systems. With this level of measurement redundancy, the distribution system state
estimation (DSSE) can be used to identify metering inconsistencies, such as those
caused by illegal load connections. Moreover, it allows the correction of parameter
and topology errors.

In this context, theDSSEbecomes an important supervision tool to be integrated to
the ADMS. Although the large-scale deployment of smart meters mitigates impor-
tant challenges for DSSE implementation, the expected applications of the DSSE
are different from those of the transmission system state estimation which receives
system measurements every 3–5 s. In distribution systems, the data granularity and
communication rate are limited by technical and economic issues and consumer
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privacy concerns. Usually, the granularity of smart meter data varies from a few
minutes to an hour and their communication to the data management centre can be
done at a different rate (for instance, once a day). In some cases, a dedicated commu-
nication channel provides real-time (or near real-time) data to consumers and third
parties to be used on consumer-side solutions [53].

Even though real-time and online applications of the DSSE can be limited by
these issues, offline applications are less affected. In both cases, it is desirable that
measurements from all meters correspond to the same time interval (which means
that smart meters’ clock should be synchronised). This is not always possible, as
measurements can be originated from different devices, i.e., not only from smart
meters but also from substation meters, smart inverters, and reclosers, which may
have different data granularity. Expósito et al. [14] address the use of different sources
of data in the DSSE formulation. The authors propose a DSSE using two-time scales
for measurements. High frequency data, captured with latency of up to 1 min, are
combined with pseudo measurements (or smart meter measurements, whether avail-
able), updated every 15 min. In [1], the lack of synchronism among smart meter data
is considered in the DSSE formulation.

Approaches that tackle the problem of low observability in distribution systems
are relevant when DSO opt for a selective smart meter rollout in place of a large-scale
deployment and in situations where the rollout is still ongoing. To this end, a robust
matrix completion state estimation (RMCSE) is proposed in Liu et al. [35], which
showed to have a better performance than the traditional methods of state estimation.

When the DSSE uses time-aggregated measurements acquired every few minutes
(e.g., every 15 min.), the real-time information of the measured quantity during this
time interval is lost. In general, only the average value of the measured quantity
is available. As output, the DSSE also provides average values of the system state
for each time interval. This loss of real-time information does not compromise the
value of the DSSE tool, as it can still support ADMS functions, such as detection and
location of nontechnical losses and high impedance faults; assetmanagement actions;
and diagnosis of other steady-state problems such as overvoltage, undervoltage, and
overload.

To provide near real-time visibility of distribution systems, an event-driven state
estimation can be implemented, as proposed in [46]. In this approach, only the
relevant variations of smart meter measurements trigger the data communication.
Relevant variations can be characterised whether the difference (or the accumulated
difference) between two subsequent real-time measurements of active power, for
instance, is above a predefined threshold. Different threshold values can be assigned
to system buses, according to the sensitivity relationship between the system state
and the measurement data. The DSSE are then performed by using the most recent
measurements sent by each smart meter.

Also aiming to provide real-time information on distribution grids, some studies
suggest using PMU data in the DSSE. Liu et al. [36] propose a load estimation model
to create pseudo measurements of active and reactive power of low voltage (LV)
distribution systems by using real-time data from selective smart meters. According
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to their load pattern, consumers from LV systems are divided into clusters. Repre-
sentative consumers of each cluster are identified to build a load model for the cluster
and the total load of a LV system is obtained by aggregating the estimated loads of
all clusters. The DSSE formulation is applied to medium voltage (MV) distribution
systems considering measurements of voltage and current magnitudes from distribu-
tion supervisory control and data acquisition (SCADA), voltage phasor from PMUs
and the pseudo measurements of LV systems from the proposed load model.

3.2 Fault Location in Distribution Systems

In the recent process of modernisation and automation of distribution system oper-
ation functions, one can detach the evolution on the Fault Location Isolation and
Restoration (FLISR), which is a key function of the distribution management system
to support self-healing. The basic idea of FLISR is to quickly detect and locate a
fault, then isolate the faulted area as soon as possible. Consequently, the impact of
the resulted power outage is minimised.

Fault detection and location is a requirement for all future actions of the FLISR
process and, by accelerating the fault location, significant improvements can be
achieved on reliability metrics. According to Snyder and Wornat [51], in systems
that rely mostly on manual fault location methods, approximately 20–30% of total
outage duration time can be associated with fault location. Consequently, a more
effective fault location approach results in a faster service restoration—especially on
underground circuits,where some sort of excavation is needed to identify the potential
source of the fault. An effective fault location approach also identifies momentary
outages to examine the likely causes and tackling the problem before turning into a
permanent fault or guiding vegetation management.

As such, considerable efforts have been dedicated to automate distribution system
fault location processes, which used to rely on trouble calls and visual inspections
from the DSO crew. Permanently installed equipment at substations, such as protec-
tion relays and digital fault recorders, can provide further information to support the
process. However, it is challenging to locate faults in distribution feeders relying only
on information from the substation because the distribution feeders are branched and
heterogeneous, often reconfigured, andmay have distributed and intermittent sources
to the fault.

The next generation of fault location methods depend on permanently installed
line indicators that may or not have communication. Non-communication visual
indicators help theDSOcrew in visual inspections but do not contribute to automating
the process. Communicating sensors—fault indicators or sentry devices—are more
effective and faster than trouble calls, increasing the automation level of fault location.

More recently, the fault location process has been favoured by the advent and
widespread of smart meters. The main advantage of smart meters is that they will
unavoidably replace electromechanical and static energy meters [29] and conse-
quently they will be installed at every consumer unit providing an amount of data
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never available before at DSO control centres. Weather and vegetation data, for
instance, can join measurement data to comprise an even more sophisticated auto-
mated fault location method. As more information from sensors and meters is avail-
able, the less dependable the fault location method becomes from an accurate system
model, representing a significant contribution to DSOs.

Three functionalities of smart meters can be used to support fault location. The
first functionality is the last gasp outage notification that consists of sending a status
message when power is lost. The second functionality is to provide the voltage
magnitude measured just before the power is lost or by demand. Smart meters can be
polled to inform the status or the measured voltage magnitude by demand because
of the third functionality: two-way communication capability.

Based on these functionalities, new fault location methods dedicated to distribu-
tion systems emerged, as discussed below. The class of methods related to outage
mapping consists of using downstream information provided by smart meters to
improve the effectiveness of the traditional impedance-based methods or other fault
locationmethods, decreasing the search space andmitigating the problem ofmultiple
estimations. The second class explores the capability of smart meters in providing
voltage and current magnitude to estimate the fault location, assuming reasonably
accurate system data (topology and parameters).

3.2.1 Outage Mapping Using Smart Meters

Using downstream information provided by smart meters can improve the perfor-
mance of the traditional impedance-based or more-accurate fault location methods
by decreasing the search space and mitigating the problem of multiple estimations.
In case of occurrence of a permanent fault, e.g., fault 1 in Fig. 1, recloser R1 acts
(as it is the first protection device upstream of fault 1) and meters SM5 to SM9 must
report the interruption in Zone 1. Consequently, the fault location process considers
such information to reduce the search space of the algorithm. In the case of fault
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2, assuming that this fault is eliminated when fuse F3 blows, meters SM5 and SM6
must report the interruption, restricting the search space to Zone 2.

In [40], the author proposes using smart devices at the substation to monitor
and identify any unusual events in the distribution system. Then, a sequence of
polling of remote devices, such as smart meters, is initiated and the interrupted
devices can be identified. Considering the capacity of bidirectional communication
(TWACS®), the communication address can be related to the physical location of
the device in the distribution system, so that the affected area can be identified.
Transponders are checked in groups of p devices, considering that p is the number of
channels simultaneously available for communication. Then, each group responds
simultaneously to the consultation and, subsequently, another group of p devices is
polled immediately after the response of the previous group. Simultaneous polling
can considerably reduce the duration of the identification process of the interrupted
area.

In [56], the fault path is identified by searching for the nodes with the lowest
voltage. The method is called “Voltage Sag State Estimation” and explores the radial
topology of distribution systems and the relationship of voltage drops and interrup-
tions with the fault occurrence. These characteristics allow the estimation of the
voltage profile along the fault path, as illustrated in Fig. 2, and the identification
of the affected region. One advantage of the algorithm is that there is no need to
determine the fault type. Additionally, the detection of the fault occurrence can be
aided by voltage meters installed throughout the system.

In [55], an impedance-based method is applied at the substation to obtain a rough
estimation of the fault location. Because the result is an estimated distance to the fault,
multiple branches can be indicated due to the typical distribution systems’ topology.
Then, to recognise the actual fault location, voltagemeasurements from smart meters
are used to build the Low Voltage Zones. The proposed fault location technique
decreases themultiple estimations associatedwith impedance-basedmethods applied
to distribution systems and proposes a systematic approach to build the Low Voltage
Zones, based on an adaptive threshold.

Alternatively, outage escalation methods can map the outage area by joining, for
instance, information from fault indicators or weather data to smart meter status. A

Fig. 2 Voltage profile along
the fault path

0 1 2 3 4 5 6

V0 V1 V2 V3 V4 V5 V6

Z01 Z12 Z23 Z34 Z45 Z56

fault

Bus
0 1 2 3 4 5 6

1

Vo
lta

ge
 m

ag
ni

tu
de

(p
u)



296 L. M. R. Raggi et al.

knowledge-based system is designed to locate distribution system outages in [34]
using data from consumer trouble calls, automated meter reading (AMR) system,
and SCADA. The knowledge-based system has twomajor parts: an outage escalation
procedure andmeter-polling procedure. The escalation procedure involves searching
for the outage region according to the outage information and the meter-polling part
confirms the outage locations based on the meter status. A Mixed Integer Linear
Programming approach is proposed in [25] to minimise the impact of lack of infor-
mation and inconsistencies between the fault indicator and smart meter statuses. This
condition allows the identification of the faulted line sections in cases of singular or
multiple faults andmalfunctions of fault indicators and smart meters. As input, it uses
current measurements and unidirectional fault indicators and smart meter statuses.
An enhancement of [25] is proposed in [26] including bidirectional fault indicators
in a new Mixed Integer Linear Programming method.

3.2.2 Using Voltage and Current Magnitudes Measured by Smart
Meters for Fault Location

Several fault location methods are based on the correspondence between measured
and calculated (expected) values to identify the fault location. For instance, a method
based on sparse voltage measurements dedicated to distribution systems is proposed
in [45]. This method uses voltage and current phasors measured in the substation
before and during the fault occurrence and voltage magnitudes measured in sparse
locations of the feeder during the fault occurrence. Firstly, the algorithm uses voltage
and current measurements at the substation to estimate the loading on each bus by
distributing the load proportionally to the rated power of distribution transformers—
load measurements from smart meters can be used instead, making the process more
accurate. Then, a database is generated by storing the calculated voltagemagnitude at
each buswith a smartmeter for scenarios of non-simultaneous short circuit at each bus
of the search space (it can be thewhole feeder). The calculated voltagemagnitudes are
compared with the respective measured values and the buses are classified according
to the possibility of being located close to the fault, which is associated with the best
voltage matches. This method is robust compared to other troubleshooting methods
dedicated to distribution systems, as it suffers little influence from the fault type and
resistance. However, the performance of the method depends on the knowledge of
the loads and measurement accuracy. In [37], phasors of characteristic voltage from
sparse meters installed along the feeder are used in a fault location process similar
to [45].

Two other methods [5, 19] are based on the short-circuit calculation theory using
bus impedance matrix. Considering that the system parameters are known, a bus
impedance matrix can be built in phase components. For example, for a distribution
system with nb buses, the dimension of the impedance matrix bus is 3nb × 3nb and
each element of the matrix in (2) consists of a 3 × 3 submatrix.
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If there are voltage meters in some buses of the system, the voltage deviation

value
(
�V̂ (abc)

i

)
can be obtained at each meter (using the difference between the

value measured during and before the fault). The relationship between the voltage
sag measured at bus i and the fault current at bus k is given by (3)

�V̂ (abc)
i = V̂ (abc)

i, f ault − V̂ (abc)
i,pre f ault = −Z (abc)

ik · � Î (abc)
f aultk

(3)

Under the conditions described,�V̂ (abc)
i and Z (abc)

ik are available while the faulted
bus and the associated fault current are unknown parameters. The challenge of using
this formulation is related to the value of the fault current, which in turn is associated
with the fault resistance (a parameter that is difficult to estimate accurately). In [19],
the fault current is approximated by the value shown in (4).

Î (abc)
f aultk

=
(
Z (abc)
kk + Z (abc)

f

)−1
(4)

To address the uncertainty regarding the value of the fault resistance, the use of
fuzzy logic is proposed. The secondmethod [5] considers the existence of distributed
generators connected to the system and digital fault recorders installed at each gener-
ation point. The fault current is considered as the sum of the current injected by the
substation and each generator. The limitation of this method is the need for synchro-
nised phasor measurements of voltage and current in each distributed generator and
in the substation, implying high costs and complexity.

In [54], a fault location method based on the correspondence of fault current
explores the monitoring capability of feeder meters and concepts of short circuit
theory.According to the short-circuit theory, the fault current at bus k can be estimated
using the voltage deviation obtained at bus i as follows.

Î (abc)
f aultik

= Z (abc)
ik · �V̂ (abc)

i (5)

where, Z(abc)
ik is the ik 3 × 3 submatrix from the three-phase bus impedance

matrix of the feeder Z (abc)
bus , and Î (abc)

f aultik
is the fault current calculated by using voltage

measurements frommeter i for a fault at bus k. Themagnitude of the voltage deviation
(�V(abc)) can be obtained from (5), representing a vector of dimension 3 × 1.

�V (abc)
i = V (abc)p

i − V (abc) f
i (6)
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subscript i is related to bus i, V
(abc) f

i and V
(abc)p
i are the voltagemagnitudes during

and pre-fault, respectively, and superscript abc represents each phase. If the voltage
magnitude is measured by a feeder meter installed at bus i, the voltage deviation
�Vi

(abc) can be used to estimate the fault current. Typically, feeder meters supply
only voltagemagnitudes. However, to calculate (6), it is assumed that the three phases
are simply shifted by 120°, although distribution systems are unbalanced.

For a distribution systemwithNfmmeters, there can beNfm estimated fault currents
based on the assumption that the bus under fault is bus k. If the fault really occurs at
bus k, the currents estimated from all meters must be practically the same, close to
the real value. On the other hand, if the fault has not occurred at bus k, there will be
an error on the fault current estimated based on measurements from each meter i.

Based on that, to locate the fault, a fault location index δk is proposed. This index
is given by the total sum of the differences between the Nfm estimated fault current
values at a given bus k and their average value (each difference is referred as dik), as
shown in (7).

δk =
a,b,c∑
ph

N f m∑
i=1

(∣∣∣ Î phf aultik − Î phf aultk

∣∣∣
)

=
a,b,c∑
ph

N f m∑
i=1

d ph
ik (7)

where Î phf aultik is the fault current calculated for phase ph with measurements from

the feeder meter at bus i using (8), and Î phf aultk is the average of all fault current values
calculated using the voltage measured at each feeder meter for bus k.

To sum up, the proposed method consists of sweeping all the buses of the feeder
or the buses that are candidates of fault location and obtaining δk for each bus.
Then, the bus associated with the minimum δk is selected as the faulted bus. If more
than one bus (region) is pointed out as a faulted bus, automated outage mapping
can be used to solve the problem of multiple estimations. The loads, represented
by constant impedance models, must be included into the bus impedance matrix, as
shunt elements, to improve the method accuracy.

Based on [39, 54] exploit the fact that the voltage sag vector and impedance
matrix produce a current vector with a single nonzero element (that corresponds to
the faulted bus) and the underdetermined nature of the problem (due to the limited
number of smart meters installed at primary feeders) to solve the problem based
on compressive sensing theory. Compressive sensing is an alternative technique to
Shannon/Nyquist sampling for reconstruction of a sparse signal that can be well
recovered by components from a basis matrix. Alternatively, [8] propose including
current measurement and a refinement in the fault location process from [54].
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3.3 Nontechnical Loss Detection and Location

Technical losses are inherent energy losses associated with the energy transmission
and distribution system operation. All other sorts of energy losses in electrical power
systems are classified as commercial losses or, in other words, nontechnical losses
(NTL). NTL may be associated with meter tampering and illegal load connections
(energy theft), equipment malfunctions, wrong meter reading (billing irregularities),
and unpaid bills. For years, NTL has been a relevant cause of revenue loss for
electricity companies worldwide, also increasing electricity costs for consumers and
affecting the quality and security of power supplywhen irregular and unplanned loads
are connected to the grid. Despite being a major problem in developing countries,
NTL is also an issue for the developed ones (mainly related to illegal activities).

The energy balance is a commonmechanism to estimate the level of NTL in distri-
bution systems. By this mechanism, the amount of energy fed into the distribution
system (registered at the distribution substation, for instance), for a given period,
is compared with the billed energy from all consumers supplied by the distribution
system. The global losses (technical and nontechnical losses) are given by the differ-
ence between these two values. To define the contribution ofNTL to the global losses,
a reasonable estimation of technical losses is needed, which can rely on load flow
calculations or typical values assumed for distribution systems. The energy balance
does not locate the consumer with NTL, but it can indicate the feeders with possible
presence of NTL, as well as estimating the magnitude of NTL. This mechanism is
adopted in Brazil to define the level of NTL in distribution systems. To this end,
the technical losses considered at the energy balance are estimated by a load flow
procedure, using information of billed energy and consumer type to model the load
profiles. Part of the NTL is assumed by the consumers via tariff, according to a target
value based on criteria established by the Brazilian Electricity Regulatory Agency,
and the amount that surpasses the target value is assumed by distribution companies.

Traditionally, a more accurate identification of illegal loads was conducted by on-
sitemeter inspections, that can be labour-intensivewhen no information on suspected
consumers is available. In recent years, with the replacement of electromechanical
meters by electronic meters (especially smart meters), several methods have been
proposed aiming to indicate suspicious NTL locations and reduce the number of
candidates for on-site inspections. Distributed and centralised solutions can be used
to this end. The distributed solutions focus on preventing energy meters from fraud.
One approach is the anti-fraud functionalities added to energy meters, which can
notify the distribution companies by sending a signal in case of fraud detection
[32]. The centralised solutions rely on NTL detection and location methodologies
processed at the distribution management systems by using different data sources.
The purpose of this section is to address the potential use of smart meter data in
centralised solutions.

According to [17, 42], the centralised methods can be divided into two main
groups: classification-based methods and system state-based methods, discussed as
follows.
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3.3.1 Classification-Based Methods for NTL Identification

The first group is based on the classification of load profiles gathered from smart
meter data. This sort of methods, also called data-oriented methods, only depend on
consumer related information, such as energy consumption profile and consumer type
(residential, commercial, industrial). Abnormal consumption patterns are detected
and considered to be suspected of NTL by comparing them with examples of
normal and abnormal profiles in the test database or by using anomaly detection
methods. Several techniques are used to classify the consumption profile, such as
neural networks, fuzzy logic, optimum-path forest, and Support Vector Machine
[6, 15]. In general, classification-based methods have a low detection rate and are
more susceptible to false positive cases due to the mistaken association of atyp-
ical consumption behaviours with NTL, especially when examples of normal and
abnormal consumption profiles are scarce or not available [42].

In [27], the authors try to overcome some of the limitations of classification-based
methods. To this end, they firstly proceed with an energy balance that uses smart
meter data to delimit areas with high probability of NTL. The energy consumption
measurements obtained from the distribution transformers are comparedwith the sum
of the consumption recorded by consumer smart meters. Large mismatch between
these two values indicates the possible presence of NTL. Synthetic series are also
used to represent NTL patterns, improving the detection rate of the algorithm.

In [20], measurements of energy consumption and voltage magnitude gathered
from consumer smart meters are used to identify NTL. The method does not require
information of system topology or parameters, but the connection map of consumers
and service transformers is assumed to be known. A linear model relating the energy
consumption with the voltage magnitude measurements is firstly created by using
the training data set. The trained model and the voltage measurements are then used
to estimate the energy consumption of each consumer. Large negative residual of
the estimated to the measured consumption indicates NTL location. In [6], several
features extracted from smart meter data and other databases are used to detect
NTL at consumers with contracted power higher than 50 kW. These features are
based on information of smart meter alarms, energy consumption data and other
electrical magnitudes (such as voltage, active and reactive power), rate of NTL in
the neighbourhood, meter location (inside or outside the consumer premises), etc.
Features from consumers submitted to at least one inspection are used to train a
supervised machine learning algorithm.

3.3.2 State-Based Methods for NTL Identification

The second group of centralised methods (system state-based methods) uses distri-
bution system analysis, such as state estimation and power flow procedures, to detect
and locate NTL. They combine smart meter measurements and information of the
power grid (system topology and parameters). Two examples of such methods are
briefly described in the sequence.
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Fig. 3 Illustration of an
illegal load connection
(NTL) on a consumer unit
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Figure 3 depicts an NTL situation resulted from an illegal load connection on
a consumer unit equipped with smart meter, where a single-phase representation is
used, for simplicity. In this case, the active and reactive power registered by consumer
smart meter (PSM and QSM) differs from the real values (P2 and Q2) observed at the
load bus (bus number 2). On the other hand, the voltage magnitude measurement
(VSM) remains consistent with reality, as it records the voltage drop between bus
1 and bus 2 caused by the total power consumed in bus 2, that is, the regular load
(PSM + jQSM) plus the NTL (PNTL + jQNTL). In summary, by meter bypassing,
the measurements of active and reactive powers (as well as the energy consumption
measurement) can be violated, but the same does not apply to voltage measurements.

The methods proposed in [16, 47] take advantage of this condition to detect and
locate NTL in MV and LV systems. Despite the example of Fig. 3 depicting an
illegal load connection, the methods are applicable to any case in which the meter
logs lower values for the active power than the one truly consumed, including some
specific cases of cyber-attack. Both methods consider the three-phase topology of
distribution systems and are performed offline, without the need of synchronised
smart meters. The measurements used in these methods only need to correspond to
the same time interval. It is assumed that smart meters from all consumers provide
active and reactive power measurements and voltage magnitude measurements per
phase.

In [16], the load buses are modelled as QV buses (instead of PQ buses) on a power
flow procedure (named QV method). This means that the load buses have specified
values of reactive power, Q, and voltage magnitude, V, rather than specified values
of active and reactive powers, P and Q, typically used in power flow procedures. For
each load bus, the active power calculated by the load flow procedure is compared
with the active power registered by the smart meter. If the mismatch between these
twovalues (�P) is higher than a threshold, itmay indicate possibleNTL location. The
threshold value, defined as the Minimum Detectable Power (MDP), is calculated by
(8), corresponding to the active power deviation resulted from the maximum voltage
measurement errors

(
�V SM

max

)
.

MDP =
(
JPV − JP" · J−1

Qθ · JQV

)
· �SM

max (8)

where JPθ, JPV, JQθ, and JQV are submatrices from the Jacobian matrix, repre-
senting the sensitivity of active and reactive power to voltage angle and magnitude,
that is, ∂P/∂θ, ∂P/∂V, ∂Q/∂θ, and ∂Q/∂V, respectively. The vectorMDP is obtained
by applying a Kron reduction and it contains the Minimum Detectable Power for
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each system node. The maximum value among the phases is used as theMDP for a
given load bus. The idea of the defined threshold is to avoid that active power devia-
tions caused by voltage measurement errors (due to meter inaccuracy) are indicated
as NTL (false positives).

As output of this method, the QV buses that violate the MDP are ranked from
the highest to the lowest �P value. The load buses with the highest active power
mismatches are indicated as the most probable NTL locations. Although system
topology and parameters are assumed to be known, errors in line parameters do not
significantly affect the method performance.

In [47], the authors propose a state estimation procedure combined with bad data
analyses dedicated to NTL detection and location. As previous work, smart meters
are assumed to provide measurements of active and reactive powers and voltage
magnitude from all consumer buses (per phase). The NTL is treated as bad data,
that is, a measurement of active power (and reactive power, when NTL has a non-
unity power factor) containing gross error. A particular behaviour of measurement
residuals (defined as the difference between the measured value and the estimated
value of the electric quantity) is observed in the presence of NTL. This particular
behaviour is characterised by positive residuals of active (and eventually reactive)
power measurements and negative residuals of voltage magnitude measurements. It
indicates that the estimated active and reactive powers obtained by state estimation
(PSE and QSE) are higher in magnitude than the measured values (PSM and QSM)
and that the estimated voltage magnitude (VSE) is higher than the measured value
(VSM), as illustrated in Fig. 4. Based on this condition, an index calculated by the
composition of the normalised residuals of the active (or reactive) power and voltage
measurements is used to identify NTL location, described as follows.

The proposed algorithm, illustrated in Fig. 5, initiates with the distribution system
state estimation using the Weighted Least Squares (WLS) formulation, followed by
the inspection of active and reactive power measurement residuals from all consumer
buses. The presence of NTL at the analysed system is confirmed when at least one
normalised residual of active or reactive power measurement (rPN or rQN ) is higher
than a defined threshold, commonly used in bad data analyses. After detecting the

Fig. 4 Measurement
residual behaviour in case of
NTL in a load bus where
smart meters provide active
and reactive power and
voltage magnitude
measurements

VSM

VSE
Voltage measurement 

residual (rV)

PSE, QSE

PSM, QSM
Active or reactive power 

measurement residual (rP , rQ)
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Perform the Distribution System State 
Estimation

Inspect the active and reactive power 
measurement residuals (rP and rQ)

rP
N or rQ

N > threshold

For load buses i with rP
N or rQ

N > threshold,
calculate ψi

Identify load bus i with NTL: 
iNTL max(ψi) 

Correct measurements of Pi or Qi at iNTL by an 
estimate of the gross error

Update the vector of measurement residuals

Whether NTL has been identified, rank the iNTL
buses from the highest to the lowest estimated 

gross errors
End

Yes

No

Fig. 5 Proposed algorithm to detect and locate NTL by using smart meter and data analytics

presence of NTL, the next step is to identify its location. To this end, an index ψi

based on the particular residual behaviour depicted in Fig. 4 is calculated by (9)
and assigned to each consumer bus i whose active or reactive power measurement
residual has violated the threshold in the previous step.

ψi = max
(
r NPi , r

N
Qi

) − r NV i (9)

The highest index value among system buses i indicates NTL location (iNTL).
The use of the proposed index promotes a better selectivity when compared to
other methods based on traditional bad data analyses. An iterative procedure is then
conducted to correct themeasurements of active and reactive powerswith gross errors
(that is, with NTL) and to identify all suspected locations of NTL (in case of multiple
illegal load connections). The algorithm result is a list of suspicious consumers in
a decreasing order, from the most to the least probable NTL location according to
the estimated gross errors. The tests performed on a Brazilian 1682-bus distribution
feeder showed the method can detect and locate NTL as small as 2 kW for LV illegal
loads and 23 kW for MV illegal loads.

The methods presented in [16, 47] can have their sensitivity increased if they
are applied to a period of a day or a month, for instance, instead of a single point.
The power deviation (�P) of [16] can be translated to the energy deviation (�Wh)
for a given period. The algorithm proposed in [47] can also be applied to each time
interval of a given period. The gross errors of active and reactive powermeasurements
estimated for each time interval can be added up to compose the total gross errors
assigned to NTL suspected buses. By using the energy deviation and the aggregated
gross errors, the methods are less affected by meter inaccuracy. It also improves
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the methods’ detection, especially in cases where illegal loads are not permanently
connected to the system.

It is important to note that the presence of distributed generation at the consumer
unit with NTL does not affect the methods’ performance, because the inconsistency
between voltagemagnitude and active and reactive powermeasurements still remains
in this situation, which is the base of both methodologies for NTL identification.

3.4 Voltage Quality Monitoring

Every factor that deviates voltages from an ideal waveform is defined as a
voltage quality problem. Therefore, voltage quality monitoring comprises observing
one or more of the following aspects: voltage unbalance, voltage sag/swell,
under/overvoltage, voltage harmonic distortion. Based on the existence of a wide
spectrum of voltage quality issues, several works present surveys or results from
laboratory tests to better understand the potential and limitations of the use of smart
meters’ capabilities to monitor voltage quality. Table 2, from 2015, presents the
voltage quality monitoring capabilities of the most common smart meters in New
Zealand [7].

In Palacios-Garcia et al. [43], a smartmeterwith the ability of detecting three types
of voltage quality events are tested: long-term deviations (longer than 10 s); short-
term deviations (between 1 and 10 s) and voltage outage. To perform the tests, one

Table 2 Voltage quality monitoring capability of smart meters

Manufacturer A
model 1

Manufacturer A
model 2

Manufacturer B Manufacturer C

Sampling
interval

1 s–1 month 1–60 min 10/15/30/60 min 5/15/30/60 min

Voltage Instant., min.,
max., average

Instant., min.,
max., average

Instantaneous Instantaneous

Phase angle Instant., min.,
max., average

Instant., min.,
max., average

Instantaneous Unknown

Resolution 5 cycles 5 cycles 1 s 32 cycles

Voltage sag
start

0–255% Vn 0–255% Vn 0–300 V 192–288 V

Voltage swell
start

0–255% Vn 0–255% Vn 0–300 V 192–288 V

Hysteresis Yes Yes Unknown No

Voltage THD Yes Yes Pending firmware
update

No

Individual
harmonic
measurement

Yes (up to 50th) No Pending firmware
update (up to 25th)

No
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smart meter was connected to a grid simulator, where short and long-term deviations
were generated to test the detection features. When a long-term voltage deviation is
detected, three values are recorded: maximum, minimum, and average voltage for
the period. In the case of short-term deviations, the start and end points are also
recorded. Nevertheless, if the event is shorter than two seconds, only the extreme
value is registered.

In [46], an event-driven state estimation is proposed tomonitor the level of voltage
magnitude and unbalance in distribution systems. According to this approach, the
communication of smart meter data from consumer i is triggered whether at least
one of the following two conditions is characterised: (a) the variation between two
subsequent measurements of active or reactive power (�Pi or �Qi) is higher than
the thresholds values (�Plim or �Qlim), or (b) the accumulated variation between
subsequent measurements of active or reactive power (

∑
�Pi or

∑
�Qi) is higher

than the threshold values (�Plim or �Qlim). When such an event is identified by
the smart meter, the following data are communicated to the DSO: instantaneous
measurements of active and reactive powers and voltage magnitude (assuming that
measurements are aggregated every elementary interval of 1 s). These communicated
data are used as input of the DSSE algorithm, which is performed whenever an event
occurs, updating the estimated state of the system.

The event-drivenDSSE can also be used to detect voltage sags caused by large and
fast load variations, that is, high values of�Pi and�Qi (e.g. motor starting), besides
identifying its cause. The voltage sag source detection is conducted by identifying
the smart meter that sent information when the voltage sag has started.

Among the benefits of voltage quality monitoring one can highlight more accurate
knowledge of voltage outage events and causes, aswell as of the regionsmore affected
by voltage quality problems. Moreover, in Watson et al. [57], voltage harmonic
distortion is used to determine distribution system topology. Voltage quality prob-
lems directly affect electronic loads and motor torque and, consequently, can cause
financial losses related to process trips or damage. Certainly, voltage outages and
deviations are among the top reasons of consumers´ complaints to the DSO.

The following items are the most common causes of voltage quality problems:

• Arc furnaces, frequent start/stop of electric motors (for instance elevators),
oscillating loads

• Permanent and temporary faults and operation of protection devices
• Unbalanced distribution of the loads over the three-phase system
• Lightning, switching of lines or power factor correction capacitors, disconnection

of heavy loads

By identifying the causes, the DSO engineers can act preventing:

• Voltage unbalance by correcting the distribution of single and two-phase loads
over the three-phase system

• Neutral overload in 3-phase systems, overheating of all cables and equip-
ment, loss of efficiency in electric machines, electromagnetic interference with
communication systems by mitigating harmonics
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• Damage of electronic components and insulationmaterials, data processing errors
or data loss, electromagnetic interference by alleviating the impacts of: lightning,
switching of lines or power factor correction capacitors, disconnection of heavy
loads

• Malfunction of information technology equipment, namelymicroprocessor-based
control systems (PCs, PLCs, ASDs, etc.) that may lead to a process interrup-
tion, tripping of contactors and electromechanical relays, loss of information and
malfunction of data processing equipment, disconnection and loss of efficiency
in electric rotating machines by avoiding voltage sags or short interruptions with
DSO side or consumer side solutions

Despite all the benefits voltage quality monitoring can provide to the improve-
ment of distribution companies’ services, data volume is a concern. The challenges
are related with communication, storage and processing big data volumes. Hall-
iday and Urquhart [22] affirm that a smart meter that transmits 10-min data of
voltage magnitude, voltage unbalance or positive and negative sequence voltages,
total harmonic distortion, sag/swell, and outage event data captures approximately 5
megabytes/year. ADSOwith 1,000,000 consumerswith smartmeters could therefore
expect 5 terabytes of data/year. In 2008, data transfer costs/meter was estimated to
be $60/year, representing a total of $60M/year for a DSOwith 1,000,000 consumers
with smart meters.

3.5 Automated Determination of Topology and Line
Parameters

Management of an updated and correct database for distribution companies is not
only an important but also a particularly difficult task. As a DSO database contains
all assets from the company, its applicability ranges from financial to operation and
planning activities. Adjustment of tariffs at the end of a regulatory period, energy loss
compensation, expansion of the system, fault location, and power quality studies are
examples of activities that rely on database information. However, most operators
report that their data are scarce, patchy, or not even digitised [41]. This implicates
that errors are practically inherent in such databases.

A significant part of the database errors is originated because data are included
and updated manually. It means that for any line or transformer added to the system
or any switch that has changed its status, a DSO worker must update or include new
information in one or more databases. Because of that, it is common that different
sectors on the same DSO have inconsistencies among their databases. Table 3 exem-
plifies common errors related to manual data entry [12], classified by topological
and line parameters errors.

In order to mitigate the occurrence of such errors, automated algorithms based on
data analytics have the potential to validate, complete, and correct inconsistencies
on DSO databases. In the past, these methods had limited application on distribution
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Table 3 Most common topological and line parameters errors in distribution systems

Topological errors

Error Example

Data have wrong or unknown information No information of transformers, lines, switches
parameters. An integer variable has a string value
associated

Branch elements (lines, transformers, etc.)
have fewer than two buses information

Buses To or From have wrong or unknown
information

Elements are isolated, missing or wrongly
connected

Isolated or missing lines, transformers, switches,
loads. Loads connected to wrong low voltage
system

Phase connectivity is wrong or unknown Downstream line bus has three phases (a, b, and
c) whereas upstream line bus has only two phases
(b and c)

Elements have unexpected endpoints Lines in low voltage systems without
downstream connectivity (other lines or loads)

Line parameters errors

Errors Example

Lines have incorrect or unknown length Service cables longer than expected (typically up
to 30 m)

Spatial position of wires is wrong or
unknown

Wires position do not match with mechanical
structures used

Lines have wrong wire specifications Incorrect material or diameter

systems because of the lack of sufficient data to provide reliable solutions. Nowa-
days, the high deployment of smart meters on consumers with capacity of acquiring
measurements are the missing elements to allow the implementation of accurate and
reliable data analytics solutions.

Among data analytics approaches, multiple linear regression has been investi-
gated in the recent literature for identification and correction of topological and line
parameter errors [11, 31, 38, 44, 52, 57]. The greatest attraction of this strategy is the
fact that it presents a simple formulation, based on electric circuit theory. Methods
that utilise common knowledge of electrical engineering tend to be well accepted
in the industry sector. Another positive characteristic corresponds that the multiple
linear regression can be applied in multi-phase and multi-wire systems [11]. This
means that this strategy is precise even for systems with distinct topologies, such as
North American, European, or South American systems. Finally, in a quantitative
perspective, these methods have been reported with roughly 90% of accuracy for
topology estimation and 80% of zero error impedance estimation [11].
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3.5.1 Formulation of a Multiple Linear Regression Applied
to Distribution Systems

A multiple linear regression is formulated based on the highlighted lines shown in
Fig. 6.

Consider that the highlighted lines are three-phase four-wire. The measurements
acquired in the consumers’ smart meters are phase-neutral voltage magnitude, active
and reactive powers per phase. The number of samples for these measurements is
defined as η. The voltage drop from bus 1 or bus 2 to their upstream bus is calculated
as shown in (10).

V̂AN − V̂an = (Zaa − Zan) Îa + (Zab − Zbn) Îb

+ (Zac − Zcn) Îc + (Znn − Zan) În, (10)

Note that the voltage drop in (10) corresponds to phase a. It can be analogously
obtained for phases b and c. The terms in (10) can also be applied to other topology
configurations by simply removing the current term that is not presented in the lines.

As the earth current and angular differences among buses in distribution systems
are small [24], the combination of (10) for lines 1 and 2 results in (11) [11]. The terms
IR and IX represent the real and imaginary components of the calculated currents.

Van1 − Van2︸ ︷︷ ︸
ηx1

=
[
1 −ITR1 ITX1 ITR2 −ITX2

]
︸ ︷︷ ︸

ηx13

13x1︷ ︸︸ ︷⎡
⎢⎢⎢⎢⎢⎣

β0

RT
1

XT
1

RT
2

XT
2

⎤
⎥⎥⎥⎥⎥⎦

→

Y = Uβ + ε (11)

The least-squaremodel is applied to solve (11), so that the estimated parameters of
the lines can be obtained. These parameters refer to the positive sequence resistance

Fig. 6 Illustration of a
distribution system, where
part of a low voltage system
(two consumers with smart
meters and service cables)
are highlighted for the
formulation of the multiple
linear regression
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and reactance and an estimated neutral resistance for lines 1 and 2. They can be
compared to the existing values for these elements in the DSO database. They can
also be used to fill in missing data or obtain the correct type of each wire from these
lines.

As shown before, the validation of the line parameters is done by analysing
the estimated parameters from the multiple regression. For the topology check, the
coefficient of determination is applied as shown in (12).

R2 = 1 − SSE/SST O (12)

where:

SSE = Y TY − βTUTY

SST O = Y TY − 1

η
Y T [1]︸︷︷︸

ηxη

Y (13)

The coefficient of determination assesses the proportion of the variance that is
explained by the multiple regression model. This parameter varies from zero to
one, that is, from total unfitted to total fitted. A value close to zero means that the
connection between lines 1 and 2 probably does not exist. In contrast, a value close
to one means that such a connection probably exists.

3.5.2 Automated Validation Process

The validation of line parameters and line connection is achieved by using (11)
and (12), respectively. The data included on the multiple linear regression model is
provided by existing smart meters.

After checking the line parameters and topology, the voltage of the upstream bus
(Fig. 6) can be approximately calculated by (10). Additionally, the aggregation of
the calculated currents from both meters results in the approximate currents from the
upstream bus. By obtaining these virtual measurements of voltages and currents for
the upstream bus in Fig. 6, the downstream circuit can be replaced for an equivalent
virtual meter.

Based on that, the automated validation of line parameters and topology for distri-
bution systems starts from the consumers’ smart meters towards the substation. This
process consists ideally of combining all real and virtual meters until only one virtual
meter has been left (on the substation location). In this case, all line parameters and
the system topology are validated. However, in practical systems, one limitation that
this method may face is the incompatibility of phases from two connected lines (e.g.,
line 1 has only phase b and line 2 has only phases a and c).

Figure 7 illustrates the general idea of the automated process for validation of line
parameters and system topology. The distribution system diagram is reorganised by
layers, which are referenced by branch elements (lines, transformers, etc.). Note that,
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Fig. 7 Illustration of the
automated process for line
parameters and topology
validation using real and
virtual meters

in the first layer, there is a combination of two real meters, resulting in a virtual meter
(SMV1). Then, SMV1 is combined with a real meter (SMR3), resulting in another
virtual meter (SMV2). Finally, the last virtual meter is obtained from two virtual
meters (SMV2 and SMV3). At this point, all line parameters and the system topology
have been checked, corrected or completed.

Mostmethods applyingmultiple linear regression in the literature deal with offline
correction and validation of databases. This means that the automated process to
correct or validate a database is executed by, for example, the end of a day or a week.
The online application of this approach is still a challenge to be implemented. A
challenge faced in real-time applications is that multiple linear regression requires
an overcompensated set of samples to retrieve a result. Depending on the sample rate
of smart meters, the sampling period is impractical for applications. For example,
two three-phase four-wire lines have 13 variables to be estimated in the multiple
linear regression model. If the meter sample rate is one hour, it takes at least 14 h to
obtain a solution by using this approach. This period may be too long for switches
monitoring or fault location.

3.6 Load Modelling

Load modelling still represents source of inaccuracy to power system analyses that
are crucial to DSO operation and planning tasks. Unlike the models of generators
and other distribution system elements, load models are complex and have not been
well-established [2]. The measurements acquired from smart meters help to better
represent active and reactive power demands of loads. However, these measurements
cannot reproduce precisely the voltage dependency of loads, so that load modelling
is still incomplete in a power system analysis tool. In this context, methods that better
describe the load behaviour are still desired by the industry.

There are basically two classifications for the approaches that cover load
modelling: component-based [9, 23, 33] and measurement-based methods
[18, 28, 30].

Component-based approaches create templates for loads according to their charac-
teristics, e.g., type of consumer (residential, commercial, or industrial), consumption,
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total demand, etc. Based on statistical information, typical appliances and equipment
are assigned to certain consumer units. After defining the template of a load, patterns
for individual appliances and equipment are obtained in laboratory tests (e.g., [4])
or in existing databases. The aggregation of each component provides a reason-
able model for loads in power system analysis tools. The major challenge in these
approaches is to determine the component set that better describes each load.

Measurement-based approaches rely on data acquired on meters to define the
most suitable model for loads. Power quality meters, phasor measurement units,
and consumers’ smart meters can be utilised for these methods. It means that they
may employ waveform, phasor [21], or magnitude [18] measurements. Particularly
consumers’ smart meters are an attractive option for DSO because these devices
have been widely deployed to replace electromechanical meters. For instance, one
measurement-based method is described below.

This measurement-based method focuses on the determination of voltage depen-
dency model for loads. This approach is applied for static load modelling, which is
suitable for steady-state studies (e.g., load flow). The measurements utilised are
voltage magnitude, active and reactive powers, so that they can be acquired in
consumers’ smart meters.

The voltage dependency of active and reactive powers on its exponential form is
formulated as shown in (14),

P = P0

(
V

V0

)np

, Q = Q0

(
V

V0

)nq

(14)

where V0, P0, and Q0, are the nominal values for voltage magnitude, active and
reactive powers and V , P , and Q, are real-time values for voltage magnitude, active
and reactive powers for a load.

The exponent terms np and nq define the voltage dependency for active and
reactive powers, respectively, and are generally unknown. The idea of the proposed
approach is to estimate such parameters by sampling the variation of voltage magni-
tude, active and reactive powers from consumers’ smart meters. The estimated
exponents are obtained after rearranging (14), as shown in (15),

np = log10(Pt+1/Pt )

log10(Vt+1/Vt )
, nq = log10(Qt+1/Qt )

log10(Vt+1/Vt )
(15)

where t represents the measurement instant.
Note, in (15), that the exponent terms are determined by variations over time

on powers and voltage measurements. In this case, the challenge is to define the
characteristic variations that can estimate the exponent terms. Based on that, the
following rules are applied [18]:

• Voltage magnitude, active power and reactive power per phase are measured and
stored in a circular memory (buffer) with 5-s capacity

• If a voltage variation higher than 0.5% is detected, the following test is executed:
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Fig. 8 Illustration of one case that is accepted (event 1) and another case that is rejected (event 2)
by the imposed rules

• If voltage increased (decreased) and active and reactive powers decreased
(increased), discard this event because the change may have been caused by load
variation

• If other voltage or power variations are observed after the first event, discard this
event because other perturbations may be evolving, which are not related to the
condition the method aims to detect

• If voltage increased (decreased) and active and reactive powers increased
(decreased), determine Pt+1, Pt , Qt+1, Qt , Vt+1, Vt . These measurements are
averaged values for 0.5 s before the event detection (t) and 0.5 s after the event
detection (t + 1). Then, calculate the load exponents np and nq by using (15)

Figure 8 illustrates two events in order to clarify the application of the proposed
rules. For a given voltage rising step, active and reactive powers from event 1 also
increased without having fluctuations before or after the event. This means that this
event satisfies the above-mentioned conditions and can be used in the estimation
of the exponents. Then, active and reactive powers are acquired and np and nq
are calculated. On the other hand, considering event 2, active and reactive powers
decrease resulting in a voltage increase. Additionally, there are power fluctuations
after the event. Any of these conditions is sufficient for this event to be ruled out.

The process of calculating np and nq is repeated for each accepted event. The
higher the number of accepted events, the more precise the estimated parameters.
This means that the selected thresholds detect a voltage variation and determine the
periods before and after playing a key role on the sampling size, and, consequently,
on the precision of the method.
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4 Conclusions

In this chapter, the evolution of energy meters was firstly introduced, depicting the
status of smart meters with their main functionalities. Then, potential DSO-side
applications of smart meter data were presented, helping to identify the benefits
enabled by the large-scale deployment of such devices and the associated AMI.
These new applications can maximise the utilisation of AMI capabilities, assisting
distribution companies that have already implemented this advanced infrastructure
or the ones that are considering implementing it. The former may mitigate the risk of
having their investment recovery rejected by regulators or other authorities. The latter
can better justify the implementation of AMI to their shareholders. These scenarios
are possible because companies are projecting the AMI potentiality to improve the
operation and planning of distribution systems, as well as to provide new consumer
solutions.

As previously discussed, direct applications can be implemented by using the data
from smart meters, such as those pieces dedicated to fault location, NTL detection
and location, and voltage quality monitoring. In addition, multiple auxiliary applica-
tions are enabled: DSSE, automated determination of system topology and parame-
ters, and load modelling. The auxiliary applications assist in different operation and
planning tasks, providing information to be used by direct functions. For instance,
NTL identification and fault location methods typically depend on the knowledge of
distribution system characteristics, and benefit from a more accurate determination
of system topology and parameters. The DSSE can be used as a supervisory tool
to monitor the voltage quality in distribution systems and to identify NTL. Accu-
rate representations of consumer loads, allowed by more suitable load modelling
methods, are important inputs of the load flow calculations and DSSE procedures
(to be used as pseudo measurements).

A particular set of measurements gathered from smart meters, composed of active
and reactive powers and voltage magnitude data, reveals relevant information on
consumers and distribution system characteristics. Some of the discussed methods
rely on this set of measurements to detect and locate NTL, build load models, and
define the system topology and parameters. Despite the fact that acquiring real-time
(or near real-time) data from all consumer smart meters is still an issue, mainly
due to communication constraints, it does not inhibit the application of most of the
discussed methods.

Overall, using smart meter data to support distribution system operation and plan-
ning tasks integrated to the ADMS functions add value to smart meters, helping to
justify the investments associated with AMI implementation.
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Communication in Active Distribution
Networks

Manel Velasco, Pau Martí, Ramón Guzman, Jaume Miret,
and Miguel Castilla

Abstract The use of a multi-purpose shared digital communication network to
connect spatially distributed power electronic inverters provides additional capa-
bilities for small-scale power systems to achieve higher functionality and efficiency
for power management and quality. However, the use of a shared network intro-
duces also uncertainty due to unexpected timeliness and failures that may nega-
tively impact in the power system operation and reliability. This chapter takes an
experimental point of view to analyze the operation and reliability of an islanded
inverted-based low-scale laboratory micro grid (MG). The considered scenario is
a set of inverters driven by digital processors that exchange control data over a
shared digital communication network that inherently introduces messages delays
and dropouts, and that it is subject to failures such as loss of communications. By
means of communication-based distributed control, inverters goal is to ensure active
power sharing and frequency regulation.

1 Introduction

The replacement of fossil fuels by various sources of renewable energy requires
strategies to facilitate their integration into the energy system. One potential solution
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are microgrids (MGs) [1], which are expected to constitute a scalable power system
with a high service standard by adequately combining advanced power electronics,
information and communication technologies, and new control and management
strategies [2]. In essence a MG consists of a combination of diverse distributed
generation (DG) units (interfaced by power inverters), loads and storage systems
managed by fast acting power electronics. A MG is connected to the distribution
network through a single point of common coupling.

DG units can be highly heterogeneous, and can generate variable frequency AC
power, e.g. wind turbines, or DC power, e.g. solar panels. The heterogeneity of gener-
ated power is interfaced with the synchronous ACMG via power electronic inverters
(DC/AC or AC/AC converters). Inverters can be classified as currentsource inverters
(CSIs) or voltage-source inverters (VSIs). CSIs must be continuously synchronized
with the grid via phase-locked loops and their main goal is to inject current to the grid
(according to the specified reference power). VSIs do not need any external reference
to stay synchronized with the grid and they can be used to guarantee energy quality
in islanded operation [3].

Microgrids have several specific features that make them differ from conventional
power systems [4]. First, they must be able to operate despite intermittent behavior
at the DG output and changes in loads. Second, they should offer a plug-and-play
and scalability functionality in order to connect/disconnect the diverse units without
reprogramming the control andmanagement system.And third,when themain power
grid is not available, they should operate independently, in islanded mode. The orig-
inal definition ofMG focuses on its islanding capability to protect itself from outages
and interruptions, however, the concept and practice have evolved with an increased
emphasis on generation and load management. The advanced microgrid is able to
actively balance generation with demand, economically schedule and dispatch its
generation resources, and attain high reliability and resiliency.

The MG islanded operational mode is significantly more challenging than the
grid connected mode because the dynamics of the MG are no longer dominated by
the main grid [5]. Islanded mode requires the implementation of accurate control
mechanisms to achieve and maintain the demand–supply equilibrium, where MG
DG units play a key role [6].

1.1 MG Scenario and Control Objectives

The presented analysis places the attention to theMG islanded operationmodewhere
heterogeneous and physically distributed VSIs take coordinated actions following
communication-based distributed control principles to ensure synchronization,
voltage regulation, power balance and load sharing [7, 8].

Figure 1 illustrates a generic scheme of a MG with all the key elements that are
covered in the analysis. The AC MG operates in islanded mode, and comprises two
sets of elements. The first set is related to power generation and supply, loads, and
transmission lines (solid lines). From left to right, battery, wind turbine, solar panel,



Communication in Active Distribution Networks 321

Fig. 1 Scheme of the inverter-based islanded microgrid

synchronous generator, all interfaced through power inverters, can be identified. The
second set is related to computation technology and digital communication network
(dashed lines), where microprocessors that execute distributed control algorithms
and exchange control data can be recognized.

Within the wide number of control objectives being addressed within a MG, the
focus is placed on active power sharing and frequency regulation. Hence, the control
objectives of the inverters are formulated in steady-state as follows:

• To provide accurate power sharing,1 as in

Pi,ss = PT
∑n

j = 1

(
mi
m j

) , (1)

where Pi,ss is the power supplied by each inverter in steady-state, PT is the
total power, and mi and m j are two parameters related to the rated power of the
inverters. The total power includes the load power and the transmission losses.

• To regulate the frequency of the MG in steady-state ωss to its nominal value ω0,
which can be expressed as

ωss = ω0. (2)

The achievement of these control objectives, that are often addressed using a
hierarchical control scheme [9], increasingly relies on a shared digital communi-
cation architecture that supports the MG operation [6]. Therefore, data exchange
between inverters plays a key role, and the impact that communications have in
control performance must be analyzed due to the inherent uncertainty brought by
the communication network. In addition, the communication uncertainty may also

1 The power provided by the inverter must be proportional to its power rating while guaranteeing
the supply of the load.
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impact on the perception that inverters have of the structure of the electrical network,
which may not correspond to its real structure.

The high-level interdependency between the electrical network and the communi-
cation technology that makes the problems of reliability and operationmore complex
than in the traditional grid, has been identified in the literature. See [10] for a key
contribution on interdependencies between infrastructures, and [11] for a recent
review. Unexpected operational timeliness or failures in the communication infras-
tructure negatively impact power systems [12]. The particular distributed control
policy that apply as well as the type of communication scenarios that may occur
determine the degrees of interdependency between the electrical and communica-
tion networks. And they will lead to different levels of degradation of power quality
but hopefully without causing loss of power supply nor serious damage to hardware
assets [13, 14].

1.2 Communication Uncertainties

The analysis presented in this chapter covers two aspects of distributed power
management applications whose operation relies on using a shared digital communi-
cation network. The first aspect is communication timeliness and the second one
applies to reliability. Timeliness refers to the inherent but probably unexpected
timing properties that affect the logical operation of distributed action, which are
caused by message delays and dropouts. They inevitably occur and they will impact
control performance when placing a network within control loops. Reliability refers
to unexpected failures that lead to a loss of communications in distributed control
applications. And the loss of communications implies a temporary interruption of the
distributed exchange of control data between specific VSI and may also impair the
distributed notification of anomalies affecting the electrical network such as damage
in power transmission lines.

This chapter is organized as follows. Section 2 describes the laboratoryMGwhere
all the experiments are performed. Section 3 explains the particular aspects of the
communication network that are accounted for in the experiments. Section 4 presents
the control policies for power sharing and frequency regulation that are considered
and Sect. 5 provides a sketch of the modeling and analysis approach that gathers
together power flowprincipleswith graph theory. Section 6 describes the experiments
and Sect. 7 concludes the chapter.

2 Laboratory MG

The MG equipment used in the experiments is located in the laboratory of the Power
and Control Electronics Systems Research Group (SEPIC) at the School of Engi-
neering (EPSEVG) of the Technical University of Catalonia (UPC), in Vilanova i la
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Geltrú, whose extended description can be found in [15]. It is worth mentioning that
the growing interest in MG research has led to several publications describing MG
laboratory setups for research and educational purposes such as [16–18].

The experimental setup is a three-phase small-scale laboratory microgrid,
schematically illustrated in Fig. 2. The values of the components are listed in Table
1. The system is composed of four generation nodes G1,2,3,4 in which the power
generation of distributed energy sources is emulated. Each generation node consists

Fig. 2 Microgrid scheme

Table 1 Nominal values of
the laboratory MG
components

Symbol Description Nominal value

v Grid voltage (rms line-to-line)
√
3 110 V

ω0 Grid frequency at no load 2π60 rad/s

Z1 Line impedance 1 0.75�@90°

Z2 Line impedance 2 0.30�@90°

Z3 Line impedance 3 0.30�@90°

T1 Transformer impedance 0.62 �@37.01°

T2 Transformer impedance 0.62�@37.01°

T3 Transformer impedance 1.31�@9.87°

T4 Transformer impedance 1.31�@9.87°

Zv Virtual impedance 3.76�@90°

PG Nominal global load power 1.5 kW

ZG Global load impedance 22�@0°

PL1,L2,L3 Nominal local load power 0.5 kW

ZL1,L2,L3 Local load impedances 88�@0°



324 M. Velasco et al.

of a 2 kVA three-phase full-bridge IGBT power inverter MTLCBI0060F12IXHF
from GUASCH and a damped LCL output filter. For the energy supply an AMREL
SPS-800-12 DC power source is used. The tested controller strategy (enabled with
virtual impedance Zν) of each inverter is implemented on a dual-core Texas Instru-
ments Concerto board. It consists in a C28 floating point digital signal processor
(DSP) that implements the control algorithms, and an ARM M3 processor that is
used for communication purposes, both using a hardware clock that has a drift rate
upper bounded by 1.00002 [19], that is, each inverter clock accuracy error is lower
than ±20 parts per million (ppm). The MG uses the User Datagram Protocol over a
switched Ethernet to allow communication among the four inverters. In the diagram,
the circle with small arrows at the bottom represent the Ethernet switch that has a
point-to-point ethernet cable to each generator (M3 processor). Timelines properties
are inherent to the use of the Ethernet network but they are also sometimes explicitly
magnified whenever required to provide a better view of the impact that they have in
application performance. The baseline transmission rate is set to 0.1 s. Three-phase
inductances in series with resistors are implemented to emulate the wires of the
distributed lines, termed as Z1,2,3. The diagram also includes isolation transformers
T1,2,3,4 connected at the output of each inverter. The MG feeds a global load with
impedance ZG and three local loads with impedance ZL1, ZL2 and ZL3. Resistive
heaters are used as loads, connected in wye configuration with a floating neutral
node. The scheme in Fig. 2 also includes two interruptors a and b in the form of elec-
tronic relays governed by a digital board. Interruptors a and c are used to connect
or disconnect the local loads ZL1 or ZL3 respectively, while b allows the electrical
partitioning of the MG. They are used for forcing unexpected failures in transmis-
sion lines. Communication failures are performed at the Ethernet switch level by
disabling specific communication ports.

The main components of the laboratory MG are given by the pictures shown in
Fig. 3. The MG is organized in four shelfs, see the left picture, each one containing
an inverter and both control and sensing boards, detailed in the right picture.

Figure 4 provides a complementary view of the laboratory MG stressing the
communication and electrical network, organized into two levels. It will be used
for the analysis of different operational scenarios regarding MG performance. In
particular it shows the MG in terms of connectivity where nodes labeled by 1, 2, 3
and 4 correspond the four VSI and vertex reflect connectivity between nodes. The top
graph corresponds to the electrical connectivity between the four generators. In this
case the existence of a vertex between two nodes indicates that there is, physically, a
transmission path between the two VSI and therefore that they can exchange power
flows. The bottom graph corresponds to the communication connectivity involving
also the four generators. The existence of a vertex between two nodes indicates
that, from a logical operation, these two VSIs can exchange control data. Therefore,
the interpretation of vertex in each graph is a little bit different. By comparing the
laboratory MG scheme given in Fig. 2 with the nodes connectivity shown in Fig. 4
it can be concluded that the electrical connectivity corresponds to the case when all
interruptors are closed,while the communication connectivity corresponds to a traffic
scheme where all nodes can exchange data with the rest of the nodes (following an
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Fig. 3 Laboratory MG: 4-VSI structure (left), and detail of VSI and control and communications
hardware (right)

Fig. 4 Characterization of theMG in terms of electrical (top) and communication (bottom) connec-
tivity, illustrated by means of two layers, where nodes represent generators in both layers, and lines
between pairs of generators in both graphs represent the existence of connectivity

all-to-all communication scheme). This type of figures will be used for illustrating
different type of communication failures that will impair the exchange of control data
between VSIs (and illustrated in the communication connectivity) or will impair the
exchange of supervisory data between VSI upon detection of damage in power links
(and illustrated in the electrical connectivity).
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3 Communication Timeliness and Reliability

From a platform point of view, MGs are distributed systems consisting of a collec-
tion of physically dispersed computation devices, communicating with each other to
accomplish collective goals. TheMGdistributed control necessitates the communica-
tion of sensor information towards a controller and of information about the control
input from the controller towards the actuators, architecture known as networked
control system (NCS) [20]. The implementation of this communication can be done
using the large variety of digital networks that are becoming available everywhere
and can be used for the implementation of feedback loops without additional instal-
lation cost. Some properties of digital communication networks (such as being
open and inhomogeneous with changing topology and nodes, and behaving non-
deterministically in dependence upon the number of nodes, the used links and the
traffic) influence the overall MG behavior.

In general, communication-based policies for frequency regulation and active
power sharing were designed considering ideal conditions. That is to say, the theo-
retical logics of these control approaches are supposed to be not affected by the way
in which the platform comprising communication devices, communication network
and power grid works. In a realistic world, ideal conditions no longer hold and
many sources of unpredictability arise due to imperfections in the communication
and transmission networks. As previously stressed, the current analysis covers two
aspects.

The first one refers to timelines and in particular focuses on time delays and
dropouts. Varying transmission delays arise because sampling and transmitting data,
and executing the control algorithm take a certain (nonzero) amount of time. Besides
the fact that these operations cannot be performed infinitely fast, the network and
the computation resources can also be partially occupied by other tasks and the data
can be routed differently at every transmission. This introduces nonzero and time-
varying transmission delays. Message dropouts occur because transmissions may
fail, due to collisions of messages with others or because the data get corrupted in
the physical layer of the network, causing a message to never arrive or to become
unreadable. Although a large body of control theory of NCS is available that take
into account communication constraints with respect to timing, information loss,
variable communication topology, etc. (see e.g. [21, 22]), this research is not fully
reflected in the power systems theory in practice. In most of the literature relating
to power systems, it is assumed that the transmission of signals to and from the
central control unit or between inverters occur over an ideal, lossless and delay-free
communication network. However, this tendency is starting to change, and several
results do put emphasis on the networking system in terms of communications infras-
tructure [23, 24], in terms of communication technologies [25], and in terms of the
impact that communications have in distributed power applications [26, 27]. The
analysis presented next unifies and complements previous works. An effort is made
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for explaining, from a qualitative point of view, the effect that unexpected timeli-
ness have in the behavior and performance of active power sharing and frequency
restoration control policies.

The second aspect being considered refers to reliability and covers the problem
of loss of communications. On the one hand, the loss of communications implies a
temporary interruption of the distributed exchange of control data between specific
VSI. This is typically caused by a failure in a communication link. On the other hand,
the loss of communications may also impair the distributed notification of anomalies
affecting the electrical network such as damage in power transmission lines. Both
problems of loss of communications can be also due to physical faults or cyberattacks,
and they can be tightly related. For example, communication failures can be caused
by sophisticate attacks on exchanged data leading to immediate physicalmisbehavior
of power systems [28]. These attacks can be, for example, in measurements to disrupt
awareness of the situation, or in control signals for components of the power grid,
including generation units and loads. But communication failures can also be caused
by vegetation and extreme climate conditions that also causes physical faults in terms
of electrical failures. The most severe are power outages because they disrupt the
electricity supply for an extended time resulting in the loss of critical services (e.g.
[29, 30]) such as communications. Power blackouts may be triggered by a single
power line failure that triggers consequent failures along the grid. Power lines carry
electric flows, which cannot be freely determined but follow the laws of physics.
Once a power line fails, the energy flowing over the remaining lines is automatically
redistributed, and these changes can cause one or more operating lines to exceed
their capacity. Power lines can carry excessive flows for some period of time before
they are heated up to a certain level and become inoperable. Cascading failures can
be initiated once one or more power lines fail. Hence, fast and accurate detection and
localization of power line outages are among the most important monitoring tasks
in power grids [31]. The goal of reliable distributed control approaches of MGs is to
ride-through electrical and communication failures providing graceful degradation
of power quality.

Looking at the reliability aspect, and in order to limit and give structure to the
generic problem of loss of communications, the analysis will cover failures that can
be understood as damage in power links (physically) and unavailability of commu-
nication links (logically). Moreover, these two type of failures are supposed to occur
in such a way that the MG is partitioned, electrically and also from a communi-
cations point of view. Hence, the lack of reliability will lead to disconnected elec-
trical/communication partitions, that co-exist within the MG. Hence, an electrical
partition generates isolated sub-MGs that are controlled by a single (and distributed)
control algorithm. A communication partition results in several (and distributed)
control algorithms working in parallel on the same physical MG. Figure 5 illustrates
for example the case that an electrical failure occur (by opening the b interruptor)
which leads to physical partition of the electrical network and power flows can only
be exchange among nodes 1 and 2 or among nodes 3 and 4. In addition, it also illus-
trates a communication failure that leads to two communication islands, one where
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Fig. 5 Partitions:
communication and
electrical failures that lead to
partitions where two sets of
nodes become isolated each
other (electrically and in
terms of communications)

nodes 1 and 3 can exchange control data and the other where only nodes 2 and 4 can
exchange control data.

4 Active Power Sharing and Frequency Regulation

IslandedMGs shouldmeet certain required reliability and adequacy standards, which
demand all controllable units to be actively involved in maintaining the system
voltage and frequency within acceptable ranges. However, due to the low system
inertia and fast changes in both the output of distributed power sources and loads,
the MG frequency can experience large excursions and thus easily deviates from
nominal operating conditions [32], even when there are sufficient frequency control
reserves. Hence, it is challenging to control the frequency around the nominal oper-
ating point [33]. Control strategies ranging from centralized to completely decen-
tralized have been proposed to address these challenges [34], and some of them have
subsequently been aggregated into a hierarchical control architecture. This control
hierarchy consists of three levels, namely primary, secondary and tertiary control.

The primary control is the first level in the control hierarchy and it is used to inter-
connect VSIs working autonomously in parallel for regulation of voltage frequency
and amplitude. Its main goal is to compute the set-point frequency ω∗

i (t) and ampli-
tude V ∗

i (t) for each inverter current and voltage internal control loops. For power
sharing, a common control approach is to apply the droop method [35], which is
based on the principle that the inverter frequency and amplitude can be used to
control active and reactive power flows for load sharing in MG islanded operation.
This controller depends only on local sensed variables and it is based on dropping2

the output-voltage frequency and amplitude regarding the active and reactive power
supplied by the source, respectively. This causes the divergence of frequency and
amplitude with respect to their nominal values. Its basic formulation is given by

ω∗
i (t) = ω0i − mp pi(t), (3)

2 Dropping the output voltage emulates a conventional synchronous generator.
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ν∗
i (t) = ν0i − nqqi(t), (4)

where ω0i and ν0i are the inverter nominal voltage frequency and amplitude,
pi(t) and qi(t) are the inverter output active and reactive power, mp and nq are
the proportional control gains. Equation (3) is called frequency droop control and
Eq. (4) is called voltage droop control. In the standard definition of droop, control
actions are done relative to desired set-points for active and reactive power, p0i andq0i
respectively [35], which are determined by long-term objectives, e.g. tertiary control.
In (3) and (4) these power set-points have been omitted but their inclusion would
not alter the presented results. In addition, the measured rather than the normalized
values for active and reactive power are used because working with dimensionless
values could hide the real impact of the non ideal conditions affecting the supporting
platform. Hence, without loosing generality, all inverters are assumed to have the
same nominal power.

Both droop Eqs. (3) and (4) introduce deviations in the frequency and ampli-
tude to be corrected by the secondary control [36]. Since the chapter investigation
restricts the focus on frequency regulation and active power sharing, the considered
droop method is the frequency droop control (3), that may be complemented with a
corrective term for frequency restoration, thus leading to different secondary control
policies. The standard voltage droop control (4) will not be further complemented
nor discussed because it targets reactive power control which is another subject of
research by itself. However Eq. (4) is implemented in all the experiments to have
reactive powers and voltages within given ranges. By considering this policy in all
the scenarios, a common comparison framework is stablished for performance eval-
uation. In addition, to solve the negative performance effect on droop-based control
caused by interconnecting mainly resistive line impedances [37], a popular approach
also included in the MG set-up, is the virtual impedance technique [38]. However,
it is not formalized explicitly because it does not play any significant role in the
analysis being presented.

4.1 Experiment #1—Droop Control

For illustrative purposes, Fig. 6 shows the operation of the laboratoryMG used in the
experiments when droop control (3) and (4) is implemented withmp = 1 mrad/(Ws)
and nq = 0.5mV/(VAr). The experiment has the following pattern. At times t = 0, 10,
20 and 30 s, each inverter implementing the droop control is activated, respectively.
The first generator starts and fixes MG frequency and voltage to feed loads with an
approximate power demand of 2.2 kW. The activation of the second, third and fourth
inverters is done by means of a phase-locked loop for synchronizing them to the MG
voltage phase, and also they start contributing to feed the loads.

Figure 6 shows the active power delivered by each inverter (Fig. 6a), as well as
the frequencies (Fig. 6b), reactive powers (Fig. 6c) and voltage amplitudes (Fig. 6d).
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Fig. 6 Experimental result:
4VSI-MG dynamics for
droop-only control
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The obtained dynamics are assumed to be acceptable although some performance
features could be improved. As it can be observed, looking at the active power Sub-
figure, after each inverter new connection, active power sharing is achieved with
the expected transient dynamics. In addition, looking at the frequency Sub-figure,
the droop control introduces a deviation in frequency (Fig. 6b). For the sake of
completeness, Fig. 6c and d show the dynamics of the reactive powers and voltage
amplitudes. It is worth noting that at each connection, the voltage transient dynamics
(Fig. 6d) exhibits a sag. These dynamics could be enhanced by a fine tuning of
the control parameters and/or by a smarter soft-start of each VSI. Additionally, the
frequency droop observed in Fig. 6b could violate existing standards if a proper
tuning of the droop control strategy is not applied. However, the chapter does not
deal with these issues and its focus is on the system dynamics whenever non-ideal
conditions in the MG operation appear, once all inverters have been connected.
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Secondary control is the highest hierarchical control level in MGs operating in
islanded mode and aims at guaranteeing that frequency and voltage deviations are
eliminated after every load or generation change inside the MG. Apart from a few
autonomous control approaches that avoid exchanging control data over a commu-
nication network, e.g. [39–41], many existing solutions have considered the use of
some sort of communication channel among VSIs in order to meet the frequency
and voltage restoration goals, see [42–46] to name a few. In general, the secondary
control operates on a slower time frame as compared to the primary control. This
allows achieving a decoupling between primary and secondary levels which helps
easing the control design.3

Although not considered in the current analysis, tertiary control is a management
level in grid-connected operations and adjusts long term set-points for the entire
power system. It is responsible for coordinating the operation of multiple MGs and
for communicating needs or requirements from the host grid, see e.g. [47, 48].

Among the great variety of citedworks on control policies for active power sharing
and frequency restoration, this chapter selects several prototype methods that are
analyzed when non-ideal conditions arise. A generic frequency regulation policy
(including (3)) will take the form of

ω∗
i (t) = ω0i + λi (t) + ϕi (t), (5)

where λi (t) is the specific control algorithm taking different forms, and the pertur-
bation termϕi (t)models bounded uncertainties such asmeasurement errors or distur-
bances. Regarding the control algorithm λi (t), some approaches are based on the
hierarchical control approach and built on top of the frequency droop method (3).

They are termed as droop-based policies, and follow the equation logics

ω∗
i (t) = ω0i − mp pi (t) + δi (t), (6)

where δi (t) is a corrective term that operates as an integral-like control of the
frequency error, and its particular structure and operation determines the features of
the complete control scheme, resulting in

Local integrals ω∗
i (t) = ω0i − mp pi (t) + kIl

t∫

0

(
ω0i − ω∗

i (t)
)
dt, (7)

Centrali zed ω∗
i (t) = ω0i − mp pi (t) + kIc

t∫

0

(
ω0m − ω∗

m(t)
)
dt, (8)

3 The difference in time frames also reduces the communication bandwidth since the sampled
measurements exchanged over the network areminimized, regardless of the different traffic schemes
that may apply, ranging from the one-to-all to the all-to-all.
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Decentrali zed ω∗
i (t) = ω0i − mp pi (t) + kId

t∫

0

(
ω0i − ω∗

m(t)
)
dt, (9)

Averaging ω∗
i (t) = ω0i − mp pi (t) + kIa

t∫

0

(ω0i − 1

n

n∑

j = 1

ω∗
j (t))dt, (10)

Consensus ω∗
i (t) = ω0i − mp pi (t) + kd

t∫

0

ω0i − ω∗
i (t)

+ ci
n

n∑

j = 1

ai j
[
δ j (t) − δi (t)

]
dt.

(11)

The first policy termed Local-integrals (7) is the straightforward extension of the
frequency droop (3) because each corrective term is an integral controller of the
frequency error locally computed at each VSI, not requiring the exchange of control
data. The next four policies rely on a communication infrastructure.

In the policy termed as Centralized (8) [9] the corrective term is only calculated
and sent by theMG central control unit (MGCC). This term is the integral of the error
between the nominal frequency ω0m and the MGCC frequency ω∗

m(t), which is then
used by each VSI to apply the droop-based control (6). In terms of communication
scheme, the centralized control policy will require sending the correction term δi
periodically to all inverters. Hence, it applies a broadcast traffic pattern where a node
sends data to all the other nodes in the network, following a one-to-all communication
scheme on a master/slave paradigm.

In the Decentralized control policy (9) (see the overview given in [8]) the
frequency error between the nominal frequency and the MGCC frequency, ω∗

m(t),
is locally integrated at each VSI. In terms of communication scheme, the decen-
tralized control policy will require sending the MGCC frequency error periodically
to all inverters, thus following the same communication one-to-all pattern as in the
centralized policy.

In the Averaging control policy (10) (see [44] for DC MG) the corrective term is
calculated at each VSI using the averaged set-point frequency where n − 1 frequen-
cies have been received from the other MG VSIs. The averaging control may incre-
ment the traffic exchange compared to the previous two policies. For this case, all
inverters have to send the measured frequency to the rest of inverters in the MG.
Hence a broadcast scheme is also used, but for all inverters, implying an all-to-all
communication scheme.

The Consensus control policy (11) (see for example [42]) is characterized by a
correction term that considers the frequency error and the correction term error, The
operation of the consensus policy requires each inverter to communicate with their
neighbors the droop correction term δi . Therefore, the communication scheme is the
same as in the previous policy.
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Recent approaches propose different strategies for active power sharing and
frequency regulation where the hierarchical approach is avoided or where modi-
fications on the primary droop control are investigated, e.g. [49, 50]. Thus, an addi-
tional policy named Droop-free [49] not following the hierarchical structure but still
following the form given in (5) is also selected. In this case, the nominal frequency
is modified by a proportional function of the inverter output active power Pi (t) and
the rest of n 1 MG inverters active power Pj t, provided that communications are
available. It has the form.

ω∗
i (t) = ω0i + ci

⎛

⎝

⎛

⎝
n∑

j = 1

ai j p j (t)

⎞

⎠ − npi (t)

⎞

⎠ (12)

where ci is the control gain and ai, j are communication weights as design parame-
ters to specify the connectivity structure of theMG.The communication requirements
of the droop-free control policy are the same as in the case of the consensus, but each
inverter has to send its active power pi (t).

Figure 7 illustrates a possible communication scheme for the analyzedpolicies that
require the use of a communication network.Clearly, thefirst twopolicies,droop-only
and local integrals, do not require communications and the concept of communica-
tion paradigm is not applicable, while the rest of policies require communications.
Within them, the centralized and decentralized policies follow a master/slave (M/S)
communication paradigm characterized by the fact that the integral of the frequency
error is computed at the master node or at each slave node, respectively. Figure 7a
illustrates this case when node 1 acts as master and nodes 2, 3 and 4 act as slaves
The three last policies, averaging, consensus and droop-free follow a cooperative
communication paradigm in the sense that all participating nodes exchange control
data to their neighbors, where in this case, all nodes are set to be neighbors

(a) Centralized and Decentralized (b) Averaging, Consensus, and Droop-free

Fig. 7 Secondary control policies in terms of communication connectivity
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4.2 Experiment #2—Droop-Free Control

Again, for illustrative purposes, Fig. 8 shows the operation of the laboratory MG
when the droop-free control (12) is implemented. The experiment has the same
pattern as in Example 1. At times t = 0, 10, 20 and 30 s, each inverter implementing
the droop-free control is activated, respectively; all inverters exchange control data
among them.

Figure 8 shows the active power delivered by each inverter (Fig. 8a), as well as the
frequencies (Fig. 8b), reactive powers (Fig. 8c) and voltage amplitudes (Fig. 8d). As
outlined above, the obtained dynamics are assumed to be acceptable although some
performance features could be improved. In this case, it can be observed that the
droop-free control is able to regulate the frequency at the set-point 60 Hz (Fig. 8b)
while all inverters share the active power demand (Fig. 8a).

Fig. 8 Experimental result:
4VSI-MG dynamics for
droop-free control
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5 Modeling and Analysis

The modeling approach combines power flow analysis with graph theory to allow
developing model-based analysis design techniques that go beyond the classical
simplified linearized models, i.e. the so-called small-signal models, that may not
capture fundamental aspects of the problem [51]. Both electrical and communication
networks are modeled as graphs, where nodes correspond to VSIs interfacing DGs.
Nodes actively control frequency, voltage and power, and they may exchange control
data over a communication channel. Graph Laplacian matrices provide the charac-
terization of electrical and communication connectivities. See e.g. [42, 50] for MG
control approaches where the electrical network is modeled as a graph. It is important
to note that themajority assume lossless networks, unlike the approachproposed here.
And see e.g. [42, 49] for MG control approaches where the communication network
is modeled as a graph.

None of the previous works have evaluated partitions of the considered graphs.
Specific control policies such as consensus algorithms with changing graphs in terms
of switching topologies or connectivity robustness have been previously considered,
see [52] for a generic study, or [45] for an analysis with application to MGs. Only in
[49] it is studied the resiliency of the droop-free control to a single communication
link failure when it does not alter the connectivity of the communication graph, and
in [53] it is presented a robust secondary control to restore the voltage and frequency
to their nominal values with a novel feature that ensures the performance continuity
during a communication failure.

TheMGelectrical network ismodeled as a generic connected gridwhere loads are
modeled by balanced three-phase constant impedances. Although richer configura-
tions including for example non-linear and time-varying loads could be considered,
keeping a simplified model helps gaining understanding and reaching results that
will permit dealing with more complex MGs. A Kron reduction is performed which
allows obtaining a lower dimensional dynamically-equivalent model described by
ordinary differential equations [54]. The reduced network is modeled as a connected
undirected graph Ge = {Ne, Ee} where the ne nodes Ne represent DGs interfaced
with VSIs and edges Ee ⊆ Ne × Ne represent the power lines. Nodes are character-
ized by a phase angle θi and a voltage amplitude vi. Edges represent line admittances
between nodes i and j as yij = gij + jbij ∈ C

+, where gi j ∈ R
+ is the conduc-

tance and bi j ∈ R
+ is the susceptance. The electrical network is represented by the

symmetric bus admittance matrix Y ∈ C
ne ×C

ne, where the off-diagonal elements
are Yij = Yji = −yij for each edge {i, j} ∈ Ee, and the diagonal elements are given
by Yii = ∑ne

i=1 Y ji . It is assumed that the reduced MG is connected.
The communication network can also be represented by a connected undirected

graph Gc = Nc, Ec where the nc nodes Nc represent VSIs that implement de
communication-based policies, and edges Ec ⊆ Nc × Nc represent communica-
tion links. Parameters aij whenever apply form the adjacency matrix of Gc such that
aij = aji = 1 if nodes i and j can exchange their information and ai j = 0 otherwise.
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It is considered that nodes in the electrical and communication graph are the same,
i.e. Ne = Nc , hence ne = nc = n, which is the habitual situation in MGs, e.g. [55].

For balanced AC microgrids, the active power injected by each ith node of the
n-node MG is described as

pi (t) = ν2
n∑

j = 1

gi j + ν2
n∑

j = 1

bi j (θi (t) − θ j (t)) (13)

assuming that nodes phase angles are similarwhile voltages are constant and equal,
as often assumed in power systems modeling, e.g. [56], and also in MG modeling,
e.g. [57]. By considering the matrix G ∈ Rn×n formed by the line conductances w.

hose entries are. given by Gij = gij, denoting the set of phase angles by 	. (t) =
active power of the Kron-reduced network (13) becomes

P(t) = ν2G1n × 1 + ν2B	(t) (14)

where 1n×1 ∈ Rn×1 denotes a vector of ones, and B ∈ Rn×n is the Laplacian matrix
of the power system given by

B =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∑n
j = 1
j �= 1

b1 j − b12 · · · − b1n

−b21
∑n

j = 1
j �= 2

b2 j · · · − b2n

...
... . . .

...

− bn1 − bn2 · · · ∑n
j = 1
j �= n

bnj

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(15)

and formed by the line susptances.
Each node i ∈ Ne is modeled as a control algorithm implemented at each VSI

driven by the frequency regulation and voltage droop givenz in (5) and (4), respec-
tively. By denoting the set of VSI local frequencies by�(t) = [ω1(t) . . . ωn(t)]

T the
set of desired frequencies by �0 = [ω01 . . . ω0n]T , the set of frequency regu-
lation algorithms by 
(t) = [λ1(t) · · · λn(t)]

T , and the set of perturbations by
�(t) = [ϕ1(t) · · · ϕn(t)]

T the per-node frequency control algorithm given in (5)
can be compactly written for the entire MG as

�(t) = �0 + 
(t) + �(t) (16)

where 
(t) will be probably characterized by L ∈ R
n×n that is the Laplacian

matrix of the communication graph Gc given by
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L =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∑n
j = 1
j �= 1

a1 j − a12 · · · − a1n

−a21
∑n

j = 1
j �= 2

a2 j · · · − a2n

...
... . . .

...

− an1 − an2 · · · ∑n
j = 1
j �= n

anj

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(17)

where aij are the entries of the adjacency matrix of Gc. The compact form of
voltage droop (4) that would accompany (16) is omitted because it is not further used
in the analysis. For example, for the consensus-based policy, Eq. (16) takes the form.

�(t) = �0 − MP(t) + K

t∫

0

(

�0 − �(t) − 1

n
CL
(t)

)

dt + �(t) (18)

while for the droop-free (12) it is

�(t) = �0 − cLP(t) + �(t) (19)

In both cases, (18) and (19), the communication Laplacian matrix L appears in
the control algorithm.

The goal of the control (16) is shaping the active power and frequency dynamics.
The active power dynamics can be obtained by computing the derivative of (14) that
leads to

Ṗ(t) = ν2B	̇(t). (20)

By being ωi = θ˙i, the active power variation (20) is written as

Ṗ(t) = ν2B�(t). (21)

By substituing (16) into (21), the closed-loop dynamics can be written as

Ṗ(t) = SP(t) + U�0 + R�(t) (22)

where the closed-loop system matrix S ∈ R
n×n , input matrix U ∈ R

n×n , and
perturbation matrix R ∈ R

n×n are

S = [
ν2B


]
(23)

U = [
ν2B

]
(24)

R = [
ν2B

]
. (25)
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Summarizing, a closed-loop model (22)–(25) has been built, which integrates the
power flow equations and the two graph Laplacian matrices that characterize theMG
electrical structure and the communication requirements of the distributed control
that applies. Observe also that communication delays and dropouts have not be yet
included. Considering amessage dropout as a prolongation of a communication delay
[21], the inclusion of delays and dropouts in (22)–(25) can be done by introducing
control algorithms characterized in 
 t in (16). This would lead to a time-varying
closed loop matrix S t in (23) that can be treated by a variety of approaches, see for
example [58, 59] and references there in for both recent theoretical results and their
application to MG control.

The reliability analysis treating the electrical and communication partitions can
be done using the zero eigenvalue analysis. This technique has been also used in the
stability analysis of power systems of critical lines [60] and in the stability analysis
for partitioned MGs controlled by cooperative-based secondary control approaches
[61, 62]. Themain logics of these approaches are the following. First, the closed-loop
dynamics (22)–(25) must be complemented with the system restriction imposed by
the power balance equation,

∀t,
n∑

i = 1

pi (t) = PT (26)

that indicates that for a given load, the total power PT (that includes the power
losses) that is injected by the MG nodes is always the same. With this restriction
and by knowing that each partition adds a 0 eigenvalue in the Laplacian matrices
and thus to the system matrix S (23), the analysis of the ranks of the system matrix
S (23) and the input matrix U (24) permit to infer MG stability. In short, whenever
a communication partition occurs, and reminding that the closed-loop system is
multiple-input/multiple-output, the additional 0 eigenvalue becomes an integrator of
each input/output relation (from input ω0i to any of the outputs). Then, the system
operation corresponds to n integrators working in parallel, which puts the MG into
risk [63], and implies unstable dynamics for the perturbed system. Whenever an
electrical partition occurs, the additional 0 eigenvalue does not have the destabilizing
effects as in the case of the communication partition.However, power flows can not be
transferred between the isolatedMGs and cascading failures could occur if each sub-
microgrid supply–demand would not be able to reach the equilibrium [30]. However,
the adopted model assumes that the MG capacity has been dimensioned and control
gains have been designed such that this equilibrium can be always reached. Hence,
after the electrical partition, each MG will reach different steady-state equilibrium
points.
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6 Experimental Evaluation

The experiments have been performed on the laboratory MG described in Sect. 2.
The experiments covering the timeliness analysis only use the first three inverters
G1, G2 and G3. Those covering the reliability.

6.1 Timelines Evaluation

Each experiment in the timeliness analysis lasts 80 s. From the beginning, the global
load with impedance ZG is connected. Then, the set of events that characterize the
experiment progress as follows. At time t = 0 s the first pair of generator/load
(G1−ZL1) is activated, at time t = 10 s the second pair of generator/load becomes
active (G2−ZL2), and at time t = 20 s the third pair of generator/load becomes active
(G3−ZL3). Finally, at time t = 60 s the global load is disconnected. The control
parameters for the experiments are given in Table 2.

Before evaluating the impact of delays, Fig. 9 shows the experiment corresponding
to the ideal case, where the top subfigure shows the active power Pi and the bottom
subfigure the frequency ωi for the three VSI during 80s. Looking at the control
strategy, which in this case corresponds to the Averaging, up to time t = 40 s, only

Table 2 Control parameters

Strategies Equations Control parameters

Centralized (8) Integral gain kI c = 1.2

Decentralized (9) Integral gain kI d = 1.2

Averaging (10) Integral gain kI a = 0.7

Consensus (11) Integral gain kd = 4, proportional gain ci = 0.005

Droop-free (12) Proportional gain ci = 0.005

Fig. 9 Experimental result:
Active power and frequency
for an example policy
(averaging) in a 3-VSI MG
configuration with no losses
and a transmission interval
of 0.5 s
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primary droop control applies, and from t = 40 s to the end, droop plus secondary
control applies. This can be observed at the left-bottom subfigure, where frequency
restoration starts at t = 40 s. The other policies give the same type of figures, and
therefore, they are not shown here.

Figures 10 and 11 show the impact of the communication parameters for each
policy based on data exchange in terms of power sharing (top subfigures) and
frequency restoration (bottom subfigures). Hence, the case of droop method and
local integrals do not apply in this analysis because their operation is local and
not data exchange takes place. In particular, the scenario shown in these figures is
characterized by a transmission interval of 0.5 s and a loss percentage of 30%. It is
important to note that these figures only show the last 40 s of each experiment run.
The first observation is that frequency restoration is accomplished by all policies.
The second observation is that power sharing is only achieved by the centralized
and the consensus policies while the decentralized and averaging fail. This reveals
that the decentralized and averaging policies are more sensitive to delays, indicates
their lack of robustness. It is also interesting to stress that although these two policies

Fig. 10 Experimental result:
Active power and frequency
for Centralized and
Decentralized policies in a
3-VSI MG configuration
with 30% of losses and a
transmission interval of 0.5 s
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(a) Centralized
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(b) Decentralized
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Fig. 11 Experimental result:
Active power and frequency
for Averaging and Consensus
policies in a 3-VSI MG
configuration with 30% of
losses and a transmission
interval of 0.5 s
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(a) Averaging
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(b) Consensus

do not meet the power sharing goal, they reach different equilibrium points, thus
avoiding unstable dynamics that would put the MG operation into risk. The droop-
free policy results are not shown because they are very similar to the ones given by
the consensus policy.

Looking at the results of the centralized and consensus policies, it can be observed
that the transient dynamics of the active power are quite different. The consensus
policy outperforms the centralized because it provides smoother dynamics at each
transition. In addition, in the assessment of these two policies, there are known facts
that can be considered related to fault tolerance or communication bandwidth.

In terms of fault tolerance, it is known that for master–slave configurations, as
in the centralized case, the MGCC represents a single point of failure and replicas
are required. In terms of communication bandwidth, the consensus requires a more
intense data exchange. In this case it is also known that reducing the number of
considered neighbors implies less communication demands at the cost of probably
longer transients.

It is important to stress that the experimental results shown in Figs. 10 and 11
correspond to a feasible scenario different than the ideal one: worser scenarios can
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not be reproduced because security protections automatically disconnect overloaded
VSIs while better scenarios give results that provide closer curves to the ones shown
in Fig. 9.

6.2 Reliability Evaluation

By considering the loss of communications problem caused by a failure in a commu-
nication link that leads to a communication partition or to a electrical partition, three
main scenarios can be identified: only communication partitions, only electrical parti-
tions, or both, as illustrated in Fig. 12. Regarding the set of control policies described
in Sect. 4, partitions in the electrical network could be analyzed for all policies
while communication partitions should be analyzed for those policies based on data
exchange. However, partitions in the electrical network when the control algorithm
is local (case of droop method and local integrals) are not relevant because this is the
same as analyzing two separate stable MGs. Indeed, after the electrical decoupling
of the partition happens, power flows can not be transferred among the isolatedMGs.
It is important to point out that cascading failures could occur if each sub-microgrid

(a) No partitions (b) Communication partition

(c) Electrical partition (d) Both partitions

Fig. 12 MG graph connectivity scenarios



Communication in Active Distribution Networks 343

supply–demand would not be able to reach the equilibrium. However, if the assump-
tion that the MG capacity has been dimensioned as well as control gains have been
designed such that the equilibrium can be always reached for all the analyzed poli-
cies, this problem would not appear. Hence, after the electrical partition occurs, each
sub-MGwill reach different steady-state equilibrium points for both droop and local
integrals depending on DGs and loads.

All the experiments that cover the reliability problem follow the same pattern. In
the MG start-up, every 5 s, each one of the four inverters enabled with a specific
control algorithm connects to the MG to feed both the global and local loads. The
global load is connected throughout all the experiment. In order to introduce different
type of load changes, the local load L1 (attached toG1) is connected at time t = 20 s,
and the local load L3 (attached to G3) is connected and disconnected at times t =
25 s and t = 60 s, respectively. In addition, the partitions indicated in Fig. 12 are
also applied to the experiment. In particular, at time t = 30 s, whenever required,
an electrical partition occurs, leading to the scenario illustrated in Fig 12c, where
two separate MGs start working in parallel, one involving G1 − G2, and the other
involvingG3 G4, but governed by a single control algorithm. Regarding communica-
tions, at time t = 45 s, whenever required, a communication partition occurs leading
to the scenario illustrated in Fig. 12b, where two control algorithms start acting in
parallel, one involving G1 − G2, and the other involving G3 G4. The last scenario
involving the two type of partitions as illustrated in Fig. 12d is also analyzed. In this
case, first at t = 25 s two separate MGs start working in parallel, one involving G1

G2, and the other involving G3 G4, and at t = 45 s, the communication partition
implies that two control algorithms start acting in parallel, one involving G1 G3, and
the other involving G2 G4.

For example, Fig. 13 provides a complete overview of the performance of the
consensus (11) policy under different partition scenarios. Figure 13a shows the “nor-
mal” operation (i.e., no partitions), Fig. 13b shows the case of the electrical partition,
Fig. 13c shows the case of the communication partition, and finally Fig. 13d shows
the case of both partitions.

For the normal operation, Fig. 13a, it can be observed that after each inverter
connection, active power sharing is achieved while the frequency droops but it is
quickly restored at the desired set-point, ω0i = ω0j = 60 Hz. In addition, voltages
and reactive power obey the voltage droop policy (4). The load changes can also be
seen in the figure, in particular, in the active power curves.

For the electrical partition, Fig. 13b shows the dynamics that correspond, from
time t = 30 s, to two separate sub-MGs working in parallel. But both sub-MGs
are governed by a “single” consensus control algorithm, meaning that the algo-
rithm operates without knowing that active power can not be transferred between
the two sub-MGs. In this case, the steady-state behavior of the active power changes
compared to the normal operation of the MG, and the injected Pi’s reach different
equilibrium points, organized in pairs and that differ among partitions. That is, G1

− G2 feed the single local L1 load thus sharing its power demand (P1 = P2), and G3

G4 feed the global load and the local L3 load, thus sharing also its power demand
(P3 = P4). If the newly reached active power values were beyond VSIs rated power,
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(a) Without partitions
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(b) With electrical partitions

0 10 20 30 40 50 60 70
Time (s)

  0

0.5

  1

1.5

  2

P
 (

kW
)

P
1

P
2

P
3

P
4

0 10 20 30 40 50 60 70
Time (s)

0

0.2

0.4

0.6

Q
 (

kV
A

)

Q
1

Q
2

Q
3

Q
4

0 10 20 30 40 50 60 70
Time (s)

0.8

0.9

  1

1.1

1.2

V
 (

p.
u.

)

V
1

V
2

V
3

V
4

 0 10 20 30 40 50 60 70
Time (s)

59.8

59.9

60

60.1

60.2

F
re

qu
en

cy
 (

H
z)

1 2 3 4

(c) With communication partitions

0 10 20 30 40 50 60 70
Time (s)

  0

0.5

  1

1.5

  2

P
 (

kW
)

P
1

P
2

P
3

P
4

0 10 20 30 40 50 60 70
Time (s)

0

0.2

0.4

0.6

Q
 (

kV
A

)

Q
1

Q
2

Q
3

Q
4

0 10 20 30 40 50 60 70
Time (s)

0.8

0.9

  1

1.1

1.2

V
 (

p.
u.

)

V
1

V
2

V
3

V
4

 0 10 20 30 40 50 60 70
Time (s)

59.8

59.9

60

60.1

60.2

F
re

qu
en

cy
 (

H
z)

1 2 3 4

(d) With both partitions

Fig. 13 Experimental result: Consensus control for 4-VSI MG under different partitions scenarios
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they will trip due to an over-current situation. Looking at the frequencies, the same
type of dynamics can be observed:ω1 − ω2 andω3 − ω4 reach different equilibrium
points.

When a communication partition occurs, Fig. 13c, “two” control algorithms start
acting in parallel at t = 45 s, one involving G1 − G2, and the other involving G3 −
G4. In fact, the algorithm executed in each VSI is the same, but they only consider for
their computations the exchanged power that is available. Both generatorsG1 andG2

use p1 and p2 while both generators G3 and G4 use p3 and p4. Note that in this case,
the four generators are still sharing the power demand of all loads. In this scenario,
the injected active powers show a slow but unstable dynamics where active powers
do not settle, and are grouped in pairs. In particular, P1 and P2 increase and P3 and
P4 decrease. Hence, the inherent (and distinct) perturbations entering in the system
(22) through the input matrices U and/or R such as measurement errors [64], effect
of drifts [65], etc., become very important up to the point that make the dynamics
unstable, that is, the MG crashes. Note also that the difference between frequencies
ω1 − ω2 and ω3 − ω4 can not be appreciated.

Finally, Fig. 13d shows the case of multiple overlapped partitions, and the
described effects for each type of partition can be observed. When the electrical
partition occurs, the active power reaches different equilibrium points, organized in
pairs. And when the communication partition occurs, each pair of active power start
to diverge, leading to the undesirable scenario of a MG failure.

Complementary to Fig. 13, the rest of communication-based policies, centralized,
(8), decentralized, (9), averaging (10), and droop-free (12), are also tested in the
laboratory MG using the same type of experiment, and the main results are gathered
in Fig. 14. Each policy corresponds to a Sub-figure that only shows the active power
dynamics for each of the partitions scenarios displayed in Fig. 12. From top to bottom,
each subfigure shows the case of no partitions, and then it shows the case of electrical
partition, the communication partition, and finally, both partitions. The dynamics of
the reactive power, as well as the dynamics of the voltage frequency and amplitude
are omitted because they do not provide additional information than the one already
provided by the active power.

The main conclusion that can be extracted for these set of Sub-figures of Fig. 14,
which is coincident with the results already observed by the consensus policy
(Fig. 13), is that all policies that are based on communications can not meet the
given control objective whenever a loss of communication occurs. If no loss of
communication occurs, which corresponds to the first plot of each Sub-figure, control
objectives are meet such as achieving perfect power sharing. If the loss of commu-
nication impairs the notification of an electrical damage, such the case illustrated
by the electrical partition (second plot of each subfigure), no active power sharing
is accomplished and inverters injected active power settle to different equilibrium
points. Whenever the loss of communications implies a temporary interruption of
the distributed exchange of control data between specific VSI, such as the case illus-
trated by the communication partition (third plot of each Sub-figure), all policies
show unstable dynamics that will lead the MG to a crashing situation if emergency
procedures are not available. The type of unstable dynamics differ depending on the
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(a) Centralized
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(c) Averaging
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(d) Droop-free

Fig. 14 Experimental result: active power dynamics for 4-VSI MG with the rest of
communications-based control policies under the different partitions scenarios.
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particular policy, but all become dangerous. And finally, when the loss of communi-
cation induces an overlapping of an electrical and a communication partition (fourth
plot of each Sub-figure), the individual negative effects become visible together.

7 Concluding Remarks

Communication infrastructure can be used to coordinate MG control actions to
improve energy management and quality. However, inherent properties of the
communication infrastructure may also impair meeting these objectives. Proper-
ties in terms of timeliness such as message delays and dropouts, and properties in
terms of reliability such as loss of communications should be considered in the anal-
ysis, design and implementation of efficient and reliable MG. This chapter, using an
experimental approach on a laboratory MG, has tested state-of-the-art MG control
policies for active power sharing and frequency regulation. The main lesson learned
from all the experiments is that timeliness and reliability issues may lead the MG
operation to unacceptable risking situations involving a MG crash. Therefore, the
identified problems poses new challenges to the design of future trends such as the
Internet of Energy (IoE) that applies the Internet of Things (IoT) technologies to
energy control systems.
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Renewable Sources Complementarity

Pedro Bezerra Leite Neto, Osvaldo Ronald Saavedra,
and Denisson Queiroz Oliveira

Abstract The presence of renewable sources in modern power grids is a means of
supplying greener and more sustainable energy to the final customers. However, this
inherent variability of energy sources requires the addition of resources for grid flexi-
bility. This variability depends on the availability of the primary energy source, which
varies in time and space. However, it is possible to take advantage of an energy mix
due to the complementarity effect. This chapter aims to review the concepts regarding
the complementarity of renewable energy sources, by describing some of the existing
indexes from the literature so that they can be evaluated in different time and space
scales. Larger network and geography are considered here. The reason being, when
the active network concept is expanded, additional techniques and technologies are
required to broaden the scope of active networks for provincial, state-wise and/or
country-wide active networks. In this sense, complementarity becomes crucial for
different microgrids working in connected modes. This chapter provides this bridge.

Keywords Complementarity · Variability · Renewable sources of energy

1 Introduction

In an electrical power system, the electricity supply must maintain an instantaneous
balance to achieve a safe, reliable, and stable operation. Renewable Energy sources
(RES) have an intermittent feature that does not match the requirements of power

P. Bezerra Leite Neto (B)
Federal University of Maranhão, Balsas, MA, Brazil
e-mail: pedro.neto@ufma.br

O. R. Saavedra · D. Q. Oliveira
Federal University of Maranhão, São Luís, MA, Brazil
e-mail: o.saavedra@ieee.org

D. Q. Oliveira
e-mail: dq.oliveira@ufma.br

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. C. Zambroni de Souza and B. Venkatesh (eds.), Planning and Operation of Active
Distribution Networks, Lecture Notes in Electrical Engineering 826,
https://doi.org/10.1007/978-3-030-90812-6_13

353

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90812-6_13&domain=pdf
mailto:pedro.neto@ufma.br
mailto:o.saavedra@ieee.org
mailto:dq.oliveira@ufma.br
https://doi.org/10.1007/978-3-030-90812-6_13


354 P. Bezerra Leite Neto et al.

systems, such as power balance between demand and generation, continuity, and
high generation availability.

The extensive connection of distributed energy resources to the grid is required
to consider it as an active distribution grid, allowing bidirectional flows of energy
at different levels. Although there is a current trend to connect renewable-based
distributed generators at distribution level, a careful investigation is required to eval-
uate its effects on the grid operations to be able to exploit the benefits of energy
diversification.

Most of the sources of renewables that are applied, such as wind and solar energy,
have large variations throughout the day, sometimes with a lack of generation at
intervals ranging from a fewminutes to hours. This variability leads to power balance
loss when demand and generation do not match. For instance, solar power output
may fall more than 50% in a few minutes due to passing clouds.

In modern power systems, an additional attribute is needed to compensate for the
variability in supply and demand and keep the balance—flexibility.As the penetration
of intermittent renewable sources increases in the network, there is an increased need
for flexible resources to mitigate its effects.

Historically, variability and uncertainty in the system have been linked to demand.
This variability was offset by having flexible conventional plants and a reliable
network. Today, continuous changes in energy production and consumption—
creating more variability and uncertainty—require other means of flexibility than
conventional ones. This pressure arises from the increasing share of renewable energy
sources, both on a large scale and a distributed level, and the increase in energy
consumption and demand variability caused by the electrification of sectors such as
transport, heating, and cooling systems, as shown in DNV GL Group Technology
and Research [11].

Several factors involved in the optimization in power grid planning and operations,
the grid topology, and operational strategies are being further investigated in modern
power systems. However, generation optimization has only recently attracted more
attention owing to the increase ofRESwith high variability. This kind of investigation
is essential so thatways can be found of taking advantage of their variability for power
system operations.

This approach has some benefits. Since it is possible to deploy an electrical gener-
ation system that is able to appropriate different features of RESs, traditional flexi-
bility solutions like spinning reserve and energy storage systems, have become less
necessary.

According to Jurasz et al. [16], there are two key ways to harness the vari-
ability of RES: (a) hybridizing the power supply, e.g., PV-wind systems, or PV-
Hydro systems, and, (b) spatially distributing the generation of the resulting power
through a smoothing method. This last solution depends on the complementarity in
the generation of different sources.

Since the changing rates of renewable supply vary over a wide interval, the
response rates of flexible devices also vary, resulting in high-cost operations. The
exploitation of complementarity of renewable sources is an excellent opportunity to
reduce these needs and facilitate the penetration of renewable sources in the grid.
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This chapter sets out the concepts of variability and complementarity for renew-
able sources. Its objective is to review recent investigations of these subjects and
describe the most widely used indexes to assess the degree of complementarity
between different renewables.

2 Concepts and Background

2.1 Variability of Renewable Power Sources

Hydroelectric power is the most well-known renewable source of energy. Its supply
is subject to uncertainty owing to factors related to seasonality with fluctuating
wet and dry seasons, which means large reservoirs are required to regularize the
power supply. However, environmental concerns are constraining the reliance on
hydroelectric power plants with large reservoirs.

The current trend is to deploy run-of-the-river power plants with small reservoirs
so that the generation can be regulated for some hours each day. In this new scenario,
there is an increase in the level of hydropower variability and, thus greater uncertainty
concerning this source.

The variability of renewable-based power supply is related to its primary energy
source.Windpower, for instance, depends on thewind speed in a particular region and
the associated factors of seasonality. Hence, the availability of wind power depends
on the region, climatic conditions, and seasons. All these points result in a signif-
icant degree of uncertainty. With regard to wind power forecasting, mid-term and
short-term intervals give rise to a lower degree of uncertainty than long-term condi-
tions. However, the problem of uncertainty over wind power can be overcome by
deploying power plants with complementary features that are connected to the same
grid in different regions. Wind farms with several turbines can benefit from local
complementarity and assist in smoothing out the variability and providing a greater
firm power.

Despite these possibilities,wind power is still susceptible to unforeseen reductions
in power called ¨wind ramps¨, which may upset the power balance. It is necessary
to use compensatory devices to respond to these sudden drops in supply and prevent
these kinds of events.

When these devices are available in large numbers, nominal capacity, and speed
response, and are distributed in a suitableway, it can be claimed that the grid complies
with flexibility requirements and is able to react quickly and efficiently to the wind
speed variability of wind farms.

In its turn, photovoltaic power is affected by daily and yearly seasonality. In
addition, the solar day varies in different geographical locations. Regions near the
Equator have a higher insolation than others in wide latitudes and produce more
energy. However, passing clouds in different seasons can cause abrupt falls in power
generation, and thus harm the grid operations.
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As photovoltaic energy penetration increases in more favorable regions, larger
ramps in power leading to falls in supply are expected, which requires more flexi-
bility services. The deployment of devices to respond appropriately to these ramps is
necessary tomitigate the problem of solar power intermittency across many temporal
scales. Energy storage devices, open-cycle gas power plants, and hydro units are
natural candidate technologies.

In addition, ocean energy exploration is increasing around the world. Of the alter-
native systems available, tidal power using currents and tidal barrages stand out. Both
have intermittent features, but unlike previous sources of energy, they are smooth
and predictable. Thus, it is possible to determine how much, and when, the power
generation occurs. The slow and predictable intermittency of these sources is their
main advantage.

All the previous renewable sources are subject to seasonality factors in space and
time. How then should they be combined in a positive way to improve the power
system? It should be noted that generation and load are asymmetric. While the power
generation accepts uncertainty in load control, the load does not accept an uncertain
generation of power.

Hence, from the standpoint of the power system, we are concerned with sources
that allow energy-related controllability to match the load requirements with regard
to frequency and voltage. Thus, as far as it is possible to make full use of the
complementarity of these sources, the requirements for grid flexibility can be met.

Inmodern power systems, flexibility is an ancillary service.As long as the comple-
mentarity is effectively exploited, it is possible to reduce the costs incurred by
flexibility and offer cheaper energy tariffs.

In light of this, complementarity can be considered as an opportunity to reduce
the need for flexibility services in interconnected power systems. In addition, it is
possible to improve energy security and contribute to grid decarbonization.

2.2 Complementarity

Complementarity can be defined as the relationship between two or more indepen-
dent phenomena, that leads to a better result than when they are separate entities.
Concerning power systems, complementarity occurs when different power sources
operate together to behave like one equivalent source with lower variability.

According to Jurasz et al. [16], complementarity can take place in the following
ways:

• Spatial complementarity: this refers to a situation where a particular energy
source is abundant in one region but scarce in others. Such a problem is common in
large power systems. The coordinated operation of these sources allows demand to
be supplied homogeneously. Figure 1 shows an example of the spatial complemen-
tarity of photovoltaic generation in subsystems North and South of the Brazilian
Power System;
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Fig. 1 Spatial complementarity in the Brazilian North and Northeast subsystems in 2019 (Data
from National Operator of the Brazilian Electric System (ONS) (2020))

• Temporal complementarity: this occurs when two or more sources display
complementarity in one region. For instance, in the subsystem North of the
Brazilian Power System, hydroelectric power generation is higher from January to
June, andwind power generation is higher fromMay toDecember. The occurrence
of this kind of complementaritymay arise froma single source. Photovoltaic plants
with modules assembled in different positions (inclination and azimuth angle) or
wind farms with distinct turbine models. Figure 2 shows an example of temporal
complementarity between hydroelectric and wind sources in the North subsystem
in the Brazilian Power System;
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Fig. 2 Temporal complementarity between hydro and wind power in the North subsystem in the
Brazilian Power System. (Data from National Operator of the Brazilian Electric System (ONS)
(2020))



358 P. Bezerra Leite Neto et al.

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

Northeast subsystem
North subsystem

Fig. 3 Spatiotemporal complementarity in the Brazilian power subsystems North and Northeast.
(Data from National Operator of the Brazilian Electric System (ONS) (2020))

• Spatiotemporal complementarity: this has features from both spatial and
temporal types. Figure 3 provides an example of spatiotemporal complementarity
in North and northeast subsystems in the Brazilian Power System.

2.3 Benefits of Complementarity

In the last few years, several investigations have been carried out to evaluate the
effects and benefits of complementarity between power sources. This results from
the increasing participation of renewables and makes it necessary to know how the
different sources interact.

From a negative perspective, the increasing proportion of renewables in the power
grid is causing greater uncertainty with regard to power generation. In light of this,
flexible devices able to respond to energy intermittency are needed to make the
operation of an interconnected power system more complex and sometimes more
expensive due to the costs of these devices’ services.

The complementary features of renewables and their correct exploitation can lead
the power system further away from this adverse situation. Spatiotemporal comple-
mentarity, for instance, can increase the firm power of wind farms. In interconnected
networks, the more expensive sources of flexibility can be significantly reduced, and
thus bring down global costs.

The authors in de Oliveira Costa Souza Rosa et al. [9] investigate the degree
of complementarity between solar, wind, and hydro sources in the southeast and
western regions in Brazil using the Pearson correlation coefficient. They noted that
the correlation index values suggest there is complementarity between the sources,
and state that the solar source share must be approximately 50%.



Renewable Sources Complementarity 359

In the sameway, inAraujo andMarinho [1], the authors have evaluated the comple-
mentarity between wind and hydraulic energy sources in the State of Pernambuco
(Brazil) through the Pearson correlation coefficient. A high degree of complemen-
tarity degree between both sources was observed over a period of a year, to such an
extent that it was possible to save water in the Sobradinho reservoir.

The authors in Zhu et al. [28] designed a dynamic economic dispatch model based
on a multi-scale complementarity between wind, solar, hydro, and thermal sources.
The complementary is achieved by adjusting the generated power to reduce the
imbalance between generation and demand. In this investigation, the load tracking
index is used as a complementarity index.

In reference Zhou et al. [27], the complementarity in a microgrid with biogas,
solar, and wind sources is investigated. The authors showed there was a possible
means of mitigating the intermittency problem and improving the storage system
and operations as well. The complementarity between sources lowered the battery
charging/discharging parameters and degradation costs, as well as improving
renewable energy penetration.

In Silva et al. [22] the authors applied the correlation coefficient to evaluate
spatiotemporal complementarity between hydro and offshore wind sources. The
results have shown a robust seasonal complementarity in the wind regimes between
the North and Northeast regions in Brazil. Moreover, it demonstrated that there is a
strong complementarity between offshore wind and hydro sources in different areas
of the country.

In François et al. [12], there is an investigation of complementarity between solar
and run-of-river hydro in Italy. In this case, the temporal complementarity was eval-
uated by taking account of different shares between energy sources and applying two
indexes: (a) standard deviation of power balance and (b) the energy storage capacity
required to keep power balance.When taking account of a small-time interval (hours),
the results showed the run-of-river source has amore significant impact on the energy
balance, whereas, in longer intervals (days or months), the solar source is mainly
responsible for keeping energy balance. According to the authors, this is due to the
smaller variability of the solar source that arises from a larger time scale.

Figure 4 brings together the main factors related to the complementarity-based
approaches and quantifiers. Table provides an overview of the recent investigations
of different power sources (Table 1).

Complementarity in Isolated Microgrids

Since energy scarcity is a more critical factor in isolated microgrids, RES comple-
mentarity is a good solution in these kinds of situation. This means there is an
incentive to deploy hybrid energy systems in geographical areas with climatic limi-
tations, and that are restricted to the spatial complementarity of a specific source.
In these situations, a local complementarity must be sought by combining different
kinds of RES located near each other to form a smoother power generation curve,
rather than considering each source individually.

The energy scarcity problem in isolated microgrids can be mitigated through the
complementarity between RES for the following reasons:
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Fig. 4 Characterization of the investigation into complementarity

(a) a reduction in the amount of surplus energy, which is usually due to the inability
of the storage system to absorb it;

(b) a decrease of energy deficits, which requires the use of a diesel generator or
energy storage systems.

In view of this, complementarity between RES can provide an increased penetra-
tion of clean sources, since a smaller portion of this energy will be wasted. It also
assists in reducing fossil fuel consumption and preserving the storage system, as its
O&M costs can make the entire project financially unfeasible Bezerra et al. [3].

Reference Bezerra et al. [4] shows that solar, wind, and tidal current sources,
which can be found in abundance in remote maritime islands, have some degree of
complementarity with each other, (with the source of tides being highlighted), which
despite variable patterns of behavior, is highly predictable. Owing to its smoother
profile, tidal current generation is a good candidate source for isolated microgrids,
however, its use as a single source is less attractive, since there are wide variations in
the amount of energy generated because of the alternation between spring and neap
tides. One solution to this problem is hybridization with other sources, such as solar
and wind. This type of hybrid system can increase firm power, as shown in Bezerra
et al. [4].

3 Quantification Techniques

Several authors outline methodologies for assessing the degree of complementarity
between energy sources. Some general approaches, like the use of the correlation
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factor, are good preliminary indicators. Other more specialist methods have been
recommended in the literature that take account of the peculiarities of power systems.
These seek to quantify the complementarity and its benefits to the grid operation. In
the following section, this range of approaches is reviewed.

3.1 Quantifying the Variability of Generation Sources

The quantification of complementarity requires an evaluation of the sources of vari-
ability. This evaluation should include the features of the source. For instance, in the
case of a solar source, a temporal scale of seconds is appropriate due to the speed of
the clouds’ horizontal movement David et al. [8], while for a wind source, a temporal
scale ranging from minutes to several hours is acceptable Ikegami et al. [15].

3.1.1 Ramp Rate

The ramp rate is a useful index of speed variability. A ramp can be defined as a
variation in power generation or primary source, in the interval t to t + Δt, such that
the variation is higher than a defined threshold. Some authors give slightly different
definitions of ramp rates, including different threshold values and time intervals (Δt).
These parameters change in accordance with the energy source in question.

Mathematically, the ramp rate can be defined according to Eq. (1).

RR = (P(t + �t) − P(t))

(�t)
> RRval (1)

The ramp rate is considered when it is higher than a threshold RRval ; Pt+�t and
Pt are the power output at time t + �t and t , respectively.

Note that the ramp rate may have positive or negative values. In general, negative
ramp rates have a harsher effect since other power sources with fast response times
must compensate for the sudden drop in generated power without load shedding.
Figure 5 shows an example of a positive ramp rate.

3.1.2 Coefficient of Variation

The coefficient of variation is a statistical measure of dispersion defined as the ratio
between standard deviation and a mean value Brown [5]. In power systems, it is a
good indicator of the degree of variability in the generation sources.

Consider a wind farm where, for a time interval�t , let the mean power generated
be P�t , and the standard deviation be σP . The coefficient of variation (CoV ) is:
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Fig. 5 A positive power ramp

CoV = σP

P�t
× 100% (2)

3.1.3 Average Fluctuation Magnitude (AFM)

The AFM can be defined as the average of absolute values of difference of power
at time t and t + �t , in an evaluation interval T Zhang and Liu [26]. Expressed in
mathematical terms:

AFMN = 1

T

T∑

t=1

|P(t + �t) − P(t)| (3)

where T is the time interval considered. For example, the discretization used can
be on the minute scale and T = 60m. P(t) represents the power output at time t.

3.1.4 Reverse Fluctuation Count (RFC)

According to Zhang and Liu [26], RFC detects the inflection of the generation curve
in two successive discretization intervals. The inflection is detected when:

P(t + �t) − P(t)

P(t) − P(t − �t)
< 0 (4)
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When the RFC is zero, the generation has a continuously increasing or decreasing
pattern. When RFC is higher than zero, the generation curve does not show inflec-
tion, but has an unknown variation rate. The higher the RFC value, the greater this
uncertainty.

3.1.5 Moving Fluctuation Intensity (MFI)

In Zhang and Liu [26], the authors combine the previous quantifiers by definingMFI
as the product of the Average Fluctuation Intensity and Reverse Fluctuation Count:

MF IT = AFMT × RFCT (5)

MFI shows the combination of AFM and RFC. The bigger the MFC valuer, the
higher is the frequency and magnitude of inflections in the power curve Yan et al.
[24].

3.1.6 Maximum Fluctuation Width (MFW)

According to Yan et al. [24], theMFW indicates the worst case scenario of variability
in a given period. It quantifies the difference between the highest and the lowest value
of the generation curve in the period. A large MFW suggests a high variability of
generation in the period. In mathematical terms:

MFWT = (Pmax − Pmin) × tmax − tmin

|tmax − tmin| (13.6)

where tmin and tmax are the occurrence intervals of minimum power (Pmin)
and maximum power (Pmax ), respectively. The quotient of time intervals indicates
whether this variation was upwards (positive) or downwards (negative).

3.2 Assessing the Source Diversification

The assessment of the effects of the renewable energy sources of diversifica-
tion requires indexes to quantify the degree of complementarity between them.
Several techniques to quantify the fluctuation of generation sources, and their
complementarity are proposed in the literature. Some techniques are outlined below.
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3.2.1 Correlation Coefficient (CC)

The CC is a standard statistical tool for assessing to what extent two time series
resemble each other. When two temporal series have a similar pattern of behavior,
there is a considerable similarity; otherwise, there is a strong complementarity.

The Correlation Coefficient is a number in the interval −1 to 1. The closer to 1,
the stronger the similarity, while the closer to −1, the higher the complementarity.

The CC can evaluate the spatial–temporal complementarity in different time
scales: minutes, hours, days, or months. Thus, it is a useful tool for assessing
complementarity between energy sources.

The Pearson correlation is one of the best-known coefficients. It assesses the
degree of correlation between two variables that are linearly associated. The Pearson
correlation is the ratio between the covariance of two variables and the product of
their standard deviations. In the case of two sources, a and b, with a nominal output
Pa(t) and Pb(t), respectively, the Pearson correlation ρP is given as:

ρP = cov(Pa, Pb)

σPaσPb

(7)
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Fig. 6 Examples of a correlation between two different power sources A and B, where the
total generation is compared with load curve, when: a Correlation coefficient is 1; b Correlation
coefficient is 0; c correlation coefficient equals −0.5, and d correlation coefficient equals −1
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As well as the Pearson correlation, Kendal and Spearman rank correlation coeffi-
cients are also widely used. Figure 6 shows the application of the Pearson coefficient
in different generation-load cases.

3.2.2 Relative Fluctuation Rate (RFR)

The Relative Fluctuation Rate has a particular feature which involves considering
both power sources and patterns of demand Diab et al. [10].

Consider a system formed of two different power sources, a and b. The RFR is:

RFR =
√

1
T

∑T
t=1(Pa(t) + Pb(t) − Pload(t))

2

Pload
(13.8)

where Pa(t) and Pb(t) are the power supplied by sources a and b, respectively
at time t; Pload(t) is the load power at time t, and Pload is the mean load power. T
is the analytical period. Low RFR values indicate a closer proximity between the
generation and demand curves.

3.2.3 Dispersion Factor (DF)

Renewable sources with extensive modularity, such as solar and wind, can reach a
great generation capacity though their aggregation in power plants within a large
geographical area. As a result, a non-uniform distribution of the primary source,
caused by the Earth’s relief and cloud movements, in large regions serves to homog-
enize the profile of total equivalent generation. This feature is stressed as far as new
devices are installed in power plants.

In the case of the solar source, the dispersion factor includes the density of the
geographic distribution of PV units. Consider the distance between the first and the
last PV unit in the direction of the displacement of the clouds as l, the clouds speed
v, and the time interval tc for the clouds to pass through the solar plant Hoff and
Perez [14, Yan et al. 24]. The solar dispersion factor is defined as:

DF = l

v × tc
(9)

Observe that the higher the solar plant, the greater the DF is. With regard to the
cloud speed, the higher the speed, the lower the DF. Hence, the Dispersion Factor is
a spatial complementarity index in a local context.
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3.2.4 Load Tracking Index (LTI)

The Load Tracking Index (LTI) assesses the ability of a set of generating sources to
follow the load demand curve. It measures the deviation between the total generation
and the demand curve. Thus, the lower the LTI value, the greater is the ability to track
the load demand curve Zhu et al. [28]; Jurasz et al. [16].

This index was designed in Zhu et al. [28] to assess a Virtual Power Plant (VPP)
complementarity with solar, wind, and hydro sources. The LTI can be evaluated as:

LT I = Dt + Ds + Dc (10)

Dt = 1

Pload

√√√√ 1

T

T∑

t=1

(PV P(t) − Pload(t))
2 (11)

PV P(t) = Pw(t) + Pp(t) + Ph(t) (12)

Ds =
√√√√ 1

T − 1

T∑

t=1

(
Pr (t) − Pr

)2
(13)

Pr (t) = Pload(t) − PV P(t) (14)

Dc = Pr,max − Pr,min

T
(15)

where Dt is theVPP fluctuation rate regarding the load demand; Ds is the standard
deviation of the load demandfluctuation; Dc is the load demandfluctuation rate; these
two last parameters represent the fluctuating features of power balance Pr ; Prmin and
Prmax are the minimum and maximum values of Pr in an interval T .

3.2.5 Daily Physical Guarantee (DPG)

This index assesses the local complementarity of many renewable sources. The DPG
has been suggested in Bezerra et al. [4] as a means of determining the complemen-
tarity between sources in an isolated microgrid. It is assessed as the mean equivalent
power for which the daily energy from sources is less than, or equal to, a given value
during at least 90% of the year.

The DPG is defined as:

DPG = P90(PD) (16)
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PD(d) = EW (d) + EP(d) + ET (d)

24h
(17)

where EW (d),EP(d), and ET (d) are the energy supplied by wind, solar, and
tidal currents source at day d, respectively; PD(d) is the constant equivalent power
corresponding to total generation at day d; P90(PD) is the 90th percentile of the PD

values. Figure 7 shows an example of how to assess the daily physical guarantee.

3.2.6 Comments

Several quantification techniques have been employed in different complemen-
tarity investigations. Some indexes, such as the correlation coefficient, are widely
employed, as seen in Table. Other indexes have more specific applications, e.g. the
Daily Physical Guarantee (DPG).

According to Bezerra et al. [4], complementarity investigations in isolated micro-
grids require some prudence. Although Indexes like the Relative Fluctuation Rate
or Load Tracking Index incorporate the effects of variability and complementarity,
they fail to describe the instantaneous power of the generation and load correctly.
This means it is not possible to distinguish intervals, whether the generation exceeds
the load or not.

In addition to renewable sources, isolated microgrids also include diesel genera-
tors and/or energy storage systems. These sources are dispatched based on their costs
when the renewable energy generation is lower than the load. However, the frequent
use of these sources may increase fossil fuel consumption and cause premature aging
of the energy storage system. The authors in Bezerra et al. [4] show that Daily Phys-
ical Guarantee, based on the concept of firm power, may incorporate features of these
kinds of isolated microgrids. Through an example, they demonstrated that DPG is a
suitable index to assess the complementarity in remote microgrids and their impact
on the backup diesel generator and energy storage system.

4 Applications

These kinds of indexes can be applied to different systems, from microgrids to
bulk power systems by highlighting the complementarity benefits from different
standpoints:

a. Complementarity between hydrographic basins has been investigated in
hydrothermal systems to improve the use of reservoirs. One way to take advan-
tage of this is to deploy an interconnected power system to make the energy
exchanges feasible.

b. The seasonal complementarity can increase the penetration of renewables in
the grid and contribute to grid decarbonization. When this kind of seasonal
generation occurs in different regions, it is necessary to raise the transmission
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capacity. Further energy storage options, like hydrogen, are alternatives to be
considered in the future to avoid clean energywasteDNVGLGroupTechnology
and Research [11].

c. The local complementarity of renewables can increase the firm power of a
renewable energy hub Bezerra et al. [4]. The combination of these sources
creates an equivalent source with lower intermittency than individual ones. In
isolated microgrids, it helps reduce the requirements for energy storage and
make the grid operation simpler.

d. Taking advantage of the complementarity of renewable resources can signifi-
cantly reduce the need for power reserves to balance generation variability.

e. Taking advantage of complementarity brings economic and environmental bene-
fits and contributes to a higher participation of renewables in the energy mix
that is leading to a carbon-free power system.

5 Conclusion

Energy from wind, solar, and tidal sources has different degrees of variability due
to the primary source features. Wind energy is influenced by weather conditions
involving air masses with different temperatures and affected by seasonal factors.
Solar energy is limited to the hours of daily solar irradiation. Although this irradiation
varies smoothly during the day, passing clouds have an impact on power generation.
Finally, tidal energy depends on the lunar cycles, and has a predictable behavior.
However, the energy potential falls sharply in neap tides, thus creating a seasonal
cycle linked to the lunar phases.

When dealingwith such renewables, two types of quantifiers have been examined.
The first measures the renewable variability with some approximations, and the
second is based on indexes of complementarity. In light of certain hypotheses and
simplifications, the application of these indexes needs to be treated some caution. A
good practice is to compare several indexes.

Exploiting complementarity can bring many benefits to modern power grids and
contribute to the flexibility and decarbonization of interconnected power systems.
With regard to microgrids, the local complementarity can be attained by increasing
firmpower, ensuring a longer energy storage lifespan, and eventually beingdependent
on lower initial financial investments. The combination of these factors leads to the
reduction of O&M costs and increases the technical and economic viability of these
types of projects.

Each renewable source has its intermittency profile. Further investigation is
mandatory in light of the prospect of forming joint applications to generate elec-
trical power and ensure a continuous and reliable power supply. Deploying hybrid
power generation is one way of mitigating their variability and benefiting from their
complementarity.
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Table 1 Review of investigations into the sources of complementarity

References Sources Type of
complementarity

Quantification
technique

Benefits Comments

Cao et al.
[7]

[W]
[PV]

[STC] • Complemen-
tarity
coefficient

• Coefficient of
variation

• Improved
coefficient

• Smooth
power output

• Reduces
ramp reserve
capacity

• Different
temporal scales
are investigated
to maximize the
sources of
complementarity

Bezerra
et al. [4]

[W]
[PV]
[TI]

[TC] • DPG • Reduces
fossil fuel
dependency

• Preserving
battery bank
lifetime

• Shows the
sources of
complementarity
in an isolated
microgrid,
improves the
storage system
operation
significantly, and
reduces fossil
fuel dependency

• The addition of
ocean energy to
the energy mix
improves the
microgrid
operation

Naeem
et al. [20]

[W]
[PV]

[STC] • Correlation
coefficient

• Reduces
energy
exchange
cost

• Results show
that the optimal
RES mix can
lead to
considerable
reductions in
energy exchange
costs

Canales
et al. [6]

[W]
[PV]
[H]

[TC] • Complemen-
tarity
vector

• Compromise
programming

• Total temporal
complementarity
index

• Maximum
average daily
outputs

• Maximum
cumulative
production

• The results show
a relation
between
timescale
selection and the
energetic
complementarity
index value

(continued)
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Table 1 (continued)

References Sources Type of
complementarity

Quantification
technique

Benefits Comments

Kougias
et al. [17]

[PV]
[H]

[TC] • Correlation
coefficient

• Maximum
energy output

• In the studied
location, a 10%
compromise in
the energy
output of the
small PV system
results in a
significant
increase in the
complementarity
between small
hydro and small
PV systems

Diab et al.
[10]

[PV]
[W]
[H]

[TC] • Relative
fluctuation rate

• Minimum
energy cost

• The best
configuration of
a grid-connected
PV/Wind/pumped
storage system is
achieved, by
taking account
of the loss of
power supply
probability
(LSLP), low
fluctuation of
injected energy
into the external
grid, and full
utilization of
solar and wind
resources

(continued)
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Table 1 (continued)

References Sources Type of
complementarity

Quantification
technique

Benefits Comments

Sun and
Harrison
[23]

[PV]
[W]

[TC] • Aggregated PV-
wind-demand
combinations

• Improves the
network’s
capacity to
absorb a
greater
amount of
renewable
generation

• Increases
total energy
exports

• It is shown that
the
complementarity
between
different RES
improves the
exploitation of
the available
capacity of
distributed
generation

• It is also shown
that
complementarity
between
different RES
enables them to
connect more
renewable
generation to the
distribution grid

Berger
et al. [2]

[W] [STC] • Criticality
indicator

• Lower
occurrence of
system-wide
low wind
power
generation
events

• Potential
benefits of
Interconti-
nental
Electricity
Interconnection

• Generation sites
across
continents can
benefit from
high-quality
resources
simultaneously

• Complemen-
tarity between
RES reduces the
occurrence of
simultaneous
low power
generation in
intercontinental
grids

(continued)
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Table 1 (continued)

References Sources Type of
complementarity

Quantification
technique

Benefits Comments

Li et al.
[18]

[PV]
[H]

[TC] • Correlation
coefficient

• Maximum
total energy
production

• Maximum
guaranteed
rate

• Results show
that
complementarity
in PV-Hydro
systems is
essential

• The efficiency of
the
complementary
operations is
improved when
account is taken
of the
uncertainty of
streamflow and
PV sources

Zhang
et al. [25]

[PV]
[W]
[H]

[STC] • Autoregressive
moving average
(ARMA)

• Improved
vine-copula
method

• Improve the
system’s
coordinated
operation to
fully utilize
complemen-
tary
characteris-
tics between
large-scale
hydro, wind,
and solar
sources

• Results show
that the
coordinated
operational
strategy of the
sources can
improve the
transmission
availability in
the dry season

Han et al.
[13]

[PV]
[W]
[H]

[TC] • Complementary
rate of
fluctuation
(CROF)

• Complementary
rate of ramp
(CROR)

• Optimize the
system
scheduling,
making the
output power
of the system
more stable

• Improve the
capacity
design of the

• PV–WP–H
system

• The optimal
level of
complementarity
can be obtained
by changing the
photo-
voltaic/wind
power
generation ratio

(continued)
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Table 1 (continued)

References Sources Type of
complementarity

Quantification
technique

Benefits Comments

Luz and
Moura
[19]

[PV]
[W][H]
[B]

[STC] • Correlation
coefficient

• Optimal
energy mix
and the water
flow of
hydropower
reservoirs

• Maximum
reservoir
operations

• Minimum
curtailment
or
loss-of-load

• Results show the
benefits of
complementarity
in Brazilian
regions and
renewable
energy sources

PV: photovoltaic
W: wind
H: hydro
Th: thermal
Ti: tidal
B: biomass
TC: temporal complementarity
STC: spatiotemporal complementarity
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State Estimation and Active Distribution
Networks

Madson Cortes de Almeida, Thiago Ramos Fernandes,
and Luis Fernando Ugarte Vega

Abstract Active Distribution Networks (ADN) are distribution systems containing
advanced monitoring and communication infrastructures and efficient functions to
remotely and automatically manage Distributed Energy Resources (DERs) and net-
work topology. In an ADN, the Distribution Management System (DMS) collects
and processes data, filters errors inherent to the meters and communication issues,
and determines the network operating condition. Based on the operating condition,
the DMS controls voltages, power flows, and system topology from the manage-
ment of various devices, allowing the system to operate according to standards of
power quality and energy efficiency. A state estimation function properly designed
is required to filter errors inherent to the monitoring infrastructure. The state esti-
mator provides the most likely network operating condition, which is the basis for
the application functions of the DMS. This chapter presents an overview of some
Distribution System State Estimation (DSSE) approaches available in the literature.
Four well-established approaches are presented, and their advantages and disadvan-
tages are discussed. Aspects such as state estimation modeling and solutions are
included. The chapter also presents the main challenges for enabling DSSE in ADNs
and briefly discusses a set of application functions usually available in a DMS that
can benefit from DSSE, focusing on how state estimators can aid these functions.
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1 Introduction

The proliferation of Distributed Energy Resources (DERs), including distributed
generators, energy storage systems, and controllable loads, and the high standards
for power quality and energy efficiency have changed how distribution systems are
designed, planned, and operated [26]. While these changes provide opportunities
for improvements in the overall efficiency, reliability, and flexibility of distribution
systems, they also pose operational challenges, such as bidirectional power flows,
overcurrents, overvoltages, increased voltage unbalances, etc. [21]. The need for an
effective management and control of distribution networks requires their evolution
from passive to Active Distribution Networks (ADNs).

The CIGRE C6.11 working group defines ADNs as distribution networks with
systems ready to remotely and automatically control DERs and network topology to
efficiently manage and utilize the network assets [13]. Active management enables
the optimization of distribution networks by taking full advantage of generation
dispatch, on-load tap changers, voltage regulators, reactive elements, and topology
reconfiguration in an integrated way. As a result, it reduces the negative impacts of
the integration of DERs into the network, minimizes network reinforcement require-
ments, maintains the system stable, and improves its reliability [49]. Table1 summa-
rizes the main features of ADNs.

Figure1 illustrates an idealized ADN. It consists of a distribution network with
different DERs, advanced monitoring and communication infrastructures, and a Dis-
tribution Management System (DMS). The DMS is the brain of the ADN. It collects
and processes real-time and forecasted data (e.g., the status of switches, on-load tap
changers positions, DER power outputs, load and voltage profiles, power flows, etc.)
to control voltages and power flows from the management of devices such as DER
units, FACTS, on-load tap changers, reactive elements, and power electronic convert-
ers. The control is performed based on the network operating conditions determined
by a state estimator, considering standards of power quality and energy efficiency.

Table 1 Main features of active distribution networks (Adapted from [13])

Infrastructure requirements Application functions Benefits

• Advanced protection
schemes

• Data collection • Improved reliability

• Communication upgrades • State estimation • Efficient utilization of assets

• Integration into existing
systems

• Power flow congestion
management

• Improved integration of
DERs

• Flexible network topology • Volt/VAr control • Minimizes network
reinforcement requirements

• DER and load control • Network stability

• Topology reconfiguration
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Fig. 1 Idealized active
distribution network
(Adapted from [49]. Icons
designed by Freepik from
www.flaticon.com.)

State estimation is a data processing tool that determines the most likely operat-
ing condition of a power system (i.e., the system state) for a given measurement set,
system topology and parameters. In the ADN, the state estimator is mainly responsi-
ble for (i) supporting and increasing system visibility and (ii) filtering measurement
noise and gross errors resulting from meter malfunction and communication issues.
Therefore, it is the basis for the management and control functions of the DMS and
is crucial for the real-time monitoring of the ADN. This fundamental role of the state
estimation in ADNs can be verified by the increasing number of publications related
to Distribution System State Estimation (DSSE).

Figure2 shows a timeline of publications concerning DSSE. The number of pub-
lications was obtained from the Web of Science [11], considering journals with the
highest impact factors in electrical power engineering. The figure also highlights
some important events that impacted the interest in DSSE throughout the years. The
first studies considering DSSE were published in the early 1990s [6, 7, 41, 52].
During the 1990s and early 2000s, DSSE was not a subject of great interest, prob-
ably due to its infeasibility in distribution systems as a consequence of the lack of
metering and communication infrastructures. However, after the first half of the first
decade of the 2000s, the number of publications involving DSSE has considerably
increased, coinciding with the advancements and cost reductions in metering and
communication technologies [55], the increase in the renewable generation capacity
[31], and the definition of the ADN concept [13].

Given the vital role of state estimation in ADNs, this chapter presents four well-
established distribution system state estimators and the challenges to be overcome to
enable DSSE in ADNs. Additionally, the chapter briefly describes some DMS func-
tions that can benefit from state estimation. The remainder of this chapter is structured
as follows. Section2 presents the state estimation approaches devoted to distribution
systems. Theoretical aspects of state estimation, modeling, and numerical solutions

www.flaticon.com
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Fig. 2 Timeline of publications involving DSSE

are also discussed. Section3 discusses the main challenges to be circumvented to
enable DSSE in ADNs. Section4 briefly outlines how some basic DMS functions
relate to state estimation. Finally, Sect. 5 concludes the chapter.

2 Distribution System State Estimation

State estimation will constitute the backbone of the ADNs, acting as a filter between
measurements and the DMS application functions that require the most reliable
database for the system state. This section presents the concepts behind well-
established state estimation approaches, focusing on the ones dedicated to distri-
bution systems.

2.1 State Estimation Approaches

Due to the typical features of distribution systems, well-consolidated state estimators
developed for transmission systems may require improvements before being applied
to distribution systems [18]. Therefore, considerable efforts have been made to the
development of state estimators devoted to distribution systems. TheWeighted Least
Squares (WLS) solution is the most popularly adopted. The main differences among
the proposals lie in the choice of the state variables and how the measurements are
considered. Concerning the state variables, DSSE approaches are generally classified
as node voltage or branch current based. Both can be formulated in polar or rect-
angular coordinates, each with its advantages and disadvantages [26]. This section
presents four state estimators well-established in the DSSE literature.
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2.1.1 Traditional State Estimator

The Traditional State Estimator (TSE) is widely used in transmission systems and
was found to be suitable for distribution systems concerning statistical properties
and accuracy in [54]. The TSE adopts the bus voltage phasors in polar coordinates
as state variables (i.e., x = [v, θ ]). It uses the available measurements, including
power flows and injections, bus voltagemagnitudes, etc., to estimate the system state.
The relationship between the state variables and measurements is nonlinear. Thus,
the resulting Jacobian matrix, H(x), depends on the state variables and has to be
updated at each iteration of the state estimation process. Accordingly, the resulting
Gain matrix, G(x), needs to be computed and factorized every iteration. Figure3
shows an overview of the TSE.

Because the Jacobian and Gainmatrices need to be updated at each iteration of the
state estimation process, the application of the TSE to typical distribution systems
may require a great deal of computational effort. Furthermore, due to the nonlinear
nature of the equations relating state variables to measurements, the elements of
the Jacobian matrix are obtained from summations involving sinusoidal functions,
state variables, and network parameters, increasing its implementation complexity,
especially for three-phase modelings. Computationally efficient alternatives to the
TSE are the estimators whose formulation results in constant Jacobian and Gain
matrices [15, 25, 47].

2.1.2 Admittance Matrix Based State Estimator

The Admittance Matrix Based State Estimator (AMBSE) was proposed in [41] for
three-phase distribution systems. In the AMBSE, the state variables are the bus volt-
age phasors in rectangular coordinates (i.e., x = [�{v̄}, �{v̄}]). Voltage and power
measurements are converted into equivalent voltages and currents in rectangular
coordinates, using the measured values and the state obtained at each iteration of the
state estimation solution process. The linear relationship between the state variables

Fig. 3 Overview of the TSE.
x̂ denotes the estimated state



382 M. C. de Almeida et al.

Fig. 4 Overview of the AMBSE

and equivalent measurements allows a constant Jacobian matrix, H , composed of
system admittances, zeros, and unitary elements.

The Gain matrix of the AMBSE, G, can be made constant if the variances of the
equivalent measurements in the weighting matrix are computed using a previously
estimated state. This previous state can be obtained from a power flow calculation
or a previous state estimation run [15]. Although linearly formulated, the AMBSE
requires an iterative solution process so that the equivalentmeasurements are updated
to match the measured values. Figure4 shows an overview of the AMBSE. Even
though measurements (actual, virtual, and pseudo) are converted into equivalents,
the network topology and parameters adopted are the same as those adopted in the
TSE.

TheAMBSEpresents great improvements over the TSE in terms of execution time
and implementation complexity. The sparsity of its coefficientmatrices is very similar
to that observed in the TSE, while the convergence features may differ depending
on the network and available measurements. The modeling of voltage magnitude
measurements requires some attention [15].

2.1.3 Branch Current Based State Estimator

The Branch Current Based State Estimator (BCBSE) was proposed in [7] to exploit
the radial topology of distribution systems. The state variables of the BCBSE are
the branch currents phasors and the reference bus voltage phasor in rectangular
coordinates (i.e., x = [�{v̄re f }, �{v̄re f }, �{īkm}, �{īkm}]). Similar to the AMBSE,
voltage and power measurements are converted into equivalent voltages and currents
in rectangular coordinates, using the measured values and the state obtained at each
iteration of the state estimation solution process [47]. The state variables and the
equivalentmeasurements are linearly related, enabling a constant Jacobianmatrix, H ,
whose entries consist of system impedances, zeros, and unitary elements. Similarly
to the AMBSE, the Gain matrix, G, can be made constant if the variances of the
equivalent measurements in the weighting matrix are computed using a previously
estimated state [15].
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Fig. 5 Overview of the BCBSE

Figure5 shows an overview of the BCBSE. The network topology and parameters
are the same as those adopted in the TSE and AMBSE. BCBSE’s inputs are the same
as AMBSE’s, while in the TSE, the inputs are the measurements (actual, virtual, and
pseudo) and their corresponding variances. Similarly to the AMBSE, an iterative
solution process is required in the BCBSE so that the equivalent measurements are
updated tomatch themeasured values. Note that, as BCBSE’s output is given in terms
of the branch currents, a procedure, such as a forward sweep [34, Ch. 10], is necessary
to compute the bus voltages required to update the equivalent measurements during
the state estimation process.

As the AMBSE, the BCBSE presents significant improvements over the TSE in
execution time and implementation complexity. Its convergence features are similar
to those observed in the AMBSE. The sparsities of BCBSE’s Jacobian and Gain
matrices are very high; however, they decrease as the number of voltage measure-
ments increases [53]. Themodeling of voltagemagnitudemeasurements also requires
some attention [15].

2.1.4 Symmetrical Components Based State Estimator

The theory of symmetrical components was first applied to state estimation in [28].
The proposed approach was developed for three-phase transmission systems con-
sidering only synchronized phasor measurements provided by PMUs, resulting in
a linear (non-iterative) model. As transmission lines are typically transposed, the
mutual couplings between the phases of the lines are similar, and the symmetrical
components transformation decouples the three-phase system into three single-phase
sequence networks. On the other hand, as distribution lines are usually untransposed,
the symmetrical components transformation does not decouple the three-phase sys-
tem. This is the primary reason why distribution system analysis generally uses the
phase rather than the sequence domain [34].

Nevertheless, by introducing the concept of compensation currents into a three-
phase untransposed distribution system modeled in the sequence domain, it is pos-
sible to decompose it into three single-phase sequence networks, considering the
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Quantities in

Single-phaseEqv. measurements

Bus/branch modelBus/branch model

Fig. 6 Overview of the SCBSE. Ā denotes the phase to sequence transformation matrix and Ā−1

denotes the sequence to phase transformation matrix

line asymmetry effects [24, 25]. Based on this concept, reference [25] proposes a
Symmetrical Components Based State Estimator (SCBSE) for three-phase distribu-
tion systems. The decomposition achieved significantly expedites the DSSE process,
simplifies implementation complexity, and allows parallel running implementations.

Figure6 shows an overview of the SCBSE. Essentially, SCBSE’s algorithm con-
sists of three main steps: (i) converting measurements into equivalent measurements
(similarly to the AMB and BCB state estimators) and transforming them into their
counterparts in sequence components, (ii) modeling the distribution system as three
decoupled sequence networks using the concept of compensation currents, and (iii)
employing single-phase AMBSEs to solve the sequence networks sequentially or
simultaneously and obtain the estimated state in the phase domain.

As AMBSEs are employed to solve the sequence networks in the SCBSE, the
state variables of the problem are the sequence bus voltage phasors in rectangular
coordinates (i.e., x = [�{v̄}, �{v̄}]) and the sequence Jacobianmatrices are constant.
Furthermore, the sequence Gain matrices can be made constant if the variances of
the equivalent measurements are computed using a previously estimated state [15].
The WLS solution requires an iterative process so that the equivalent measurements
are updated to match the measured values. Note that the same single-phase AMBSE
is applied to the three sequence networks, greatly simplifying the implementation
complexity.

Table2 presents some important features of the distribution systemstate estimators
described in this section. Based on these features, it is possible to choose the DSSE
more suitable for a given application and scenario.

2.2 Modeling

Power system state estimation is defined as the process of obtaining the most likely
state of the system frommeasurements, system topology and parameters. The system
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Table 2 Main features of the presented DSSEs

Estimator Advantages Disadvantages

TSE • Widely-known • State variables and measurements are
nonlinearly related

• Does not require measurement
conversion

• Requires updating of Jacobian and
Gain matrices

• Suitable for meshed networks • High computational burden

AMBSE • State variables and equivalent
measurements are linearly related

• Requires measurement and variances
conversion

• Constant Jacobian and Gain matrices • Requires attention with voltage
magnitude measurements

• High computational performance

• Suitable for meshed networks

SCBSE • State variables and equivalent
measurements are linearly related

• Requires modeling in the sequence
domain

• Constant Jacobian and Gain matrices • Requires measurements and variances
conversion

• High computational performance • Requires attention with voltage
magnitude measurements

• Suitable for meshed networks

BCBSE • State variables and equivalent
measurements are linearly related

• Requires measurements and variances
conversion

• Constant Jacobian and Gain matrices • Requires attention with voltage
magnitude measurements

• High computational performance • Unsuitable for meshed networks

• Loses efficiency when many voltage
measurements are present

state is a set of variables that fully describe the power system. In distribution networks,
the system state is usually expressed in terms of the bus voltage phasors, branch
current phasors, or a combination of these.

The WLS solution for the TSE is derived from the nonlinear measurement model
defined by (1), where vector z contains themeasurements (actual, virtual, and pseudo
types), vector x contains the state variables, vector h(x) comprises the nonlinear
functions relating measurements to state variables, and vector e contains the errors
inherent to the measurements [44].

z = h(x) + e (1)

The WLS solution for the remaining state estimators presented in Sect. 2.1 is
derived from a linear measurement model similar to (1), where vector z contains the
equivalent measurements (obtained from the measurements and the state obtained at
each iteration of the state estimation solution process), and vector h(x) comprises
the linear functions relating measurements to state variables [15].
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Table 3 Formulation for different state estimation solutions [18]

Solution Objective function Advantages Disadvantages

WLS rTWr • Simple • Sensitive to bad data

• Widely-used

LAV
∑m

i=1 |ri | • Robust against bad data • High computational
cost

• Small sensitivity to line
impedance uncertainty

• Sensitivity to leverage
points and measurement
uncertainty

MN ||x||2 • Able to cope with
underdetermined systems
of equations

• Sensitive to bad data
and measurement
uncertainty

LMS med{r21 , . . . , r2m} • Robust against bad data
and leverage points

• High computational
cost

• High measurement
redundancy requirements

Power system state estimation problems are desired to be overdetermined. There-
fore, they are formulated as optimization problemswhose objective functions depend
on the adopted state estimation solution. The WLS is by far the most used solution;
thus, in this text, the focus will be given to it. Alternatives to theWLS state estimation
solution are the Least Absolute Value (LAV) [27], the Minimum-Norm (MN) [16],
and the Least Median of Squares (LMS) [43].

The WLS solution is obtained by minimizing the objective function (2), where
W is the weighting matrix and the difference z − h(x) denotes the measurement
residuals, r . Usually, the weighting matrix W is chosen as the inverse of the mea-
surement error covariancematrix, R [44]. Table3 presents alternative state estimation
solutions, as well as their main advantages and disadvantages [18].

J (x) = 1

2
[z − h(x)]TW [z − h(x)] (2)

2.3 Conventional Numerical Solutions

Power system state estimation problems are usually solved by iterative methods,
such as the Gauss-Newton or the Newton-Raphson. The WLS solution for the TSE
is obtained by the Newton-Raphson method by applying the optimally conditions in
(2). By Taylor expansion, the estimated state, x̂, is obtained by the iterative procedure
in (3)–(4), where �z(xν) = [z − h(xν)], and ν is the iteration counter.

G(xν)�xν = H(xν)TW�z(xν) (3)
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xν+1 = xν + �xν (4)

Matrices H(x) and G(x) are the Jacobian matrix and the Gain matrix, respec-
tively. For the Newton-Raphson method, the Gain matrix is given by (5).

G(x) = H(x)TWH(x) −
m∑

i=1

�zi
∂2hi (x)

∂x2
(5)

The Gauss-Newton method for the TSE is obtained by ignoring the term that
depends on the second derivatives in (5), such that G(x) reduces to (6). This solution
is referred to as the normal equation.

G(x) = H(x)TWH(x) (6)

In most situations, the impact of ignoring the second derivatives on state estima-
tion is negligible [44]. Furthermore, it grants computational simplicity for the state
estimation process. As such, the Gauss-Newton method is generally used to find the
WLS solution to the state estimation problem in (2).

The normal equation for the remaining state estimators presented in Sect. 2.1 can
be derived from equations (3) and (4). As these approaches are based on a linear
measurement model, matrices H and W can be kept constant and z(x) = Hx. By
substituting these conditions into (3), it is given that

�xν = G−1HTW [z(xν) − Hxν] (7)

�xν = G−1HTWz(xν) − G−1HTWHxν (8)

�xν = G−1HTWz(xν) − xν (9)

Finally, substituting (9) into (4) yields

xν+1 = G−1HTWz(xν) (10)

Note in (10) that the state for xν+1 is directly obtained. Recall that, as BCBSE’s
output is given in terms of the branch currents, is it necessary to compute the bus
voltages before updating the equivalent measurements during the state estimation
process. An efficient procedure to calculate the bus voltages from the branch currents
is to use a forward sweep [34, Ch. 10]. Alternatively, it is possible to obtain the
current injections from the node to branch incidence matrix and finally calculate the
bus voltages from these currents and the bus admittance matrix [14, Ch. 11, Ch. 12].
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2.4 Numerical Robust Solution

TheWLS solution to the state estimation problem can almost always be successfully
obtained via the normal equation. However, under special circumstances that are
likely to occur in actual power systems, the normal equation can experience numerical
instabilities. Such situations may prevent the estimator from reaching an acceptable
solution or even cause divergence [2].

The numerical performance of the WLS state estimator via the normal equation
can be negatively affected by [2, 44]:

• The use of very distinct measurement weighting factors.
• The presence of very low impedances.
• The presence of a large number of power injection measurements.

These problems arise because the normal equation uses the Gain matrix, which
is the square of the Jacobian matrix (refer to Eq. (6)), making the condition number
of the former matrix worse. In fact, if the condition number of H is κ , then, the
condition number of G is κ2.

In distribution systems, the condition number of the normal equation is mainly
deteriorated by the large weights used to enforce virtual measurements associated
with zero injection buses. These measurements are usually assigned large weights
because they are perfect (i.e., free of error) injection measurements. To prevent this
conditioning issues, virtual measurements can be treated in the WLS state estimator
as equality constraints, giving rise to the Sparse Tableau [2].

2.4.1 WLS State Estimation via Sparse Tableau

To obtain the Sparse Tableau for the nonlinear measurement model in (1), virtual,
actual, and pseudo measurements are treated as equality constraints according to
(11), where vector c(x) contains the functions related to the virtual measurements
(zero injections), h(x) comprises the functions related to the actual and pseudo
measurements, and vector r = z − h(x) denotes the measurement residuals.

Minimize J (x) = 1

2
rTWr

subject to c(x) = 0

r − z + h(x) = 0

(11)

By applying the method of Lagrange multipliers in (11) to obtain the optimality
conditions, the WLS solution is obtained and can be solved via the Gauss-Newton
method by the iterative procedure in (12)-(13).
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⎡

⎢
⎢
⎣

α−1R H(xν) 0

H(xν)T 0 C(xν)T

0 C(xν) 0

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

αμ

�xν

αλ

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

�z(xν)

0

−c(xν)

⎤

⎥
⎥
⎦ (12)

xν+1 = xν + �xν (13)

In (12), H(x) = ∂h(x)/∂x is the Jacobian of h(x), C(x) = ∂c(x)/∂x is the
Jacobian of c(x), λ and μ are vectors of Lagrange multipliers, α is a scaling factor
introduced to improve the condition number of the coefficient matrix. Equations (14)
and (15) are alternatives to obtain the scaling factor [2].

α = 1

max(W)
(14)

α = m

tr(W)
(15)

The coefficient matrix in (12) presents low condition numbers, once the the Gain
matrix, G(x), is not included. The enlarged system of equations is not very much
expensive concerning arithmetic operations than the solution via the normal equation,
since the tableau is very sparse.

The Sparse Tableau for the AMB, BCB, and SCB state estimators can be obtained
by a very similar procedure. For the sake of simplicity, considering a unitary scaling
factor α, the corresponding WLS solution is obtained by solving the iterative proce-
dure in (16). Note that the Jacobian matrices H and C are constant and, therefore,
the tableau is constant [15]. Finally, observe that the state for the current iteration,
xν+1, is directly obtained from (16).

⎡

⎢
⎢
⎣

R H 0

HT 0 CT

0 C 0

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

μ

xν+1

λ

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

z(xν)

0

−c(xν)

⎤

⎥
⎥
⎦ (16)

Figure7 presents a summary of the DSSE approaches and solution methods dis-
cussed in this section. The TSE can provide a WLS solution via Newton-Raphson
as well as Gauss-Newton methods. For the AMB, BCB, and SCB state estimators,
the solutions via Newton-Raphson and Gauss-Newton are equal, once the second
derivatives of h(x) with respect to the state variables in x are null. The approaches
presented can be solved via the normal equation or the Sparse Tableau. Alternatively,
references [44] and [2] present other robust solutions that can be successfully applied
to the estimators presented.
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Fig. 7 Summary of the DSSE approaches and solution methods presented

3 DSSE Implementation Challenges

State estimation is widely used in transmission systems; however, it is not common
in distribution systems. This is mainly because distribution systems are usually seen
and managed as passive networks, where the “fit and forget” fashion is frequently
adopted [49]. Nevertheless, with the advent of the ADN concept, the main challenges
for DSSEs are being gradually overcome, especially concerning the monitoring and
communication infrastructures. This section summarizes the main challenges that
will have to be circumvented to enable state estimation and facilitate the automation
capabilities required by ADNs.

3.1 Observability

A power system is observable if it is possible to obtain its state from the available
measurements, system topology, and parameters [44]. Essentially, for a state estima-
tion problem to be solvable, the number of available measurements must be at least
equal to the number of state variables, which, considering that distribution systems
require three-phase models, is six times the number of system buses. Nevertheless,
such a monitoring level is rarely found in traditional distribution systems, making
observability a challenge for DSSE [2, 26]. To make a distribution system observ-
able, the so-called pseudo-measurements, which are normally inaccurate and may
deteriorate the estimates, must be used [3]. Therefore, monitoring is probably the
greatest challenge faced by state estimation in ADNs.

Observability analysis approaches can be numerical, topological, or hybrid [44].
Observability analysis is carried out before state estimation to check the suitability
of the available measurement set. If the system is unobservable, additional mea-
surements or pseudo-measurements need to be set at appropriate feeder locations
to make the system observable. This process is known as observability restoration.
Momentary loss of measurements, caused by communication or meter failures, and
topology changes maymake the system unobservable. Observability analysis detects
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Fig. 8 Overview of observability analysis

such cases, identifies the network portions whose state can be estimated (observable
islands), and determines where measurements must be placed to restore full observ-
ability.

Based on the same concepts of observability analysis, criticality analysis deter-
mines the redundancy relationships among measurements, classified as critical,
belonging to a critical set, or redundant. Criticality analysis is essential for deter-
mining the bad data detection capabilities of the state estimation process [5]. More-
over, it can help to better understand the estimates. Figure8 presents an overview of
observability analysis.

3.2 Network Complexity

Regarding network complexity, the main characteristics of distribution systems that
represent a challenge to state estimation are [18, 26]:

• Unbalanced and asymmetrical operation. Distribution systems are usually
unbalanced and asymmetrical due to the presence of single-, two- and three-phase
loads and branches. This issue is further aggravated by the increasing penetra-
tion of DERs. Consequently, three-phase models are required to represent these
characteristics accurately.

• Radial or weakly meshed topology. The radial or weakly meshed topologies are
the most common in distribution systems. While these configurations are cheaper
and guarantee computational advantages for state estimation, they may deteriorate
measurement redundancy, as the Voltage Kirchhoff Law cannot be applied to
increase the number of equations when there are no meshes [2].

• High R/X ratio of the lines. The higher R/X ratio of distribution lines precludes
the adoption of simplifications commonly used in transmission systems, such as
neglecting line resistances because of the dominant reactances, and also hinders
the use of decoupled state estimators.
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• High dimensionality. Distribution networks are typically large, with a high num-
ber of nodes and branches. This aspect, alongwith the need for three-phasemodels,
greatly increases the number of state variables and, consequently, the computa-
tional burden of the DSSEs. This hinders the use of well-established transmission
system state estimators, such as the TSE.

Therefore, solving state estimation problems on distribution systems may require
significantly higher computational efforts than on transmission systems. Alternatives
to minimizing these efforts are using estimators that result in constant Jacobian and
Gain matrices [15, 46, 47], and symmetrical components [25]. Additionally, utilities
and operators may opt for topology simplification, multi-area (parallel) state estima-
tion [1, 48], or focus only on particular areas and voltage levels of the distribution
system under analysis [45].

3.3 Sources of Uncertainty

Distribution systems are usually designed to supply power under the assumption of
unidirectional power flows from substations to customers. This paradigm simpli-
fies the required monitoring and communication infrastructures [45]. Consequently,
distribution systems typically present antiquated monitoring and automation, limit-
ing the amount and reliability of the information available for state estimation, and
adding uncertainties into the estimation process. This section discusses some sources
of uncertainty that can negatively affect DSSE.

3.3.1 Network Parameters and Topology

The network data provided to the control center of a distribution utility usually comes
from asset management and georeferenced databases [1]. Some parameters might
change when maintenance crews repair lines, or when expansions and upgrades take
place to host new customers; nonetheless, these updates are sometimes not inserted
into the distribution network databases. Thus, it is a challenge tomaintain an accurate
network model, which significantly contributes to errors in state estimation.

Another difficult task is to ensure that the topology used for state estimation is
the actual system’s topology. This is because many equipment settings as switches,
transformer tap ratios, protection equipment, and reactive elements, are typically
unmonitored [45]. Furthermore, a distribution system can have frequent topology
changes. Sometimes these changes are unknown or unreported to network operators
and thus not inserted into the network databases. Topological errors on DSSE could
result in severe deterioration of the estimates.

The uncertainties related to network parameters and topology can be minimized
with upgrades in the monitoring and communication infrastructures of distribution
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systems, given that reasonablemeasurement redundancy levels enable parameter and
topology estimations.

3.3.2 Pseudo-Measurements

Due to the typical low investments on the monitoring infrastructure of distribution
systems, DSSE usually relies on pseudo-measurements. Moreover, even when a
distribution system is designed to be completely observable, failures inherent to
meters and communicationmedium canmake the systemmomentarily unobservable.
In these situations, pseudo-measurements represent backup information that can be
used to replace real-time data.

However, as pseudo-measurements are usually based on statistical data, they are
a great source of uncertainty in DSSE. Therefore, it is necessary to develop tech-
niques to maximize pseudo-measurements accuracy. One way to do it is by deploy-
ing Advanced Metering Infrastructure (AMI) and using its data to generate accurate
pseudo-measurements. Models based on machine learning have shown an improved
accuracy of pseudo-measurements compared to the traditional statistical and prob-
abilistic analysis models, taking advantage of both AMI data records and real-time
samples [19].

3.4 Diversity of Measurement Types

Distribution systems comprise different voltage levels, from sub-transmission volt-
age to feeder voltage and down to delivery voltage on secondary systems [45].
Accordingly, measurement devices also vary between the voltage levels. Some net-
works may have phasor and SCADA measurements arrive at the control center peri-
odically, while others may rely on AMI data or some combination of the three.
Measurements provided by protection devices like reclosers can also be used. Thus,
a challenge to DSSE remains in accommodating heterogeneous measurement types
with various temporal resolutions and accuracies into a unified state estimator.

3.5 Tuning Measurement Weights

The objective of tuning measurement weights is to make that higher accuracy mea-
surements are more influential on the estimates than those with lower accuracy.
Although it seems simple, it is a difficult task in practical state estimation implemen-
tations [4].

Usually in state estimation, the inverse of the measurement variances (σ 2) is used
as weight [44]. There are different forms to tune measurement weight [17]. A way is
to assume that σ 2 is equal to a constant known value. Another way is to consider that
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Fig. 9 Overview of the centralized architecture

σ 2 depends on the measured value. Different forms of tuning measurement weights
will lead to different estimates. Therefore, comprehensive simulations considering
the statistical analysis of the estimates should be performed to adjust measurement
weights properly [23].

3.6 System Architecture

System architecture is a crucial aspect for DSSE. Depending on the architecture,
the state estimation problem can be tackled with different requirements and per-
formances. Therefore, the challenge is defining how the state estimators will have
to be adapted to handle an extensive geographical area, and the massive amount
of information provided by the heterogeneous measurement devices present in the
envisioned ADNs.

The system architecture can be established according to a centralized or decentral-
ized scheme [26, 29]. In the centralized scheme, all system areas send information
to a central DMS, responsible for data collection, network data storage, running state
estimators, integrationof state estimation results of different areas, andADNmanage-
ment and control. This scheme allows a more straightforward management of state
estimation and DMS application functions, but requires considerable investments
in communication infrastructure and computing power [29]. Figure9 illustrates an
overview of the centralized architecture.

In the decentralized scheme, all system areas have a Local Control Station (LCS)
that collects local measurements, stores local network data, runs local state estima-
tors, exchanges informationwith neighboring areas to integrate and improve the state
estimation results, and, eventually, carries out control functions. Additionally, each
area sends its estimates to the DMS, which concentrates only on coordination of
local units, and ADN monitoring and supervisory tasks. Compared to the central-
ized scheme, the decentralized scheme requires less communication and computing
power investments, at the expense of having a LCS in each area, and possibly incon-
sistent state estimation solution accuracies among different regions in some cases
[48]. Figure10 shows an overview of the decentralized architecture.
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Fig. 10 Overview of the decentralized architecture

4 DSSE Applications for ADNs

By definition, ADNs must remotely and automatically manage their assets in an
integrated and efficient way [13]. For that, generation dispatch, on-load tap changers,
voltage regulators, reactive elements, and topology must be effectively managed to
minimize the impacts of DERs and reduce the requirements for reinforcements while
enhancing the distribution systems performance [49].

Advanced monitoring and communication infrastructures are required to make
ADNs feasible. However, even in networks with properly planned monitoring and
communication capabilities, incorrectmeasurements and communication failures are
likely to occur. Therefore, the adoption of state estimation in ADNs is recommended
to support system visibility and deal with the limitations inherent to monitoring and
communication. DSSE can determine themost likely operating condition of anADN,
despite the errors in themeasured quantities, communication failures or delays. Thus,
it is prone to be the core of a DMS.

In this section, application functions of a DMS that can benefit from DSSE are
briefly described. The focus is on how state estimators can be used to aid these
functions. Indeed, all functions of ADNs that require the estimated state, both in
normal or fault conditions, can benefit from state estimation.

In the following, the adoption of the DSSEs in Topology Estimation and Recon-
figuration, Volt-VAr Control, Fault Location, Technical and Non-technical Losses
Identification and Cyber Security are briefly discussed. Note that DSSEs can be used
in these functions in several ways beyond it is discussed here.

4.1 Topology Estimation and Reconfiguration

State estimation applications are usually based on the assumption that the distribution
system topology and parameters are perfectly known [44]. However, in practice, it is
very common that the status of switching devices and transformer taps are unknown
or, for some reason, the system parameters are under suspicion. In the presence of
these errors, the state estimators will fail or provide bad estimates.
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Several approaches to deal with errors in topology and parameters are based
on state estimation concepts [2, 44]. At this point, the so-called Generalized State
Estimator (GSE) deserves attention [35, 44]. In this approach, the status of switches
is included as state variables. Given the basic topology, which means the way power
system elements can be connected via switches, a set of switches whose status is
under suspicion, and themeasurements, the GSE can provide the bus voltages and the
switches statuses. In addition to the status of the switches, the set of state variables
can consist of voltages, currents, and powers in polar or rectangular coordinates.
These approaches usually require significant changes in the state estimator [36].
Furthermore, their success depends on the number, location, and accuracy of the
available measurements.

Alternatively, a simple trial and error search process can be adopted to check
topology. In this case, the status of the suspect switches is changed in a driven way,
and a state estimator is run. Then, the estimated residuals are compared to a thresh-
old. Based on this threshold, the most likely status of switches can be defined [8]. In
this case, changes in the state estimation equations are not required. However, this
approach is very limited, and it is not adequate if there are many suspect switches.
Additionally, the network topology can be determined by state estimation and opti-
mization techniques [22, 57].

In general, the inclusion of parameters and status of switches as state variables in
the generalized approaches increases the size of the involved matrices and the com-
putational times required to run the state estimators. Therefore, modeling parameters
and the status of switches as state variables must be carried out with parsimony.

4.2 Volt-VAr Control

Themain objective of the Volt/VAr control is maintaining the power system’s voltage
profile within practical limits. To this end, given adequate monitoring and commu-
nication infrastructures, controllable Volt and VAr devices must be appropriately
managed [30]. To manage these devices, in addition to an optimization tool com-
prising well-defined control rules, the knowledge of the operating condition of the
distribution system is essential. Quantities as node voltages, load and generation
forecasts, and the output from distributed generators are usually required.

Given the measurements, system topology, and parameters, the state estimator
provides the estimates that describe the operating condition of the distribution system,
as required by the Volt-VAr control. From these estimates and the control rules, the
controllable Volt and VAr devices are set, and the system state is reestimated. In this
case, the state estimators are used in their conventional modeling, as presented in
Sect. 2.

The literature presents several Volt-VAr control approaches based on state esti-
mation. For example, in [51], the Volt-VAr control runs in a closed loop every few
minutes fitting the voltage profile within practical limits. In [9], a machine learning
approach is applied to generate accurate pseudo-measurements to improve the DSSE
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results, used as inputs to a Volt and VAr control function based on well-established
control rules.

4.3 Fault Location

Interruptions in energy supply are commonly associated with electrical faults. These
faults are mainly due to severe weather conditions, contact with animals, equipment
malfunction, human accidents, falling trees, etc. Thus, faults in distribution systems
are among the main causes of power quality deterioration. In this context, the need
for fast and accurate fault location approaches is crucial to utilities once they impact
the quality of the services.

The main idea behind the fault location approaches based on state estimation
is to check the fitting between measurements and the faulted distribution system.
Depending on the fault type, the faulted distribution system will contain one or more
resistances connecting the fault location to the ground. Since the fault location is
unknown a priory, the fault location is a search process. The faulted distribution
system is formed assuming the fault occurs at a given bus or branch. This faulted
topology, the system parameters, and the availablemeasurements are the input for the
state estimator. From the estimates, indices such as J (x) or the normalized residuals
can be used to quantify the fitting between measurements and the faulted distribution
system [12, 33]. This procedure is repeated for all suspect buses and branches. Search
techniques can be applied to minimize the number of state estimation runs and, thus,
the computational times.

Depending on the available measurements, the DSSE can be linear or nonlinear.
For instance, if the monitoring system is composed exclusively of Phasor Measure-
ments Units (PMUs), a linear (non-iterative) state estimator is enabled. Otherwise,
a nonlinear DSSE can be successfully applied. Different from the remaining appli-
cations, in this case, the DSSE is used to a faulted system. In this scenario, it is
possible to find very low voltages and high currents, hindering the state estimation
convergence. Nevertheless, the literature indicates that with proper implementation,
the DSSEs can provide adequate performance.

4.4 Technical and Non-technical Loss Identification

In power distribution systems, losses are the difference between the energy purchased
by the utility and that sold to customers. Losses can be classified as technical or non-
technical. Technical losses are inherent to the network elements. They can be reduced,
for instance, by using more efficient equipment, changing the network topology, or
adopting demand response techniques.

Non-technical losses aremainly due to theft and fraud, but also to default, reading,
measurement, and billing errors. The energy that is intentionally diverted by theft
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or fraud is vital. The term detection refers to the act of becoming aware of non-
technical losses. The term identification is used to pinpoint the customer where the
issue occurs.

Literature shows approaches based on DSSEs to detect and identify non-technical
losses [32, 42, 50, 56, 58]. Themost used idea behind these approaches is to treat non-
technical losses as gross errors in measurements. Consequently, these approaches
are highly dependent on the number, location, and type of measurements. To be
successfully applied, the gross error detection and identification techniques require
redundant measurement sets without critical measurements and critical sets [44]. In
general, the state estimators are used as presented in Sect. 2, and changes in the basic
formulations are not required.

Literature also presents hybrid techniques, based on state estimation and machine
learning approaches. For example, in [58], a state estimator is used to filter errors in
measurements. Then, estimated error-free quantities are used as inputs to classifica-
tion methods that identify non-technical losses.

4.5 Cyber Security

ANDs require advanced monitoring and communication infrastructures to remotely
and automatically manage distribution systems’ assets. Due to vulnerabilities inher-
ent to these technologies, ADNs are exposed to cyber-attacks [20]. These attacks
can alter and manipulate measurements, parameters, and topologies, threatening the
security and proper functioning of the DSSE and the stable operation of the distri-
bution system.

Cyber-attacks can be witnessed when inconsistencies among measured values,
parameters, topology, and estimates are detected and identified. Different types of
cyber-attack reported in the literature are: false data injection, topology attack, and
eavesdropping [18]. In the false data injection scenario, an attacker with knowledge
of a distribution system’s information manipulates the measured values of certain
metering devices [20, 38, 40, 59]. In a topology attack, the attackers tend to mali-
ciously modify the system topology changing the branch switch on/off status [10,
39]. Eavesdropping defines a situation where an unauthorized party seeks to collect
data from the system by accessing the communication infrastructure, compromising
data privacy, and user confidentiality [37].

Depending on the nature of the cyber-attacks, DSSEs can be used to check topol-
ogy, parameters, or gross errors in measurements. For instance, sudden changes
maliciously caused in the network topology can be identified using topology esti-
mation via generalized state estimation. Techniques for gross error detection and
identification can also help to identify malicious manipulations on the measured val-
ues. It is important to note that the success of using DSSEs against cyber-attacks is
related to the redundancy and quality of the measured quantities.



State Estimation and Active Distribution Networks 399

5 Conclusion

By definition, Active Distribution Networks (ADNs) should remotely and auto-
matically manage the network assets in an integrated and efficient way. Therefore,
advanced monitoring and communication infrastructures are fundamental to make
ADNs feasible. However, even with adequate monitoring and communication infras-
tructures, incorrect measurements and communication failures are prone to occur.
Thus, the adoption of a state estimator in the Distribution Management System
(DMS) of an ADN is strongly recommended. Distribution System State Estimation
(DSSE) can cope with errors in the measured quantities and communication failures
and delays, providing the most likely state of an ADN.

This chapter presents four DSSE approaches well-consolidated in the literature.
Themain differences among the approaches reside in the choice of the state variables
andonhow themeasurements are accommodated.Additionally, the following aspects
should be highlighted:

1. In the Traditional State Estimator (TSE), the Jacobian and Gain matrices need
to be updated at each iteration of the state estimation process. This procedure
may require a great deal of computational effort in practical DSSE applications.
The nonlinear nature of the equations relating state variables and measurements
in TSE’s model increases its implementation complexity.

2. Both the Admittance Matrix Based (AMBSE) and Branch Current Based
(BCBSE) state estimators present significant improvements over the TSE in
terms of execution time and implementation complexity. Their Jacobian and
Gain matrices are constant and simpler to build in comparison to the TSE. Fur-
thermore, their convergence features are very similar.

3. In the Symmetrical Components Based State Estimator (SCBSE), a three-phase
untransposed distribution system is decoupled into three single-phase sequence
networks. The sequence networks are solved using single-phase AMBSEs. This
procedure significantly expedites the DSSE process, simplifies implementation
complexity, and allows parallel running implementations.

Despite the features highlighted above, the choice for the better state estima-
tion approach in ADNs requires further studies and considerations of the particular
characteristics of the scenario where the DSSE will be applied. Moreover, literature
presents less widespread approaches that may be more appropriate for specific ADN
applications.
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DCMicrogrids for Ancillary Services
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Filipe Perez, Gilney Damm, and Paulo Ribeiro

Abstract This chapter is dedicated to DC Microgrid’s application to provide ancil-
lary services to weak AC grids. In particular, control algorithms are designed to
provide inertial, frequency and voltage support for weak grids, such as AC Micro-
grids composed mainly by sources interfaced by power converters, with a small por-
tion of diesel generators. A number of synthetic inertia approaches are introduced
to improve the stability properties of an AC grid face to strong variations on loads
and productions, brought by electric vehicles and possibly other renewable energy
sources. The power electronic issues related to control interactions and poor inertial
response are described, where suitable solution is addressed. The power converter is
driven as a Virtual Synchronous Machine (VSM), where the control strategy follows
classical swing equation, such that the converter emulates a synchronous generator,
including inertial support. This strategy can be exploited in low inertia systems with
high penetration of renewables. An application example illustrates the performance
of the Microgrid in the context of virtual inertia control.
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1 Introduction

Direct Current (DC)Microgrids are attracting interest thanks to their ability to easily
integrate modern loads, renewable sources, Energy Storage Systems (ESS) and Dis-
tributed Energy Resources (DER) in general [1, 2]. They also acknowledge the fact
that most renewable energy sources and storage systems use DC energy (as Photo-
voltaic Panels (PV), wind power, batteries and even electric vehicles for example),
and allow the reduction of the number of power converters in the grid with simpler
topology. By doing this, they increase energy efficiency, and allow faster control of
the grid [3–5].

DC Microgrids are generally fully composed of DC/DC or AC/DC converters
to adapt to the system’s voltage level. Commonly, a DC bus operates as the main
interconnection link, where power flow control is performed to balance the energy
of the system. The devices of the Microgrid are integrated in the DC link to share
power, where distributed generators inject the produced power, the load demand is
supplied and the storage elements can absorb the power mismatch. The main target
here is to control the DC bus voltage to ensure proper operation of the system, since
fluctuations, ripples and deviation in the voltage amplitude may cause a collapse,
harming the overall operation of the system. Also, DC/DC converters are used to
interconnect buses with different voltage levels, so the devices are inserted according
to their voltage level. Therefore, sensitive loads can be properly supplied through a
specific bus with multiple DC links configuration [6, 7].

On the other hand, the connection of a large number of power converters may lead
to stability problems, since the converters can act as a Constant Power Load (CPL),
which introduces negative impedance into the system. The effect of the negative
impedance reduces significantly the stability margins and the operating region of
the entire system. Therefore, standard control techniques, as droop controllers and
linear Proportional Integral (PI) controllers, are very limited to attain stability in
this case, and different solutions must be achieved to improve the operation of this
type of system. The nonlinear control can be introduced as a powerful tool to develop
improved controllers, that are robust enough tokeep safe operation in awideoperating
region. Nonlinear control technique can easily suppress the negative impedance term
and insert a stabilizing dynamic through feedback process, when the variables of the
system are known [8, 9].

In this context, [10, 11] present a survey on the most relevant features of DC
Microgrids, and it is summarized as follows:

1. The reduced number of converters between sources and loads improve efficiency
and decrease losses.

2. A number of system variables are eliminated, such as frequency, reactive power,
power factor and synchronization.

3. The system is more robust against voltage sags and blackouts, since they have
fault ride trough capability from voltage control of the power converter and the
energy stored in the DC bus capacitor.
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4. DC distribution is not the standard shape and need to be built in parallel to the
conventional AC distribution system.

5. The system protection is harmed, since zero cross detection is non-existent.
6. The power electronic loads and DC motors are easily integrated in DC systems,

but there are a number of loads that must be adapted for DC power supply.
7. The absence of transformers reduces losses and inrush currents.
8. Voltage stability is directly affected by power flow control.

In the following, some examples of Microgrid studies are mentioned to highlight
the possible solutions and improvements in Microgrid topic.

A complete nonlinear model of a DC distribution system driven by PI cascaded
droop-based controllers including a damping factor is developed in [12], where a
nonlinear stability analysis is conducted using Lyapunov techniques. Also, small
signal stability studies are introduced as in [13], where different DC loads and a
supercapacitor compose the DC network of aircrafts. Then, a large-signal-stabilizing
study is proposed to ensure global stability by generating proper stabilizing power
references for the whole system. In [14], a simplified model of a small DCMicrogrid
under droop control is addressed to reduce the complexity of the nonlinear stability
analysis, which is based on bifurcation theory, and a relation among grid parameters
is provided. Several strategies for stability analysis and stabilization techniques for
DC Microgrids are presented in [4] and in [15].

In [16], a nonlinear distributed local control is proposed to interconnect a number
of elements in a DCMicrogrid. The Microgrid is composed of different time-scale’s
storage elements, like batteries and supercapacitors that are used to improve the
system operation. A stability analysis of the proposed control strategy is conducted
considering the system as a whole and its physical limitations. The proposed scheme
can easily be scalable to a much larger number of elements and a comparison with
standard linear controllers is also carried out. In this way, the control performance
of the system is presented towards interconnected disturbances from loads and PV
variations. The robustness of the proposed control is highlighted when compared
with linear control. Subsequently, a power management controller to ensure power
balance and grid stability of the DC Microgrid is designed in [17]. The secondary
control scheme, based onModel Predictive Control (MPC), is developed to optimize
the operation of the DC Microgrid in long term, considering weather forecasts and
load demand profile. In this case, the power balance and theDCbus voltage regulation
are considered as constraints.

Therefore, in [18], the connectionwith themainAC grid is carried out considering
the stability of the Microgrid DC bus, still applying nonlinear control techniques.
Afterwards, in [19], a more favorable power converter configuration is proposed to
improve the electrical scheme of the DCMicrogrid. A dynamical feedback controller
is designed to reduce the complexity of the stability analysis and simplify previous
controller design keeping the stability properties. And finally, a nonlinear control
scheme to integrate regenerative braking from a train line is proposed in [20]. In this
case, the DC bus stability is also taken into account, where the power surges from
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braking periods are considered as disturbances. The proposed controller must be able
to properly operate regarding various disturbances in the network.

Ancillary services using DCMicrogrid is carried out in [21, 22], where the avail-
able power on the DC side of the Microgrid is used to supply the AC side of the
grid appropriately, ensuring voltage limits within grid requirements. Therefore, the
power quality of the main grid is improved.

Relating the different applications of power electronics in power systems, High
Voltage Direct Current (HVDC) transmission, Multi-Terminal Direct Current
(MTDC) and Modular Multilevel Converter (MMC) [23–25] results can be adapted
for DC Microgrids application, because of the following reasons: they have similar
power converter configuration, differentiated only by their size and power value; the
electrical model and dynamics of the system are similar; the perturbations’ properties
can be easily compared to each other; the control schemes are compatible, besides
the gain tuning.

The main challenge in the operation of Microgrids is to maintain a safe operation
of the system, balancing generation and demand, where the optimal management of
the system can be done through heuristic algorithms or intelligent control. TheMicro-
grid operation address different energy scenarios, where generation excess/deficit is
minimized through optimization methods composed of cost functions. However, the
open-loop feature of optimization systems does not allow to compensate uncertain-
ties and disturbances. Therefore, MPC closed-loop feature allows corrective actions
using measurements to update the optimization problem, which ensures the optimal
operation of the system [26, 27].

The hierarchical control structure of Microgrids performs the separation of the
variables according to time-scales, therefore variables with close time responses are
controlled in the same control level. Hierarchical control are typically composed of
three different levels: primary, secondary and tertiary level. Primary control deals
with the stability of currents and voltages at the transient level, on a time-scale
from milliseconds to seconds. The secondary control performs the control of power
and energy of the system through optimization techniques in minutes to hours. The
tertiary control deals with strategic dispatches, according to an energy market or
human factors, in the range of hours or days [28, 29].Ageneral schemeof aMicrogrid
is presented in Fig. 1, where the Microgrid central control contains the hierarchical
structure to optimal operation of the entire system.

1.1 Droop Control Strategy

Droop control strategy traditionally applied in ACMicrogrids is also widely applied
in DC Microgrids for power sharing purposes. This simple strategy is based on the
linearized behavior of the system power flow around a operation point. The output
power/current can be used as the droop feedback. In the Power-based droop, the DC
bus voltage reference is given by the power variation in the grid according to the
droop coefficient [14, 30, 31].
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Fig. 1 A Microgrid composed of central control with hierarchical structure

VDC,re f = V ∗
DC − mpPout (1)

where VDC,re f is the voltage reference value for the given operation condition, V ∗
DC is

the rated DC voltage value. mp is the droop coefficient and Pout is the power output.
In the Current-based droop, the DC bus voltage is the control output, given by the

droop coefficient and the current in the converter.

VDC,re f = V ∗
DC − mi Iout (2)

here, VDC,re f is given by the droop relation according to the current output Iout . mi

is the droop coefficient, which can be interpreted as a virtual internal resistance.
A general control scheme of the conventional droop control is introduced in Fig. 2
according with [3].

The droop strategy is associated as an adaptive voltage positioning and the droop
coefficients have a direct effect over system stability and power sharing accuracy.
Higher droop coefficients may bring better sharing accuracy and damped response,
but a commitment must be made not to cause major voltage deviations. Besides that,
the droop coefficient can change the power sharing of the generation units.

An extension of conventional droop control is to introduce adaptive feature for
droop control, where the droop coefficients become time varying (mp(t) and mi (t)),
and can change according to a specific strategy. The adaptive calculation of droop
control can consider the State-of-Charge (SOC) of the ESS or other strong pertur-
bations related to power injection and load demand. With the dynamic adjustment
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Fig. 2 Conventional droop
control scheme for multiple
generations units in a DC
Microgrid

of the coefficients, the operation of the system and power sharing is improved. This
approach also reduces the effects of the line impedance and also reduce line losses,
but the control parameterization is too complex [31].

1.2 Power System Problems

Historically, power systems were based on synchronous machines rotating in syn-
chronism, sharing power to supply the load, and providing natural inertia (frequency
response) following disturbances or simply changes on operating conditions. This
classical scheme is less and less true, because of the large penetration of power
electronic devices like power converters and modern loads.

Power converters are inherent to the interconnection of renewable energy sources
and storage units asmentioned before, but also by theHVDC lines that are being built
to reinforce current transmission systems. For this reason, inertia is reducing fast, and
in some situations, there are grids mostly composed of power converters where the
frequency reference is completely lost [32–34]. This situation is a change of paradigm
from the classic electric grid, and power systems practitioners are struggling to keep
the grid running. A recent example of such situation is the 9 august 2019 black-out in
the United Kingdon [35], where arguably the main cause was the reduction of inertia,
and its effect in several power converters interconnecting distributed generation.

Distributed generation are mostly formed by renewable energy sources, which
have power electronics interface. And so, the power converters do not have an iner-
tial response due to the absence of a rotating mass, as conventional synchronous
generators do. Power converters are unable to naturally respond to load change.
Consequently, the frequency response worsens, causing oscillations and operating
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margins problems. Thus, the integration of renewables has a direct relationship with
the reduction of inertia in power systems.

The inherent features for systems mainly composed of power converters are:

1. Fast response;
2. Lack of inertia;
3. Harmonic issues;
4. Interaction between controls;
5. Weak overload capacity.

The converter dominated grid is emerging from a traditional generator dominated
grid, therefore the lack of inertia is becoming a main issue of concern. The grid
modernization through power electronics advancements is a trend research topic
in power systems related to Smart Grids. In this way, energy storage is required
to balance generation and consumption in this kind of system, specially for strong
variations on load or generation, when compared to the case of rotating mass reserve
(inertia) and damping winding in traditional synchronous machines that buffer the
strong oscillations maintaining the system’s stability.

2 Ancillary Services in Brazil

The main responsibility of a Transmission System Operator (TSO) is to provide
electric power from generators to the consumers through transmission lines meet-
ing the standardized network requirements (grid codes - obligations of control areas
and transmitting utilities) to maintain the proper and reliable operation of the sys-
tem interconnection. In this context, the specific services and functions provided to
maintain and support the power supply in the grid are called ancillary services. Ancil-
lary services support the grid to maintain continuous and reliable operation of the
system, properly supplying the loads while keeping stability and security. Tradition-
ally, ancillary services are provided by generators controlled by the TSO, however
the integration of power electronic based equipment in the network expanded the
possibility of ancillary services provision. Therefore, power electronic devices and
generators non-controlled by the TSO are now able to participate on the support
to the grid in several operation modes, which has created a new opportunity in the
energy market [36–38].

The ancillary services provision in Brazil is still very limited because of regulation
aspects and restricted to the generation units controlled by the TSO (composed of
hydroelectric and thermoelectric plants). There are some generation units able to
operate as synchronous compensators, which provide reactive power compensation
through a formal contractwith the national TSO.These are centralized thermoelectric
plants used as operational power reserves. Therefore, power plants non-controlled
by the TSO cannot perform ancillary services, which greatly restrict these services
in Brazil [39–41].
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According to [40], the ancillary services’ provision in Brazil includes the fol-
lowing supports: (a) Primary frequency control, performed by all generating units
integrating the national electrical grid; (b) Secondary frequency control, where only
the plants that are part of the Automatic Generation Control, requested by the TSO
participate; (c) Reactive power support, performed by generation units integrating
the network and by plants that operate as synchronous compensators, under prior
authorization from the National Electrical Energy Agency (ANEEL); (d) Black-
start, performed by all generation units integrating the network and by plants in
compliance with ANEEL, and on demand from the TSO; (e) Complementary power
reserve dispatch, performed by centrally dispatched thermoelectric plants.

In this context, the report in [41] proposes a normative review for ancillary services
provision based on the reduction of the regularization of the reservoirs of hydroelec-
tric power plants and the high penetration of intermittent renewable sources. It is also
proposed to encourage the expansion of existing services (mentioned above) and the
insertion of new services such as:

1. Development of new services for reactive power compensation using photovoltaic
plants, reactive power support for wind power plants and even in the distribution
system;

2. Inertia as an ancillary service through power electronics equipment, aiming at
reducing the connection of thermal plants;

3. Load modulation by distribution agents, performed through the dispatching of
power plants not operated by the national operator, but by the local distributor;

4. Paying for ancillary service provision: payment through ancillary services’
charges by bilateral negotiation between consumer and the provider, raising the
need for the development of an ancillary services market.

Thus, in the Brazilian scenario, there are still many barriers to the diversification
of ancillary services provision, being restricted to large generation units controlled
by the TSO. Also, technological adaptation costs and equipment deterioration costs
combined with massive insertion of power electronics’ devices and communication
equipment make the valuation of ancillary service provision quite complex.

3 Power Converter Issues

As explained above, recent grid evolution has brought the integration of renewable
energy sources, ESS and loads based on power electronics. But these power con-
verters have different behavior than synchronous machines. Synchronous machines
have an inherent energy storage from their rotational mass,1 being able to naturally
respond to a load disturbance contributing to system stability, while power convert-
ers are directly affected by their controllers with fast response and very low natural

1 Synchronous generators store kinetic energy proportional to moment of inertia J and the square
of their angular speed, with time response of few seconds.
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energy stored.2 Therefore, power converters do not have the natural ability to con-
tribute to frequency stability in the active power sense [42, 43].

In Microgrids context, power converters use the measured voltage of the network
to estimate the phase angle of the grid, being able to synchronize with the main
grid to generate the voltage output, i.e., grid-following converters. The main issue
related to power converters in Microgrids is the difficulty to implement isolated
operation called as grid-forming converters. Grid-forming converters are a great
concern in academia and industry, where numerous studies have been carried out to
develop useful strategies to proper operate electrical grids only composed of power
electronics technologies. In this context, droop control has beenwidely applied, since
it allows power share among power converters with a distributed control approach.

A crucial issue in power electronics technology is the lack of inertia and inter-
actions between control as stated by the United Kingdom Transmission System in
[44]. In fact, the high penetration of power electronics based technologies decrease
the inertia of the system, bringing frequency stability problems and reduction of
transient stability margins.

The AC/DC power converters like Voltage Source Converters (VSC) are mostly
controlled by Pulse-Width Modulation (PWM) and traditional control schemes in
grid-following operation make these converters behave as current sources.3 The
Phased-Locked Loop (PLL) is used to synchronize the converter with the grid by esti-
mating the phase angle of the network, where the calculation of the voltage reference
depends on the grid impedance. Therefore, the control performance is affected by
grid impedance, which makes these control schemes sensitive to grid condition. So,
it is necessary to design a good interaction between the PLL, voltage and current con-
trol loops, PWM switching frequency and the output filter. The match of controllers’
bandwidth can be a very complex task. Usually, current control loop bandwidth is
tuned twenty times smaller than the PWM frequency and filter frequency is designed
accordingly [45, 46].

Other important issues can be related to power electronics in power systems,
where countries in Europe are dealing as priorities [47]:

1. Decrease of inertia, related to frequency stability;
2. Wrong participation of power converters devices in frequency regulation (control

errors);
3. Reduction of transient stability margins due to decreased short-circuit capacity

of power converters
4. Resonance and oscillations caused by power electronics;
5. Power electronics controller interaction among the devices (active and passive)

in the grid.

In this scenario, new ancillary services and grid support are needed to fulfill the
stability requirements for power system operation and reliability. A suitable solution

2 The capacitors of power converters can store electrostatic energy in order of units to hundreds of
milliseconds.
3 Usually, VSC have outer voltage control loop and an inner control loop, which is the current
control loop.
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Fig. 3 Time-scale separation of power system dynamics considering conventional synchronous
generators and power converters integration

is to develop new control strategies for power converters changing the original feature
of power converters to provide ancillary services to the network and reduce the power
electronics impacts [48].

Traditional power systems composed of synchronous generators have awell estab-
lished time-scale separation considering the dynamics of the system. Usually, the
time constant for frequency and voltage regulation are related to slow dynamics of
turbines (about 10 s) and governors (about 1 s), compared with faster dynamics of the
exciter (about 50ms), which can deal with the network line dynamics (time constants
about 1–30ms). Besides that, the time constant of the swing equation and flux link-
ages will be given by the flux and swing dynamics. So, in conventional systems, the
controllers are typically designed considering its operational margins and can assure
the stability of the whole system. However, in low inertia systems, the fast dynamics
of power converter-based generation bring interactions among different controllers,
affecting the time-scale separation and increasing complexity [49].

The time-scale separation of power systems including power converter-based gen-
eration and the dynamics feature of low inertia are introduced in Fig. 3, adapted from
[49]. It is presented the physical and control dynamics, considering three differ-
ent time-scales: signal processing, voltage dynamics and frequency dynamics. The
voltage and frequency dynamics are related to the controllers designed for these pur-
poses. The signal processing is associated to the fastest interactions (<1ms), which
may include PWM signals and harmonics from converters, and fiber optics network
communication. Then, the voltage dynamics are associated with larger range time-
scale interactions (>1 ms to <100 ms), which includes the network line dynamics,
Automatic Voltage Regulator (AVR), Power System Stabilizer (PSS), linkage flux
dynamics of synchronous machines, and the Synchronous Reference Frame (SRF)
inner control loops of converters. The frequency dynamics are associated with the
slowest interactions (>10 ms to 10 s), including the Active and Reactive Power
Control, PLL of power converters, Governors, Turbine and swing dynamics of syn-
chronous machines [49–51].

In this sense, the controllers and Low-Pass Filter (LPF) of power converters have
faster dynamics than synchronous generator controllers, resulting in control interac-
tions and causing stability issues, since they have different time constants as shown
in Fig. 3. So, power converters can potentially impact in the frequency regulation in
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low inertia systems, affecting frequency dynamics and the associated fast transients.
The result is the deterioration of protection schemes that consider the limitation of
frequency Nadir4 and Rate of Change of Frequency (RoCoF) due to incompatible
control strategies interacting with the main grid under high penetration of power
electronic-based generators. The transmission line dynamics also interact with the
dynamics of power converters’ controllers, where the fast behavior of these dynam-
ics can amplify the interactions. Therefore, when the X/R impedance ratio is high
enough, the time constant of the line is able to suppress the gap between faster
dynamics of power converters and slow dynamics of synchronous generators, acting
as a buffer, improving the system stability. However, in distribution lines, the lower
X/R relation restricts the operation and control of voltage and frequency, hinder-
ing system’s stability. In this case, virtual impedance application may be a feasible
solution for these stability issues.

3.1 Inertial Response and Low Inertia Issues

Since power converters’ based generation is not able to provide natural frequency
support (sub-second and primary controls), the reliability of renewable generators
and Microgrids can be dramatically reduced. Consequently, the frequency response
of the system as a whole can be affected, which is an European concern [45].

A reduced inertiamay cause higher frequency excursions during and after a contin-
gency and also increase the RoCoF. RoCoF is used to indicate load disconnections
(Load Shed) and in protection schemes to detect the disconnection of generation
units. Therefore, faster frequency ancillary services, inertial response emulation and
increase of grid code requirements for RoCoF were proposed by [52, 53].

The active power response for a system with inertia (natural or virtual) depends
on its inertial constant (H ) and the derivative of frequency as:

�Pp.u. = −2H

f0

d f

dt
(3)

where f is the measured frequency and f0 is the nominal grid frequency.
The inertial power variation (�Pp.u.) is proportional to the RoCoF, then its maxi-

mum is just after a frequency disturbance and it goes to zero when a new equilibrium
point is reached. Let us consider a disturbance like a load increase (or generation
loss) in a power system with primary reserve used to hold the frequency drop. The
behavior of frequency deviation and the inertial power variation are depicted in Fig. 4
from [47]. In this case, the frequency Nadir is reduced when the inertial support takes
place, which means that inertial power helps to improve frequency variations.

This is a natural response of synchronousmachines, but power electronics devices
may mimic this phenomenon as a virtual inertia approach. The synthetic inertial

4 FrequencyNadir is defined as theminimumvalue of frequency reached during the transient period.
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Fig. 4 Inertial response
scheme with a primary
control

Time 

without imertia service
with imertia service

response after a contingency can be a very good solution to systems presenting
lack of inertia due to power electronics interfaced connections, since it results in an
equivalent behavior of synchronous machines. The main difficulty in this process
is to measure the frequency, when it is not possible to use the angular velocity of
a synchronous machine (Power converters based grids). Therefore, the PLL can be
used for frequency measurement in this case.

3.2 Frequency Problems in Weak Power Systems

Frequency stability issues caused by power converters have stronger impacts in weak
grids andMicrogrids, since they already have small inertia constants. Anyhow, reduc-
tion of system’s inertia affects frequency deviations even in strong grids, since the
arrival of renewables. The Electricity Reliability Council of Texas (ERCOT) has
reported a continuous decline in the inertial response of its system and recommends
additional inertial response [54]. Also, the European Network of Transmission Sys-
tem Operators for Electricity (ENTSO-E) has reported frequency violations growth
related to large renewable integration in the grid [55]. So, frequency problems have
a straight relation to renewables penetration and power converters based grids.

Frequency limits are imposed by TSOs, and these limits are well defined in grid
codes. For example, the IEEE recommends a tight frequency operating standard of
±0.036 Hz for grid-connected systems, but for off-grid operation in Microgrids and
isolated systems, the limits are redefined to fit limitations of this kind of operation. In
the North American Reliability Corporation (NERC) the recommendation is to start
load shedding when the frequency drops bellow 59.3 Hz to re-balance the system.5

For variations lower than 57Hz or higher than 61.8Hz, theNERC recommendation is
to disconnect generators units. To highlight the regulatory differences between grid-
connected and isolated modes, Table1 is introduced from [56]. Generally speaking,
the limits for island mode are relaxed compared with grid-connected mode, allowing

5 Nominal frequency in this case is 60 Hz.
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Table 1 Microgrid operation standard for frequency levels

Grid-connected Island mode

Frequency: main grid task Freq. primary controller by VSC

Small number of critical deviation Low inertia with critical deviations

IEEE ISO 8528-5

Recommended range: ±0.036 Hz Nominal range: ±1.5 Hz

NERC Critical range: ± 9 Hz

Freq. <59.3 load shedding Recovery time: 10 s

Freq. <57 or >61.8 disconnect generator Maximum RoCoF: 0.6 Hz/s

EN50160

49.5–50.5 Hz for 95% of a week

47–52 Hz for 100% of a week

variations of± 1.5Hz in frequency, and up to±9 Hz for critical periods according to
ISO 8528-5 standard, which provides a guideline for frequency in off-grid context.

4 Virtual Inertia and Inertial Support

Virtual or synthetic inertia consists in emulate in power electronic devices the energy
stored in rotational mass (inertia) of synchronous generators, such that the power
converter is able to have natural frequency response. The definition of Synthetic
Inertia from [55] is:

“A facility provided by a Power Park Module or HVDC System to replace the
effect of Inertia of a Synchronous Power Generating Module to a prescribed level of
performance.”

The concept of virtual inertia implementation through power converters has first
appeared in [57]. The synchronverter concept was then developed [58], subsequently
called as Virtual Synchronous Machine (VSM)6 in [59]. These are composed by
power converters that mimic or behave like synchronous machines. In this way, it is
much easier to integrate such systems to the power network, providing a framework
that practitioners are well acquainted with [56, 60, 61]. These VSMs have raised
much interest in recent years and have been widely applied to improve frequency
stability and to provide inertial support in weak grids and Microgrids [62–64].

Virtual inertia uses a combination of control strategies, Distributed Energy
Resources (DER), as renewables and storage systems, and power converters to emu-
late the inertia of conventional synchronous machines. The control algorithm for

6 Note that VSM is said as the VSC operating as a synchronous machine.
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virtual inertia approach can be implemented in a power converter, where the mathe-
matical equations describing the inertial response are used to synthesise the control
signal sent to the converter. Therefore, power converters become capital devices able
to emulate inertia based on a control scheme. PV’s and ESS with VSC converters
(inverters), wind turbines with back-to-back converters and even HVDC links with
multilevel converters can apply the virtual inertia approach to contribute with inertial
response for the grid. The key element to emulate inertia in this case is the available
energy from DER to proper inject power following inertial feature [43, 56, 65].

VSM reproduces the dynamic properties of a real synchronous generator in a
power electronic unit, in order to achieve the inherent advantages of a synchronous
machine for stability improvement. It can be applied in either strong grids on power
converters based integration or in Microgrids.

The inertial response of a typical power system is given in less than ten seconds
duration, where the synthetic inertia approach provides its contribution to improve
system stability. The frequency Nadir can be greatly reduced along with high RoCoF
thanks to inertial behavior created by this approach. Virtual inertia features can also
improve the governor response, highlighting its contribution to primary control in
general. Therefore, virtual inertia must operate in a short time range in autonomous
way like inertial response from synchronous generators. The advantage here is that
the inertial time response (H ) can be adjusted as needed,7 and even can become a
state variable to behave, such that, frequency stability is improved.

4.1 Virtual Inertia Topologies

The basic concepts of virtual inertia in the literature are quite similar, even because
as shown above, its definition is related to its effect and not to the means to obtain it.
Hence, there are various topologies distinguished by their model and implementation
strategy. A topology may mimic the exact behavior of a synchronous machine, by
applying the mathematical model of such machine, while other approaches applies
directly the swing equation of synchronous machines to simplify the implementation
on power converters, and yet others incorporate a responsive DER to respond to
frequency changes. Next, the main topologies described in literature are discussed.

4.1.1 Synchronverter

Synchronverters developed in [58] are based on the dynamical equations of syn-
chronous machines from the network point-of-view. Such control strategy allows a
traditional operation of the power system without major changes in the operational
infrastructure. The electrical torque (Te), terminal voltage (e) and reactive power (Q)
result from the equations written in the converter such that, a synchronous generator

7 The comparison can also be done with moment of inertia J .
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Fig. 5 Control diagram of a synchronverter

behavior is captured. A frequency droop strategy is applied to regulate the output
power from the converter. The equations to model the synchronverter are:

Te = M f i f ig sin θ (4)

e = θ̇M f i f sin θ (5)

Q = −θ̇M f i f ig cos θ (6)

where M f is the magnitude of the mutual inductance between the field coil and the
stator coil, i f is the field excitation current, θ is the angle between the rotor axis and
one of the phases of the stator winding, and ig is the stator current.

Figure5 presents the block diagram of the proposed control scheme of a syn-
chronverter presented in [58], where i and v are the current and voltage feedback
used to solve the equation within the controller. J is the moment of inertia and Dp

is the damping factor, which are arbitrary control parameters used to impose desired
dynamic behaviour. The design of these parameters is intrinsically related to the
stability properties of the system and will dictate the RoCoF, frequency Nadir and
power injection limits to keep the grid requirements.

The frequency and the voltage loops are used to generate the control inputs:
mechanical torque Tm , given by the active power reference P∗ from the swing equa-
tion and excitation variable M f i f , given by the desired voltage amplitude in the
terminal v∗ and the reactive power reference Q∗ from the droop strategy. The volt-
age loop have a droop constant Dq , where the measured reactive power is compared
to its reference (Q∗). The resulted signal is then integratedwith a gain Kv to eliminate
steady-state error, resulting in M f i f . With M f i f , it is possible to generate e, which
is the first control output for the converter related to the modulation index (voltage
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amplitude regulation). A virtual angular frequency is generated (ω) from the swing
equation loop, hence its integral θ can be calculated to be the reference for PWM,
which is the second control output of the converter related to power injection.

In the synchronverter topology, PLL is only used for initial synchronization and
frequency measurement purposes, since the frequency loop from swing equation
generates a natural ability to attain synchronism with the terminal voltage. A self-
synchronized version of this approach is introduced in [66], greatly improving the
stability performance, because PLL application may lead to instabilities in weak
grids. In the synchronverter topology, the frequency derivative is not necessary for
the control implementation, which is a great advantage since frequency derivative
computationmay bring noise and poor control performance. Another great advantage
is the fact that voltage source implementation allows grid-forming operation for
isolated systems. Synchronous motors can also be obtained when this topology is
applied to the power electronic based loads (rectifiers), helping with inertial response
in the load side [67]. Concluding, synchronverters is seen as a great solution for power
converters based application in power systems to improve system’s stability.

4.1.2 ISE Topology

The ISE lab topology is based on the swing equation of a synchronous machine,
where the power-frequency relation is used to emulate the inertial response of the
system [59]. In this strategy, the voltage v and current i on the output converter is
measured to compute the grid frequency ωg (which can be done by the PLL) and the
active power output Pout . The swing equation of this approach is written as follows,
where the phase angle θ can be computed to generate the signal for PWM:

Pin − Pout = Jωm
dωm

dt
+ Dp(ωm − ωg) (7)

where θ = ∫
ωmdt , Pin is the active power input given by the prime mover and ωm

is the virtual rotor speed.
A governor model is used in this case to control the grid frequency (ωg) to its

referenceω∗. The primemover power input reference Pin is computed by a first order
system with gain K and time constant Td , where P0 is the active power reference
received from a higher level controller.

Pin(s) = P0(s) + K

1 + Tds
[ω∗(s) − ωg(s)] (8)

The voltage reference (e), can be implemented via Q − V droop control to gen-
erate the amplitude reference for the PWM. Similarly, P − f droop control may be
applied to generate the power reference Pin instead of a prime mover approach. The
general scheme of ISE topology is illustrated in Fig. 6 from [56].
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Fig. 6 General control scheme of ISE lab topology for virtual inertia

As in the synchronverter approach, frequency derivative is not required in the
present case, what improves the control performance, avoids signal pollution and
can be applied for grid forming units. Nevertheless, a poor design of swing equation
parameters (J and Dp) may result in oscillatory behavior and instability problems.

4.1.3 Virtual Synchronous Generators

Virtual Synchronous Generators (VSG) is a Frequency-Power response based topol-
ogy that emulates the inertial response feature of synchronous generators focused on
frequency deviation improvement. It is a simple way to insert inertial characteristics
in power converter units,8 since it is not necessary to incorporate the detailed equa-
tion of synchronous generators. VSG can be easily compared with standard droop
controllers, but they can also provide dynamic frequency control, unlike droop con-
trollers that only have steady-state performance. The dynamic frequency control is
implemented by frequency derivative measurement, where the system reacts to a
power imbalance [68, 69]. So, VSG provides a power output (Pvsg) according to
frequency deviation, which equation is written as follows:

Pvsg = KD�ω + KI
d�ω

dt
(9)

where�ω = ω − ω∗ is the frequency deviation and d�ω/dt is theRoCoF. The gains
KD and KI represents the damping factor and the inertial constant respectively, based
on a synchronous generator model.

The inertial constant (KI ) impact the RoCoF improving the dynamic frequency
response, which is a suitable solution for isolated systems where the RoCoF may
have high values, harming system stability. Therefore, this approach can be applied
to enhance RoCoF values, and the damping constant (KD) have the same effects of a

8 Power converter units can be understand as a generalization for DER integrated via power con-
verters.
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Fig. 7 General control scheme of VSG topology for virtual inertia

P − f droop controller. In this topology, a PLL must be used to measure frequency
deviation and RoCoF, which can be challenging, since the harmonic distortions and
voltage variations may lead to poor control performance, while, in the other topolo-
gies, PLL is not really necessary. The VSG scheme is depicted in Fig. 7 adapted from
[56].

VSG can be seen as a dispatchable current source, where Pvsg is used to calculate
the current reference for power converter control loop. Equation (10) presents the
current reference I ∗

d related to active power injection:

I ∗
d = 2

3

Vd Pvsg − VqQ

V 2
d + V 2

q

(10)

where Vd and Vq are the voltages in dq reference frame from Park transformation,
Q is the measured reactive power.

The reactive power can also be controlled by calculating current reference I ∗
q

related to reactive power injection:

I ∗
q = 2

3

VdQ∗ − Vq P

V 2
d + V 2

q

(11)

where Q∗ is the reactive power reference, which may be obtained by a droop control
strategy, and P is the measured active power in the grid.

VSG topology is used by the European VSYNC group, because of the simplicity
and effectiveness features of this approach. When applied as current sources as
described in equations (10) and (11), VSG approach is not able to operate as grid-
forming unit. Also, the inertia is not emulated during power input variations, but only
in frequency variations. And the main problem of this approach is the complexity to
compute andmeasure frequency deviations andRoCoF, since the derivative operation
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involves noise pollution and stability issues.9 Stability problems can also be noticed,
when cascaded control loops are used, such as PI controllers with an inner-current
loop and an outer-voltage loop for converters. This happens because the gains of these
controllers may be complex to tune, which results in inaccurate control performance
[71].

4.1.4 Droop Based Topology

The droop control is a well known approach used for power sharing both in strong
grids and Microgrids without the need of communication among distributed gener-
ation units, which contributes for an easy application. The designed control loop is
composed by P − f and Q − V droops considering an electrical grid with inductive
impedance (X >> R) and large amount of inertia, which is the case of conventional
power system with high voltage transmission lines. In the classical case, equations
(12) and (13) model the droop relation. But, when dealing with Microgrids com-
posed of medium and low voltage lines, in many cases the impedance is not inductive
(X ≈ R) and the active and reactive power decoupling is not true. Then, the tradi-
tional droop relation (P − f and Q − V ) is not applicable. In fact, in resistive lines,
the reactive power will depend on the phase angle (or frequency) and the voltage is
related to the real power exchange. Therefore, an opposite droop may be addressed
by P − V and Q − f droops to provide proper power sharing [72].

The steady-state equation that relates frequency and active power is given as:

ωg = ω∗ − mp(Pm − P∗) (12)

where ωg is the grid frequency, Pm is the power in the generator, P∗ is the active
power set point and ω∗ is the grid frequency reference [30].

The steady-state equation for voltage droop equation is written as:

V = V ∗ − mq(Qm − Q∗) (13)

where V is the grid voltage amplitude, V ∗ is the nominal voltage reference, Qm is
the filtered reactive power, Q∗ is the reactive power set point [73].

Droop strategy has only steady-state properties, with no dynamical contribution
to frequency or voltage regulation. This is because the droop equations only includes
frequency and voltage deviation. Therefore, the result is a slow transient response
with improper active power sharing. In addition, droop control is not able to bring
the system back to the original (or desired) equilibrium point. The inclusion of a
frequency derivative term can bring a inertial response for droop strategy, approach-

9 PLL performance problems can also be cited here, since may bring steady-state errors and insta-
bility mainly in weak grids application. So, this approach requires robust PLL implementation
[70].
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ing the VSG control scheme and can be compared with the following virtual inertia
strategy [30, 74].

Another approach to provide virtual inertia is to insert a time delay in the active
power response, to emulate the inertial behavior of a synchronous machine [75].
In droop control applications, the measured output power is filtered to avoid noise
and high frequency components from power converter switching. Usually, a low-
pass filter with a suitable time constant is applied, so the filter will induce a slower
behavior in active and reactive power that can be compared with the inertial behavior
of a synchronousmachine [76]. Consequently, the droop control with a well designed
filter may be used for virtual inertia purposes. A standard low-pass filter for active
power can be described as follows:

P∗
out (s) = 1

1 + sT f
Pm(s) (14)

where P∗
out is the filtered output active power measured in the system, T f is the filter

time constant and Pm is the measured active power.
According to [77], applying the filter dynamics (14) in the frequency droop equa-

tion (12), we may result in the following expression that presents a virtual inertial
component, which is the frequency derivative term:

P∗
out − Pm = 1

mp
(ω∗ − ωg) + T f

m p

dωg

dt
(15)

where the derivative term is equivalent to the inertial response, which results in a
low-pass filter with analogous function of a virtual inertia approach. It is necessary to
correctly tune the parameters of the droop regulator to obtain a small-signal behavior
of a synchronous machine [77].

4.2 Virtual Inertia Control Application

The VSM can act to provide transient power sharing and primary frequency sup-
port independently, using only local measurements. VSM can also be implemented
with no need of PLL, being used just for sensing the grid frequency or during initial
machine starting.10 As result, VSM are conceptually simple thanks to intuitive inter-
pretation as synchronous machines responses [56, 78]. The VSM is implemented
to provide frequency reference output, with the power flow been related to inertia
emulation and the angle from the swing equation, while voltage amplitude and reac-
tive power control is made separately by the modulation index in the converter. The
VSM scheme is introduced in Fig. 8, where the direct application of VSM concept is

10 The swing equation of VSM allows interactions with the grid frequency, influencing its behavior.
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Fig. 8 VSM general control scheme for a Microgrid integration

built, which means that the voltage amplitude and the phase angle are directly used
to generate the PWM signal in the converter [77].

To develop a VSM, it is necessary to implement the swing equation of a Syn-
chronous Machine in the VSC control structure as detailed in [58]. In the following,
it is presented the general swing equation of a synchronousmachine applied for VSM
implementation, where the inertia acceleration is represented by the power balance
and a damping factor:

˙̃ω = 1

H
[Pref − P − Dp(ωvsm − ωg)] (16)

where ω̃ = ωvsm − ωg is the frequency deviation, ωvsm is the VSM’s frequency, H
the virtual inertia coefficient and Dp the damping factor. Pref is the active power
droop reference and P is the measured power into the AC grid.

The inertia coefficient is defined in [51]:

H = Jω2
o

2Snom
(17)

where Snom is the nominal apparent power of the VSC converter, ωo is nominal grid
value and J is the emulated moment of inertia. In (17) it is evident the inverse ratio
between moment of inertia and its time constant, H given in seconds.

The electrical model applied here was developed in two parts: the Microgrid
with an output LC filter, and the VSM model. The VSM with proper virtual inertia
parameters is applied to improve frequency stability and reduce power oscillations in
the grid. The synthetic inertia scheme is incorporated in a VSC converter connected
to an AC Microgrid composed by a diesel generator and loads. The DC side of the
grid is formed by a DC Microgrid able to provide energy (ancillary services) to the
AC side of the grid. The DC side of the grid is summarized here as voltage Vdc. The
electrical model of the system is depicted in Fig. 9.



424 F. Perez et al.

VSC

DC Microgrid AC Microgrid

Load

LC filter PCC

Fig. 9 Virtual Synchronous Machine (VSM) connected to an AC Microgrid based on diesel gen-
eration

The VSC converter has a LC filter, represented by Lc and Cc, connected to the
Point of Common Coupling (PCC) with the AC Microgrid. The line impedance is
represented by Ll and the active losses are given by Rl . The state space model of the
system can be written as:

İc,d = − Rc

Lc
Ic,d + ωg Ic,q + 1

2Lc
Vdcmd − Vc,d

Lc
(18)

İc,q = − Rc

Lc
Ic,q − ωg Ic,d + 1

2Lc
Vdcmq − Vc,q

Lc
(19)

V̇c,d = Ic,d
Cc

− Il,d
Cc

+ ωgVc,q (20)

V̇c,q = Ic,q
Cc

− Il,q
Cc

− ωgVc,d (21)

İl,d = − Rl

Ll
Il,d + ωg Il,q + Vc,d

Ll
− Vl,d

Ll
(22)

İl,q = − Rl

Ll
Il,q − ωg Il,d + Vc,q

Ll
− Vl,q

Ll
(23)

Vc,dq is the voltage on the LC filter capacitor Cc and Ic,dq is the current on inductor
Lc. Il,dq is the SRF line current and the modulation indexes are md and mq . Vl is the
voltage on the diesel generator and Pload and Qload are the active and reactive power
demand of the load in the AC Microgrid respectively. The angular speed is given by
ωg , where ωg = 2π fg .

The schemeof the proposed control strategy is composed by the active and reactive
power control, given by the droop controllers. The active power control provides
the power reference for the swing equation of the virtual inertia to generate the
power angle of the converter. Here, the control system is used to directly generate
the voltage references for PWM signals driving the power electronic conversion.
Modulation indexes (md and mq ) provide the signal reference to obtain the desired
sinusoidal waveform for voltage and current output (Vc and Ic) on the VSC converter
in synchronism the diesel generator, such that, the ancillary services purposes are
accomplished.
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According to the control target, frequency (ωvsm) and voltage (Vc,d ) are chosen
as the control outputs. Modulation indexes (md and mq ) provide the reference to
generate the PWM signals, where md and mq are transformed into phasor signal
with amplitude m and phase θ , chosen as the control inputs. The angle is given by
θvsm from the swing equation in (16) and voltage reference Vc,dre f is given by the
droop strategy in (13):

Vdc

2
m∠θ = Vc,dre f ∠θvsm (24)

The signal obtained in (24) is the reference signal for the PWMmodulation, making
possible to emulate inertia in the VSC.

4.2.1 Stability Analysis

The stability analysis of the virtual inertia can be compared with the conventional
stability analysis of synchronous machines. The swing equation can be rewritten
considering the total inertia of the system and defining ω̃ = ωvsm − ωg:

M ˙̃ω = Pm − Pmax sin(δ) − Dω̃ (25)

where δ is the power angle, Pmax = |Vvsm ||Vg|/Xeq is the maximum power for the
remaining of the grid and the VSC converter. D is the equivalent damping factor and
M is the equivalent inertia coefficient given by [79]:

M = Hvsm Hgrid

Hvsm + Hgrid
(26)

Hvsm and Hgrid are the inertia coefficient of the VSM and the remaining grid respec-
tively.

The equivalent input power is given by:

Pm = Hgrid Pvsm − Hvsm Pg
Hvsm + Hgrid

(27)

If the damping term is neglected and the swing equation in (25) is multiplied by
ω̃, the following equation is arranged [80]:

Mω̃ ˙̃ω − (Pm − Pmax sin δ)ω̃ = 0 (28)

To find a positive function, equation (28) is integrated from its equilibrium point
(δe = δ̄, ω̃e = 0):
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Wvi =
∫ ω̃

0
Mω̃dω̃ −

∫ δ

δ̄

(Pm − Pmax sin δ)dδ = C (29)

where C is a positive constant.
The Lyapunov candidate is given by the energy function of the system [80]:

Wvi = 1
2Mω̃2 − [Pm(δ − δ̄) + Pmax(cos δ − cos δ̄)] = (30)

Ek + Ep

where the kinetic energy is given by Ek = 1
2Mω̃2 and potential energy given by

Ep = −[Pm(δ − δ̄) + Pmax (cos δ − cos δ̄)], with respect to the equilibrium points
(δe = δ̄, ω̃e = 0). The energy function is positive definite around the considered
equilibrium point.

The time-derivative of the Lyapunov function can be calculated as follows:

Ẇvi = ∂Ek

∂ω̃

dω̃

dt
+ ∂Ep

∂δ

dδ

dt
(31)

Therefore,

Ẇvi = ω̃M ˙̃ω − (Pm − Pmax sin δ)ω̃ − Dω̃2 (32)

The result is a negative semi-definite function of the time derivative of the Lya-
punov function [81].

Ẇvi = −Dω̃2 < 0 (33)

where one can see that the energy of the system is dissipated proportionally to the
damping factor and the frequency deviation. Therefore, the given equilibrium point
can be shown (using Barbalat’s Lemma) to be asymptotically stable [51, 80].

4.3 Application Example

The proposed model was built on Matlab/Simulink using SimScape Electrical tool-
box. The VSC converter interfaces the DC Microgrid to The AC one, which is com-
posed of a diesel generator and loads, as depicted in Fig. 9. The diesel generator in
the ACMicrogrid has a Governor (speed control) to control the frequency and active
power. The control parameters of the governor are presented as follows: Regulator
gain K = 150 and time constant Treg = 0.1s, actuator time constant Tact = 0.25s
and engine time delay Td = 0.024s. The AVR is implemented to control the excita-
tion of the machine, terminal voltage and reactive power regulation [82]. The AVR
parameters are presented as follows:Voltage regulator gain Kva = 400, time constant
Tva = 0.02s and low-pass filter time constant Tr = 0.02s.
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Table 2 Microgrid parameters

VSC Snom = 1MV A fs = 20 kHz V̂c,nom = 400 V

LC filter Rc = 20m� Lc = 0.25 mH Cc = 150µF

VSM Kw = 20 Dp = 50 Ho = 2 s

AC grid Rl = 0.1� Ll = 0.01 mH Vl,nom = 400 V

Table 3 The AC load power demand

Time (s) 0 4 12 23 31

Active power (MW) 0.5 1 1.8 1.8 1.3

Reactive power (kW) 50 100 200 150 100

The VSM and the AC grid parameters are presented in Table2. The nominal
frequency of the grid is fn = 50Hz and the nominal power of the diesel generator is
Sdiesel = 2MV A with Vl = 400V rms nominal voltage, 2 pairs of poles and inertia
coefficient of Hdiesel = 3s. The Q-V droop coefficient is Kq = 0.3.

Here, the VSM has a nominal power of Svsm = 1 MVA and same nominal rms
voltage as the grid Vvsm = 400 V, where these values are the base for per unit trans-
formation. The active and reactive power demand for the load in the Microgrid is
introduced in Table3.

Active power (P) and reactive power (Q) injected by the VSC converter are con-
trolled in their references (P∗ and Q∗), given by a higher control level, according
to power dispatch schedule. The controlled active and reactive power are presented
in Fig. 10. Active power is well controlled, following the reference with small over-
shoots during the load changes. The reactive power is controlled to maintain the
voltage regulated in the desired value, and the reactive power reference is given by
a secondary control. The steady-state errors in reactive power are due to the droop
control feature.

The VSM have about the same power level of the main generation, given by the
synchronous machine. Then, in this case, the operation of the generator is affected
by the power converter and the dynamic of the system is completely changed, so the
power variations in the machine in combination with the VSM assures the stability
of the system. The diesel generator has a governor to control the frequency without
steady-state error, acting as a primary frequency controller. Voltage and machine
excitation are regulated by the AVR control, according with standard paramatrization
of the controllers and also ensure the elimination of steady-state error in voltage.
Therefore, it is clear that the power response of the synchronous machine is slower
than the power variations in the VSM. And, the VSM participates in the operation of
the network, contributing to the system stability together with the diesel generator.
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Fig. 10 The controlled active and reactive power in the VSC converter of the Microgrid

Fig. 11 The voltage amplitude profile on the PCC

The voltage on the PCC is controlled according the P − V voltage droop. The
voltage amplitude, given by Vc,d is introduced in Fig. 11, where the overshoots are
caused mainly during the load changes and the reactive power reference changes.
But, even with deviations, the voltage operates within the established limits

The frequency of the grid and its reference are depicted in Fig. 12. The diesel
generator has a governor to track the frequency in the desired value, therefore, there
is no error in steady-state. The virtual inertia with the droop equation provide the
power sharing with the VSM. As result, the frequency has some transient overshoots
during load changes and when the active power injection dispatch changes in the
VSM, but remains with good transitory behavior, and quick response to disturbances.
The VSM provides a better frequency response to the system, decreasing frequency
variations improves the speed of convergence during transients.

Next, the frequency deviation (�ω) and the frequency RoCoF is introduced in
Fig. 13, where the operational margins of the grid can be analyzed, as the maximum
frequency deviation and the rate of change of frequency. These operatingmargins are
given according to the limits imposed by load and power variations, that can trigger
load shedding and machine disconnection procedures.
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Fig. 12 The controlled frequency from the VSM approach

Fig. 13 The frequency deviation (�w) and RoCoF

4.4 Isolated Operation

In the context of Microgrid operation, errors and failures may exist. In the event of
a diesel generator failure, the Microgrid converter must be able to operate stand-
alone, controlling the frequency and voltage in the network within the established
grid requirements. In this case, it is possible to use the concept of virtual inertia and
droop control to maintain the operation of the system. An example is provided here,
where only the VSM is supplying the AC loads from the DC side of the Microgrid,
i.e., no rotating machines are connected into the system.

Considering the VSM as the main generation, the P and Q dispatch is provided,
such that the frequency and the voltage is controlled. Therefore, the reference values
of the droop Eqs. (12) and (13) are set to zero (P∗ = 0 and Q∗ = 0). The swing
equation of the VSM becomes:

˙̃ω = 1

H
[Pref − P − Dp(ωvsm − ω∗)] (34)

where ω̃ = ωvsm − ω∗. The swing equation in (34) can be applied for isolated oper-
ation of the Microgrid. The droop equations can be expressed as follows:

Pref = −Kω[ωvsm − ω∗] (35)

Vc,dre f = Kv[Vc,d − V ∗
c,d ] − KqQ (36)
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Table 4 The AC load power demand in stand-alone operation

Time (s) 0 4 12 23 31

Active power (MW) 0.25 0.55 0.9 0.55 0.25

Reactive Power (kW) 50 100 200 100 50

Fig. 14 The active and reactive power from the VSM in the stand-alone operation

where Kv is the voltage droop coefficient.
The simulation of the full converter operation is built considering the sameMicro-

grid parameters of previous simulations. Table4 presents the load variation during
these simulations. The power generated in the VSM is to attend the load demanded
power of the Microgrid, such that the frequency and the voltage are regulated. The
active and reactive power injected by the VSM are introduced in Fig. 14. The power
response of theVSMmodel is slower than the traditional control of power converters,
to emulate the behavior of a synchronous machine.

The voltage on the PCC and the grid frequency are presented in Fig. 15. The
voltage and the frequency present steady-state errors due to droop control behavior.
Therefore, when the power demand of the load increases, the voltage and frequency
values are stabilized below their references, which can be more clearly seen at 12
and 23s of simulation. The transient overshoots are caused by the load change, with
larger variations when compared to the system operating with the diesel generator,
where the smallest value of frequency is 48.7 Hz during transients. In this case, the
voltage and the frequency varies according to the operating condition of the system,
with steady-state errors.

The frequency deviation and the RoCof are depicted in Fig. 16. In this case,
the frequency deviation is much larger than in previous simulations with the diesel
generator in operation, and also has a steady-state error. But the frequency RoCoF
have smaller peaks when compared with the previous simulations.

An integral term from a secondary level control can be inserted in the droop
control equations to eliminate the steady-state error of the frequency and the voltage
of the system, improving the operating margins and power quality. Therefore, the
droop equations are rewritten as follows:
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Fig. 15 The voltage profile and the grid frequency in the stand-alone operation

Fig. 16 Frequency deviation and RoCoF in stand-alone operation

Pref = −Kω[ωvsm − ω∗] − K α
ωαω (37)

Vc,dre f = Kv[Vc,d − V ∗
c,d ] − KqQ − K α

v αv (38)

where the integral gains are K α
ω and K α

v , the integral terms are given as αω =∫
(ωvsm − ω∗)dt and αv = ∫

(Vc,d − V ∗
c,d)dt .

The following simulations show the behavior of the systemwhen the integral terms
representing the secondary controller are employed. The Microgrid parameters are
kept the same and the load variations are presented according to Table4.

The voltage profile on the PCC is introduced in Fig. 17, where the steady-state
error is eliminated by the secondary control, improving the voltage profile. The
same behavior can be seen in frequency, where the steady-state error is eliminated,
remaining only the transient overshoots during load changes. The transient levels
can be reduced according to the secondary control tuning. The frequency behavior
with the integral term is introduced in Fig. 18.

The frequency deviation and the RoCoF are presented in Fig. 19, where frequency
deviation is reduced without steady-state error.
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Fig. 17 Voltage profile on PCC applying the integral term

Fig. 18 Frequency response with the integral term (secondary control)

Fig. 19 Frequency deviation and RoCoF when the integral term is applied

5 Conclusions

In this chapter, an introduction for Microgrid issues is drawn introducing standard
control techniques for frequency, inertial stability and power share. The ability of a
DC Microgrid to provide ancillary services to an AC grid is highlighted where the
virtual inertia approach rise up as a suitable solution for frequency regulation and
inertial support. Also, voltage support is given by droop control strategies.

Energy storage and renewable sources technologies may be applied to improve
grid support from the DC side of the system. In this way, power converters issues
as support to low inertia grids bring great impacts to modern grids affecting the
inertial response of the power systems based on power electronic devices. Power
converter issues are discussed considering the dynamics of the system and their
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time-scale properties. The inertial response and the frequency problems are brought
to the context of weak grids, where ancillary services can be applied to improve the
system operation.

Different virtual inertia approaches are presented in the chapter, where the Virtual
Synchronous Machine (VSM) is detailed. A stability analysis for the Synchronous
Machine approach is conducted and an application example is provided highlighting
the operation combined with traditional synchronous generators and stand-alone
operation. The frequency parameters as frequency Nadir and RoCoF are discussed,
and inertial support is improved when compared with typical control strategy for
power electronic based grids.
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Sustainability and Transformative
Energy Systems

Ian H. Rowlands

Abstract Inventions and improvements of advanced energy technologies—tech-
nologies that power active networks, that catalyze greater use of renewable resources,
that improve energy efficiency, and that are developed synergistically with broad
sustainability goals—are necessary to improve local, national, and global well-
being. Indeed, all dimensions of ‘energy sustainability’—including the historically-
overlooked issue of social acceptance—are critical. Events during 2020 highlighted
further many elements of the contemporary sustainability agenda. Because energy
is central to human existence and well-being, and because the sustainable provision
of critical energy services will continue to be a key priority for communities in the
future, those working in the energy sector must ensure that sustainability consider-
ations are integrated into their work. This article offers perspectives and insights to
guide this integration.

1 Introduction and Purpose

The purpose of this chapter is to investigate sustainability within the context of
transformative energy systems. While inventions and improvements of advanced
energy technologies—technologies that power active networks, that catalyze greater
use of renewable resources, and that improve energy efficiency—are necessary to
improve local, national, and global well-being, they are not, by themselves, suffi-
cient. Instead, it must be ensured that such technological development takes place
in ways that are synergistic with other parts of the broader social, economic, and
environmental context. This chapter provides those focusing upon specific techno-
logical innovations with details of that broader context so that their actions can be
designed to have greater impact; likewise, this chapter also equips those working
within this broader context with an increased appreciation for how such connections
can effectively be made.
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The chapter is divided into seven main sections. Following this brief introduction,
the following two sections introduce the concept of sustainability—initially in its
broadest form, and then with a particular focus upon energy sustainability, providing
some historical context and also outlining the current global agenda. The fourth
section then looks at social acceptance issues associated with transformative energy
systems, arguing that they were, until recently, a relatively oft-overlooked set of
topics.

The fifth section briefly reviews themonumental events of 2020, focusing upon the
global pandemic and the Black Lives Matter movement, highlighting their impacts
upon particular areas of concern for energy professionals and society more broadly.
Material from this section—and indeed from all parts of the chapter—is then used,
in the following section, to sketch out the contemporary sustainability agenda for
those whose work serves to invent and/or to improve advanced energy technologies.
A brief final section summarizes and concludes the chapter.

2 Sustainability

The term ‘sustainable development’ was widely popularized in the late 1980s, in the
wake of the 1987 publication of the Report of the World Commission on Environ-
ment and Development (commonly known as the Brundtland Report). Defined as
‘development that meets the needs of the present without compromising the ability
of future generations to meet their own needs’, attention to the term increased the
awareness of both spatial and temporal impacts of activities that served to advance
economic growth [40].

During the 1990s, 2000s, and 2010s, sustainable development issues were
addressed at various levels. At the international level, activities around a number
of global mega-conferences served to advance the issue—namely, the 1992 United
Nations Conference on Environment and Development (Rio de Janeiro, Brazil), the
2002World Summit on Sustainable Development (Johannesburg, South Africa), and
the 2012 United Nations Conference on Sustainable Development (Rio de Janeiro,
Brazil). They focused global attention upon a range of challenges and opportu-
nities that transcended environmental, social, and economic boundaries (let alone
geographic boundaries), and they also served to be a location whereby individ-
uals and institutions from around the world could work together to build systems
of monitoring, evaluating, and potentially transforming. While many analysts give
such summits mixed reviews, it is nevertheless the case that they provided unique
universal opportunities for reflection and discussion [27, 43].

Also noteworthy at the global level during this period was the world’s activity
to develop a set of universally-agreed ambitions for sustainable development. In
2000, 147 heads of state met at the United Nations Millennium Summit (New York
City, United States) and agreed on the Millennium Development Goals (MDGs).
The MDGs consisted of specific targets for the year 2015 across eight areas (see
Table 1). While some criticized the MDGs for being too narrowly focused and not
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Table 1 Millennium
development goals [48]

1. Eradicate extreme poverty and hunger

2. Achieve universal primary education

3. Promote gender equality and empower women

4. Reduce child mortality

5. Improve maternal health

6. Combat HIV/AIDS, malaria, and other diseases

7. Ensure environmental sustainability

8. Global partnership for development

sufficiently comprehensive, they nevertheless catalyzed many conversations around
global targets, encouraged goal setting in global governance, and set the stage for
the 2015 agreement of the Sustainable Development Goals, to which I return below
[6, 41, 57].

Further to this global level activity on sustainable development during the 1990s,
2000s, and 2010s, much activity also occurred at national and local levels. And
much of this was catalyzed by a particular emphasis upon implementation of global
aspirations and commitments: this was initially prompted by the 1992 publication
of Agenda 21 (at the United Nations Conference on Environment and Develop-
ment, noted above), subsequently further stressed in the 2002 and 2012 conferences
mentioned above. Nationally, several countries produced (and continue to produce)
sustainable development strategies, which would not only be used domestically but
would also often be fed into United Nations processes [1, 31]. And locally, ‘Local
Agenda 21’ was a prominent vehicle for such discussions during the latter part of
the twentieth century and the initial part of the twenty-first century; more recently, a
variety of terms have been used to advance the same priorities, including sustainable
cities, sustainable communities, and sustainable urbanization [5, 26].

While activity at all of these levels yielded some success—though notmet entirely,
the MDGs did much to address, in particular, global poverty [49]—it was clear that,
by the middle of the 2010s, efforts to advance sustainability needed not only to
continue but indeed needed to be accelerated. Annual reporting on the ‘emissions
gap’ by theUnitedNations Environment Programme (UNEP), for one, contributed to
this sentiment. This emissions gap was calculated by finding the difference between
two values: (i) the 2030 greenhouse gas emission levels needed to keep anticipated
average global temperature increases by 2100 below 2 °C; and (ii) the 2030 green-
house gas emission levels anticipated, given then-current national projections and
plans. In 2015, for instance, the gap was calculated to be the difference between 42
GtCO2e (where emission levels needed to be in 2030 in order to ensure global climate
stability) and 54 GtCO2e (a ‘best case scenario’, given then-current trajectories and
plans; the baseline was closer to 65 GtCO2e). This gap of 12 GtCO2e was expected
to have monumental socio-ecological impacts [47]. And UNEP was by no means
alone in its assessment. The Stockholm Environment Institute’s work on planetary
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Table 2 Sustainable
development goals [50]

1. No poverty

2. Zero hunger

3. Good health and well-being

4. Quality education

5. Gender equality

6. Clean water and sanitation

7. Affordable and clean energy

8. Decent work and economic growth

9. Industry, innovation, and infrastructure

10. reduced inequality

11. Sustainable cities and communities

12. Responsible consumption and production

13. Climate action

14. Life below water

15. Life on land

16. Peace and justice strong institutions

17. Partnerships to achieve the goal

boundaries across nine critical processes, for instance, also served to reinforce the
conclusion that the world’s efforts to advance sustainability were falling short [42].

Thus, on 5 September 2015, at the United Nations headquarters in NewYork City,
United States, 193 countries agreed to the 2030 Agenda for Sustainable Develop-
ment, and—as part of that—17 Sustainable Development Goals (SDGs). Succeeding
the Millennium Development Goals, the SDGs were accompanied by 169 targets,
whith countries committed to implementing by 2030. In the half-decade since their
introduction, the SDGs have come to be part of many discourses, being focal points
for a range of governmental, business, and other organizations’ activities, plans, and
aspirations. Their impact, moreover, appears set to continue to grow. The SDGs are
listed in Table 2.

Finally, let me offer a note about terminology. I have used two terms throughout
this section—namely, ‘sustainable development’ and ‘sustainability’. There have
been several investigations into which term is most appropriate given any particular
purpose that has been identified—([32], 6), for instance, draws upon earlier work,
arguing that ‘while “sustainability” refers to a state, [sustainable development] refers
to the process for achieving this state’.While such discussions are indeedworthwhile,
they are beyond the scope of this chapter. Indeed, in this chapter, I follow much of
the more recent literature (e.g., [19]) by primarily using the term ‘sustainability’.
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3 Energy Sustainability

Unlike the earlier Millennium Development Goals—which did not have energy as
a focus for any of its eight goals (see Table 1)—energy is prominent in one of the
Sustainable Development Goals (see Table 2). More specifically, SDG7 is concerned
with ‘committing to ensure access to affordable, reliable, sustainable and modern
energy for all’. Full details of it and its associated targets and indicators are provided
in Table 3.

In addition to the focus upon energy in SDG7, energy issues were also ‘part of’
manyof the other 16SDGs. Indeed, the attentiondrawn to such cross-connectionswas
not least of all an effort to address one of the perceived failings of theMDGs—namely,
their narrow focus; their ‘siloing’. Thus,while each of the SDGs has a particular focus
(see Table 2), that does not mean that how that particular goal contributes to, or
obstructs, progress on the other goals should be ignored. Instead, many argued, such
connections—someofwhich couldwell be unanticipated and/or unintended—should
be thoroughly investigated. For energy project proponents—and energy transition
advocates—that means considering the impact of energy initiatives upon the other 16

Table 3 Sustainable Development Goal 7 and associated targets and indicators [51]

Sustainable Development Goal 7—Ensure access to affordable, reliable, sustainable and modern
energy for all

Target 7.1—By 2030, ensure universal access to affordable, reliable and modern energy services

Indicator 7.1.1—Proportion of population with access to electricity

Indicator 7.1.2—Proportion of population with primary reliance on clean fuels and technology

Target 7.2—By 2030, increase substantially the share of renewable energy in the global energy
mix

Indicator 7.2.1—Renewable energy share in the total final energy consumption

Target 7.3—By 2030, double the global rate of improvement in energy efficiency

Indicator 7.3.1—Energy intensity measured in terms of primary energy and GDP

Target 7.a—By 2030, enhance international cooperation to facilitate access to clean energy
research and technology, including renewable energy, energy efficiency and advanced and
cleaner fossil-fuel technology and promote investment in energy infrastructure and clean energy
technology

Indicator 7.a.1—International financial flows to developing countries in support of clean
energy research and development and renewable energy production, including in hybrid systems

Target 7.b—By 2030, expand infrastructure and upgrade technology for supplying modern and
sustainable energy services for all in developing countries, in particular least developed
countries, small island developing States, and land-locked developing countries, in accordance
with their respective programs of support

Indicator 7.b.1—Investments in energy efficiency as a percentage of GDP and the amount of
foreign direct investment in financial transfer for infrastructure and technology to sustainable
development services
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SDGs (and also being cognizant as to how initiatives advanced under other banners—
‘oceans’, ‘equality’, etc.—affect progress towards SDG7). These connections have
been theorized and operationalized in a variety of ways (e.g., [29, 35]).

While not explicitly connected with the Sustainable Development Goals (for that
term only entered the debate explicitly in 2015), how analysts have been connecting
energy issues and sustainability issues date back decades. Indeed, Lovins’s call—in
thewake of the first so-called energy crises of the 1970s—for amove to a ‘soft energy
path’ (emphasizing energy efficiency), away from a ‘hard energy path’ (activities and
policies that privileged fossil-based, centralized, supply-prioritized energy systems)
is a prime early example [28]. Foci through the 1980s, 1990s, and 2000s included
sustainability issues with an economic emphasis (for instance, re-regulation for effi-
ciency in energy markets) and sustainability issues with an environmental emphasis
(for instance, reduction of polluting air emissions to ameliorate both local smog and
global climate change). Reviews of this period can be found in, for example, [16],
[53], and [54].

Today, discussions around the movement towards energy sustainability continue.
Indeed, major energy-focused organizations have their proposals—or scenarios—
associated with this transition. The International Energy Agency presents a number
of scenarios in its flagshipWorld Energy Outlook report, including different sustain-
able development scenarios [23]. TheWorld Energy Council, for its part, emphasizes
energy security, energy equity, and environmental sustainability of energy systems
[58]. Other intergovernmental institutions that have a broader remit also have energy
high on their respective agendas—for instance, the United Nations Development
Program [45, 46] and the World Bank [64]. Business-based international orga-
nizations—like the World Economic Forum—have also advanced their particular
perspectives on energy sustainability [59].

If the above can be called ‘mainstream’ global perspectives, alternative perspec-
tives—often calling for a faster transition that is less reliant upon conventionalmarket
forces—are also being advanced. For instance, plans for more rapid decarboniza-
tion, explicitly accompanied by economic justice goals, have been put forward by
[13]. By contrast, prioritization of renewable resources characterizes the work of the
aptly-named International Renewable Energy Agency [25].

Finally, in addition to these international-level perspectives, there have also been
debates at the national and sub-national levels—for example, Germany’s discussions
around its energy transition (Energiewende) [38] and the work of the C40 [10],
respectively.

To summarize this section of the chapter, note that there is an agenda focused upon
energy sustainability. Having evolved over the past five decades, it—like sustain-
ability more broadly—was originally fractured into its constituent economic, envi-
ronmental, and social components. Encouraged not least of all by the emergence of
the SDGs in 2015, however, recent investigations have been much more compre-
hensive and interconnected (and, as the next section will argue, have brought social
considerations into greater focus). [11] document this by presenting a detailed liter-
ature review of sustainability evaluation for energy systems (2007–2017), as well
as an associated database that can be used by energy professionals. And, to cite a



Sustainability and Transformative Energy Systems 445

specific example of such investigations, [12] advance the Sustainable Development
Goals Impact Assessment Framework for Energy Projects (SDGs-IAE) and apply it
to power generation projects in Ethiopia and the United Kingdom. Indeed, energy
sustainability is the focus of an active, important, and rich set of discussions today.

4 Integrating Social Dimensions

As noted above, of the different constituent dimensions of sustainability, it is the
economic and environmental elements that received the majority of the early atten-
tion; indeed, ([9], 1) reported that ‘the social pillar [of sustainable development] has
earned a reputation for elusiveness, and even chaos in part because social priorities
are diverse and context specific’. In this section, I consider the concept of ‘social
acceptance’ of transformative energy systems.

Experience with the siting of energy projects, particularly nuclear power stations
and wind-farms, has revealed that citizen acceptance of a project is critical to the
success of the same project. More recent experience with the ‘user-end of energy
systems’—in particular, programs like time-of-use tariffs and demand response
incentives—has further demonstrated that acceptance can involve not only tech-
nology that is ‘much closer to home’ (e.g., solar panels on one’s rooftop), but also
energy control procedures that though ‘technically invisible’ (e.g., an external signal
that raises an air conditioning system’s set point by two degrees Celsius) may be
viewed as intrusive by some.Without acceptance of such technologies and programs,
transformative energy initiatives can ‘come off the rails’, even at advanced stages of
development. In response, investigations as to how citizen acceptance can develop
and be sustained have been undertaken.

Ground-breaking literature examining social acceptance of energy technologies
and energy programs distinguished among multiple dimensions of social accep-
tance, most commonly: communities, markets, and socio-political dimensions [65].
More recently, increasing attention to the role of multiple actors has supplemented
this traditional framework with the following foci: public acceptance, key stake-
holder acceptance, and political acceptance [52]. Together, approaches like these
have catalyzed many empirical studies that have served not only to refine these
conceptual ideas but also to extend the range of energy technologies and energy
programs investigated from an acceptance perspective.

Key recent investigations include the following: [15] propose a research agenda
regarding the social acceptance of energy storage technologies, [17] examine elite-
level attitudes towards energy storage in Ontario, Canada, [4], while examining
renewable energy, argues for a conceptual reframing of the literature to consider
‘community of relevance’, [8] reviews public perceptions of energy technologies
research, considering both large scale and customer-facing energy technologies, and
[56] do a systematic review of the literature associated with the social acceptance
of neighborhood scale distributed energy systems. These, and other, studies point to
the importance of a multidimensional social acceptance research agenda to continue
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studying the deployment of advanced energy technologies and energy programs
(in isolation and in systems) and to evaluate how the social acceptance of these
technologies and programs evolve through interaction among multiple actors using
multiple channels at multiple levels.

Indeed, coming out of this literature—and it is continuing to grow (and indeed
accelerated by events of 2020, but more about that below)—are three key messages.

First, energy issues are multi-sector and multi-stakeholder, and different people
will bring different understandings, different experiences, different priorities, and
different lens to issues and projects. Thus recognize that people will see ‘the same
things’ differently, and plan accordingly. Consider, for instance, a study by [22], who
conducted a questionnaire study among 217 citizens living near the first publicly
accessible hydrogen fuel station in the Netherlands. She found a range of emotions
arising from the same project—varying levels of anger, fear, joy, and pride all arising
from a hydrogen fuel station that was placed in the city of Arnhem in 2010. Of
course, people are different, and their calculations will be informed by a variety
of perceptions, understandings, and values (among other factors). It is nevertheless
a useful reminder that multiple responses will almost certainly emerge within a
population.

Second, effective engagement—between, for instance, proponents and residents
for new energy projects—is critical. Engagement must be early, sustained, andmean-
ingful. There must be multiple opportunities for information provision and two-way
exchange, and commitments made must be fulfilled promptly and transparently.
A number of those actively involved in siting transformative energy projects have
published their own ‘how-to’ manuals regarding what they perceive to be effective
community engagement. As but one example, consider the work of Australia’s Clean
Energy Council. Being the industry association for that country’s renewable energy
industry, the Council has collated resources that help project proponents build effec-
tive relationships with their host communities, arguing that trust and respect must be
at the foundation [14].

And third, communication must be fulsome, truthful, and accessible. All involved
must be committed to open dialogue and to working to agree on statements of fact
and to clarify misunderstandings as quickly as possible. Indeed, such suggestions
can be broadened to offer ‘best practices’ on communications more generally. [2],
for instance, highlight the importance of what they call sociotechnical approaches
to effective communications on a range of energy and environmental issues. A
key message of theirs is that a broad understanding must be developed: breadth
in the kinds of approaches that can be useful (technological, structural, and cognitive
‘fixes’), breadth in the kinds of actors sending and receiving communications (indi-
viduals, organizations, technologies), and breadth in the understanding of peoples’
engagement (motivations, attitudes, behaviors). This can be extremely useful to those
taking forward particular transformative energy initiatives.

Research and analysis in this field have shown the importance of social acceptance
to ensure that the right energy initiatives are adopted in timely, cost-effective, and
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sustainable ways. Recognizing differences among stakeholders and their perspec-
tives, implementing effective engagement strategies, and communicating clearly will
go a long way towards ensuring energy activity success.

Asmentioned above, consideration of integrating social aspects of energy sustain-
ability more fully—including those above—was accelerating in any case during the
2010s, but events during 2020 served to augment it even further. In the next section, I
briefly review key events in 2020 and the broader societal changes they encouraged.
Then, in the following section, I examine how those impacts—combined with all
that has been presented in this chapter to this point—have effectively combined to
construct an agenda for energy professionals going forward.

5 Events of 2020

The year 2020 was remarkable for a variety of reasons. The two reasons that I will
focus upon here are the coronavirus crisis and the Black Lives Matter movement.

First, the World Health Organisation declared a global pandemic as a result of
COVID-19 on 11 March 2020. As of November 2020 (the time of writing of this
chapter), the global impact had been devastating. Most importantly, more than 1.3
million people had lost their lives, and 54.7 million people had been infected by the
virus (figures from Johns Hopkins University, 16 November 2020). Economically,
the world’s economy had contracted by 4.4% during 2020 (figure from the Inter-
national Monetary Fund, 16 November 2020). Hundreds of millions of people had
lost their livelihoods, and virtually no one had escaped impact: it was estimated that
the physical and mental toll upon many would last for months, if not years, while
the consequences for groups (be they communities, or countries, or regions) were
both immediate and longer-term. Geopolitical reordering was looked to be another
potential long-term consequence of the virus [63].

Second, on 25 May 2020, George Floyd—a black man—was killed in
Minneapolis, United States by Derek Chauvin—a white police officer—while being
arrested for allegedly using a counterfeit bill. Floyd’s death triggered worldwide
protests against police brutality and systemic racism more generally. Collectively,
the responses reignited the Black Lives Matter movement and directed greater atten-
tion to issues of equity, diversity, and inclusion. Indeed, the disproportionate impact
of the global pandemic upon vulnerable communities was shocking to many; the
fact that the United States was in the midst of a national election campaign provided
additional platforms for discussions about equality and related issues [7].

Many had reflections upon how events like these in 2020 were changing global
social and economic life in significant ways. Some investigations highlighted, for
instance, the potential long-term impact upon the economy (e.g., [24]), upon the
nature of work (e.g., [3]), and upon the role of technology (e.g., [30]). Building upon
all of this reflection in wake of a remarkable 2020, I will highlight three areas that I
believe are particularly important for those working to advance energy sustainability.
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They serve to help set the stage for the next section of this chapter, which advances
a current set of priorities for energy professionals.

First, evidence-based decision-making is more important now than perhaps ever.
Experience through the events of 2020 has demonstrated the value of rigorous and
independent investigations that place a premium upon standards like validity and
reliability. This sentiment was often voiced by different scientific and other associa-
tions during the year. For example, many US-based scientists wrote about the value
of science, and the importance of an engaged and well-informed public [62].

Second, collaboration is vital. Again, experience during 2020 revealed that society
often needs multiple perspectives—across disciplines, jurisdictions, ecosystems,
and cultures—to solve problems and to embrace opportunities. It was shown that
bright minds with different experiences, knowledge-bases, sets of resources, and
ways of thinking coming together on challenges and opportunities are needed. Like
many themes that climbed global agendas during 2020, this had previously been
oft-noted—[37] had eloquently laid out the value of interdisciplinary approaches
through diverse teams, and [18] was similarly impactful regarding the importance of
international research.

And third, we must ensure that we leave no one behind. We need to ensure
that those who are most vulnerable—individuals, households, communities, coun-
tries—are fully included as we move towards solutions and sustainable livelihoods;
we must eliminate racism and discrimination of all kinds. Indeed, the concept of
‘co-creation’—of involving those impacted by issues, supported by evidence and
expertise, in problem-solving—serves to integrate all three areas.

Much of the discussion around these, and associated, areas, came together in
calls to ‘build back better’, ‘build forward better’, or undertake a ‘great reset’ (e.g.,
[36], [21], and [60]). Collectively, these were calls to acknowledge that, given the
size of the impact upon economies and societies during 2020, communities around
the world would—once they had the virus eradicated, or at least better controlled—
have to ‘emerge’ and ‘rebuild’. Given this, there was also a widespread feeling that
this crisis should be viewed as an opportunity: these same communities should not
slavishly rebuild whatever it is that got torn down during 2020. Instead, they had
the chance to determine what future was’best’—particularly in light of all that had
been learned from the pandemic and Black Lives Matter experiences—and to move
towards that new goal. Such recommendations should indeed be kept in mind as
more specific work on energy innovations are carried out. It is in the next section
where I make those connections.

6 Current Priorities for Energy Professionals

Given all of our learnings—learnings that were happening pre-2020 in any case,
along with learnings that were catalyzed and/or revealed and/or effectively created
by the 2020 pandemic—I offer, in this final substantive section, three interconnected
priorities for researchers, analysts, managers, regulators, and others who have been
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attracted to the subject material in this book. In other words, because I envision
readers of this book as being those who are at the forefront of knowledge with respect
to innovation in advanced energy technologies—that is, technologies that power
active networks, that catalyze greater use of renewable resources, and that improve
energy efficiency—I offer three priorities for them to keep in mind. These are not
priorities for the specifics of their work, but instead are priorities for how they place
the work they are developing within its wider context—so that their contributions
can be as impactful as possible. Accompanying each of the priorities, I point to
some themes that appear to be set to be important as activity to advance energy
sustainability continues. Let me also note that these priorities are also important for
those who already work within this broader context to consider—the importance of
context, and all of its constituents, should not be lost on anyone.

First, in the spirit of the aforementioned discussions to build forward better,
a priority should be to ask, ‘what is the goal?’ As with much being discussed
in this section, this issue was already moving toward the front of the proverbial
energy consciousness—even before the events of 2020. Many were successfully
challenging the traditional energy focus upon ‘supply’ by highlighting the impor-
tance of ‘demand’ as well. Indeed, a ‘whole system’ approach is now often—and
rightly—taken in energy studies. This is to be encouraged further, and analysts would
be wise to think about the ‘energy service’ that is ultimately desired; work can then
proceed to determine what kind of system would best serve to meet this energy
service requirement. (For elaboration and inspiration, see, for instance, the ‘system
diagrams’ in [20].)

Moving forward, those working on energy projects will be increasingly asked,
‘Why is it being done this way?’ Assumptions, inertia, and comments like ‘That is
howwe’ve always done it’ will no longer pass muster (if they ever did). Demands for
social and economic accountability will require respondents to speak to the energy
services to which they are contributing, and the reasons why.

Second, in addition to recognizing how the issue upon which one is working sits
within the broader energy system, recognize, as well, the importance of how the
issue is connected to other issues—particularly (in this case), in terms of spatial
connections and sectoral connections.

Regarding spatial connections, recognize that most energy issues have local,
regional, national, international, and global dimensions involving a whole range of
players. Put more academically, the term ‘multilevel governance’ is one with which
those working on energy projects should be familiar. To clarify, it is usually the case
that any particular energy system of interest will have linkages that reach across
borders, so multiple jurisdictions (and their associated players—be they govern-
ments, businesses, civil society organizations, or others) have their particular stakes
in the outcomes. Opportunities and challenges—catalysts and constraints—will be
presented by these different governance players working at these different levels. As
a case in point, energy politics in North America can often have local flashpoints
(e.g., the siting of a power plant), intra-regional elements (e.g., plans to integrate elec-
tricity markets), trans-border dimensions (e.g., varying definitions of ‘renewables’
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in different jurisdictions’ policies), and continent-wide elements (e.g., discussions
about a large-scale power grid), each of which can be connected to the other [33].

Sectorally, let me reemphasize that while energy service provision is a goal in
itself—indeed, a priority Sustainable Development Goal, as reviewed above—it is
nevertheless also connectedwithmultiple other goals that society is trying to advance.
All would be wise to evaluate explicitly how energy ambitions impact these other
priorities; the Sustainable Development Goals may well be a useful means to frame
that investigation. While the discussion above already highlights works that show
connections between SDG7 (energy) and other SDGs, Table 4 points to a few, in
particular, that may be particularly relevant for readers of this book. Going forward,
it will be critical to engage with others in an interdisciplinary manner to discover
pathways to win-wins for sustainability.

And third, resilience is critical. Going forward in virtually every part of our lives—
energy activities included—we will have to expect the unexpected. Consequently,
we will have to build our energy research, our energy projects, our energy policies,
and our energy institutions to be as nimble, flexible, and adaptable as possible. The
year 2020 has shown us that low probability and high-risk events do indeed occur.
And even before 2020, a number of observers had identified a range of such events
that could happen—pandemics included. Indeed, in the World Economic Forum’s

Table 4 Sample connections between advanced energy transformation initiatives and other SDGs

SDG Advanced energy
technology

Potential impacts Indicative reference

No poverty (SDG1) Implementation of
time-of-use electricity
rates

Movement from
traditional to dynamic
tariffs can have
dramatically different
cost impacts upon
different customer
segments

[39]

Gender equality
(SDG5)

Increased development
of smart energy and
internet-of-things
technologies for
in-home use

Without gender
analyses, technologies
can embody particular
images and privilege
particular groups

[44]

Reduced inequalities
(SDG10)

Increased deployment
of ‘energy projects’
(e.g., wind farms,
energy storage
facilities)

There can be notable
distributional impacts of
projects—e.g., siting
locations can burden
particular communities
with negative local
impacts

[34]

Climate action
(SDG13)

Increased use of
hydrogen as an energy
carrier

There can be substantial
climate impacts,
depending upon how
hydrogen is made

[55]



Sustainability and Transformative Energy Systems 451

annual analysis of global risks, ‘infectious diseases’was—at the beginning of 2020—
in a quadrant characterized by ‘higher impact’/’lower likelihood’ risks; ‘weapons of
mass destruction’, ‘information infrastructure breakdown’, and ‘food crises’ were
the other global risks in that same quadrant [61]. Indeed, all 31 risks presented on
the landscape warrant attention.

So, in summary, a message to energy professionals is to work with purpose, to
identify and to respond to connections, and to embed resilience in their work going
forward.

7 Summary and Conclusions

The purpose of this chapter has been to investigate sustainability within the context of
transformative energy systems. To do this, the scene was set by investigating sustain-
ability, generally, and energy sustainability specifically (with a further focus upon
social acceptance issues). More recent events—namely, the remarkable develop-
ments during 2020—were briefly described, and some of their key impactswere iden-
tified. This—and, indeed, all the material in the chapter—then led into a discussion
of the current sustainability agenda for those working directly in the energy sector.
The motivation for the inclusion of this discussion was to ensure that energy profes-
sionals’ efforts—which often focused upon a relatively small part of the broader
landscape—had a maximum impact going forward.

Energy is central to human existence and well-being. The sustainable provision
of critical energy services will continue to be a key priority for communities in
the future. Success in this regard will be important in helping to advance everyone’s
well-being and communities’ collective livelihoods.Regardless of the extent towhich
one’s work involves energy issues, all need to understand, generally, the systems at
work, and—at a minimum—connect with those who have more detailed knowledge.
Collectively and collaboratively, we can, together, move towards a sustainable future.
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The Role of Smart Grids in the Low
Carbon Emission Problem

Claudia Rahmann and Ricardo Alvarez

Abstract One of the greatest challenges faced by humankind is to stop global
warming. Although this challenge requires joint efforts from the entire society, the
energy sector—being responsible for most of the global GHG emissions—is called
to take a leading role. One of the pillars in this quest is the decarbonization of elec-
tricity systems, where conventional generating technologies are largely displaced by
low-carbon ones based on renewable energies sources (RES). Moving towards low-
carbon electricity systems is the only way to effectively slow down climate change,
but it poses enormous technical challenges for the operation and control of electric
power systems. A cost-efficient and secure transition to future low-carbon electricity
systems requires a fundamental change in the way power systems are designed and
operated. We need to evolve from today’s electricity grids into next-generation ones,
the so-called smart grids. Future smart grids use advanced sensing spread across all
voltage levels, distributed energy sources, flexible transmission and distribution tech-
nologies alongwith two-way communication networks to enhance the use of existing
network infrastructure. This in turn facilitates the large-scale integration of RES and
ultimately allows for the reduction of CO2 emissions. In this chapter, we review key
aspects of the ongoing energy transition, present some of its challenges and possible
solutions. Then, we introduce the concept of smart grids and present how they can
help in reducing CO2 emissions. Finally, we present some of the major challenges
that need to be addressed for the successful implementation of smart grids.
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1 Introduction: Energy Sector as a Key Vector
in the Transition Towards a Low-Carbon Emissions
Society

The energy transition towards low carbon electricity systems is already underway.

The constant use of fossil fuels in the twentieth century provided society with
countless opportunities to progress both socially and economically. However, oppor-
tunities taken up by one generation can cause challenges to subsequent ones [1]. In
this regard, the burning of fuels in power generation plants has resulted in both pollu-
tion and production of carbon dioxide (CO2), which is currently the main originator
of global warming, among other greenhouse gases (GHG). Both pollution and CO2

emissions do not only threaten human health but also jeopardize mid-and long-term
sustainability of our planet. According to the International EnergyAgency, the global
CO2 emissions in 2018 reached a historical high of 33.5 GtCO2 [2], which is about
66% higher than emissions in 1990 [3]. From this amount, around 40% was origi-
nated by the electricity generation sector [2] through the combustion of fossil fuels,
such as coal, oil, and natural gas to produce the heat needed to power steam-driven
turbines. The power generation from coal was by far the most used strategy, reaching
38% of the electricity produced globally in 2018 [4]. Coal-fired power plants were
therefore the single largest contributor to the emission rise observed in 2018, with
an increase of 2.9% compared to 2017 levels [5]. Although the 2020 COVID-19
pandemic has led to an unprecedented reduction of global CO2 emissions1 [6], a
similar rate of decrease would have to be sustained for decades in order to achieve
the 1.5 °C warming limit [7].

Nowadays, there is a wide consensus that one of the greatest challenges of the
twenty-first century is to stop the increase of global warming. In response to this
challenge, several countries have set ambitious targets for reducing their GHG emis-
sions in the context of the global Paris Agreement signed in 2015 [8]. For the year
2030, countries like Germany, Japan, and China have set targets for reducing their
GHG emissions by 55% below their 1990 levels, 26% below their 2013 levels, and
60–65% below their 2005 levels, respectively [9]. The European Council has also
decided to reduce its GHG emissions by 80–95% by 2050, as compared to their 1990
levels [10]. Further examples of national climate goals can be found elsewhere [9].

The climate goals have pushed countries into pursuing strong decarbonization
pathways to achieve a relatively swift transition toward a low-carbon emission
society. Although this is a widespread challenge requiring joint efforts from the
entire society, the energy sector—being responsible for around two-thirds of global
GHG emissions considering energy production and use—is called to take a leading
role [11]. The decarbonization of electricity systems therefore emerges as one of
the cornerstones to address global climate issues. Among the pillars for achieving

1 The Covid-19 pandemic reduced the global CO2 emissions in the first quarter of 2020 by more
than 5% compared to the same period in 2019. Further, according to [6], global CO2 emissions in
2020 are expected to decline by 8%, or almost 2.6 gigatons (Gt).
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this ambitious objective are an accelerated deployment of renewable energy sources
(RES), as well as energy efficiency measures [12, 13]. According to the Intergovern-
mental Panel on Climate Change (IPCC), renewable energy must supply 70–85% of
the world’s electricity in 2050 to limit global warming to 1.5 °C [13].

The transition towards low-carbon electricity systems with high shares of RES is
already underway.A quarter of the total electricity producedworldwide in 2018 came
from renewables, which became the second-largest contributor to global electricity
production after coal [14]. Since 2009, the cumulative renewable energy capacity
(including hydropower) rose from 1136 to 2537 GWby the end of 2019 [15]. Growth
has been especially high for solar photovoltaic and wind power generation. Between
1990 and 2018, both technologies have grown at average annual rates of 36.5% and
23.0%, respectively [14]. 2019 represented a record-breaking year for RES with an
additional installed capacity of more than 200 GW—the largest increase so far [16].
Solar photovoltaic power led the capacity expansion with an increase of 115 GW,
followed by wind energy and hydropower, with 60 GW and 16 GW, respectively.

Electricity systems based on 100% RES are no longer a dream. While some
countries already have solar and/or wind power capacity to cover more than their
own electricity demand [17], others are targeting to reach 100% renewable energy-
based electricity systems in the future [18]. While Iceland supplies 100% of its
electricity needs using geothermal and hydropower, countries such Norway, Costa
Rica, Brazil, and Canada have electricity systems with 97%, 93%, 76%, and 62% of
hydropower, respectively.

Although moving towards low-carbon electricity systems is a unique opportunity
to effectively slow down climate change, it also poses enormous technical challenges
for the operation and control of electric power systems [19]. Themain reasons are the
inherent differences between converter-based RESs, such as wind and photovoltaic
power plants, and conventional generation technologies [20]. On the one hand, RES
power plants are powered by variable energy resources with changing availability
levels over time (variability), which cannot be predictedwith perfect accuracy (uncer-
tainty). As the level of RES increases, the additional variability and uncertainty intro-
duced in electricity systems may significantly challenge their frequency regulation.
This is because most RES do not (yet) contribute to system frequency regulation
[20–22]. On the other hand, the overall performance of RESs, as well as their inter-
action with the grid, is largely determined by the characteristics of their control
systems and strategies used to control the interface power converter between the
energy source and the electric grid [20]—in contrast to conventional synchronous
generators, where the physical properties of the machine itself, such as the amount
of inertia and electrical parameters, play the most important role in determining their
transient behavior [23].

The transition from fossil-based to low-carbon electricity systems involves a total
overhaul of the energy sector. It is not simple enough to switch from one fuel source
to another. We need to conceive a brand-new way of producing, transporting, and
consuming energy. While energy transition is already underway, urgent actions are
needed in order to make this transition as safely as possible. We are now facing “the
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third industrial revolution” [24], and the scientific community should rise to this
challenge.

2 Technical Challenges Related to the Energy Transition

The paradigm shift in energy supply towards electricity systems dominated by RES
requires a gradual breakaway from the essential pillars on which existing power
systems have been based. This is mainly due to the physical nature of RES, and
the fact that they are connected through power converters to the system, meaning
that RES power plants behave differently than conventional generation facilities.
Significant, collaborative efforts and innovative changes are required not only at the
technological and operational levels, but also at the regulatory, economic, political,
and social ones.

Next, we present the main technical challenges of low-carbon electricity systems,
and a summary of current solutions that may be considered and deployed for over-
coming these challenges. Our discussion is contextualized from a system operation
perspective with special emphasis on system stability and control. Other relevant
challenges that future power systems will also have to face are not discussed.

2.1 The Flexibility Challenge

To ensure the security of the electricity supply, the frequency of electrical power
systems must remain nearly constant around its nominal value. This is a compul-
sory requirement for avoiding the social and economic consequences that sustained
frequency deviations can have on society [19]. Keeping the frequency within the
allowed band requires that the total energy production be equal to the total consump-
tion at each point in time. For this, synchronous generators used in conventional
power plants keep a certain energy margin (or power reserves), which allows for
controlling possible imbalances between consumption and generation.

From a control viewpoint, frequency in electrical power systems is regulated
through a combination of fast-local and slow-centralized controllers [23]. In case of
a mismatch between generation and consumption, fast closed-loop controllers act
locally at each synchronous machine by increasing or decreasing its output power in
order to restore the power balance in the system (primary frequency control). Once
the primary frequency control has been completed, a slower, centralized controller,
known as Automatic generator control (AGC), begins to act in order to return the
frequency to its nominal value.

The aforementioned way of controlling the frequency of electrical power
systems has shown to be a straightforward and effective strategy for successfully
keeping frequency within permissible limits in conventional systems dominated by
synchronous machines. However, different studies and practical experiences have
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shown that this strategy alone will not be sufficient to keep the balance between
consumption and generation in the face of high levels of RES. On the one hand, the
integration of RES in electrical power systems increases the variability and uncer-
tainty that system operators and planners must deal with far beyond the levels they
have been used to, thus making the frequency regulation even more complex. The
generation of RES such as wind and photovoltaic generation is determined by local
weather conditions, meaning that its power production is variable and difficult to
predict [23]. Although the output power of photovoltaic generation plants is usually
less variable and more predictable2 than wind generation, the inherent challenges
related to its day cycle and fast power ramps due to moving clouds still remain [25,
26]. Depending on system operating conditions, large and sudden changes in the
power generated by RES can exhaust the ramping reserves available in conventional
generation units and threaten power balance in the system [25]. On the other hand,
since most RES power plants are usually operated to reach maximum power produc-
tion (operation at their maximum power point, MPP), they cannot participate in
system frequency control as conventional generators do. Under these circumstances,
the replacement of conventional synchronous generators by RES leads to a decrease
in the number of generators used for frequency regulation and, therefore, to a decline
of the power system’s ability to deal with frequency deviations during normal condi-
tions. Note that even if RES are operated with a given energy margin for frequency
control, their stochastic nature prevents guaranteeing this reserve [17], meaning that
this problem would still persist.

The challenges that emerge with frequency regulation at high levels of RES will
require to increase the power system’s flexibility to counteract the variable and
partly unpredictable generation of RES. This is a mandatory requirement for guaran-
teeing the security of the electricity supply and hence for moving toward low-carbon
electricity systems.

2.2 Stability Challenges

Over the last years, several studies and practical experiences worldwide have shown
that an increased use of RESs in electricity systems leads to new types of stability
problems, such as converter-driven stability (including slow- and fast-interactions),
and electric resonance stability [20]. These problems are caused by the inherent
differences between the dynamic behavior of RES and synchronous generators.
A Task Force of the IEEE Power System Dynamic Performance Committee has
recently addressed the issue of stability definition and classification in bulk power
systems including the new phenomena and concerns due to high levels of RESs [20].
According to the Task Force, key elements that need to be considered when assessing
the impact of RESs on system dynamic behavior are (a) overall reduction in system
inertia, (b) limited contribution of RES to short circuit currents during faults, and (c)

2 At least in areas with good solar potential.
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new control interactions that may arise between fast-response devices with the grid.
The combination of these elements, together with the shift from synchronous gener-
ators to RESs, leads to an overall decrease in the robustness of electricity systems,
thereby making them more prone to instabilities.

In electricity systems, the term system robustness is typically used to roughly
characterize their performance under all possible operating conditions. It indicates
how well a system can cope with different disturbances and still sustain a stable
behavior. Two common indicators used for quantifying system robustness are the
short circuit level (SCL) at a given network busbar, and system inertia.

The SCL at a given location is a common indicator of system robustness: the
higher its value, the higher the network strength at the pertinent busbar [27–29].
SCL represents the voltage stiffness of a network busbar [27, 28]: high SCLs indi-
cate a strong system with stiff voltages, meaning that their values will not deviate
much when subjected to small disturbances. This is because the series impedances
of strong electricity systems are relatively low and, consequently, the sensitivity of
voltages to changes in power flows is also low [27]. Since synchronous machines are
the major sources of short-circuit current contributions [28], high SCLs are usually
found in areas close to generators, while low levels are usually found far from gener-
ation centers. SCL is also a good measure of the dynamic performance of electricity
systems during contingencies [30]. Electricity systems with high SCLs are usually
characterized by a large number of synchronous generators providing high fault
currents that greatly contribute to the stability of the grid [27]. SCLs are then a
measure of system response robustness to different faults.

Inertia is often considered one of the key system parameters upon which the
synchronized operation of electricity systems is based [22]. It is an indicator of how
well a system can cope with power imbalances and still maintain a stable frequency
[23]. Accordingly, the level of inertia in an electricity system also represents a good
indicator of system robustness. The inertial response is naturally provided by the
rotating masses of power systems, such as synchronous machines and motors. It
influences both the activation of under frequency load shedding schemes during
contingencies and the performance of the frequency control in steady-state (small
load/generation fluctuations) [31]. During the first seconds after a major power
imbalance, the system frequency will decrease at a rate mainly determined by its
total inertia: the lower the system inertia, the faster the drop of system frequency.
Due to their electromechanical coupling, the rotating masses will inject or absorb
kinetic energy into or from the grid for several seconds to counteract the frequency
deviation according to their inertia [22, 23]. This natural counter-response from
synchronous generators is produced whenever there is a mismatch between genera-
tion and consumption. This action renders the system frequency dynamic slower and
thus easier to regulate. As such, in case of the sudden disconnection of a synchronous
generator, the imbalance is initially compensated by the extraction of kinetic energy
from the remaining rotating machines. This natural action is essential to arrest the
frequency decline. Beyond this natural response, primary frequency controls of
synchronous generators react by changing the generated power to recover power
balance.
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So far, the robustness in electricity systems has been largely ensured by having
large amounts of synchronous generators distributed throughout the network. These
rotating machines naturally provide high fault currents during contingencies, which
strongly support the stability of the system, as well as its recovery after a fault clear-
ance (over-excitation limiters in synchronous machines usually include a substantial
delay, so that the machine can provide significant over-currents for short periods of
time). In this regard, RES-based power plants behave quite differently from conven-
tional generation facilities. On the one hand, the short circuit current contribution
from RESs is usually limited to values between 1.0 and 1.5 times their rated current
due to thermal limits of the power electronics equipment [20, 29]. Type-3wind turbine
generators (double fed induction generators) can contributemore short circuit current
though, as their stator is directly coupled to the grid [20, 29]. Still, these values are
significantly lower than the fault current that a synchronous machine can provide
[20], which can be up to 6 times their nominal current [23]. On the other hand, RESs
do not naturally provide an inertial response during power imbalances, as conven-
tional generators do, unless a specific control is carefully designed for this purpose
[17, 20, 22]. Photovoltaic power plants do not have rotating elements, and therefore,
there is no stored energy available as in the case of synchronous generators [22]—
except for the energy stored in its DC link, which is negligible [17]. In the case of
wind turbines, the power converter fully or partly electrically decouples the generator
from the grid, which implies that kinetic energy stored in their moving parts cannot
be used for supporting frequency [22].

Operational and stability problems inweak electricity systemswith low inertia and
SCLs can emerge in several different ways. On the one hand, the reduction of SCLs
leads to higher values of dV/dP and dV/dQ,meaning that small disturbances in power
flows can significantly change network voltages [27], which makes controlling them
extremely difficult. On the other hand, stability problems such as control instability,
control interactions, small-signal instability, and voltage instability are more likely
to arise in grids with low SCLs. During contingencies, these power systems may
experience extremely depressed voltages over a wide network area, which may pose
difficulties for voltage recovery after fault clearance. Accordingly, systems with low
SCLs are more prone to face voltage instabilities or just collapse [27, 28]. Severe
voltage drops may also considerably speed up the rotors of nearby machines, which
in turn may provoke loss of synchronism [32]. From a frequency perspective, the
replacement of synchronous machines by inertia-less RESs can lead to degradation
in both primary frequency response and system inertial response [17, 22]. This can
be especially critical in the case of islanded systems and small isolated systems,
where inertia (without RESs) is already low [22]. Reduced system inertia increases
the frequency nadir after a loss of generation and leads to a steeper rate of frequency
change at the inception of a contingency. Hence, system frequency dynamics become
faster [17, 33]. This may result in more frequent and larger frequency excursions
following a loss of generation, which can in turn jeopardize the frequency stability
of the electricity system [22].
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2.3 Control Challenges

A key factor differentiating RESs from conventional generators is that the dynamic
response of RES along with its interaction with the grid during contingencies, are
dictated by the characteristics of the chosen control strategy and not by the converter’s
physical properties [20]. This is in contrast to synchronous generators, where the
physical properties of the machine itself, such as inertia and electrical parameters,
play a key role in determining their transient behavior [23]. This dependence on the
control system poses significant challenges to the operation of electricity systems,
because their dynamic performance may substantially vary, not only depending on
system operating conditions, but also on the chosen control strategy, parameters, and
equipment vendor. The challenge becomes evenmore complexwhenwe consider that
the shift of energy supply does not only occurs toward large-scale RES power plants
at high voltage levels but also toward smallerRESproducers connected to distribution
networks (also known as distributed energy resources, DER) [34]. Additionally, the
energy transition is also characterized by the integration of other power electronic
converter interfaced technologies, such as storage systems, flexible ac transmission
systems (FACTS), High Voltage Direct Current (HVDC) lines, and power electronic
interfaced loads [20]. When hundreds of power electronic devices are added to the
electricity systems at different voltage levels, two key elements affecting their control
emerge: (i) the response of the system becomes progressively more dependent on
(complex) fast-response power electronic devices, thus altering the power system
dynamic behavior [35] and (ii), hundreds of new control points are created in the
grid, thereby imposing challenges in their coordination and tuning.

Converters are modular and nearly fully actuated devices that admit a wide variety
of flexible and fast control alternatives with actuation times on very fast time scales
[17, 20].While these characteristics offer awide range of opportunities from a control
perspective, they also add an additional layer of complexity. Among these control
challenges are:

(1) Possible RES instabilities due to low SCLs (connection to a weak system)
and/or due to current limitation of converters during faults,

(2) Unexpected fast dynamic interactions induced by the coupling between
converters and the grid or between several converters nearby, and

(3) Actuation delays due to signal processing.

The vast majority of large-scale RES power plants use voltage-source converters
[36, 37] that allow the converters to independently control the active and reactive
power exchanged with the grid, as long as the total current remains within the rated
capability of the power electronic switches [20]. Depending on the control mode
used, a typical RES converter comprises control loops and algorithms with fast
response times, such as the phase-lock-loop (PLL) controllers and inner current loop
controllers. The experience has shown that these control loops are often key instability
drivers in modern RES power plants [27–29]. Particularly in case of weak networks
with low SCLs, RESs are more likely to experience control loop instabilities, such
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as in the inner current control loop [29, 38], the closed-loop voltage control [29, 39,
40], and the PLL [27, 29, 39–43]. This is because as the system is weakened, the
voltage reference becomes less stable, meaning that its value is likely to be affected
by the current injection of RES (higher sensitivity of voltage to changes in power
flows). Accordingly, complex control interactions are more likely to arise, because
each device controlling an electrical quantity has more impact on other devices [27].

During faults involving low voltages, inaccurate calculation of the voltage phase
angle by the PLLmay result in inaccurate control of active and reactive power, which
can, in turn, lead to instabilities. Especially when RES are connected at busbars
with low SCLs, the response of the inner current-control loop and PLL can become
oscillatory, either because the PLL is not able to quickly synchronizewith the network
voltage or due to high gains in the inner-current control loop and PLL [20]. Although
many control parameters can influence the dynamic performance of RES during
faults, under weak grid conditions, the PLL parameters play the most significant role
in driving instability [27–29, 40, 44]. SCL at the PCC, that is, the robustness of the
system, also strongly influences the performance of RES-based power plants [39–41,
44]. Indeed, there is a high dependency between PLL controller gains and bandwidth,
SCL at the PCC, and stability of the RES plant during low voltage conditions. After a
fault clearing, thePLLshould quickly regain synchronism to control reactive power to
maintain system voltage. In a short period following a fault (1–2 cycles), this critical
PLL function becomes even more challenging in electricity systems with low SCLs,
as the phase angle may have shifted drastically, and the post fault voltages may be
especially noisy [27].

Although the ability of RES to cope with low voltages can be extremely chal-
lenging [27, 29, 42, 45–47], tripping RES units during abnormal conditions is
(usually) not allowed anymore by current grid codes, because it can worsen an
emergency further. Indeed, in most countries, RES must remain connected to the
grid during faults and also support voltage stability through the injection of reactive
currents [46, 48]. Several studies have reported the importance that RES power plants
stay connected to the grid and inject reactive currents during faults for sustaining
system stability. In these cases, however, special attention must be paid to the tight
current limitations of the converters, because overlooking them may also result in
stability problems [20, 46]. In [46], it is shown that the support that RES can provide
during a short circuit becomes even more relevant in terms of improvement of the
voltage dip and recovery, as the network to which the RES is connected becomes
weaker (i.e., as theSCLdecreases). The exact fault current contributionofRESduring
a short circuit will vary depending on the fault, its duration, pre-fault operating condi-
tion, and the grid requirements. The control strategy implemented in the converter,
including its structure and parameters, as well as the SCL of the network at the
connection point, are also key aspects strongly affecting RES dynamic performance
during low voltage conditions.

Traditionally, the dynamics of conventional power systems have been tackled
by slow electromechanical phenomena of synchronous machines and their controls.
Fast electromagnetic transients, such as those related to the network and stator tran-
sients of generators decay very quickly, thus being practically negligible [20, 35].
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The dynamics of power electronic converters are, however, on a similar timescale as
the network dynamics, and their controls are faster than the controls of synchronous
machines. Accordingly, as the use of RES increases, the system dynamic response
starts to be progressively faster and therefore, more difficult to control [35]. In this
context, the timescale related to RES controls can result in cross-couplings with
both the electromechanical dynamics of synchronous machines and the electromag-
netic transients of the network, which may lead to unstable power system oscil-
lations over a wide frequency range. Instability phenomena with low frequencies
(less than 10 Hz) are classified as Slow-Interaction Converter-driven Stability, while
phenomena showing higher frequencies (tens to hundreds of Hz, and possibly into
kHz) are classified as Fast-Interaction Converter-driven Stability [20]. Fast interac-
tions induced by the coupling between converters and the grid have been reported in
[17]. High and very high-frequency oscillations ranging from 500 Hz to 2 kHz have
been observed in large-scale wind power plants connected to VSC-HVDC [49, 50].

The last control aspect that must be carefully considered in systems with RES are
the actuation delays due to signal processing. Each part of the control system of RES
power plants is a complex signal processing unit that is unavoidably subjected to
time delays [17]. The delays due to signal processing in RES can significantly limit
their dynamic performance during normal operation and contingencies, and also lead
to unstable behaviors.

2.4 Current Solutions

Nowadays, a wide range of solutions have been proposed to overcome the control
and stability challenges that may arise in power systems due to low inertia and SCLs.
Even thoughmany of them have been only explored in theory, others have been tested
in practice. The solutions are system-specific and depend on the characteristics of
the electricity system itself.

To partially solve problems caused by low SCLs, one of the simplest solutions
is to incorporate additional equipment in weak network areas in order to locally
improve system robustness. FACTS devices, such as SVCs and STATCOMs can help
control system voltages through fast dynamic reactive support [51, 52] by limiting
voltage fluctuations and also improving the fault ride-through capability of nearby
RES power plants [53, 54]. However, FACTS devices have also fast control loops
that may interact with RES control, which can lead to instabilities in the case of
weak networks [27]. Accordingly, special care must be taken when designing and
implementing their controls. Synchronous condensers may be another alternative
for increasing SCL, as well as system inertia. Denmark has installed several of these
devices to provide both fault currents and inertia to the system [23]. Changes in
the control system of RES power plants can also be undertaken to reduce the risks
of instabilities caused by the PLL, inner current control loop, or the closed-loop
voltage control during low voltage conditions. These changes can include adjusting
some control parameters like time constants or reducing gains [27]. However, it is
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important to recall that the underlying stability issues of weak power systems will
not be solved just by changing the parameters of RES converters.

The lack of inertial response in RES can be counteracted by integrating fast-acting
energy storage systems (such as batteries, flywheels, or super-capacitors) [23, 55]
or through the implementation of additional control loops specially designed for
responding to frequency variations [22, 31]. Although power converters of RESs are
normally not operated to respond to frequency variations in the grid, the incorpora-
tion of an additional control loop allows RESs to provide fast frequency response
(also known as virtual inertial response) to support the system during major power
imbalances. Some investigations have shown that the fast response times of power
converters can provide important benefits to system frequency in comparison to the
frequency support provided by conventional generators. However, fast frequency
response capability in RES without energy storage may require operating RES in
the so-called de-load mode [22, 23, 31]. That is, instead of injecting all the available
power, RES supplies only a percentage of it, meaning that they operate at a sub-
optimal operating point [25, 26]. In this way, there is some energy buffer available to
contribute to the inertial response and thus counteracting the effects of a power unbal-
ance. For wind power plants, it is also possible to provide fast frequency response
without operating in de-load mode. This can be achieved by using kinetic energy
stored in the blades to compensate for power unbalances [22, 23]. However, in this
case, special attention must be paid to the post fault frequency recovery. References
[56, 57] present a comprehensive review of different control techniques proposed for
providing fast frequency response with solar and wind power plants. In general, most
of these strategies are conceived considering a post fault frequency representative for
electricity systems dominated by synchronous machines (considering their physical
dynamics and traditional controls approaches) and using the measured frequency as
the main control signal for keeping the power balance in the system. However, it
should not be expected that electricity systems dominated by RESs exhibit the same
frequency behavior as those dominated by conventional machines. As previously
discussed, electricity systems dominated by RESs are characterized by hundreds
of fast-response converter-interfaced devices distributed throughout the grid, which
results in a much faster and complex dynamic response. This can lead to situations in
which traditional frequency control approaches become too slow for preventing large
frequency deviations [33].Moreover, several challenges related to current limits, time
delays, and practical implementations must first be solved before adding an extra
control loop in RES for frequency response as a solution to low inertia problems.
Moreover, in the case of a system 100% based on RESs (zero-inertia), frequency
is not a physical variable coupled to synchronized rotating machines anymore, and
therefore, it has no significance to determine power imbalance [17].
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2.5 Summary

Previous sections have shown that RES power plants can quickly lose stability when
connected to weak networks with the risk of even leading to instabilities in bulk
power systems. Unfortunately, many large-scale RES power plants are often located
in weak areas of electricity systems with low SCL, because attractive wind and solar
potentials are commonly located in remote areas, far from generation centers and
with sparse transmission capacity. The displacement of synchronous generators by
RESs, on the other hand, leads to a reduction of system robustness in the area where
generators are replaced and to an overall reduction of system inertia. This decrease
in system robustness can impair the dynamic performance of power systems during
both normal operation and contingencies, making them more prone to instabilities.
Electricity systems with high levels of RES are thus intrinsically less secure than
conventional power systems dominated by synchronous machines. Considering that
synchronous generators are the major sources of system robustness, the path toward
decarbonization will probably lead to inherently weak electricity systems in which
several control complexities and underlying—and new—stability problemswill push
future engineers far beyond the limits they have ever known. Although current RES
control approaches for supporting the grid during faults and avoiding control insta-
bilities may be a good starting point, once power converters start to dominate the
grid, these control strategies will not be tenable anymore [58]. The coordination of
hundreds of control points related to power electronic devices distributed throughout
the grid, as well as faster and more complex system dynamics, will entail exploring
new control methods that go far beyond currently used methods. Anything less may
jeopardize the secure decarbonization of the electricity systems.

For conceiving how the control of future electricity systems might be, the funda-
mental differences between RESs and synchronous generators, as well as the chal-
lenges that these differences impose, must be taken into account. In this regard, it
is important to recognize that in the case of synchronous machines both inertial
response and the contribution of short-circuit currents are naturally provided during
contingencies,while in the case ofRESs, both actionsmust be implemented through a
control loop, meaning that their effects will be fully determined by the chosen control
strategy and parameters. Moreover, despite the wide variety of control alternatives
that power converters allow, several inherent limitations add a layer of complexity
that cannot be circumvented in any way. Among the issues hindering the control are
(i) operation subjected to actuation delays, (ii) current saturation of the converters,
(iii) unexpected fast dynamic interactions between the converters and the rest of the
network, and (iv) possible wrong operations.

From a technical perspective, the secure transition from up-to-date power systems
to low-carbon networks dominated by RES is essentially a complex control problem.
We must conceive how the operation of thousands of fast-response power electronic
converter interfaced technologies can operate in parallel and also in harmony with
existing grid infrastructures. Although there are still many open questions to be
addressed, the cornerstones to overcome this challenge are technology innovation,
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intelligent management and control, fast coordination and communication between
network agents, real-time monitoring of system security, making the right decisions,
among others. In other words, we need a “smart upgrade” of our electricity systems,
or a smart or intelligent grid.

3 Definition of Smart Grid

Before defining what a smart grid is, it is useful to review the basic elements that
compose an electrical grid. An electrical grid is an infrastructure that converts fuel
and energy resources into electric power and transports it to the end-users. Major
physical elements of an electrical grid are generation, transmission, distribution, and
load [59]. Generation is composed of several power plants of different sizes, ranging
from very small distributed units of a few kW to large central stations of hundreds
of MWs. Transmission is composed of high-voltage lines above 100 kV that allow a
cost-efficient energy transport from generation to load centers over long distances.
Distribution consists of lower-voltage lines, where the voltage is gradually stepped-
down as transmitted power approaches the end customer. Finally, the load completes
the system and is composed of the electrical equipment of the network customers.
Besides the aforementioned equipment, the grid is embedded with measurement
devices, as well as with information and control systems that allow transmission and
distribution network operators to manage and coordinate the assets of the grid to
deliver the electricity required by end-users in a secure, reliable, and economic way.
Today’s electricity systems are largely characterized by power flows in one direction,
from the main generation to load centers, limited power flow control throughout
the network; an inelastic demand, where consumers are constrained from reacting
to actual price signals [60] or hazardous operating conditions, and limited levels of
visibility and coordination across the boundary between transmission anddistribution
network operators.

Even though today’s grids are highly reliable and cost-efficient in supplying energy
demand, the large-scale introduction of RES poses significant challenges, as previ-
ously discussed in Sect. 2. In this context, a smart grid appears as a key solution to
facilitate large-scale integration of renewable energies and meet energy and climate
goals. A smart grid can be defined as a next-generation electricity network that “uses
digital and other advanced technologies to monitor and manage the transport of
electricity from all generation sources to meet the varying electricity demands of
end-users. Smart grids co-ordinate the needs and capabilities of all generators, grid
operators, end-users and electricity market stakeholders to operate all parts of the
system as efficiently as possible, minimizing costs and environmental impacts while
maximizing system reliability, resilience and stability”[61].3 A smart grid can be
built from an existing grid by deploying smart technologies. However, the transition

3 There are numerous of other definitions of a smart grid such as the ones proposed by the European
Commission (EC), the United States Office of Electricity Delivery & Energy Reliability (USAOE),
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from a conventional electricity system to a smart one is a gradual process. Also, the
deployment of smart grid technologies is not a goal in itself. Rather, a smart grid is
an enabler to increase electricity end-use efficiency while optimizing network asset
utilization and increasing grid resiliency [61].

A smart system is composed of technological deployments that need to be installed
to obtain enhanced network capabilities, information and communication technolo-
gies and protocols needed for monitoring and controlling the power flow throughout
the grid, and applications that process the information flowing through the grid and
use it to optimize the performance of the system. Some authors also include data-
processing tools for analyzing large volumes of information [62]. Altogether, a smart
grid enables real-time, two-way communication between system operators, genera-
tors, consumers, and automated devices to promptly respond to changes in the system
conditions, thus improving reliability, resiliency, flexibility, and economic efficiency
of electrical power systems [63, 64].

Froma technological viewpoint,many smart grid technologies span the entire grid,
from generation through transmission and distribution [61]. While some of these
technologies are commonly applied in current power systems (e.g., smart meters,
SCADA, and FACTS), some others are still being developed or in early deployment
stages (e.g., vehicle to grid or V2G). Some of the key technologies of a smart grid
are:

• AdvancedMetering Infrastructure (AMI):A system-wide implementation ofAMI
is the first major step in turning a conventional grid into a smart one. One of the
visible components of AMI are Smart Meters [65]. Smart Meters support shorter
metering intervals approaching 5 min or less, which is key for enabling the provi-
sion of ancillary services and distribution capacity management. Smart Meters
also provide full two-way communication including a home-area network that
allows using home appliances. In addition, their capability to instantaneously read
voltage, current and power factor supports state estimation and optimized system
volt-VAR control at a distribution level. Finally, Smart Meters also offer remote
connect/disconnect functionality that can be used for reliability and customer
service applications.

• Demand response (DR): DR consists of re-distributing consumption and engaging
demand-side resources for supporting the grid. These schemes can provide a wide
range of flexible services at different time frames, such as primary and secondary
frequency response, short-term operating reserves, congestion management, and
security of supply [66]. DR can be provided by multiple technologies, such as
flexible industrial and commercial loads, flexible heat pumps, electric vehicles,
smart domestic appliances, etc. [67].

• Distributed generation (DG):DG refers to power generation resources at consumer
locations or stand-alone DG plants, which are connected to the utility distribution
system [68]. DGs include small engine or turbine generator sets, wind turbines,
and solar electric systems [69]. DG deployed at the consumption level may not

the International Electrotechnical Commission (IEC) and the Japan Smart Community Alliance
(JSCA). However, all point out to the same concept.
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only serve to supply local demand, but also the excess power can bemade available
to the grid. In addition, they can also provide ancillary services, for example, to
support system stability and power balancing.

• Distributed storage (DS): DS refers to electricity storage devices connected to
the grid that can store electric energy drawn from the grid and deliver the stored
energy to the gridwhen necessary. Examples of DS technologies include batteries,
flywheels, supercapacitors, and pumped hydro [68]. Hence, DS can provide ancil-
lary services, such as primary frequency response, system balancing, and voltage
support.

• Distribution automation (DA): DA consists of using the available information
collected from Intelligent Electronic Devices (IEDs) connected to the feeders
and use it to control those feeder devices. Examples of DAs are advanced
protective relays with dynamic and zonal control capabilities, dynamic capac-
itor bank controllers (CBC), condition-based transformer-management systems,
fault detectors, reclosers, switches, and voltage regulators (VR) [69, 70]. DAs can
provide a wide range of grids supporting services, such as fault detection, voltage
support, line balancing, network reconfiguration, among others.

• Wide-area monitoring systems (WAMS) and wide-area control systems (WACS):
WAMS is a collective technology to monitor power system dynamics in real-
time, to identify system stability related weakness, and to help design and imple-
ment countermeasures. WAMS consist of phasor measurement units (PMUs) that
provide precise, time-stamped data, together with phasor data concentrators that
aggregate the data and perform event recording [71]. WACS, on the other hand,
is a modern grid wide-area control system. It uses data gathered by WAMS and
carries out real-time stability and voltage control on the grid.

• Electric vehicles (EVs): when plugged into the grid, the EVs batteries can be
charged from the power supplied by the grid, and, based on the agreement with
the utility, batteries can also be discharged into the grid [68]. Hence, EVs can also
be considered distributed storage systems. Within a smart grid, EV owners may
charge the batteries when energy prices are low, whereas the unused energy of the
battery can be discharged into the grid when energy prices are high. In this way,
owners of EVs can profit from energy arbitrage and, at the same time, support the
utility in managing peak demand and reducing power losses.

• Flexible transmission technologies: there are several flexible technologies in the
transmission and distribution system that can control active and reactive power
to enhance real-time system controllability and performance. Examples of these
technologies are Phase Shifting Transformers (PST), Flexible Alternative Current
Systems (FACTS), Special Protection Schemes (SPS), Soft Open Points (SOP),
and High Voltage Direct Current (HVDC) networks.

Fully deploying smart grid strategies and visions requires the availability of proper
communication infrastructure and technologies that allow for high-speed, two-way
communication [72]. Some of the cutting-edge communication technologies of a
smart grid are:
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• Wide-area network (WAN): the WAN consists of communication technologies
that support transmitting high data rates, ranging from 10 Mbps to 1 Gbps over
long coverage distances. Among commonly used technologies in a WAN are
optical communication—characterized by its high capacity and low latency—
, Cellular and WiMAX—with wide coverage range and high data throughput.
Satellite communication is also used for providing redundant communication and
backup at critical transmission and distribution substations, as well as for remote
locations [70].

• Field Area Network (FAN): in the distribution domain, FANs are responsible
for collecting traffic from smart meters and WANs in the transmission domain
[73]. FAN applications include smart metering, demand response and distribution
automation and require communication technologies supporting data rates ranging
from 100 kbps to 10Mbps and coverage distances up to 10 km. These applications
can be implemented over ZigBee mesh networks, WiFi mesh networks, PLC, as
well as long-distance technologies such as WiMAX, Cellular, DSL and Coaxial
Cable [70].

• HomeAreaNetwork (HAN):HAN is a communication network of appliances and
devices within a home [72]. HAN enables users to monitor and control electricity
usage of a wide range of devices as refrigerators, washing machines, heaters,
lights, air conditioners, among other appliances. Communication technologies in
a HAN need to provide data rates up to 100 kbps with short coverage distances
(up to 100 m). HAN may include wireless communication technologies such as
Zigbee, Z-wave, WiFi, 3G and 4G cellular, or wired ones such as Power Line
Communication (PLC), Fiber Optical Comm and Ethernet [70].

Some authors differentiate the aforementioned customer premises and include
area networks in Building Area Networks (BAN), Industrial Area Network (IAN),
and Neighborhood Area Network (NAN), and Field Area Network (FAN) [74].

The functionalities and services that a smart grid can support, and thus its benefits,
vary significantly across different countries. In this regard, various functions may be
harvested or not depending on several factors, such as supplymix, system technology
and infrastructure, data availability and access, regulatory and market regulations,
policy incentives and consumer capability, and willingness to engage [75]. Main
functions and services that a smart grid can support can be summarized as follows
[75, 76]:

• Facilitating renewable integration and EVs;
• Enhancing customer services;
• Enabling active participation by consumers in demand response;
• Improving operational efficiency;
• Enhancing power quality, reliability, and self-healing; and
• Increasing observability and controllability of the power grid.

Each one of the aforementioned characteristics allows reducing CO2 emissions,
as will be shown next.
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4 Benefits of Smart Grids: How Can Smart Grids Reduce
CO2 Emissions?

Smart grids offer great potential for reducing CO2 emissions [77]. However,
harvesting this potential is a gradual process and depends on the level of integra-
tion of smart technologies to the grid and the functions and services that are enabled.
In what follows, we present some examples of how a smart grid can help reduce CO2

emissions, depending on the smart grid functionalities presented in the previous
section.

4.1 Facilitating Renewable Integration and EVs:

One of the main characteristics of a smart grid is the ability to increase the utiliza-
tion of existing assets at transmission and distribution levels. This is achieved by
the deployment of storages and flexible transmission and distribution technologies
with either power flow control capabilities or capabilities to introduce topological
changes based on system needs [66]. In addition, the use of smart meters together
with enhanced communication capability allows for designing price or incentive
signals to engage demand response, distributed storages and EVs [69], which further
increase the system operational flexibility. At a transmission level, this means that a
smart grid can integrate further sources of large-scale renewable energies with less
transmission expansion and/or upgrade requirements. At a distribution level, a smart
grid allows integrating greater quantities of distributed renewables, as well as facili-
tating the incorporation of EVs without jeopardizing system reliability and stability.
In both cases, smart grids foster and speed-up the integration of renewable energies
and EVs, which in turn allows the displacement of conventional generating resources
and thus reduce CO2 emissions.

4.2 Enhancing Customer Service

At a distribution level, smart grids would allow utilities to improve customer services
by monitoring the performance of their customer’s major equipment (e.g. chiller
system, refrigerator equipment, etc.), identify sources of inefficiencies, and take
proper actions [78]. For example, if a major equipment is not working according to
nameplate efficiency specifications, theymay adjust the operational settings, perform
maintenance on the equipment, or even replace the sub-optimal equipment with a
more energy-efficient one. As a result, the customer may benefit from an improved
operation and reduced energy costs and, ultimately, reduce carbon emissions [78].
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4.3 Enabling Active Participation by Consumers in Demand
Response

The deployment of smart grids also allows a utility to offer demand response services
to their customers, cutting some of their costs [78]. Examples of these services
are peak demand reduction by load reduction or load shifting. In addition, util-
ities can offer enhanced options for pricing and tariff structures [79]. Dynamic
pricing provides strong incentives for customers to adjust their consumption patterns
according to the system needs [79], and therefore it benefits both customers and the
gird [80]. The increase in frequency and duration for which customers respond to
demand response events would lead to energy savings across the utility and therefore
to reducing carbon emissions. Furthermore, some studies suggest that more informa-
tive billing inspires changes in customer energy use behavior, which yields leverage
energy and demand savings [78], and also reduces greenhouse gas emissions.

4.4 Improving Operational Efficiency

Smart grids offer a wide range of improved operational efficiency both at the trans-
mission and distribution levels. Examples of operational benefits that can be achieved
are distribution management functions, outage management, power theft detection,
improved asset management, greater ability to load profiling, grid stabilization, and
a variety of advanced metering functions [78].

An example of the above is the ability to reduce line losses [78, 81]. For instance,
a higher level of instrumentation in a smart grid and its subsequent increased system
visualization facilitates a more effective reactive power compensation and voltage
control, which in turn leads to a reduction of system losses. A more effective voltage
control can be accomplished by monitoring and controlling smart technologies, such
as synchronous generators, synchronous condensers, shunt capacitors, shunt reactors,
static VAR compensators (SVC), and STATCOM. Furthermore, through the imple-
mentation of adaptive voltage control, line drop compensation on voltage regulators
and load tap changers to levelize feeder voltages at a substation level, a utility may
render further reduction in distribution line losses.

Another example of improved operational efficiency that can be achieved by
a smart grid relates to network security. Currently, network security is provided
mainly through asset redundancy and preventive control. This paradigm results in low
utilization of network assets for fulfilling theN-1 security criterion, and thus to higher
operating cost and potentially increased emissions [66]. The wide implementation of
information and communication technologies across the network, aswell as advanced
control technologies within a smart grid, allows a shift toward a corrective control
paradigm. By relying on post-fault corrective measures, for instance, through the
implementation of special protection schemes, the system can be operated much
closer to its limitswithout jeopardizing its security. This abilitymay lead to significant
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savings in network infrastructure investment, a reduction in generation operating
costs, and to a subsequent reduction in carbon emissions.

At the distribution level, a more efficient meter reading process may also lead to a
reduction in carbon emissions [78]. Indeed, in smart grids, the metering functions are
greatly simplified, since meters can be automatically read from a central location.
Hence, the reduction in transportation requirements means less fuel consumption
and consequently lower carbon emissions.

4.5 Enhancing Power Quality, Reliability and Self-Healing

Smart grids have a great potential for improving power quality [82] and reliability.
On the one hand, future grids will have a significantly larger number of production
units connected to the grid through power electronic interfaces, such as wind, PV
and batteries. These units have the capability of injecting reactive power and, with a
proper control scheme, they can effectively be deployed to provide voltage control
over the grid [83] and improving power quality.With the introduction of newmethods
for Voltage-Var Control, a positive impact on the supply voltage variations is to be
expected: both undervoltage and overvoltages will diminish, and very fast methods
may even improve voltage flicker and reduce the number of severe voltage dips and
swells. On the other hand, improving system reliability can be achieved throughout
many smart grid functions, one of them being the automatic feeder reconfigura-
tion following a fault. With the aid of communication technologies and automated
switches and reclosers, smart grids will be able to quickly identify, isolate and restore
the faulty part or section of the network [83]. The ability of a smart grid to react
instantly to abnormal situations and isolate the problem before it derives in a major
blackout [84] can significantly improve reliability indices.

Enhanced power quality and reliability have a positive impact on the reduction of
CO2 emissions since they arrest the deterioration of major equipment and increase
their efficiency. This in turn leads to reduced energy costs and, ultimately, to the
reduction of carbon emissions.

4.6 Increasing Observability and Controllability of the Power
Grid

One of the major characteristics of smart grids compared to conventional power
systems is their increased observability and controllability. At a transmission level,
this is achieved by the deployment of WAMS and WACS [85]. At a distribution
level, key technologies are AMI, along with the deployment of control schemes in
the end customer equipment. Increased observability and controllability of the grid
have significant benefits, such as improved grids stability, reliability and security,
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optimized transmission capacity,minimized transmission congestions, amongothers.
Altogether, these benefits allow more efficient use of resources, particularly low-
carbon generation units, and a successive reduction of CO2 emissions.

5 Major Challenges for the Implementation of Smart Grids

The concept of smart grids is still evolving and despite its potential, several challenges
must be overcome before they can be widely implemented. These challenges involve
meeting social and technical changes that are likely to affect and replace established
practices such as energy production, distribution and consumption.

5.1 Security and Privacy Challenges—Gaining the Trust
of Customers

Different from conventional grids, a smart grid is a complex cyber-physical system
that not only manages the flow of electricity but also massive amounts of informa-
tion [86]. In smart grids, both the number of devices transmitting sensitive infor-
mation, and the volume of data interchanged, will increase by several orders of
magnitude [87]. This makes smart grids more prone to suffer from cyber-intrusion
and cyber-attacks from industrial espionage and terrorism, as well as the inadvertent
compromises due to user errors and equipment failures, as conventional grids do
[88]. Therefore, information security in smart grids is considered a crucial problem
[89, 90] with potentially catastrophic implications [91]. Some authors even identify
the provision of security and privacy as the main challenge in developing a smart
grid, even before physical support. Major security requirements and vulnerabili-
ties include trust components, third-party protection, non-repudiation, auditability,
authorization, authentication, integrity, availability, and privacy [69]. Given their
importance, security has become a major area of interest for the research commu-
nity, especially in cybersecurity, which is particularly challenging. For example, the
“profile-then-detect” method used for identifying denial-of-service (DoS) attacks
increases the detection time, while long key sizes in public-key encryption worsen
the delay performance in data transmission [92].

Closely related to security challenges, privacy issues are becoming increasingly
important as the grid incorporates smart metering and load management [87]. For
end-users, electricity use patterns could disclose when they are at home, at work,
or traveling, which devices they use, and when. This information may be used for
criminal activities targeting homes [90]. For companies, a change in power drawmay
suggest changes in business operations and strategy. This information could be used
by business competitors to take advantage of certain circumstances to their benefit.
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Privacy of information is still uncertain and is needed to assure that sensitive informa-
tion is protected and its released is controlled [93]. The most important requirements
for protecting smart grids are confidentiality of power usage, the integrity of data,
commands and software and availability against DoS and distributed DoS (DDoS)
attacks [94].

5.2 Data Communication, Collection and Interoperability
Issues

The current communication infrastructure in conventional grids is designed for unidi-
rectional information flow and has limited efficiency and information sharing [95].
Data is acquired from a limited number of sensors located in the main generation,
transmission and distribution points, and it is sent to the corresponding system oper-
ation for supervision and control purposes. On the contrary, smart grids include a
large number of devices and applications that provide bidirectional information flow
and that rely on real-time information. Consequently, smart grids require a fast and
reliable communication infrastructure betweenmultiple users. This two-waycommu-
nication is an integral part of future smart grids [96]. Considering the vast develop-
ment of new smart grid applications and the increasing number of devices that rely on
real-time information, current communications infrastructure is inadequate andmust
be improved [93] to meet all application requirements. Upgrading communication
infrastructures to enable smart grid applications involves several challenges. Some
of the key ones are related to interoperability standards, communication networks
and latency requirements [70].

Measurement science and standards play a key role in many of the technical chal-
lenges related to smart grids [93]. In smart grids, utilities and customers should be
able to buy pieces of equipment from any vendor and be sure that they will work
properly with existing equipment at every level [97]. Hence, a key challenge is the
implementation of global interoperability standards that are accepted by all compa-
nies involved in smart grid development [95]. Several authorized organizations are
already working on smart grid standardization, such as the Institute of Electrical and
Electronics Engineers (IEEE) [98], the European Committee for Standardization
(CEN) [99], the American National Standards Institute (ANSI) [100], the Interna-
tional Telecommunication Union (ITU) [101] and the Electric Power Research Insti-
tute (EPRI) [101]. However, gaps in communication standards are still significant
[93], and therefore further discussions of such standards are still needed [102].

Upgrading the communication network of current power grids, which is based
on decade-old technologies is another major challenge [70]. In this regard, an inte-
gral part of a smart grid is to have a high-performance, reliable, secure and scalable
communication network [103]. The selection of an appropriate communication tech-
nology depends on the required network coverage, the types of data traffic and the
quality-of-service (QoS) requirements, among others [73].
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Finally, data latency may become the most important issue in the data collection
and transmission, especially for wide-area control and protection applications [70].
In these applications, the data gathered at the control center needs to be issued
within a few milliseconds in order to take proper control actions aimed at preventing
cascading outages in real-time. Tomeet such requirements, utilitiesmay adopt private
networks through fiber-optic communication that allows for delivering high data
rates over long distances, perform data compression to reduce latency or implement
congestion management for data classification and prioritization of communication
channels for emergencies [70].

5.3 Power Quality Issues

Power quality issues have been pointed out as one of the most important concerns
in smart grids [104]. In smart grids, several power quality issues may arise both at
the distribution and transmission level. At the distribution level, power quality issues
may arise due to the massive incorporation of renewable energies in the distribution
grid, the increasing use of power electronic converters, and the large deployment
of end-user equipment communicating with the grid. On the one hand, renewable
energies connected to the low-voltage network (e.g. solar panels) may result in over-
voltages thatmay affect power quality [83]. Additionally, fast variations of renewable
energies (e.g., in PV generation due to passing clouds) may significantly affect power
quality, which is undetectable with current methods for quantifying power quality:
these variations are too fast to impact the 10-min rms value and too slow to impact
the flicker severity [83]. On the other hand, power electronic converters from wind,
PV, and EVs are a source of harmonic emission, making high-frequency signals flow
into the grid. In addition, as smart-grid solutions are deployed to improve system
stability or increase network utilization (e.g., by removing overload limits), new
power quality issues may arise [83]. Finally, the massive integration with two-way
communication end-user equipment may interact adversely with power line commu-
nication that may reduce power quality [105]. For example, communication signals
may distort the voltage waveform resulting in incorrect operation of the end-user
equipment. When microgrids are present within a smart grid, further quality issues
may arise. Microgrids within a smart grid can be operated either in grid-connected
mode, where DERs operate in current-controlled mode or islanded, where DERs
are operated in a voltage-controlled mode [104]. In islanded mode, the faster and
more complex dynamics introduced by the power electronic converters, as well as
the wider interactions between loads and DERswill result in more pronounced, more
frequent and longer voltage and frequency variations [104]. This situation will be
further aggravated by the reduced short circuit levels and inertia of microgrids and
harmonics introduced by traditional grid commutated topologies [104]. The transi-
tion to different modes may also cause voltage stability problems due to the delay in
detection of non-intentional islanding [104].
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At the transmission level, HVDC links, whose number is increasing fast, is a
known source of harmonics [83]. Even though conventional HVDC links are usually
equipped with harmonic filters, these filters could also create resonance at other
frequencies. In addition, new VSC-based HVDC links will introduce new types of
harmonics, for example, supraharmonics caused by the switching of the valves [83].
Besides HVDC links, the deployment of AC cables may also affect power quality
by shifting resonances to lower frequencies that impact harmonic distortion levels
[106].

The transition from conventional systems to smart grids will bring new issues
regarding power quality, different from the ones experienced in the past. As such,
a great deal of research is required [83]. This would include, among others, further
research efforts focused on improving and maintain the reliability of the grid when
implementing smart grid [104], the impact of large-scale introduction of power-
electronic converters at end-user equipment [83] and fundamental research in new
types of disturbances that may appear [83]. In addition, even though novel power
quality indices have been introduced, for instance, based onwavelet packet transform
[107], further developments of new power quality indices and standards are needed
[82].

5.4 Control Issues

Control science and engineering is a key discipline for realizing the objectives of
smart grids initiatives [108]. In smart grids, the wide availability of modern moni-
toring, communication, and equipment forecasts the implementation of novel and
advanced optimization schemes, which is an active research area. For instance, with
renewables, the control of generation to match electricity demand becomes signifi-
cantly more challenging because of increased intermittency and uncertainty [108].
In addition, production units connected to the distribution system will be able to
provide network and system ancillary services, including voltage control. However,
under this new paradigm, part of the voltage control would have to be performed
on-site by customers or customers’ equipment, which raises a general concern by
network operators, since the responsibility in keeping the voltage within acceptable
levels is still theirs [83]. Consequently, the provision of grid services in smart grids
requires regulatory changes in order to re-defining roles and responsibilities [102].

Another challenge related to control issues results from the shift from large
conventional power units to small distributed ones. This shift would result in oper-
ating conditions with a shortage of reactive power at the transmission level, which
would have to be supplied by customers or production units connected at the distri-
bution level [83]. This large flow of reactive power from the distribution to the
transmission grid would lead to uncontrolled reactive power flows at higher voltage
levels. One option to counteract this effect is an increased involvement of distributed
generation to support the transmission system,which in turn canmake voltage control
of distribution networks even more complex [109].
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The wide availability of information and communication technologies and flex-
ible technologies within a smart grid also allows moving operational decisions much
closer to real-time thus enhancing the utilization of existing network infrastructure
without compromising system security [66]. However, this requires fundamental
changes in the way power systems are operated. In smart grids, the current paradigm
for ensuring system security against disturbances—throughout asset redundancy and
preventive control actions—has shifted to corrective control actions that rely on post-
fault corrective measures. This capability can be realized by a coordinated use of
power electronic devices such as Phase Shifting Transformers (PST), battery energy
storage systems, Flexible AC Transmission Systems (FACTS), System Integrity
Protection Schemes (SIPS), HVDC, as well as renewable energy sources at both
transmission and distribution level.Here, themain challenge is to develop appropriate
control schemes that allow fully utilizing this capability.

5.5 Modeling and Forecasting Issues

The trend toward the introduction of smart-grid technologies in transmission and
distribution networks does not only involves challenges in monitoring and control
tasks but also more accurate forecasting when solving problems of accumulation and
redistribution of consumption between different resources [110]. These challenges
do not only arise because of the increasing use of renewable energies at both transmis-
sion and distribution levels, but also because of the deployment of distributed storage
capacity—whose operation depends on customer behavior, which is, at the same
time, hard to predict, even if sufficient price signals are available. For example, the
large-scale introduction of EVs will significantly change consumption patterns and
therefore the load profile in distribution networks will also change. End customers
will probably charge their EVs whenever they see fit, so forecasting proper user-
behavior may be very challenging. Hence, proper modeling and analysis tools are
required, especially to address variability and uncertainty [102] introduced by renew-
able energies and customer behavior. The overriding issue is the lack of experience
and understanding of customer behavior, for example, in relation to the demand
response at a system level, where demand from different sectors and applications is
aggregated [111].

5.6 Regulatory Challenges

The deployment of smart grids does not only require significant technological
advances, but also several regulatory changes to take place to fully utilize their poten-
tial [112]. Challenges to regulators include utility disincentives, monopoly power,
information asymmetry, consumer inertia and breach of personal privacy [112]. In
addition, increased investment in innovation is urgent to allow for sufficient time
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for developing new solutions needed for multiple sectors and processes—many of
which have long investment cycles. Technology innovation efforts will need to be
complemented by new market designs, new policies and by new financing and busi-
ness models, as well as by technology transfer. These technological innovations do
not only refer to hardware changes, but also to new software, for example, dynamic
pricing systems to encourage consumer participation, data management systems able
to manage massive flows of information [112]. All these changes require regulatory
modifications to set up new market rules and protocols [113].

6 Conclusions

The electric grid ushered in by Tesla about 120 years ago hasn’t changed much in
decades. However, like all things in life, sooner or later changes always come and
we must be prepared to face them. The electric power industry is now experiencing
a critical moment in its evolution where changes have already begun. The changes
to the energy landscape are mostly driven by the need to decarbonize electricity
systems, in an unbridled attempt by our society to stop the harmful effects of global
warming and save our planet.

The transition towards low-carbon electricity systems is, however, not an easy task.
It is not simple enough to switch from one fuel source to another. The energy sector
must conceive a brand-new way of producing, transporting, and consuming energy.
Although this transformation imposes several challenges, several opportunities arise.

Smart grids are the cornerstones to meet most of these challenges. Through a
“smart upgrade” of our electrical systems, we will be able to overcome existing
barriers and achieve the needed decarbonization of our electricity systems. However,
smart grids are not a single silver bullet but a collection of technologies that, together
with an enhanced communication infrastructure, advanced control schemes, as well
as appropriate standards and regulatory schemes, will allow the economic and secure
transition towards low carbon electricity systems.

We are now facing the third industrial revolution in the energy sector, and the
entire society should rise to this challenge.
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Smart Grids from a Holistic Perspective

Antonio Carlos Zambroni de Souza and P. Alencar

Abstract The chapter provides some discussion regarding the social aspects of
active networks, with special attention to the emerging technologies that may shape
active networks and the connection with smart cities. For this sake, the role of other
professionals is also highlighted, helping the reader to cement the concepts addressed
in this book.

1 Introduction

The world has been experiencing a wide range of global issues in areas such as
health, energy, food, water, poverty, and immigration, as well as social issues related
to equality, inclusion, social justice, and human rights. Addressing these issues has
increasingly become the focus of several approaches to social aspects that have been
proposed in the literature [1, 2]. These approaches are becoming critical and are
expected to transform the way we tackle global challenges and have a significant
impact on science and engineering research, practice, and education.

Engineering education for social well being aims at paying attention to these
issues and their impact on emergent technologies. In this context, these technologies,
which include smart cities, smart grids [3], and Internet of Things (IoT) [4, 5], must
be supported by holistic approaches that enable professionals with the appropriate
knowledge and skills to tackle the critical social issues that modern societies are
facing. These approaches should address how the syllabus can be extended to reflect a
holistic perspective so that students can be in a position tomake relevant contributions
to the social good of communities and the world. In this chapter, we provide a holistic
approach to engineering education on smart grids.
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1.1 Some Real Cases

Mr. X was a Ph.D. student at a high-reputation university. Usually, he worked until
late hours with determination, and was restless toward completing his degree. As a
demand fromhis university, he needed to publish in good journals so that the academic
community could judge his research contributions. He worked hard and published
some refereed articles that made him capable of defending his work before a the-
sis committee. Further, he was also encouraged to participate in good conferences,
having successfully submitted his work to several international conferences. Unfor-
tunately, one of his articles contained substantial material extracted from another
work, which created a problem. Mr. X argued that he did not know he was violating
any rule. This problem is more common than expected. Indeed, on May 30th, 2019,
a search in ieeexplore.org based on the terms “notice of violation” obtained 10347
responses. So, Mr. Xwas not alone and, most likely, he was honest by arguing that he
did not (intentionally) break any law. In fact, the story of the hypotheticalMr. X could
have taken place in many other universities and research centers around the world.
The concern about this problem exists in a wide range of professional activities,
from arts to engineering and patent requests. Why?Why do people keep committing
such an offense if its practice is subject to adverse ethical and legal consequences?
A practical answer may be that people might have a suspicion about the illegality
of the action but, in general, they are not taught about its serious implications. In
many cases, reputations are tarnished and personal lives are devastated, which clearly
points out to the need for young students entering the academic environment to have
a broader education that includes topics such as ethics and the potential societal
impact of their work.

Robert Moses was the head of the New York Transportation Department from
1920 to 1970. Such a long period allowed him to enhance the city infrastructure
in many ways, through the construction of parks, bridges and parkways. He even
had many of these developments named after him. However, some historians claim
that his work was somehow associated with bigotry. The reason for this claim was
that he had allegedly ordered the Southern State Parkway’s bridge to be built very
low to prevent black Americans and Puerto Ricans from using the parkway. Also,
he vetoed the extension of the railway that could allow low-income people to go
to Jones beach. This story is detailed in [6], and even though a debate may arise
about his real intentions, his actions are certainly worthy of discussion. In this sense,
Engineers must be aware of the political and social consequences of their works. The
personal characteristics of Robert Moses should not matter, but his alleged actions,
intentionally or not, may have prevented a portion of society from enjoying some
technological and natural benefits that everyone had the right to enjoy. Even more
complex, the social implications of engineering may involve the workers, and not
only the end-users. In this case, alcoholism, diseases, and social disruption may need
to be considered to plan, conceive, and run a project. Other problems may be related
to pollution emission and transportation lines in low-income communities, which
may increase social exclusion [7]. The advent of smart cities poses an additional
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challenge to Engineers, who must consider sustainability and social inclusion as
fundamental components of their projects. As a whole, the cases above lead to a
discussion about the moral principles of Engineering.

This chapter is not at allmeant to assert that Engineering is an evil aspect of society
because no one denies its amazing benefits. On the contrary, the idea is to propose
the incorporation of ethical aspects into its scope in a multidisciplinary manner, so
that smart grids and smart cities will focus on their end users. Many universities
are dealing with this problem using a case-study approach that promotes discussing
(un)ethical acts. These cases involve situations and ethical dilemmas, for example, in
business, medicine, technology and government. In addition, merging Engineering
and social inclusion has also become a matter of concern recently. The Engineers
without Borders project [8], for example, is a noble initiative that promotes social
and global development and inclusion. The first goal of the project is to create a
new generation of global Engineers. For this sake, social inclusion is one of their
focal points, as mentioned in their webpage: “The member groups of EWB-I share
the mission to partner with disadvantaged communities to improve their quality of
life through education and implementation of sustainable engineering projects while
promoting global dimensions of experience for engineers, engineering students, and
similarly motivated non-engineers”. EWB-I creates links between these like-minded
organizations and cuts across national borders. In Brazil, they ran a program to teach
low-income students to build cheaper solar water heaters. The idea was teaching
the principles behind the development process and taking the experiment to a poor
community in the city. In Argentina, they promote projects involving sustainability,
energy, and community infrastructure.

Other examples involve Engineering students working on social activities to help
poor students who want to enter a university. In one case, some students in Brazil
created courses free of charge to prepare students for the unified university’s admis-
sion test. They take care of the administration, teaching, and selection process. The
idea has spread throughout the country, benefiting thousands of young students. This
makes clear that Engineers may make a difference by promoting gender and social
inclusion. Elmina Wilson made history in 1892 by completing her degree in Civil
Engineering in Iowa and, for this reason, women became numerous in Engineering
classes everywhere nowadays. Before that, Edith Clarke placed her name in the pan-
theon of great Engineers and became the first woman engineer-teacher in a university
in the United States. Hence, Engineering can be an area that supports social inclu-
sion in many different ways, so that projects consider the end-users’ characteristics
and cultures, and people of different races, ethnicities, genders, social classes and
physical abilities are all encouraged to become Engineers.

1.2 Motivation

The cases above show that Engineering practice may lead to both positive and nega-
tive consequences. One could argue that the majority of Engineers fulfill their daily
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activities with little social, or political concerns because they have a specific tech-
nical target to reach in each of their tasks. This is a key point of this chapter, as we
agree with a strong trend in the philosophy science which claims that technology is
not neutral and should be viewed in a broader, holistic perspective. This perspective
introduces new concerns about Engineering education and practice. Based on these
observations, in this chapter we focus on a holistic approach, and both on how smart
grids may enable smart cities and how smart cities will shape professional practice.

1.3 Smart Cities as a World Policy

Several international organizations, including the World Bank, are working on
projects that promote inclusion and take into consideration the increasing urban-
ization and the ever greater number of refugees migrating into urban areas [6]. The
World Bank has introduced an approach to smart city planning based on three con-
nected dimensions. The first one regards spatial inclusion. Unplanned cities may
have a poor occupation of spaces, yielding to further poverty and social exclusion.
This is linked to economic inclusion, which is more easily achieved when a city is
well planned and economic opportunities and clusters of companies arise as a result.
Finally, it is proposed that no one must be left behind and, for this purpose, gender
issues must be addressed. The high rate of women in informal jobs is a concern as
well as the fact they are prone to violence in urban areas. People with a disability also
deserve special attention. In this case, the planning of a city must consider people,
for example, who use wheelchairs, are blind, the elderly, or any others who may be
adversely affected by the lack of social inclusion.

Several ongoing projects [6] span some initiatives sponsored by the World Bank.
For example, in the city of Tbilisi, Georgia, social media data and semantic analy-
sis are employed to map the use of public space, whereas in Port-au-Prince (Haiti)
cell-phone data records combined with machine learning techniques, are used to
identify the most common traffic patterns and the vulnerabilities of the transport
network subject to flooding risk. In La Paz, Bolivia, the creation of an SMS/online
citizen engagement platform (Barrio Digital) helps citizens to identify the needs for
infrastructure improvements and interventions in the city. Finally, in Dar Es Salaam,
Tanzania, the use of OpenStreetMaps and other open source platforms together
with local volunteers collect detailed terrain information and develop flood mod-
els that supported resilience infrastructure plans and preventive flood measures in
the city.

The initiatives described above, supported by society and funding agencies, show
that a holistic background is mandatory for Engineers. This is explored in the next
sections, where social consequences of an energy supply failure are reported, and
some projects are discussed within this inclusive approach.
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1.4 Towards a Holistic Approach to Smart Grids

In July 1977, New York went through a blackout that caused riots, loot, fires, and
violence all over the city [9]. Investigations on the technical nature of the problem
showed a cascade of events that finally caused the system to fail. From 8:37 PM,
when a lightning tripped out two circuit breakers in Buchanan, until 9:36 PM, only
one hour later, several technical issues, such as an overload of transmission lines,
generators unable to meet the demand and voltage sags, worked in combination
to create a perfect storm that drove the city to darkness. Also, the load shedding
scheme was not enough to alleviate the system, and a further combination of human
and automation failures worsened the problem. A core question remains: Why did
a blackout trigger such chaos? The first answer lies in the fact that it all happened
following the major fiscal crisis of 1975, which created an atmosphere of tension and
a feeling of anger amid suburban communities. Though, why some people looted,
while others volunteered to help the traffic to flow safely? Figure 1 illustrates some
of the effects of a blackout of New York [10].

We understand, in this chapter, that the lack of electricity may drive some people
to unexpected social behavior, given that energy supply is a vital resource of daily
life. The interruption of energy supply in New York created several social problems
whose types must be addressed by Engineers, e.g., food spoiling in refrigerators, (an
aggravated problem for needy communities), public transportation disruption, streets

Fig. 1 Effects of blackout of New York
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in darkness (increasing the risk of crime), among other problems. Because electricity
should be acknowledged as a right, needy people could receive subsidies so that they
can have access to this fundamental asset. A holistic and practical view of electricity
as a common good must consider the different realities of the communities involved.
The following examples illustrate this statement:

The Brazilian program “Light for all” [11], a rural electrification program, was
meant to provide electricity to poor rural communities. Initially, the idea was to
provide electricity to 10million people. Launched in 2003, in 2016, almost 16million
people were benefited. The social impacts may be understood by a poll among the
benefited, that showed that 81.8% told that electricity improved their life conditions,
56.3% felt safer, and 40.5% had better job opportunities.

– Despite the huge number of people without electricity in Africa (about 600million
people), the increase in access to electricity surpasses the growth of the population.
In this case, replacing the lighting from kerosene to solar panels or conventional
distribution systems, besides increasing the comfort, reduces the risk of fire from
kerosene, still present in a large number of villages.

– In Canada, over 200.000 people live in remote communities, so off-grid supply is
the only option. In this case, the diesel-driven generator is themain source of energy
in many places, but many projects to consider renewable electricity generation are
underway.

The examples above may trigger different reactions according to the perspectives of
each reader. We understand that business interests are relevant, but these examples
show that disregarding the reality of a specific community may produce catastrophic
results in case social good is forgotten. A city should be considered smart as long as it
provides the best to its population. This is in accordance with the definition of smart
cities, which claims that smart cities “are those that use technology to promote the
well-being of residents, economic growth, and, at the same time, improve sustain-
ability”. Such a concept spans a wide variety of expertise that should be considered
together in the planning iof a smart city [12]. In this sense, a holistic approach focuses
on the users, considers the specificity of each region, and favors people who have
disabilities or are underserved, constituting an inclusive methodology.

2 Holistic Approaches to Engineering Education

Holistic approaches to engineering education aim at understanding society from a
system-oriented perspective [13, 14]. In order to understand complex systems, these
approaches claim that there is a need to understand not only the technical aspects of
the problems (e.g., mathematics), but also human nature and and its complex social-
technical interconnections in the world. This complexity becomes evident when we
consider, for example, human decisions in complex systems such as those that focus
on the function and operation of smart grids.
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Several authors have advocated the adoption of amore systemic research-oriented
method to support continuous improvement and innovation in engineering education,
as seen in references [15, 16]. Engineering education, they argue, should recognize
the importance of several approaches that can serve the diverse needs of society. These
approaches, which are sometimes called engineering education for social good, take
into account not only the global issues that society faces,which includehealth, energy,
food, and water, but also social issues related to human rights, equality, inclusion
and justice. To realize this perspective, engineers are encouraged to understand that
within amore systemic approach they can use their skills to find solutions that directly
contribute to solving major social issues.

Systems thinking can be seen as a powerful catalyst for social change [17, 18].
First, systems thinking motivates people to see their responsibility for the current
reality and see themselves within the context of the problem they are trying to solve.
Second, systems thinking promotes collaboration because people learn that the how
their current ways of interacting actually result in the unsatisfying results that com-
promise in the end not only their individual but their collective performance as well.
Third, by assuming a system-oriented perspective, people can work on a few coordi-
nated changes that leads to system-wide significant and sustainable results. Finally,
systems thinking promotes continuous learning as people learn that their actions
matter and that they need to learn from the consequences of these actions.

Overall, systems thinking leads to collective impact [17]. This impact is caused by
developingmutually reinforcing activities (e.g., a better understanding of the individ-
ual impact to a problem), building a common agenda (e.g., a shared understanding
of the root causes of a problem and how people contribute to it), defining shared
measurement (e.g., better performance tracking with respect to systemic theories of
change), and promoting continuous communication (e.g., the need for communi-
cation based on continuous learning). These characteristics can be illustrated with
respect to several aspects and provide a number of relevant benefits [17, 18], such
as those listed in Table1.

2.1 How Smart Cities Shape Professional Practice

Technological progress changes the structure and the way professions are exercised.
As an example, truck drivers nowadays can drive more easily thanks to the modern
features of heavy vehicles that were not available a few years ago. Even theGPS helps
these drivers to move around in places they have never been before. Similar examples
that illustrate technological benefits may be given with respect to the majority of
professions, rendering technological changes as a major factor affecting professional
activities. The next sections describe how some professions may be particularly
impacted by the advent of smart cities. Other professions could be included, but the
ones discussed exhibit a clear impact in their daily routines. In common, they share
the demand that professionals must always be up to date in their areas because of
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Table 1 Characteristics and benefits of a system-oriented holistic approach

Characteristic Benefit

Relies on reinforcing activities • Improves trust and vulnerabilities through a more
comprehensive awareness about the unintended consequences
(e.g., social problems)

• Promotes a better understanding about the impact of
individuals and groups

Supports a shared agenda • Relies on a shared language that takes into account not only
local consequences, but also systemic intra- and
inter-dependencies, delays and consequences

• Supports a shared willingness to change that makes the
benefits of the status quo more recognizable

• Relies on a theory of change that is systemic and not specific
to single domain

Supports a shared
assessment process

• Relies both on qualitative and quantitative data

• Assesses progress based on multiple time intervals

• Takes into account both intended and unintended
consequences (e.g., social consequences)

• Assesses performance in terms of system-oriented theories of
change

Relies on continuous
communication

• Improves communication because of a stance that demands
increased personal responsibility for the consequences (e.g.,
social consequences), stronger alignment based on a shared
agenda, and increased awareness that allows to take into
account not only short-term but also long-term consequences

• Relies on continuous learning because of the continuous
communication aspect of the approach

the frequent technology changes. Smart grids may also help defining the shape of
these professions. The following subsections briefly describe the potential changes
that smart cities may impose on professional practice.

2.1.1 Information Technology

The way a passive distribution system becomes a smart one depends on the exis-
tence of distributed generation and the level of automation. Regarding distributed
power generation, communication technologies enable, as a fundamental compo-
nent, the creation of local controller of a microgrid. This local control involves
regulating primary voltage and frequency. Information technology will play a major
role to improve the efficiency, control and management capabilities of smart grids.
In addition, regarding the level of automation, information technology will also help
support decision making by providing intelligent and proactive methods (e.g., neural
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networks) to support the estimation of electricity demand, forecast energy production
and consumption, and predict system risks and failures.

2.1.2 Machine Learning Scientists and Engineers

Smart cities require, for most of their features, a high level of automation. In this
sense, machine learning seems appealing. Machine learning is an application of
artificial intelligence (AI) that provides systems the ability to automatically learn
and improve from experience without being explicitly programmed. Several appli-
cations may be identified, such as self-driving cars and face recognition. Thus, as
novel smart city applications emerge, some of the professions not related to infor-
mation technology will need to deal with machine learning. As for machine learning
itself, scientists and engineers will have a myriad of opportunities to introduce new
approaches and applications. Machine learning scientists typically can focus on new
smart algorithms, while a machine learning engineers can provide new robust and
intelligent software solutions.

2.1.3 Cybersecurity Analysts

Smart cities demand a huge amount of data to be processed, which range from traffic
lights control to energy management. In this sense, it is important to keep the system
secure with the help of cybersecurity especialists. Cybersecurity is originally meant
to protect networks in such a way that hackers can not invade and harm the system.
Private issues are also a concern, since fraud in bank accounts and private data are
constantly reported and feared by system users of all ages and backgrounds. Smart
cities are composed of a high degree of automation, which includes the physical
safety of people and domestic appliances remotely controlled, among other features.
However, it is important that CCTV cameras work properly and with their data
protected in a privacy-friendly way. The same concept is applied to traffic lights
and domestic appliances, since they involve public security, privacy and comfort.
Smart cities are also related to smart grids. Cybersecurity attacks to power systems
are a major concern, and some countries have already reported suspicious activities
regarding their transmission systems, and even nuclear facilities. Coordinating a
smart grid in a goodway enables a healthy smart city operation, since the provision of
electricity enablesmost of the daily vital services to society. The conditions described
previously make cybersecurity specialists a vital profession in smart cities.

2.1.4 Geospatial Scientists

Global Positioning Systems (GPS) and the popular map-based applications available
in internet have changed the way people move around from place to place, especially
in unknown places, making travels safer and faster. They rely on Geospacial science,



496 A. C. Zambroni de Souza and P. Alencar

which uses remote sensing, Geographic Information Systems (GIS) technologies to
provide accurate and useful data. The scope of this field, however, is much broader.
The professionals working in this area may play a crucial role in the development of
novel applications. They can, for example, help to improve the operation of waste
collection vehicles, so that these vehicles follow an optimal route in an established
region. As a consequence, law enforcement agencies may map critical areas by
using this tool. Pollution control may also be enhanced by using GIS, enabling the
identification of the best (and worst) locations with respect to air pollution, water
contamination and waste accumulation. Such professionals must be incorporated
into the daily activities of a smart city for planning and operational purposes, so
that critical issues are considered. Operational applications involve real time data
exchange between different city sensors and devices, and can provide valuable data
to support public agents and policy makers to make the best decisions in a specific
scenario.

2.1.5 Health Care Professionals

Any realistic definition of smart city needs to take into account inequalities, hunger
and the general well-being of the population—that is to say that smart cities must
work for people. In this sense, health care disparities may be reduced if technology
is deployed for this purpose. Health care needs to provide access to physicians in a
preventative manner, so that the basic health concerns of the public can be directly
addressed by family doctors using appropriate technologies. Regarding preventive
approaches, technology may help individuals to locally monitor their health with
equipment that may flag some health problems, alleviating the need for emergency
rooms in local hospitals. In this sense, technology may help to remotely monitor the
elderly. These examples showcase worthy possibilities, since ordinary people will be
able, with no medical knowledge, to have access to real time information regarding
their health. In case of an emergency, a call requesting hospital transportation can
be automatically made and not only the patient but also the cause of the alert can be
identified.

These promising scenarios for patients require an important action from health
care workers. They will benefit from the technological advances, but they will need
to be open to new resources as well. Diagnoses will be subject to Artificial Intelligent
(AI) processes, helping medical doctors to infer the conditions of a patient. This still
relies on medical knowledge, since feeding the software and interpreting correctly
its output will require a strong medical background. Medical procedures may also be
helped by software and hardware, enabling a doctor to execute a remote surgery. This
environment, though revolutionary, demands that medical professionals be humble
enough to agree to be helped by intelligent machines and incorporate these solutions.
The telehealth system adopted by many countries due to the pandemic in 2020,
however, shows that medical doctors tend to be open to new automated approaches
to health services.
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2.1.6 Engineers

Engineering is certainly among the most influential (and affected) fields of work
related to smart cities. For this sake, some areas could be exploited. Because this
chapter deals with the problem of how smart gridsmay enable smart cities, renewable
energy generation is argued to be a key issue. Microturbines (wind or diesel-driven)
may be present in smart cities, which demand the knowledge of an electrical engineer
to take care of their operation andmaintenance. Note, however, that their construction
depends on civil and mechanical engineers, since they need to be incorporated into
the city landscape in a safe way, so that people and animals are not jeopardized by
the presence of generation equipment. In the islanded mode of operation, in which a
smart grid must be able to regulate internal frequency and voltage, the grid also needs
proper supervisory control. This control can depend on multi agents or traditional
system operators.

The major point of concern regarding how engineers fit smart cities, however, is
not their ability to deal with the technical challenges. It is vital that the syllabus of
Engineering courses incorporate holistic aspects in the courses. Note that creating
new courses on holistic aspects of Engineering may produce poor results. Alterna-
tively, we claim that holistic aspectsmay be incorporated into existing courses, so that
the students will have a broader view about the social consequences of Engineering.

2.1.7 Architects

As discussed previously, smart cities must use all their resources to improve the
well being of their citizens, reducing inequalities and improving access to goods
and services. Architecture is essential in this scenario. Architects will be requested
to design increasingly sustainable buildings, which can provide provide comfort to
its occupants while demanding less energy. Thermal comfort and access to people
who have disabilities are factors to be considered in the architectural designs. Public
spaces must also improve urban mobility and include recreational areas, optimizing
the transportation time to work and leisure locations. As mentioned previously with
respect to Engineers, Architects are not typically trained to copewith these scenarios.
Actually, the debate on the aesthetics and function has been going on for a long
time among the professionals of this area, but the advent of smart cities makes this
discussion still relevant because smart cities should be both functional and visually
attractive.

2.1.8 Elementary Teachers

Special attentionmust be paid to elementary teachers. Actually,most of the discipline
and safety protocols practiced by children are taught in schools. Further, teachers will
be the primary source, along with families, of knowledge about newways of learning
and socially interacting in society. Thus, teachersmust be prepared to copewith these
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trends by using new computational tools and proposing novel playful games to enable
children to handle a range of daily activities that smart cities may offer.

Smart schools, which focus on the students and their realities, will become a
necessity. This will be a challenge for new teachers, who will need to integrate social
and technological skills to provide inclusive methodologies in their classrooms. This
will lead to improved cities, where, ideally, all the resources in a city will be put
available to its citizens. For this sake, virtual reality, internet access and digital
innovationswill be important tools to enhance the learning process, enabling children
to visit museums, archaeological sites, and other places otherwise difficult to access.
These advances will enable young students to have contact with different realities,
which creates empathy and promotes novel strategies to improve social inclusion
throughout the world.

3 Holistic Smart Grid Projects

Smart cities demand smart grids to make them viable [19]. The holistic and practical
nature of smart grids embraces several concepts that go beyond the basics ofElectrical
Engineering. Thus, this section discusses some technological projects that, thanks to
the Internet of Things and communications infrastructure, add the concept of smart
grids to the smart city paradigm. The goal is to provide a brief presentation of projects
that enhance the quality of life of the population through solutions that depend on
electric energy.

3.1 Smart Buildings and Smart Elevators

An important question regarding smart-anything is how to make smart a traditionally
designed project. Buildings fit this concern, because outdated buildings may become
smart with the addition of some design-embedded smart features. For example, the
problem of urban floods could be mitigated if smart buildings had cisterns to collect
rainwater, which would be easy to set up during the construction stage. The thermal
comfort may also be enhanced during the project and construction since appropriate
materials and comfort-driven architectural aspects should be considered. It should
be noted that a smart building, in so many aspects, mimics a smart grid. Hence, some
considerations about the normal operation of smart buildings may be summarized as
follows:

Optimized cooling and heating. A central controller automatically adjusts the
temperature of different locations of the building, taking advantage of the information
about how many people need the service, and reducing the costs of electricity.

Matching occupancy patterns to energy use. Connected to the item above, not
only cooling but also the intensity of lighting is determined according to the number
of people present.
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Proactive maintenance of equipment. This enables equipment to be proactively
maintained before any problems occur. This concept may be further expanded to
include fire alarm alerts related to maintenance problems.

Dynamic power consumption. It takes into consideration the market prices, which
optimizes the building consumption and even enables to sell to the grid the surplus
of energy in case solar panels are available.

A smart building has an overall structure that integrates all the involved technology
to share information in such a way that comfort is maximized whereas operational
costs are minimized. That may be costly since a smart building requires sensors to
identify howmanypeople are circulating in specific areas of the building.Automation
and data collection are directly linked to sensors, and they help a building to adjust its
operation for any condition. The employment of sensors enables the cooling system to
adjust the temperature in different parts of the building as a function of solar incidence
and local temperature. Another interesting option is the use of smart windows since
they help the cooling or heating system as well as the lighting process. In both cases,
the energy savings and well-being of the users are taken into consideration. The
following aspects should be considered to install smart windows: The solar heat gain
coefficient, that is, how much heat is conducted through a window (U factor, which
should be as small as possible), and the amount of visible light that can pass through
a window (between 0 and 1, and the higher, the greater the amount of visible light).

Smart elevators are another concept that smart buildings embrace [20]. Smart ele-
vators differ from conventional ones by not having a button board that allows people
to click it during the trip and make unprogrammed stops. Thus, central controller
groups people according to their destination floors, saving the number of stops and
reducing the travel time. Besides, if the elevator is fully packed, it does not stop at
any further floor, saving energy and reducing the travel time. They provide a number
of functions as described in Fig. 2.

Some flaws, however, may be pointed out. The first one regards the fact that a
user is given the information about which elevator they are supposed to ride. Such
information may be misleading to some users, who may become confused when
interpreting the visual displays. Another flaw is, ironically, the automation of smart
elevators, since some users would like to change their destiny floor during a ride,
which is not possible in a smart elevator. The economical and ergonomic gains of
smart elevators, however, surpass most of the problems identified by some users.

Smart buildings and elevators in emergency conditions. A smart gridmust provide
a continuous and reliable service to its users, and so must a smart building. Some
strategies are proposed to help people to evacuate a building in an emergency [19]. A
similar approach is proposed in [21], where a fuzzy-based methodology is proposed.
Emergency lighting provided when there is a lack of supply from the main system
is also a possibility. In this case, batteries may be used along with sensors, so that
occupied halls are automatically illuminated by emergency lamps. As for elevators,
holistic procedures are particularly necessary. This is because some people may have
claustrophobia, leading to major health problems in emergency conditions. Besides
energy recovery, which allows injecting into the system the surplus of energy from
the elevator, a scheme that drives the elevator to the immediate lowest floor in case
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Fig. 2 Some smart elevator functions

of emergency has also been adopted. This allows users either to leave the elevator
and wait in the hall the return of energy supply or walk up or down the stairs to their
final destination.

3.2 Electric Vehicles and Improved Mobility

Electric vehicles are about to change the way mobility takes place in cities. Some
challenges, however, must be overcome to make this a viable reality. In this sense,
recharging stations and battery improvements play a crucial role as well as are sub-
ject to criticisms. This section describes the changes electric vehicles may bring,
including some advantages and disadvantages, and explains how smart grids are
connected to this concept of mobility. The first advantage of electric vehicles regards
their clean operating conditions. They make no noise, increasing the quality of life
in cities, especially for pedestrians, who are commonly affected by the high levels
of decibels produced by vehicles. The other advantage comes from the nonpolluting
motor drive of these vehicles. This, although considered an advantage, also places a
concern regarding the way car batteries are recharged.
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Thus, before considering projects that enable car owners to take the advantages of
electric vehicles, concerns about how to recharge electric vehiclesmust be addressed.
Indeed, if the primary source of energy comes from diesel or coal, for example,
the pollution consequences remain, and the emissions of polluting residues are not
reduced. Thus, the advent of electric vehicles is appealing if connected to the increase
of renewable non-polluting energy sources,which is exactly the trendweare currently
witnessing. As for recharging a car battery, indeed, it is not as fast as fueling a tank
of gasoline. Faster recharging is now being proposed, but it may take about 30min.
Hence, charging electric vehicles overnight seems to be a good strategy, as long as
theyhave good autonomy. Since the number of vehicles connected to the gridmaybe a
burden, special operating actionsmust be implemented [22]. Another important issue
regards battery disposal, since it may create an environmental problem. Recycling
batteries could be a good alternative, despite its high cost. Reusing old batteries,
however, may be a promising practice. In this sense, some manufactures are using
old batteries to power streetlights, backup for elevators, storage of solar generation,
and support domestic uses. This places electric vehicles as an excellent option for
mobility purposes.

3.3 Smart Traffic Lights

Smart traffic lights are a vehicle traffic control system that enhances traditional traffic
lights with sensors and intelligent techniques to support the traffic of vehicles and
pedestrians [23] (Fig. 3). They provide several benefits as illustrated in Table2.

Fig. 3 Smart traffic lights
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Table 2 Some benefits of smart traffic lights

Item Benefit

1 Reduce congestion

2 Reduce travel time and fuel consumption

3 Make roads safer by reducing accidents

4 Improve transportation using collected data

5 Reduce pollution

6 Prioritize traffic flow

7 Improve response time for solving traffic problems

8 Support data analytics

9 Support other applications (e.g., smart parking, smart roads)

Smart traffic lights can significantly reduce traffic congestion, which is one of
the major problems in urban areas as they adversely affect productivity and fuel
consumption. By relying on sensors and surveillance cameras, they can provide a
more detailed real-time picture of the traffic situation, providing information, for
example, on the number of cars (e.g., waiting in specific lanes, taking turns), their
location and speed. By relying on sensors and intelligent methods they can help
minimize travel time of the vehicles by coordinating the movement of vehicles at
road intersections, and, by learning from measured demands, change traffic signals
depending on the specific traffic demand at some time during the day and the night.
The application of intelligent techniques such as continuous learning allows constant
adaptation with respect to traffic patterns and flow. In this way, they can adapt in
a more timely way to specific situations to keep the flow of vehicles at efficient
rates, cutting down travel time, reducing pollution from idling cars, and making the
roads safer. They can also adapt to the time of night and season, so that energy
usage is optimised with respect to changing circumstances and situations, which
lead to significant energy savings energy savings for both drivers and governments.
In addition, the data collected by smart traffic light systems can be used to improve
transportation in general as they can be used for valuable data analytics. In case they
are coupled with sensors, they can even facilitate real time alerts and benefit other
applications such as smart parking and smart roads as well as help deal with issues
such as electrical outages and possible accidents.

Some smart applications involve traffic lights that are distributed in a simulated
neighborhood that rely on neural networks to enable them to make decisions based
on the data collected from the environment [24]. These applications are critical in
areas such as environmental monitoring, energy consumption and health.
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4 Technology Solutions and Smart Grids Enabling Smart
Cities

The previous sections have described some projects that are relevant to the design a
smart grid and a smart city. It was argued that a smart city should be one that aims to
have no exclusion or hunger, while promoting social justice for all its inhabitants. In
summary, life in urban crowded smart cities depends on several dimensions (Table3),
including smart energy, smart transportation, smart environment, and smart waste
management. In conjunction, these dimensions can be seen as a thermometer of the
well-being of a city. One should note, however, that energy may help a society to
handle many of these dimensions, including the ones related to transportation and
waste management. Note that, even garbage, if well managed, may become energy.
Indeed, energy is the core of how smart cities operate and one of its main dimensions.

Governments play a central role in planning of smart cities. Projects regarding the
use and design of different infrastructures may be embraced by academics who can
consider technical and holistic features involved. In this sense, governments need to
provide policies direction and financial incentives to society, whereas policy thinkers
must consider the reality of the society to which they belong. The infrastructure itself
considers all the existing framework, so that they are made as smart as possible. In
contrast, telecommunications may be used for health care by the means of enhancing
the telehealth services, alleviating hospital occupancy and addressing minor medical
conditions remotely. The public space may also be redesigned in such a way that
public transportation and leisure areas may help to change the aesthetic of cities.
Note that new projects should take into consideration these demands, as well as
others not previously addressed. For example, it is reasonable to require that new

Table 3 Some dimensions of
smart cities

Item Dimension

1 Smart environment

2 Smart energy

3 Smart transportation

4 Smart education

5 Smart healthcare

6 Smart safety

7 Smart economy

8 Smart waste management

9 Smart emergency management

10 Smart infrastructure

11 Smart people

12 Smart policies

13 Smart resource consumption
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buildings collect the rain water, mitigating the risk of flood in crowded urban areas.
All of these characteristics enable one to plan and design cities that are safe and
have a high quality of life, collaborating to the well-being and inclusion of their
citizens, who are the the major end-users of a smart city. Thus, a smart city does
not fit exclusion, and social inclusion projects are a vital part of a successful smart
city endeavours. We emphasize that the local culture and specific city characteristics
should also be incorporated into a smart city project. This will enable designers to
respect the local realities and plan according to people’s real needs. In this sense, a
remote village may be considered a smart city because it fights hunger and provides
full access to electricity and water that is considered safe to drink. These concepts
stand for large cities as well, but they also focus on improvements in mobility and
telecommunication technologies.All of these concernsmust be addressed by a design
of an inclusive-smart city.

4.1 Smart Grids and Self-Healing Systems

One of the main aspects of smart cities regards self healing [25], and electricity is one
of the main infrastructures involved. The concept of self-healing may be connected
to smart grids, one of the main infrastructures to keep running after a disaster takes
place. Preventing problems plays a special role in this process. Thus, drones may
help to monitor distribution lines and execute minor repair in public lighting, for
example. Robots may make inspections in tubes that are hard to humans to execute,
while sensors may trig automatic actions to preserve the integrity of the systemwhile
supplying energy to high priority consumers.

Electricity shortages may cause several problems to society. Theymay range from
simple problems such as traffic lights going out to serious issues such as hospital
blackouts. Microgrids may become an alternative in these critical conditions, as part
of the energy load is supplied by them. In this sense, local communication and con-
trol schemes, usually employed in smart cities demands, are adapted to emergency
conditions, along with local generation. Hence, batteries, solar panels and microtur-
bines may supply priority loads. Note, however, that the concept of priority loads
may change according to the time of the day. The blackout of New York described
above shows that public lighting and traffic lights are important features that help
people to remain calm in some situations.

Establishing the necessary, or even vital aspects of a smart city in emergency
conditions is only properly achieved by taking into account energy supply consider-
ations. Note that, even water supply depends on electricity, at least, in the final stage
of the distribution process. Hence, a smart city depends on a smart grid in normal
operating conditions, but the infrastructure of a smart grid may be quite important
for emergency conditions as well.
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4.2 Vehicle and People Mobility Approaches

In spatial-temporal data analysis, location data and its evolution through time are
investigated with the goal of uncovering important information to provide novel
insights [26]. These insights may involve, for example, congestion identification in
transportation,which affects fuel consumption,mobility patterns in urban computing,
and storm prediction in weather forecasting. These issues can be directly related to
emergency conditions in smart cities. Also, predicting the demand for ride-sharing
services based on spatial-temporal factors, such as the history of orders, tracking of
rides through GPS, and the weather, is a spatial-temporal data analysis task of great
value to organizations supplying these services and to the general public.

Clustering, one data analysis technique, groups spatial-temporal data based on
location. Some intuitive examples are clusters of people and vehicles, but clusters of
animals or even stars aremoving clusters too. Cluster relationships are interpretations
of the movement between clusters and elements or other clusters, such as enter, or
merge. Current spatial-temporal data analysis techniques fail to investigate relation-
ships between spatial-temporal clusters, such as splitting from a cluster and merging
with another one because of a change of properties over time. These relationships
can hold valuable information about the existence of a cluster and its interactions
with other clusters and trajectories. We have introduced a framework to identify, pro-
cess, and analyze relationships between clusters of spatial-temporal data (e.g. enter,
merge, or split).

We have described its architecture and components, as well as the clustering tech-
nique used, the different approaches for distance calculation that take into considera-
tionEarth’s curvature, andhowwecalculate cluster similarity of temporally separated
clusters. The result of these operations are used in the identification of cluster rela-
tionships over space and time. Analysis of these relationships helps uncover hidden
values that could support novel approaches to more effective decision-making. We
evaluate our frameworkwith two case studies, based on truck and human trajectories.

Supported by the massive amounts of data collected in modern cities, based on
clustering methods, exceptional changes related to the mobility and flow of people
and vehicles can be identified in real time in an automated way [27]. These methods
can support managing a wide variety of emergency situations and crises. They can be
the foundation for models that can help cities to improve their emergency manage-
ment capabilities related, for example, with disease transmission, traffic problems,
pollution, and flooding.

5 Conclusions and Future Work

This chapter advocates that Engineering should adopt a holistic approach that relies
on amore comprehensive perspective for problem solving.According to this perspec-
tive not only the technical aspects should be considered, but also social issues related
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to equality, inclusion, social justice, and human rights. Our focus in this chapter is
a holistic approach to smart grids enabling smart cities and, as we have illustrated,
how the adoption of such an approach has been shaping many professions and the
way they are exercised.

Holistic approaches are expected to transform the way we tackle global chal-
lenges and have a significant impact on science and engineering research, practice,
and education. The field of smart cities in general and specifically smart grids can
highly benefit from such approaches, as students and practitioners are enable to make
relevant contributions to the social good of communities and the world.

Finally, because of the broad nature of the subject, this chapter is not meant to
be comprehensive, and much future work is needed to pave the way for progress in
the application of Engineering-oriented holistic approaches. Future work includes
the provision of methods and practices for the migration of traditional projects to
holistic approaches, curriculum extensions to support specific educational goals, and
the exploration on how other types of emergent technologies, besides those that
support smart grids and cities, can benefit from holistic viewpoints.
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The Coming Trends and What to Expect

Antonio Carlos Zambroni de Souza, Bala Venkatesh,
and Pedro Naves Vasconcelos

1 Introduction

The intriguing topics addressed in the foregoing chapters may drive the reader to
wonder about the power systems of the future. Indeed, such a challenging scenario
places a lot of opportunities to young engineers as well as prosumers. In this sense,
it is important that faculties be aware of the changes, so that the syllabus of their
courses may follow this trend and anticipate the required changes to form new pro-
fessionals. On the other hand, the industry is invited to play a role, since Research
and Development projects will be a constant need, requiring a strong interaction
between academy and productive sectors.

People, in general, tend to take electricity (and more recently, the internet), as
a grant. This is a barrier to acknowledge the revolutionary impact of electricity
in society. Rural and remote areas are transformed when access to electricity is
provided. Such a transformation is visible to these people since new basic habits
are incorporated into their daily lives. This is about to happen in the near future,
when power systems will change drastically in comparison with their present shape,
helping the advent of smart cities and posing new habits to everyone.

It is worth noting that the basic theoretical principles behind engineering practice
still stand, and more importantly, it is vital that they are emphasized. At the same
time, however, a myriad of new concepts are necessary. Also, old concepts, usually
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neglected, have now growing importance. This chapter briefly discusses some issues
regarding the expectations of future power systems.

The next sections are not meant to propose new methodologies or describe some
test cases. The idea is just to discuss some topics about this new scenario, provoking
a philosophical interest in this fascinating process.

2 The New Old—Current War, DC and AC in Harmony

The war of currents was a defining moment in our history, shaping power systems
and the way engineering is taught and practiced. Analyzing that war demands a
visit to the DC and AC principles. Since this is a concluding chapter, we rather
focus on the consequences of that war and the trends that may, somehow, “pacify”
the battle. This is because future grids may be a combination of both DC and AC
systems. By pacifying the battle we don’t mean to forget the mistakes and the ethical
implications of that war. In this sense, recognizing the talent of bright professionals
and the potential of emerging technologies still has a place in themodern era. Thomas
Edison acknowledged the superiority (for that period) of AC current shortly before
his death, but would certainly be amazed by the current opportunities of joint AC–
DC systems. On the other hand, sacrificing animals was not acceptable then and
unforgivable now. Not to mention the experience with human beings on the electric
chair, certainly the most repugnant of all actions in that era.

It is important to mention that when AC prevailed, Thomas Edison already sup-
plied DC energy to local markets, where the distance between generation and con-
sumptionwasminimal. ACfinally prevailed because of the blocks of energy remotely
generated, yielding the use of transformers and allowing the building of huge power
plants. Note, however, that DC current had some advantages at that time already:

• generators could work in parallel
• DC managed well electric motors
• DC enabled the use of batteries
• DC provided reliable home lighting source

It sounds familiar to the reader since the items above were addressed in detail
in the previous chapters. Indeed, a joint AC–DC world approaches. Ordinary users
will be able to migrate from one world to another without realizing the technical
implications associated with it. On the other hand, future engineers will need to
enhance their skills in order to handle issues that nowadays are neglected.

One should not overlook, however, the dramatic way current war was fought.
Some ethical dilemmas arose, as mentioned above, and they should be considered in
current discussions of adopting technologies and designing projects.

Thus, future engineers will have the opportunity to have a holistic view of engi-
neering, understanding how it evolved and adapted to different conditions. This
deserves to be better explored, so a brief discussion on the skills of future engineers
is carried out next.
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3 New Profile of Future Engineers

Electricity is a vital piece of infrastructure, and supplying the end consumer in a safe
and reliable way demands some miracles of engineering. This is certainly a room
that fits mechanical, civil, energy, environmental, electrical engineers. The advent of
smart cities and self-healing made electricity even more important. For self-healing
purposes, it is an “island of infrastructure” that helps society to keep running basic
devices following a disaster. It may be the borderline between survival and chaos of a
neighborhood.As for smart cities, local distributed generation, electric vehicle issues,
deployment of energy storage systems and connection with control and internet of
things will turn passive distribution systems into active networks.

The examples above show that an electrical engineermust know some theories that
nowadays, though important, are faced as secondary. Power electronics is acknowl-
edged as crucial for HVDC transmission, but inverters demand an application of DC
in medium and low voltage levels. This is also true for communication and control
structures since they demand an understanding of new theories and devices. Just like
in the lunar program speech of President Kennedy, future engineers will certainly
deal with theories that have not been invented yet.

But technical issues are not a serious barrier to engineers. They can learn and pro-
pose new approaches as a consequence of dedication and focus on specific projects.
The most important aspect of future engineering practice regards the holistic view
of projects. Smart cities must be inclusive, and managing smart grids in islanded
mode also demands a social empathy that must be considered during the design of
new projects and their operation. Hence, future engineers are going to be, very soon,
social actors with a strong theoretical background [6].

4 Energy Storage and Low Inertia Issues

Traditional power systems are based on high inertia rotational generators. Also, they
are not intermittent-type of generation, which allows the planners to design a long
term horizon of systems and operators to plan a day ahead with a good level of
confidence. On the other hand, the circumstances of a blackout may demand long
periods of reconfiguration [7].

This reality is about to change, since renewable energy sources may be associated
with a high degree of intermittency and low inertia. Thus, engineers must consider
this characteristic in planning scenarios, since the load must be supplied at all times.
At the same time, even though local producers – or prosumers, as discussed in the
next section—will play a central role, utilities still have their importance. The new
grid will consist of several players of different sizes, but the generator park and the
transmission grid have vital importance to make sure the load is supplied and also
in providing ancillary services. How they will be remunerated and how the technical
issues will be addressed by a central planner will be a matter of discussion in a short
term [18].
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When it comes to operating such systems, energy storage devices have growing
importance. Some important aspects are addressed in the next subsections.

4.1 Frequency Adjustment

The intermittency of renewable sources tends to introduce frequency variations in the
system. Normally, for huge rotational machines, the local controller and the overall
frequency act to restore the frequency to its nominal value when an imbalance takes
place. On the other hand, the massive amount of generation from low inertia sources
may be a problem. In this sense, storage devices help the system to keep its nominal
frequency, working as a frequency regulator.

This problem may be particularly tackled with the help of the droop method and
optimization techniques, which may include evolutionary techniques. The problem
of demand response may be incorporated into the formulation, so that prosumers
may adjust their generation/consumption to balance the system, as long as the energy
demand ismet in the period of interest. The role of inverters, that emulate the inertia of
machines is also important, and demand attention from engineers. Note the solution
to this problem may consider technical and economical aspects that must be fairly
analyzed by engineers.

4.2 Hosting Capacity

Another important role of storage devices regards microgrids application. In this
case, the hosting capacity may be a problem. Thus, storage devices may work to
store power during surplus periods, regulating the voltage level in connected mode.
However, the advent of smart grids enables engineers to conceive systems in islanded
mode. This places further importance on storage devices, since they may help to
supply the load and increase the autonomy of the disconnected system.

Hosting capacity may help to mitigate problems in active networks, becoming
a solution to some problems that engineers currently do not need to focus on. In
this sense, defining the optimal location of batteries and playing system reconfigura-
tion will play a significant role in microgrids operation. Actually, reconfiguration of
microgrids may an appealing action to avoid overvoltages and reduce system losses,
and hosting capacity may also be addressed in this context. Then, taking this problem
into consideration is going to be mandatory.

4.3 Isolated/rural Microgrids

The islanded microgrid cited above takes place as a consequence of a contingency.
In this case, the load is supplied according to a priority class previously established.
In some countries, however, remote systems are a reality. Depending on the social
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condition of the country, diesel generators help, while in others, rudimentary sources
of energy are found. Emerging power systems must be inclusive. In this sense, a
combination of diesel generation, renewable sources, and batterieswork to supply the
load continuously in isolatedmode.Batteries, in this case,may store the energyduring
the surplus time (if PV panels are deployed, for example) and work as generators
when needed [9].

Some countries may adopt rural microgrids if topological issues pose a constraint
in the expansion of the distribution grid. Note that, in this case, utilities may not
want to participate, in case the investment is not found profitable enough. Thus, the
social aspect of electricity places the government in the central spot of the arena,
including people and enabling the infrastructure necessary for a reliable operation of
these grids. Nevertheless, utilities should pay special attention to this process. This
is because some of the challenges to build a rural microgrid may demand creativity
and engineering solutions that may be mimicked in urban areas.

5 The Internet of Things and Cybersecurity

As in electrical power systems, a transformation is underway in information and
communications technologies, which dawned the concept of the internet of things.
Having all objects interconnected through modern platforms and over the internet
enables a myriad of smart and autonomous solutions in almost all areas of expertise.

Some projects meant for impaired citizens rely on GPS and the internet of things
[24]. Examples like visual and elderly mobility may also use these technological
advances [22]. Thus, professionals involved in the development of “smarter” devices
will need to acquire interdisciplinary knowledge that meshes different areas of con-
centration.

In power systems, once the very energy demand is satisfied and as the number of
affordable cyber-enabled devices increases, more reliable, secure, cost-effective, and
sustainable control and management actions could be performed [19]. The enabling
of zero net energy buildings and better communications between utilities and cus-
tomers, with real-time feedback capabilities, are also on the way [10]. Moreover,
the implementation of the internet of things in power systems relies on the usage of
big data for line-monitoring and real-time control in all aspects of the grid operating
parameters. Some examples include predictive controls, dynamic and steady-state
analysis, asset management, and increased demand-side flexibility [5].

Eventually, increasing the coupling and dynamic interaction between cyber and
the physical power systems will also rise other alerts. Malfunction on the cyber
side may reduce the reliability of the power system operation. Furthermore, large
scale cascading failures can be originated by malicious cyber-attacks. Therefore, the
enabling of communication-based applications that depend on and generate massive
amounts of data also opens a window of opportunity for the development of solutions
against actions that renders the system vulnerable to threats from security breaches
and data leaks in the communication networks [21].
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6 Advancements in Power Electronics

The increased number of energy-hungry applications call for enhancements in power
management technologies. Without advances in power electronics, the spread of
applications such as data centers, electric vehicles, digital health systems, and mod-
ular, automated manufacturing cells will certainly be hampered. Thus, engineers will
continue being required to design circuits with ever higher energy densities, better
efficiencies, and greater reliability while at the same time providing smaller form
factors.

Large-scale integration of renewables, vehicle electrification, and 5G communi-
cations will continue to be major topics. Electric vehicles present many new oppor-
tunities for power semiconductor products and for decreasing the transport sector’s
carbon footprint by replacing combustion engines. 5G is also starting to spread, and it
is not only base stations that require power solutions; but local small cell installations
also require efficient systems [1].

From generation and transmission, all the way to distribution and industrial net-
works, power electronics knowledge is of utmost importance for the consolidation
of key technologies, such as High-Voltage DC and Flexible AC Transmission Sys-
tems, adjustable speed drives, converters with extreme energy density and efficiency,
wireless power transfer, energy storage systems, smart management systems, and so
on [11].

Finally, the hybridization of microgrids, as mentioned before, with large-scale
AC–DC and ultra-high voltage networks, will also be enabled through the devel-
opment of modern power electronics and materials science. Moreover, concerns
related to reliability and safety and hazards of the integrations of power converters
and machines also continue to be relevant, once the electromagnetic thermal effects
of high-power and high-frequencies in the human body are still under study [23].

7 Electric Vehicles and Integration to the Grid

When automobiles were introduced in France and Germany in the late 1800s, the
infrastructure for themwas very rudimentary. It was a change of habits which caused
curiosity and fascination at first since it was not accessible to the working class in
general. Mass production in the USA changed this reality and helped to shape urban
life and bloomed the suburbs all over the country. Nowadays, two major changes
about automobiles are about to take place: electric vehicles anddriverless vehicles [4].
These changes, though dramatic, are not as surprising as the advent of automobiles
was. As for driverless vehicles, the intelligence behind them may be applied to both
oil and electric-based sources. Then, we discuss briefly the challenges and benefits
of electric vehicles.

Electric vehicles, however, will bring sharp changes in the infrastructure. In this
sense, technological advances in batteries, regarding cycles of life, autonomy, and
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weight, yield the need and amount of charging stations in cities and highways. Also,
charging vehicles during the overnight will change the load profile of distribution
systems, requiring control actions to avoid overload and keep voltage level within
limits [17].

On the other hand, the advent of electric vehicles may help the active systems in
emergency conditions, since the enabling of bidirectional power exchanges will turn
electric vehicles into battery solutions and energy sources, according to an agree-
ment previously established between the owner and the utility [16]. In other words,
the bidirectional, autonomous use of electric vehicle batteries will enable utilities
and customers to make the best use of the existing infrastructure and population of
vehicles.

8 Environmental Changes

Electric vehicles bring an appealing call for users when it comes to polluting aspects.
Silent and non-polluting vehicles may change the environment and create an encour-
aging trend of responsible consumption. In this sense, a new critical consumer may
arise, demanding fair prices and clean generating sources. Note that this inhibitsmak-
ing electric vehicles viable in the urban center at the expense of polluting generating
sources to supply these vehicles.

The concern over clean sources to supply electric vehicles yields a chain of actions
regarding the whole process of energy. Thus, disposing of aged batteries is also a
concern, as well as PV panels. These items should be recycled as much as possible,
and a responsible disposal process must be made available in order to respect the
environment. On the other hand, even garbage treatment may help energy production
[13]. The literature describes several works that consider biomass as the primary
source of electricity generation. But, even more important, garbage itself may be
better treated with the help of electricity, preventing thousands of emission per year,
and also eliminating the shaming problem of garbage export. In this sense, plasma
arc recycling seems to be a good and promising option [12]. Opponents to this idea
argue that this is a new term for incineration, while supporters claim that this is a
non-polluting recycling process. Super high temperatures are used to turn the garbage
into gas that can be burned for energy and rocky solid waste that can be used for
building.

Actually, society tends to benefit as a whole from clean energy production. In this
sense, tourism may create new opportunities, since some amazing cities are not a
touristic destiny because of their air quality and traffic conditions. Also, the health
care system will be alleviated, as respiratory problems will be strongly mitigated by
cleaner air. The literature shows that the elderly and children are affected by the air
quality and have their health compromised [14].

This aspect of engineering is about to be addressed by the syllabus of all univer-
sities, and also invite researchers to consider a holistic and disciplinary approach to
energy planning [2].
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9 The Role of Prosumers and Social Inclusion

As a whole, the new emerging power systems will be completely absorbed by smart
cities. This will create a new pattern of consumption, that is partially already taking
place. For example, domestic consumers manage the time to use their appliances in
order to take advantage of better prices. The advent of prosumers will change the way
domestic consumers play. They may go to local batteries in order to increase their
autonomy or decide to sell their surplus to the utility. This is all upon the educational
process behind these changes. Then, a prosumer will be well informed about the cost
of electricity as a producer and also as a consumer in order to come up with the best
decision.

Note, however, that the role of prosumers should go beyond market issues. It is
important to emphasize that holistic approaches may help all the players involved to
make better decisions for society as a whole. Hence, it is expected that market-driven
decisions are taken in normal operating conditions. But emergencies may happen,
and in this case, a priority of loads should be considered, and that should be common
sense so that the well being of the system is preserved. This discussion, it is important
to mention, does not overlook market aspects, but invites people to consider holistic
aspects.

The paragraph above drives one to think of social inclusion, or the social role of
electric systems in society. As previously stated, electricity may be faced as an asset,
so that a responsible system planning is executed. But it may also be considered as a
fundamental right, that should be available to isolated communities in the North of
Canada, rural poor areas in Africa and South America, and poor urban communities
[3, 15]. People educated themselves very rapidly to use the internet and mobile
phones, and will certainly learn the technical and market aspects of smart grids/cities
[20]. Inequality in the world, however, has presented growing discrepancies, and that
needs to be faced by all social actors, and smart cities/grids are not an exception.
Thus, political measures to include people urge to be taken, enabling the excluded
to become part of the process, if not as prosumers, at least as passive consumers,
but exercising their citizenship. Planning a fair and balanced society demands urgent
actions considering this concern.

Considering social inclusion in designing microgrids will demand a holistic back-
ground from engineers. The authors in [8] describe some implications of philosophy
of technology in the designofmicrogrids. It is understood that designing such systems
requires scientific, political, economical, architectural, juridical, and ethical aspects.
Sometimes these aspects may even overlap, bringing a conflict between parts that
must be properly addressed. Thus, special knowledge may be required, but above
all, the ability to dialogue with different professionals and hearing the demands from
society will be vital. This kind of background urges to be considered by universities
and companies, in such a way no one is left behind in this new and, most likely, better
world.
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