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Preface

We are pleased to present in this LNCS volume the scientific proceedings of EuroXR
2021, the 18th EuroXR International Conference, organized by CNR-STIIMA, Italy,
which took place during November 24–26, 2021. Due to the COVID-19 pandemic,
EuroXR 2021 was held as a virtual conference to guarantee the best audience while
maintaining the safest conditions for the attendees.

This conference follows a series of successful international conferences initiated in
2004 by the INTUITION Network of Excellence in Virtual and Augmented Reality,
supported by the European Commission until 2008. Embedded within the Joint Virtual
RealityConference (JVRC) from2009 to2013, itwas knownas theEuroVRInternational
Conference from 2014 and until last year.

The focus of these conferences is to present, each year, novel Virtual Reality (VR)
through to Mixed Reality (MR) technologies, also named eXtended Reality (XR),
including software systems, immersive rendering technologies, 3D user interfaces, and
applications. These conferences aim to foster European engagement between industry,
academia, and the public sector, to promote the development and deployment of XR in
new and emerging, but also existing, fields.

Since 2017, EuroXR (https://www.euroxr-association.org/) has collaborated with
Springer to publish the papers of the scientific track of our annual conference. To increase
the excellence of this applied research conference, which is basically oriented toward
newuses ofXR technologies,we established a set of committees includingScientificPro-
gram chairs leading an International Program Committee (IPC) made up of international
experts in the field.

Eight scientific full papers have been selected to be published in the proceedings
of EuroXR 2021, presenting original and unpublished papers documenting new XR
research contributions, practice and experience, or novel applications. Five long papers
and three medium papers were selected from 22 submissions, resulting in an acceptance
rate of 36%. Within a double-blind peer reviewing process, three members of the IPC
with the help of some external expert reviewers evaluated each submission. From the
review reports of the IPC, the Scientific Program chairs took the final decisions. The
selected scientific papers are organized in this LNCS volume according to four topical
parts: Perception and Cognition, Interactive Techniques, Tracking and Rendering, and
Use Case and User Study.

Moreover, with the agreement of Springer and for the third year, the last part of
this LNCS volume gathers scientific poster/short papers, presenting work in progress or
other scientific contributions, such as ideas for unimplemented and/or unusual systems.
Within another double-blind peer reviewing process based on two review reports from
IPC members for each submission, the Scientific Program chairs selected four scientific
poster/short papers from nine submissions (an acceptance rate of 44%).

Along with the scientific track, presenting advanced research works (scientific full
papers) or research works in progress (scientific poster/short papers) in this LNCS vol-
ume, several keynote speakerswere invited toEuroXR2021.Additionally, an application

https://www.euroxr-association.org/
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track, subdivided into talk, poster, and demo sessions, was organized for participants to
report on the current use of XR technologies in multiple fields.

We would like to thank the IPC members and external reviewers for their insightful
reviews, which ensured the high quality of the papers selected for the scientific track of
EuroXR 2021. Furthermore, we would like to thank the Application chairs, the Demo
and Exhibition chairs, and the local organizers of EuroXR 2021.

We are also especially grateful to Anna Kramer (Assistant Editor, Computer Science
Editorial, Springer) and Volha Shaparava (Springer OCS Support) for their support and
advice during the preparation of this LNCS volume.

September 2021 Patrick Bourdot
Mariano Alcañiz Raya

Pablo Figueroa
Victoria Interrante
Torsten W. Kuhlen

Dirk Reiners
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Session 1)



Comfort and Sickness While Virtually
Aboard an Autonomous Telepresence

Robot

Markku Suomalainen1(B), Katherine J. Mimnaugh1, Israel Becerra2,
Eliezer Lozano2, Rafael Murrieta-Cid2, and Steven M. LaValle1

1 Center for Ubiquitous Computing, University of Oulu, Oulu, Finland
{markku.suomalainen,katherine.mimnaugh,steven.lavalle}@oulu.fi

2 Centro de Investigacion en Matematicas (CIMAT), Guanajuato, Mexico
{israelb,eliezer.lozano,murrieta}@cimat.mx

Abstract. In this paper, we analyze how different path aspects affect
a user’s experience, mainly VR sickness and overall comfort, while
immersed in an autonomously moving telepresence robot through a vir-
tual reality headset. In particular, we focus on how the robot turns and
the distance it keeps from objects, with the goal of planning suitable
trajectories for an autonomously moving immersive telepresence robot
in mind; rotational acceleration is known for causing the majority of VR
sickness, and distance to objects modulates the optical flow. We ran a
within-subjects user study (n = 36, women = 18) in which the partic-
ipants watched three panoramic videos recorded in a virtual museum
while aboard an autonomously moving telepresence robot taking three
different paths varying in aspects such as turns, speeds, or distances to
walls and objects. We found a moderate correlation between the users’
sickness as measured by the SSQ and comfort on a 6-point Likert scale
across all paths. However, we detected no association between sickness
and the choice of the most comfortable path, showing that sickness is
not the only factor affecting the comfort of the user. The subjective
experience of turn speed did not correlate with either the SSQ scores or
comfort, even though people often mentioned turning speed as a source
of discomfort in the open-ended questions. Through exploring the open-
ended answers more carefully, a possible reason is that the length and
lack of predictability also play a large role in making people observe turns
as uncomfortable. A larger subjective distance from walls and objects
increased comfort and decreased sickness both in quantitative and quali-
tative data. Finally, the SSQ subscales and total weighted scores showed
differences by age group and by gender.

Keywords: Telepresence · Robotics · VR sickness

This work was in part supported by Business Finland project HUMOR 3656/31/2019,
in part by Academy of Finland project PERCEPT 322637, in part by European
Research Counsil project ILLUSIVE 101020977, in part by the US National Science
Foundation under Grants 035345 and 1328018, and in part by the Secretaŕıa de Inno-
vación, Ciencia Y Educación Superior SICES under Grant SICES/CONV/250/2019
CIMAT.
c© Springer Nature Switzerland AG 2021
P. Bourdot et al. (Eds.): EuroXR 2021, LNCS 13105, pp. 3–24, 2021.
https://doi.org/10.1007/978-3-030-90739-6_1
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1 Introduction

In immersive robotic telepresence, as seen in Fig. 1, a user wearing a Head-
Mounted Display (HMD) embodies a physical robot in a distant location. Besides
the visual input through the HMD, the user can communicate with people around
the robot through bidirectional audio, and can command the robot to move. This
technology creates opportunities to visit museums or nature for people with lim-
ited mobility or who otherwise cannot, or grandparents attending grandchildren’s
birthdays far away. Overall, the technology enables meetings which mix phys-
ically present and remotely attending people, such that, for example, a single
remote participant can join a physical meeting and actually feel as if she was
really there. The robot also allows for touring real facilities or office buildings,
helps join physical conferences remotely and facilitates the important impromptu
corridor discussions during remote work [50].

Fig. 1. Immersive robotic telepresence.

There is evidence that telepresence robot users prefer the robot to handle low-
level motions autonomously, such that the users only choose the target location
for the robot to move in a map or within visible area [1,41]. Most of current
commercial telepresence robots (with standard camera streaming into a standard
screen, in other words, not employing an HMD) have a joystick or similar as
the main control method, with autonomy functionalities only being rolled out
at the moment in products such as the Double 3 robot. However, with the
increased immersion and embodiment of an HMD-based telepresence robot, any
autonomous path is not suitable but the motions the robot makes must be
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carefully planned to avoid adversarial effects; pure Virtual Reality (VR) research
and applications usually enable and encourage the use of teleportation to avoid
VR sickness, often caused by sensory mismatch rising from seeing motion in the
HMD while staying stationary. Thus, there is a very limited amount of research
on how an immersive telepresence robot should move to make the embodied user
feel comfortable.

It is unclear which aspects of autonomous motions make an HMD user feel
uncomfortable or experience VR sickness [5,26], besides the known result of
rotations causing more sickness than translations [22]. For example, distance
to walls and objects modulates the optical flow linked to sickness, but simply
staying as far as possible from objects and walls is often not a suitable path
planning strategy for a robot in complex environments. Also, even though there
is evidence that performing turns faster may reduce cybersickness [2,51], such
fast motions may not feel comfortable for the immersed users and there may be
more factors in turns besides the speed that modulate comfort and sickness.

In this paper we make an attempt to disentangle comfort and VR sickness
experienced by subjects aboard an autonomous immersive telepresence robot and
advise what aspects in the trajectory of such a robot should be paid attention to.
First, we present an unexpected result: the amount of VR sickness suffered by
users does not affect their choice of most comfortable path, even though paths
are shown to induce different amounts of VR sickness. As there is a correlation
between experienced VR sickness and comfort, it was expected that people who
suffer more from sickness would prefer paths that are more comfortable. Then,
we present several results regarding the robot’s turns; the Likert-scale answers
show that perceived turn speed does not correlate with VR sickness or perceived
comfort. However, turns are very often mentioned in open-ended questions as
reason for discomfort or the choice of most comfortable path; further analysis of
the open-ended questions reveals that even though turn speed was the most men-
tioned keyword, predictability and length of turn also play major roles in making
a turn comfortable or uncomfortable. Additionally, distances to walls and objects
were weakly correlated with comfort and sickness, which was also reflected in
the open-ended questions, meaning that distance should be kept whenever pos-
sible. Finally, we report the effect of age, gender and gaming experience on the
results, as well as the Simulator Sickness Questionnaire (SSQ) subscales, finding
that women in our study experienced higher levels of sickness on average than
men, adding to the currently conflicting results on the topic [13,39]. Contrary
to a recent meta-analysis [45], in this study older subjects suffered more from
the effects of VR sickness. We discuss why subjects in our experiments suffered
more from VR sickness when compared to roller coaster studies and find ways
to reduce the VR sickness caused by VR-based telepresence to make it a viable
option for the general population.

The main contributions of this paper are 1) quantitative analyses of the rela-
tion between sickness, comfort, and other variables related to immersive telep-
resence, with suggestions on turn lengths and speeds, and 2) in-depth analysis of
open-ended questions regarding turns, leading to findings that turn predictabil-
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ity and length play major roles in making turns comfortable while retaining
the non-sickening abilities of performing the turns fast. Additionally, we present
results on VR sickness; carryover effects, effect of demographics and comparison
to similar studies, to contribute to the literature on the topic from the perspec-
tive of autonomous motions in VR. We note that we performed the experiments
purely in VR to avoid confounding factors (such as shaking of the robot) that
would arise from using a physical robot. However, we are planning to test the
results also on a physical robot to confirm the results.

2 Related Work

Telepresence, a term originally coined by Minsky [33] and sometimes referred to
as tele-embodiment [38], is classically, and in this paper, defined as embody-
ing a robot in a remote location. Most of the work on robotic telepresence
considers seeing the remote environment through a standard naked-eye display
[11,28,35,40,41]; these works present the potential of telepresence robots in, for
example, conferences and classrooms, with also medical applications being an
often researched topic [16,47]. Additionally, there is research for more personal,
intimate, and extensible use cases, such as sharing outdoor activities [15] or more
personal long-distance relationships [52].

There is an increasing number of works that demonstrate the potential of
increased immmersion created by an HMD in telepresence, such as better task
performance [12] and situational awareness [30]. An interesting motivator is also
the finding that in a group work task, users telepresent through a traditional dis-
play speak less and perceive tasks as more difficult than the physical participants
[48]; this is exactly the sort of issue that the increased feeling of presence by the
user [44], facilitated by the increased immersion of an HMD, can remedy. A few
other researchers have also noticed the importance of robotic telepresence using
an HMD: Baker et al. [1] let the user choose the destination similarly as in tele-
porting and then make the robot move to the destination autonomously. Zhang
et al. [53] explored using redirected walking on a telepresence robot. Finally, Oh
et al. [36] used such a robot on a tour with several pre-selected destinations.

However, as always when using an HMD, VR sickness can severely deterio-
rate the experience for many users. A major cause for VR sickness is a conflict
between the visual and vestibular senses when self-motion is seen through the
HMD but not sensed by the vestibular organs in the ears [5,42]. In virtual envi-
ronments, the use of teleportation is frequently used to avoid VR sickness [3],
but in telepresence teleportation would have a significant delay and is thus not a
realistic option. Thus, in virtual environments, continuous autonomous motions
are often avoided, with perhaps the notable exception of roller coasters often
used in sickness studies due to their more sickening effects [8,18,31,34]. Though
there is a recommendation that VR sessions should not last longer than 55–
70 min to avoid overwhelming sickness levels [25], in the roller coaster studies
many people could not even complete a 15 min session. A meta-analysis found
that 15.6% of participants across 46 VR studies dropped out due to sickness
effects [45].



Comfort Aboard a Telepresence Robot 7

Even though sickness plays a major part in the comfort of an embodied
telepresence user, it should not be the only criterion considered when design-
ing motions for a telepresence robot. Becerra et al. [2] showed that the use of
piecewise linear paths (meaning that the robot is only rotating in place, and
during forward motions there was no rotation) can decrease the VR sickness on
embodied participants and make the path more comfortable when compared to a
traditional robot path where the robot can rotate and move forward simultane-
ously; however, they did not explore more detailed questions on why such turns
were preferred, or other path aspects such as speeds and distances to objects.
Moreover, due to the varying susceptibility to VR sickness [43], other aspects
should not be completely ignored in favor of reducing VR sickness, as some meth-
ods to reduce VR sickness (such as driving extremely slowly) also deteriorate
the overall experience. To the knowledge of the authors, there are no studies
that would consider aspects such as closeness to objects and speeds as factor in
immersive telepresence robots motion planning.

To collect results from VR studies that give a more accurate reflection of
effects in the general population, demographic information and individual differ-
ences must be taken into account. Though there have been conflicting findings in
the VR literature regarding gender differences in response to VR sickness [13], a
recent meta-analysis found that SSQ effects were systematically associated with
the number of men and women in the study [39], such that when there are fewer
women participants, SSQ scores tend to be higher. In regards to age differences
in VR sickness effects as measured by the SSQ, a 2020 meta-analysis of 55 VR
articles analyzing VR sickness across types of content and individual factors
found that older subjects had lower SSQ scores, and in particular older subjects
had significantly lower SSQ scores on the disorientation subscale as compared
with younger subjects [45].

3 Methods

3.1 Setup and Test Paths

The study was run on a university campus in February 2020 before COVID-19
caused any local restrictions. The users were seated during the study, as shown
in Fig. 2, and shown pre-recorded panoramic videos with an Oculus Rift S using
the Virtual Desktop application; as the video was recorded as a 360 video, the
users were able to look around in the virtual environment as the virtual robot
was moving. The test environment was designed with Unity. To create a more
realistic optical flow and experience for the users, there were various paintings
on the walls and statues in the gallery of the museum.

Three paths were considered, presented in Fig. 3. Two of the paths, Pareto
Least Turns (PLT) and Pareto Shortest Path (PSP), were piecewise linear, and
in [2] they were shown to be less sickening and more comfortable than the third
path, the Rapidly-exploring Random Trees (RRT) path. PLT and PSP were
paths chosen from a Pareto front across multiple criteria; the Pareto front of
a multiobjective optimization problem is the set of solutions from which any
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Fig. 2. A participant in the user study watches one of the panoramic videos in the
Oculus Rift S (right). A screenshot of the gallery inside the virtual museum (left).

objective score cannot be improved without deteriorating another objective. The
Pareto front was computed with the objectives of minimizing the number of
turns, minimizing the distance to goal and minimizing the amount of time an
object was closer than 2 m from the subject.

The first path, the PLT, (duration 76 s, length 72 m, min distance to walls
1 m), minimized the number of turns along a piecewise linear path (2 turns),
and the second path, the PSP, (67 s, 62.6 m, 0.4 m), minimized the length of the
path (4 turns). Both the PLT and PSP had a constant turn speed of 90 deg/s
and mean forward speed of 1 m/s. The RRT path had smooth turns and was
generated by the RRT algorithm [27], widely used in robot motion planning.
This algorithm respects the dynamics of the Differential Drive Robot (DDR)
base, which means that the actual path exists in a 5-D space, from which only
two dimensions are plotted here; this is why simply curating the path to avoid
unnecessary curves, or finding a more optimal path, is infeasible. As the RRT is
a sampling-based algorithm and does not provide an optimal path, the algorithm
was run 1000 times and the path with the least amount of changes in direction
was chosen as the third path (129 s, 67.2 m, 0.3 m, avg. turn speed 18.8 deg/s,
avg. forward speed 0.52 m/s).

3.2 Participants

Subjects were recruited from a university campus and the surrounding commu-
nity. Of the 45 participants, altogether nine subjects were excluded; three quit
the experiment due to excessive sickness symptoms (we will discuss possible
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Fig. 3. The paths presented to the subjects in the user study: blue is the Pareto Least
Turns (PLT), dotted red the Pareto Shortest Path (PSP) and yellow the RRT path.
(Color figure online)

reasons for this high number of dropouts in Sect. 5), and the rest were excluded
due to technical failures, not completing questionnaires, or for feeling severe sick-
ness symptoms before the study began. Thus, the results are from 36 subjects,
age 20–44 with mean 28.25, divided equally between men (n = 18) and women
(n = 18). Regarding video game use, 25% of the subjects (n = 9) reported that
they never played video games on PC, mobile, or console, 14% (n = 5) rarely
played them, 28% (n = 10) played them weekly or often, 19% (n = 7) played
them daily, and 14% (n = 5) did not respond.

3.3 Measures

The Simulator Sickness Questionnaire (SSQ) [21] was used as a measure of VR
sickness symptoms. Before seeing any of the path videos, subjects completed a
baseline SSQ which was used for screening purposes. They also filled out SSQ’s
immediately after seeing each video; the order in which the videos were shown to
users was counterbalanced to avoid order effects. Then, the subjects completed a
questionnaire created for this study after each path. The questionnaire consisted
of several questions that were rated on a six-point Likert scale, followed by
some open-ended questions asking why they gave that rating. The Likert-rated
questions asked subjects how comfortable their experience was on the path (from
very uncomfortable to very comfortable), how well they could find their way back
to where they started in the museum (from not easily at all to very easily), how
they felt about the distance between themselves and the walls or objects in the
museum (from too close to too far), and how they felt about the speed of the
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turns (from too slow to too fast). The open-ended questions asked why a path
was uncomfortable if they had given that rating, and if they had any comments.
After they had seen all three paths, they answered additional questions asking
them to select which of the paths was preferred and most comfortable, and the
reason for that choice.

3.4 Procedure

Upon arrival, each subject was given an information sheet about the study and
asked to sign a consent form if they wanted to participate. A baseline SSQ was
administered, and then the subject was seated in the experiment chair (Fig. 2).
The experimenter read the instructions out loud for the subjects, and then the
subject put on the HMD and the first path video was played. After the video,
the subject removed the HMD, filled in an SSQ, answered the Likert scale and
open-ended questions and drew the path. This process was not timed, but the
duration between videos was approximately five minutes. Then, the second video
was played and the procedure was repeated. After the third video, the subject
completed the final questionnaire comparing the paths, and then reported demo-
graphic information and gaming experience. Once they had completed this, they
were given a debriefing about the study, copies of the consent forms to take
home, and a coupon worth €2 for a coffee from the local cafe.

4 Results

Data from the same experiment has earlier been used in [2,32], where the focus
has been on both the technical implementation, comparison of the paths and the
naturalness and preference of the user. In contrast, in this paper we do not focus
on comparing the paths and path-planning methods, but instead analyze other
interesting results accross all paths. The main focus is about perceived user com-
fort, to present the community more information about the use of autonomous
motions in VR-based telepresence. The total number of comments on turns and
distances for the “why was the path uncomfortable” question have been reported
in [32], but without the more detailed analysis presented in this paper regarding
the actual contents of the open-ended comments. Also, even though individ-
ual results on questions regarding comfort across paths have been reported, the
relationship analyses between variables reported here have not been presented.
Finally, we note that [2] found PSP and PLT causing less VR sickness and being
rated more comfortable than the RRT.

Exploratory analyses were conducted with two-tailed significance levels for
alpha set at 0.05 and confidence intervals set at 95%. When multiple tests were
run, Bonferroni correction within each test was used. Post-hoc power analyses
and observed effect sizes [6] were calculated using G*Power [10], Psychometrica
freeware [29], or by hand [49]. Thematic analysis with an inductive approach [37]
was used to classify the responses to open-ended questions by two independent
coders. Results from Likert-scale questions, forced-choice questions and SSQ are
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first presented in Sect. 4.1, after which responses to the open-ended questions
are analyzed in Sect. 4.2.

4.1 Quantitative Data

Sickness Had a Negative Correlation with Comfort. The more the sub-
jects suffered from VR sickness, the less comfortable they felt. A Spearman’s
rank-order correlation test was run between the Likert comfort ratings, from
very uncomfortable (1) to very comfortable (6), and the total weighted SSQ
scores after each path. There was a statistically significant moderate, negative
correlation (rs(108) = −.400, p < .001); as the total SSQ scores increased, the
Likert comfort ratings decreased.

High Sickness Scores Did Not Influence People’s Choice of Preferred
or Most Comfortable Path. The motivation for checking for this relationship
is the assumption that people who suffer more from VR sickness would put a
higher weight on how comfortable the path is. To crudely rank the sickness
sensitivity of the participants, the highest of the three total SSQ scores for each
individual was selected as an index. These scores were then separated into three
equal-sized groups of 12 people. Highest total weighted SSQ scores under 15 were
in the low sickness group, between 15 and 40 in the medium sickness group, and
over 40 in the high sickness group. The relationship between sickness groups
and choice of most comfortable path was analyzed using crosstabulation and a
Fisher’s exact test (two-sided) to account for the small sample size. There was
no statistically significant association in choice of the most comfortable path by
sickness group, p = .164, w = 0.85. Similarly, there was no statistically significant
association between choice of preferred path and sickness group, p = .873, w =
0.58.

Increase in Perceived Distance to Walls and Objects Had a Weak
Correlation with Sickness and Comfort. The distance to walls and objects
in virtual museum from 1 (too close) to 6 (too far) was compared to Likert
ratings for comfort (higher numbers mean greater comfort) and total weighted
SSQ scores (higher scores mean more sickness symptoms) using a Spearman’s
rank-order correlation test. There was a statistically significant weak, positive
correlation (rs(108) = .302, p = .002) between the distance to walls and objects
and comfort. The closer to walls and objects the paths were rated, the less
comfort subjects reported experiencing. Compared to the SSQ scores, there was
again a statistically significant weak, negative correlation (rs(108) = −.277, p =
.004). The closer to walls and objects the paths were rated, the more sickness
symptoms subjects reported experiencing.
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The Perceived Speed of Turns Did Not Influence Comfort or Sick-
ness. There was no statistically significant correlation between the speed of
the turns, rated from too slow (1) to too fast (6), and the Likert ratings
of comfort (rs(108) = −.157, p = .105) or the total weighted SSQ scores
(rs(108) = .117, p = .228).

There Were No Carryover Effects on Sickness with 5 min Breaks
Between Videos. The videos of the museum were counterbalanced by gender
and by the order that they were seen in. This counterbalancing was used to allow
comparison between paths regardless of whether carryover effects had an impact
or not. However, to see if there were carryover effects, a Friedman’s test on the
SSQ total weighted scores after each video by order was run. There was no sta-
tistically significant difference in the distributions of total weighted SSQ scores
after the first, second, and third videos, χ2(2, 36) = .775, p = .679, W = 0.01.
Thus, the recovery time subjects had with the headset off, involving answering
questionnaires for about five minutes after each video, appears to have been suf-
ficient for participants to recover from these VR sickness effects. In one extreme
case, for example, the subject’s total weighted SSQ score after their second video
was 153.34, and the score after their third video was zero. Whereas several papers
report longer carryover effects (for example [46]), a large variation across studies
has been observed, with lowest recovery times being 10 min [9].

Older People Suffered More from VR Sickness. Age differences in sickness
were examined by splitting the subjects into three similar-sized groups for anal-
ysis (small variance in group sizes result from not splitting same-aged subjects
to different groups): Under 26 (13 subjects), 26 to 30 (12 subjects), and Over 30
(11 subjects), collapsing across paths, and testing the difference between these
groups on each of the SSQ subscales and total weighted scores. A Kruskal-Wallis
test showed for the nausea subscale (NS), χ2(2, 108) = 19.02, p < 0.001, η2 =
0.16, the disorientation subscale (DS), χ2(2, 108) = 9.23, p = 0.010, η2 = 0.07,
and the total weighted score (TS), χ2(2, 108) = 11.48, p = 0.003, η2 = 0.09, there
were statistically significant differences in scores between the age groups. Post-
hoc pairwise comparisons all showed the same pattern, with the Over 30 age
group significantly higher than the 26 to 30 group (NS p = .001, DS p = .019,
TS p = .012), and the Over 30 group significantly higher than the Under 26
group (NS p < .001, DS p = .030, TS p = .007), but no difference between the
Under 26 group and the 26 to 30 group. The exception to this pattern was on
the oculomotor subscale, where there was no statistically significant difference
between the age groups, χ2(2, 108) = 4.296, p = 0.117, η2 = 0.02. Mean SSQ
subscales and total scores for each age group are shown in Fig. 4.

Previous VR Experience Did Not Influence VR Sickness. Subjects were
split into three groups based on how often they used virtual reality to test
whether or not previous virtual reality experience had an impact on sickness.
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Fig. 4. Mean weighted SSQ subscales and total scores from all paths by age group.

Ten subjects had never tried a VR HMD (28% of the sample), 15 subjects had
tried VR between one and nine times or a few times (43% of the sample), and
10 subjects tried ten or more times or used VR regularly (28% of the sample).
One subject did not give a response about his previous VR use and was excluded
from these analyses. There were no statistically significant correlations between
VR usage frequency and the nausea subscale (rs(105) = .011, p = .915), the
oculomotor subscale (rs(105) = −.030, p = .764), the disorientation subscale
(rs(105) = .038, p = .697), or the total weighted SSQ score (rs(105) = .008, p =
.933).

Women Suffered More from VR Sickness. To investigate potential differ-
ences in sickness by gender, scores across paths were collapsed and compared each
with a Mann-Whitney U test. Women had statistically significantly higher SSQ
scores than men on the nausea subscale (U = 746.00, z = −4.55, p < .001, r =
0.44), the oculomotor subscale (U = 1037.50, z = −2.63, p = .008, r = 0.25),
the disorientation subscale (U = 904.50, z = −3.51, p < .001, r = 0.34), and the
total weighted score (U = 827.50, z = −3.90, p < .001, r = 0.38), as presented in
Fig. 5.

Subjective Wayfinding Ability Was Weakly Correlated with Comfort.
The idea for testing this correlation is reports that loss of wayfinding ability can
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Fig. 5. Mean weighted SSQ subscales and total scores from all paths by gender.

cause discomfort [7]. Likert ratings for comfort (higher numbers mean greater
comfort) were also tested against the Likert ratings for subjective wayfinding
(answer to the question “If you had to go back to where you started in the
museum, how well do you think you could find your way back?”, with a high
number meaning more likelihood of finding the way back) using a Spearman’s
rank-order correlation test. There was a statistically significant weak, positive
correlation (rs(108) = .205, p = .034). The better that subjects believed they
could find their way back to the beginning of the museum, the greater the comfort
experienced.

4.2 Qualitative Data

Turns Was the Most Commented Aspect Making a Path Uncomfort-
able, with Fast Turns Being the Most Commented Within Turns but
Unexpectedness and Length of Turns Also Playing Major Roles. After
the Likert-rated question regarding how comfortable each path was, subjects
were asked an open-ended question, “if it [the path] was uncomfortable, why?”
Their answers were coded with keywords based on the text that they provided. A
full breakdown of the distribution of all codes for each path can be seen in Fig. 6.
The largest group of comments was in relation to the turns, with 59 comments
across all paths; fast turns had the greatest number of individual comments, with
surprising turns, sharp turns and many turns also getting at least several men-
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tions. This is in contrast to turn speed not being correlated with the Likert-scale
value for comfort.

Fig. 6. The frequently found codes from the question “If the path was uncomfortable,
why?” which was asked after each path that a each user watched.

Whereas fast and surprising turns are quite evident, looking closely into the
comments saying “sharp turns” reveals that the word “sharp” is often associ-
ated with the “length” of the turn. For example, the comments “SHARP (90
DEGREE)TURNS ARE VERY UN REALISTIC” and “The turn is very sharp
and rapid. Turn is like 90 degree, so I feel uncomfortable” were typical. More-
over, the degrees of the turn were mentioned also when turns were classified as
“fast”, such as “The 90 degrees turns felt very fast.”. It is likely that because
there is no clear and concise everyday word, especially within non-native speak-
ers, to talk about the degrees a turn makes, the “large turns” category is in fact
larger than it appears to be in these results (Fig. 6).

Turns Also Had the Largest Influence on the Choice of the Most
Comfortable Path. The “size”, Speed and Predictability of the Turn
Seem to Have a Large Effect. The largest number of individual comments
were under the code “good turns”. However, it become evident that people had
varying preference of turns when looking at the responses together with the
chosen path. For example, subjects chose the PSP because “It was smoother,
there were not so many forced turns” and “The walking speed was not too high,
and again, the number of uncomfortable turns was not too high.” and “Turn
is not rapid and sharp. The distance is also OK.”, even though PSP had the
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same amount of 90◦ turns as PLT, and additionally two 45◦ turns. This implies
that, even though long turns at once should make people less sick, users would
still prefer not to have such long turns and 45◦ turns do not bother users as
much. Additionally, even though only one subject used the word “predictable”,
terms such as “forced” (above) and “abrupt” (“There were not so much abrupt
turns.”) were used on the paths not chosen as the most comfortable, indicating
that predictability plays a bigger role in making such turns comfortable than
what could be deducted from the coding alone.

Fig. 7. The frequently found codes from the question “Of the three paths, which one
was the most comfortable? Why?” which was asked after the subject had seen all three
paths.

Small Distances to Walls and Objects Were Considered a Major
Source of Discomfort, and an Important Factor When Choosing the
Most Comfortable Path. There were 26 comments across all paths regarding
the distance group of responses in the “why uncomfortable” question, most of
which were related to close walls (18) or corners (6), with only two responses
mentioning being too close to objects. A very related category is fear of collision
(10 mentions), where most quotes were related to distance to walls (“Sometimes
it felt I would bump into the walls”); these responses were detected in all paths,
with PSP and RRT being most mentioned but also PLT gathering several men-
tions, even though PLT had a larger minimum clearance (1 m) than the other
two paths (0.3 m and 0.4 m). The responses reveal that it was considered prob-
lematic that the 1m clearance was at a 2m wide corridor, which was deemed
too narrow (“in the end when we went trough a very narrow path, it felt like the
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walls were closing in.”); indeed, a good distance to objects or walls was often
mentioned as a favorable property when choosing the most comfortable path
(Fig. 7), with almost all mentions being together with the PL. When inspecting
the comments regarding most comfortable path, the distance to objects is men-
tioned as often as distance to walls. However, from the five mentions of “distance
to objects”, only one considered that the objects were close enough (“going near
to the objects”), whereas another one simply stated that distance was “good”
and the rest preferred staying as clear from objects as from walls and corners.

5 Discussion

We expected to find a stronger link between the perceived comfort and SSQ
scores than what the results showed (no relationship between the SSQ and the
choice of “most comfortable path,” and a moderate correlation between the SSQ
and the Likert-scale comfort); we expected people with higher SSQ scores to
prefer paths that, in general, caused less sickness (PLT and PSP). The lack of
this connection shows that there are more facets to a user’s comfort than only
the often used SSQ; even though experiencing VR sickness can have the most
impact on users, sickness symptoms may not be the most significant part of
the VR experience for the users. Several subjects stated this outright, such as
“It was not sickening but not comfortable in the way the (virtual) robot moves”.
The importance of this is highlighted by a strong relationship between perceived
comfort and preference reported in [32], meaning that people can like things that
make them a little sick. Also, comfort is a more subjective feeling than sickness,
and discomfort does not necessarily equal sickness; all of this should be taken
into account when designing VR experiences and new methods for quantifying
the sickness effects and comfort of VR exposure.

We were also expecting that perceiving a fast turn speed would not have an
effect on the SSQ, based on [51] finding that performing the same turn faster
than slower makes people less sick; the data confirmed this. However, it came
as a surprise that even though the turns were most frequently mentioned in the
open-ended questions regarding why users felt a particular path was uncomfort-
able, there was no statistically significant correlation between Likert-scale turn
speed ratings and comfort. A likely reason is that we specifically asked about
the turn speeds in the Likert-scale question; thus, the Likert-scale question did
not consider any other aspects of the turn besides speed. Besides the earlier
mentioned quotes where the 90◦ turns were specifically mentioned, also other
quotes with fast turns had additional adjectives hinting towards the surprise
element, such as “the movement was slow but, the turns were fast a jarring”.
Another subject, who chose PSP as the most comfortable path, stated that PSP
“Didn’t contain sharp turns and lot’s of unreasonable moves.”, even though it
contained the same amount of 90◦ turns as PLT, and additionally two 45◦ turns;
this suggests that the 45◦ turns were not considered as uncomfortable as the
longer turns. These findings indicate that there could be even a contradiction
between perceived comfort and experienced VR sickness during turns; long turns
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are considered uncomfortable, even though they reduce sickness. We believe this
should be taken into account when designing the motions of a telepresence robot,
and make a more controlled experiment about turn speeds and lengths in VR,
where besides sickness also comfort is queried. Even though the results are only
preliminary, we suggest avoiding 90◦ turns at once and making the turns more
predictable. We still suggest keeping the turns fast, at least close to the 90 deg/s,
since there is known evidence of effect on VR sickness but contradictory evidence
with comfort.

Distance to walls and objects had a correlation with both comfort and sick-
ness, even if weak, and was also mentioned frequently in the open-ended ques-
tions. This was expected, as a closer passing distance increases the optical flow,
which is linked to increase in VR sickness. Additionally, fear of collision was
mentioned a few times, which, as a strong feeling causing anxiety, may have a
strong effect on comfort and sickness [14]. Based on the results, 1m passing dis-
tance did not cause users any discomfort unless in a narrow corridor, but such
a passing distance would make robot motion planning complicated. However, it
would be beneficial to verify the result on a real robot in a real environment,
with more variance of passing distance.

The observed relationship between subjective wayfinding ability and comfort
is not surprising, since there is evidence in the literature that loss of wayfinding
ability can cause discomfort [7]. The environment used in this study was too
simple to test objective wayfinding ability, and the correlation is only weak,
with also the possibility that this is only a coincidence; however, the observed
connection and evidence in literature indicates that a more focused study would
be useful to explore whether the wayfinding ability can be increased by careful
planning of the robot’s motions.

The subjects succumbed to VR sickness quickly considering that the videos
were not very long (67 s–129 s) and the robot moved slowly (0.5 m/s–1 m/s);
however, the subjects also recovered faster than suggested by earlier literature.
For example, Kourtesis et al. [25] state that VR sessions can be comfortable up to
55 to 70 min, but we experienced three dropouts (two during their first videos,
which were RRT and PLT, and one while watching RRT as second video after
already finished PLT) with videos lasting less than two minutes. This supports
the proposition that continuous motions, without a visual, stationary cue that
moves with the user, are a significant contributor to VR sickness. However, the
surprisingly fast recovery time (no carryover effects detected with 5 min breaks,
whereas the lowest suggested required recovery time from literature is 10 min [9])
balance this; these results hint that VR sickness with continuous motions raises
fast but also decreases fast. However, more focused research on VR sickness for
continuous motions would be required to confirm this.

Comparing to the SSQ scores caused by roller coasters in two other studies
(both using HTC Vive), the results from this study were comparable or slightly
higher when adjusted for the duration of the stimuli; Islam et al. [18] had no
dropouts in a 15-min roller coaster ride with a mean SSQ of 55.45, and McHugh
et al. [31] had no dropouts in a 5 min 50 s exposure with a mean SSQ of 34
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(visually approximated from figure), whereas our mean SSQ was 20.3; thus, it
seems that the telepresence experience provided a higher variance of sickness to
test subjects than a roller coaster, since in our study there were more dropouts
but less average sickness. In fact, there are a few considerable differences between
telepresence and a roller coaster, both adding and reducing the potential for VR
sickness. A roller coaster moves much faster, which increases the optical flow and
the probability for sickness, but it has a constant frame of reference (the car)
which is known to decrease VR sickness [4]. Also, most of the scenery does not
move with the speed of the roller coaster if it travels higher than on ground level,
reducing the optical flow; a reduction of sickness has been reported when a plane
flies higher above the ground [20]. Additionally, the turns are predictable - the
user can always see the track ahead, which has also been shown to reduce VR
sickness [24]. We also observed individual comments in open-ended questions
on turns being unpredictable (“the turns were too fast, but thankfully pretty
predictable this time.”) and, in regards to why the path was uncomfortable, “The
turns were very strong (sudden)” and “It was not sickening but not comfortable
in the way the (virtual) robot moves. Sudden turns very close to the corners of
the walls.” Thus, future ways to combat VR sickness in autonomous telepresence
motions could be visualizing the path to the user so that movements are less
unexpected and providing a constant frame of reference, such as visualizing the
robot.

Women experienced greater sickness symptoms during the study than men,
which has been found previously in VR research [43]. In this study, previous VR
experience did not influence the severity of VR sickness, which is in agreement
with [25], even though such an effect through habituation [17] has been reported
elsewhere [43]. Regarding higher sickness in older subjects, we were unable to
find similar work in the literature, and in fact found conflicting results [45]. One
explanation could perhaps be related to differences in lens flexibility in the eye
across the lifespan, making it easier to focus on things very close to your face
when you’re younger and sometimes resulting in the need for reading glasses
later in life. It will be an interesting topic for future research whether there is
something specific in continuous motions that causes this discrepancy.

5.1 Limitations and Future Work

We established in this study that the design of the robot’s turns are very impor-
tant for increasing comfort and reducing VR sickness. Based on the results, we
can provide initial suggestions for designing robot motions, but to draw decisive
conclusions more research is needed. For example, it seems that a Likert-scale
question about the length of the turns should have been asked, to pinpoint with
more accuracy which aspect of the turn makes them so uncomfortable. More-
over, we want to test how big a role predictability plays, to make the experience
closer to a slow speed roller coaster. The predictability could be done either
explicitly, such as using arrows or a path on the ground, or by modifying the
velocity profile of the turns; for example, the common trick used in animation to
employ high-order derivatives of speed, such as jerk, could be useful to increase
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predictability by making the turn start slower but then increase the speed to
take advantage of the less-sickening nature of performing turns fast [51].

The different durations of the videos could have had an effect on the SSQ
measures. However, as the travelled distance was still similar, this means that
the higher speed had less of an impact on the experienced VR sickness. The
slower RRT path made some unnecessary turns, but it is a de facto standard
robot motion planning algorithm, and therefore we believe this to be a useful
comparison. However, a more direct comparison between a path similar to the
PSP but with smooth turns could also be useful to pinpoint the effect of rotation
in place. We did not measure head motions, but as they have been successfully
used in predicting VR sickness [19], it would have been interesting to test their
correlation to VR sickness; ad-hoc observations from the study instructors indi-
cate that an increase in sickness was observable by a decrease in the subjects’
head motions.

We intentionally had art in the museum to make the study more realistic,
both in terms of ecological validity and optical flow. Besides an expected effect
on the subjects’ preferences, the art also affected the perceived comfort; users
reported in open-ended questions issues such as how comfortably they could see
the art (“Many times I was just facing the wall and couldn’t see the displayed
items”). Whereas it is important to acknowledge the effect that the situation
and environment have on comfort, it is difficult to quantify. In the future we
plan to run another study in an empty museum and compare the results; this
will give us a proper, quantifiable metric on the importance of context, at least
between the cases of museum and a simple path from A to B.

The study was run in a virtual environment, even though the ideas are meant
for a telepresence robot streaming real video footage. Although there is some
evidence that 360◦ videos make people more sick than virtual environments [45],
there is no single study comparing these two cases on sickness (although it has
been shown that teleoperation increases stress over a virtual environment, which
in turn can increase discomfort and sickness [23]); moreover, as there is no reason
to believe that the mechanisms causing sickness would work differently in a 360
video than in a virtual environment, we expect our results to extend to real video
capture. Nevertheless, we will also run a study with a real telepresence robot to
verify these results.

The number of subjects in the study was small. We tried to account for
this by using statistical tests that are more sensitive for small samples when
appropriate, and by calculating the effect sizes and then running post-hoc power
analyses. One final limitation was the choice of a six point Likert scale rating
instead of a standard five or seven point scale. This scale was selected so that
subjects would need to make a decision either way on the ratings and could not
simply select a neutral choice. In future studies, a more traditional scale will be
used.
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6 Conclusion

We presented an analysis focusing on the interplay between and possible causes
of comfort and sickness of VR telepresence users with regards to the path taken
by the robot. In essence, discomfort and sickness are distinct yet overlapping
concepts, and more focus should be put on addressing the comfort of the user
instead of simply targeting VR sickness since reducing only sickness may cause
other issues that degrade the whole experience. As autonomous motions are
rarely considered in virtual worlds, this paper will hopefully spark further inter-
est in research from other investigators both in telepresence and in autonomous
continuous motions in virtual worlds.
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9. Dużmańska, N., Strojny, P., Strojny, A.: Can simulator sickness be avoided? A
review on temporal aspects of simulator sickness. Front. Psychol. 9, 2132 (2018)

10. Faul, F., Erdfelder, E., Lang, A.G., Buchner, A.: G*power 3: a flexible statistical
power analysis program for the social, behavioral, and biomedical sciences. Behav.
Res. Methods 39(2), 175–191 (2007)

11. Fitter, N.T., Raghunath, N., Cha, E., Sanchez, C.A., Takayama, L., Matarić, M.J.:
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Abstract. Existing psychophysical experiments show that size changes
of objects could influence the human perception of objects properties
(e.g., shape or weight) in the physical surroundings. On the other hand,
Augmented Reality (AR) is an interactive toolkit that allows the integra-
tion of virtual objects and real-world environments. However, the abso-
lute detection threshold of size changes on virtual objects is not clear in
AR, limiting human perception and experience in AR. In this paper, we
designed a pilot study and two psychophysical experiments to explore
the humans’ ability towards the range of the detection threshold of size
changes on virtual objects in AR. Our experimental results show that the
range of the detection threshold of size changes is 3.10%–5.18% (reference
is a 10 * 10 * 10 cm3 cube). We also calculated the value of the point of
subjective equality (PSE = 4.00%), which means that users react ‘same’
with 50% probability upon the given stimulus.

Keywords: Augmented Reality · Size discrimination

1 Introduction

A number of studies have recently investigated object perception in Virtual
Reality (VR) [10] and Augmented Reality (AR) [4]. Size perception is criti-
cal for users to understand the virtual environments [22], which enhances the
interaction between humans and virtual objects in both the virtual and physi-
cal surroundings. In addition, size changes of virtual objects could induce some
illusions in AR, such as weight [17] or satiety [15]. Such illusions [21] have the
potential to help us understand virtual object perception.

To further investigate the effect of size perception on virtual objects, Helbig
and Marc explored the human’s ability of size discrimination [13] by utilising
a distortion lens to change the heights of objects. Their experimental results
demonstrate that changing the visual stimuli could influence size discrimination
performance when visual and haptic shape information was available. However,
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they did not calculate or measure any thresholds in their experiments. Hence,
Thomas conducted several studies [22] on users’ ability of spatial size perception
(i.e., width and height) for virtual objects with different colours in VR. The
results reveal that the users could perceive the height and width of the virtual
object very close to the reference object (height: less than 1.5 mm, width: less
than 2.3 mm). These works show that even though human eyes are susceptible
to size changes on objects, there still exists a noticeable difference in size on
human observation, and those tiny differences could influence people interactive
experience.

Even though some works have studied the detection threshold of size per-
ception in virtual or physical environments, there is no current work exploring
humans’ ability to discriminate size in AR. However, understanding the toler-
ance of virtual objects size could benefit the stakeholders to help create and
evaluate virtual object prototype design in AR. For example, an AR modeller
or designer could design an adequate and reasonable 3D virtual push-button for
users to perceive the significantly changeable size during different statuses (e.g.,
on/off). Hence, this paper tries to explore the humans’ ability of size perception
in AR. Specifically, this article investigates the following research questions:

RQ1: Is there exist some different size changes but human eyes could not
distinguish in AR?

RQ2: What value or range is the detection threshold of size changes that
human could not identify in AR?

To solve these two questions, we proposed two psychophysical experiments
to investigate size discrimination in AR. Specifically, we designed one pilot user
study and two different user-perception experiments based on the two-alternative
forced-choice (2AFC) method: one experiment for narrowing down the interval of
users’ size discrimination gain and another experiment designed for more delicate
unity gain. Our experimental results show that the point of subjective equality
(PSE) value is 4.00%, indicating that the user at this point has a 50% chance to
estimate the size difference.

2 Related Work

2.1 Size Perception Augmented Objects

AR could provide a direct link between physical reality and virtual information
about the real world [3]. Still, the measuring perception level would become an
essential indicator of how AR integrates into human life. Meanwhile, size as a
very significant indicator is often defined as a study variable. Ahn et al. compared
whether different AR-HMDs can affect human perceived object size [2]. Their
results showed that users tend to overestimate the size of objects when using
handheld displays, and people could have an estimating bias on the object size
in AR scenarios. In addition to directly changing the graphics in the HMD, it
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is also possible to influence the size perception by controlling the depth of the
virtual object. Dey et al. demonstrated that visual clutter in AR reduces the
discernibility of occluded objects and decays depth judgment [11]. Moreover,
Diaz et al.’s work show that changes in object depth could influence the user’s
judgment of object size in AR [12]. However, in recent years, due to innovations in
hardware such as LIDAR, influencing the subjective feelings of objects directly
by changing the depth of the graphics has become less mainstream. Another
example [14] is that the user’s perception of the virtual object’s size can also
manipulate by distortions of FOV (field-of-view) in a video see-through AR-
HMD. However, the notable disadvantage of this approach is that it could affect
the user experience and even cause sickness.

2.2 Two-Alternative Forced-Choice Method

Researchers always use three classical psychophysical methods [6] (e.g.: adjust-
ment, serial exploration and constant stimuli) to study thresholds in psychophys-
ical experiments. Since the subject cannot specify the threshold himself in the
constant stimulus approach, the experimenter calculates the threshold based on
his response probability. Therefore constant stimulus method is more respected.
As a typical representative of the constant stimulus, the two-alternative forced-
choice (2AFC) [7] method is well suited to explore thresholds in our experi-
mental condition. 2AFC is that subjects were given two independent stimuli
within the same trial, and they were forced to choose one between two stimuli
at the end of the trial. The observer was not allowed to say “I do not know”,
“I am not sure”, or “I did not see anything”. The two-alternative forced-choice
(2AFC) method could more closely approximate indistinguishable thresholds. It
minimizes subjective judgments (e.g., expectations), and the series of randomly
ordered, discrete values of the stimulus provides a more honest probability of the
stimulus. Rolland et al. utilized the 2AFC method [18] to render virtual objects
in a binocular HMD with a depth-aware manner. Their results showed that the
accuracy was 2 mm and precision was 8 mm when rendering depth in the HMD.
The results of those above experiments show that the 2AFC method could get
relatively accurate thresholds for virtual objects.

3 Psychophysical Experiment

In this section, we performed one pilot study and two user perception experi-
ments to identify the minimal height increase for the virtual cube and determine
the detection threshold for height perception of virtual objects in augmented
reality. Those two studies aimed to fit the psychometric functions that describe
the detection thresholds of height increase.

We used an HTC Vive HMD with Stereolabs ZEDmini camera to observing
an augmented world, and utilised a hand controller as our grasping proxy (Fig. 1).
The virtual scene was developed by Unity (2018.4.30f) and running on a desktop
(AMD Ryzen9 3950X 16-core 3.49 GHz, NVIDIA GTX 3080, Windows 10 Pro).
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Fig. 1. The user is holding a hand controller with a virtual object above it. The blue
part in the cube is the 5.18% increment, denoted as the discrimination threshold’s
upper boundary. (Color figure online)

The Vive HMD display resolution is 2160 × 1200 pixels and the field of view
is 110◦ with 90FPS. The physical scene of surroundings was capture by a ZED
mini camera with 60FPS at its default setting of 720P.

3.1 Pilot Study

In this pilot study, we applied the aforementioned two-alternative forced-choice
task in [19] to test the validity of size discrimination in the augmented virtual
objects. Following the experiment setup in [22], we also define changing height
as the size discrimination variable.

Two participants, one male and one female, all right-hand, were recruited
for this experiment. The average age was 22 years old. They both have limited
AR using experiences. The experiment task was to answer whether two virtual
objects are the same by grasping and rotating the hand controller. The order of
two virtual objects shown in each trail is one in standard 10 * 10 * 10 size cube and
another in 10 * 10 * height-changed cube. The range of height-changing is from
1%–20%. Each height-changed trial was repeated three times. Therefore, each
participant should discriminate in 20 stimuli × 3 repetitions = 60 comparison
trials. The order of comparison trials is entirely random. Observation time and
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interval time were consistent for every trial throughout this study. The entire
experiment lasted approximately one hour.

Fig. 2. The image is the analysis result of two users. The green parts are users think
the probability of two objects have the same height, and the blue parts are users think
the probability of two objects have different heights. (Color figure online)

The result were shown in Fig. 2. We observed that the phenomenon of size
discrimination happened in all subjects, which responded to RQ1. All subjects
could easily distinguish between the two virtual objects when the growth height
was more than 8%. This result supports our continued exploration of RQ2 and
allows us to narrow the increasing range to 0%–7%.

3.2 Experiment 1: 0–7 Range Increasing

This experiment applied a two-alternative forced-choice method to measure the
participants’ ability of size discrimination towards a specific range for virtual
objects in AR. Meanwhile, we want to narrow the increased range for precise
threshold and determine an accuracy step through Experiment 1.

Participants and Task. Five participants, all males, all right-hand, were
recruited for this experiment. The average age was 26.8 years old (SD = 0.837).
We define the score of AR experience in 0-None, 1-seldom, 2-often, 3-always.
Thus, the average score of AR experience is 1.8 (SD = 1.304).
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The experiment task was to distinguish the height change of virtual objects
through grasping and rotating the hand controller. Each participant was required
to wear the HMD and grasp the hand controller, sitting on a chair with a relaxed
posture. The participants could lift and rotate with free exploration to observe
the virtual object’s height and compare it to the reference stimuli rendered
before. The height of the lift was not controlled; the participants were asked to
lift the virtual objects from the surface. Upon the stimuli finished, an all-black
view would be induced to the virtual scene. Then the participants were required
to offer the answer in the ‘same’ or ‘not same’ orally about stimuli compared
with reference as soon as possible. The experimenter would record the answer
provided by the participants, and other answers, such as ‘I don’t know’/‘I cannot
answer’ is not allowed.

Procedure. Before starting the experiment, participants were asked to sign the
pre-questionnaire with demographic information for the experiment and agree
to record data for the experiment. In the beginning, the experimenter declared
the experiment task and basic procedure to participants orally to let them be
familiar with the experiment. Due to the HMD sickness and limited camera
resolution, participants were recommended to move the hand controller more to
observe virtual objects rather than moving their heads.

Each experiment includes two parts, a training session and a testing session.
The goal of the training session is to help the participants fully understand our
experimental setup and procedure, so the data would not be recorded in the
training session. Each trial in the training section is divided into four parts:
reference observing, rest, new-stimuli observing, and end-trail rest. The refer-
ence observing section asked the users to memorize the size of virtual objects;
therefore, the time is no limit. After the participants think they remembered
the virtual object size, the all-black view was rendered in the virtual scene to
allow the participants to rest for 5 s and then a new stimulus would appear on
the hand controller. The participants were allowed to observe the new stimulus
for only 5 s, and after 5 s, the all-black view would back. Next, the experimenter
would ask the participants, “Do you think this stimulus is the same with refer-
ence?” After got the ‘same’ or ‘not same’ answer from participants, they were
allowed to rest for 10 s until the subsequent trial. The training section would
repeat six trials. After the 6-trials training section, Participants still have the
right to repeat it until they agree to enter the testing section. The procedure
of each trial in the testing section is the same as the training section. The only
difference is that the ‘same’ or ‘not same’ answer would be recorded.

Stimuli. In this study, we provided eight different visual (from 0 to 7) stimuli
for object sizes to users and allowed them to compare with the reference cube
size. The reference size set as 10 cm, and the other seven virtual cube size aug-
mented in 1%-step levels of extends (i.e., from 1% to 7%). In addition, we imple-
mented six repetitions for each of the eight stimuli. Therefore, each participant
should discriminated in total 8 stimuli × 6 repetitions = 48 comparison trials.
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Fig. 3. The result of our pilot study. The size of referenced cuboid is 10 cm and the
stimuli with augmented size is from 1% to 7% with 1% as the interval. The error bars
show the standard deviation. The dashed line shows equivalent probability (50%) for
the perceived stimuli were reacted by the participants as ‘same’ or ‘not same’, com-
paring to the reference. The yellow shady shows the range of 25%–75% discrimination
gain for size discrimination by the participants. (Color figure online)

The order for stimuli was randomized, and the total duration of the experiment
was approximately 30 min.

Results and Analysis. Based on our above experiment, the results are showing
in Fig. 3. The x-axis shows the percentage of virtual object size increased from
0% to 7%. The y-axis shows the probability that subjects perceive the stimuli
as the same as the reference, denoted as Ps. The solid line shows the fitted
symmetrical psychometric function. The average of Ps = 0.596 (SD = 0.255),
and the PSE value is 4.88%. The blue shady part in the figure shows that the
range of 25%–75% for the possible discrimination gains is 3.55%–6.14%.

Based on the results of our Experiment 1, we noticed that the previous four
stimuli (0%, 1%, 2% and 3%) yield similar level in some extent. Specifically,
the probability of perceived stimuli were reacted by the participants as ‘same’
among four stimuli are: Stimuli 0%: Ps = 0.800, Stimuli 1%: Ps = 0.767, Stimuli
2%: Ps = 0.800, Stimuli 3%: Ps = 0.800 (All of them are over than 75%.).
Although both subjects in the pilot study could give all ‘same’ answers in the
interval 0%–3%, there is missing a common consent on the size perception results.
This result could be due to the fatigue or uncertainty from users when they
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explore the unknown environment. Overall, to investigate the more accurate
PSE values and more clear discrimination gains, we determined the next user
perception experiment with a narrowed range of stimuli (3%–7%). And this
would be described precisely in the next module.

3.3 Experiment 2: 3–7 Range Increasing

In order to measure a more detailed ability of size discrimination, we conduct
experiment 2 towards a narrower range for size discrimination. From the Experi-
ment 1 results, we observe that the probability of size discrimination is relatively
stable in 0–3 interval. Therefore, we choose 3%–7% as a new interval to start
our Experiment 2.

Participants and Task. Eight participants, 4 females, all right-hand, were
recruited for this experiment. The average age was 23.375 years old (SD = 2.504).
The average score of AR experience is 2 (SD = 0.926).

The experiment task was similar to the task described in Sect. 3.2. In this
experiment, we want to explore a more accurate threshold for the height-changed
virtual objects that users can not identify through their eyes. Again, we also
used the VIVE controller as a rotating handle to display the virtual object
and applied it in the same VST(video-see-through)-HMD. And also present the
same virtual object in the actual physical scene. Subjects were seated and kept
the controller in the same analogue to the setup described in Sect. 3.2. The
experiment process in Experiment 2 also keeps the 2AFC method to continue
the experiment. Questions and answers are also setting in the same way with
Sect. 3.2.

Procedure. The procedure of Experiment 2 was similar to Sect. 3.2. We still
divided the experiment into two parts, training session and testing session. Each
trial in both sessions also included four same order rounds as Sect. 3.2: obser-
vation period for reference, 5-s rest, height-changed stimuli watching period,
answer and end-trial rest. In the training stage, compared with Sect. 3.2, we also
told users that using cheating methods (e.g., always keep the controller in the
same position or use a body part as a reference to measure height) to judge the
height changes of objects is not allowed in our experiment. And this will cause
the experiment to restart directly. Due to the tiny changes of virtual objects in
the testing stage, we would ask participants whether to rest more times to avoid
fatigue or being over-skilled. The remainder of the process remains the same as
in Sect. 3.2.

Stimuli. This experiment provided nine different visual (from 3% to 7%) stimuli
for height-changed objects to users. It allowed them to compare stimuli with the
reference cube. The reference height was set as 10 cm, and the nine virtual cube
heights augmented in 0.5% as step-level extends the increase from 3% up to
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7%. In addition, we still implemented six repetitions for each of the nine stimuli.
Therefore, each participant should discriminate in total 9 stimuli × 6 repetitions
= 54 comparison trials. The order for stimuli was randomized, and the total
duration of the experiment was approximately 50 min.

Fig. 4. The result of our Experiment 2. The size of referenced cuboid is 10cm and
the stimuli with augmented size is from 10.3–10.7 cm with 0.05 cm as the interval.
The error bars show the standard deviation. The dashed line shows the equivalent
probability (50%) for the perceived stimuli reacted by the participants as ‘same’ or
‘not same’, compared to the reference. The yellow shady shows the range of 25%–75%
discrimination gain for size discrimination by the participants. (Color figure online)

Results and Analysis. Figure 4 illustrates the results of our Experiment 2. The
psychometric function reveals the specific discrimination boundaries of virtual
object size increment. Similar to the analysis of the previous results, the x-
axis shows the increasing percentage of virtual cube height and started from
3%. The y-axis shows the probability that subjects perceive the virtual cube
as the same as the reference. The solid line shows the fitted sigmoid function
that could match the data. We determined a value from the sigmoid function
for the point of subjective equality (PSE). The probability of perceived the
stimuli as same as the reference P ′

s, is 0.36 (SD = 0.254), and the PSE value is
4.00. The detection thresholds were at gains of 3.10 and 5.18 for responses in
which subjects judged the virtual objects rendered with height-increased has a
high probability of similarity compare with reference. The detection thresholds
were at gains of 3.10 and 5.18 for responses. Subjects judged the virtual objects
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rendered with the larger height as same as a reference. These results show that
gain differences within this range cannot be reliably estimated when the height
increases between 3.10%–5.18%. Moreover, subjects were able to discriminate
against size discrimination reliably and efficiently when the size exceeded 5.18%.

4 Discussion

Our exploratory study yielded two key findings. (1) confirmed an indistinguish-
able dimensional change on virtual objects in augmented reality. (2) explored
the precise threshold of size discrimination that is confusing for humans’ visual
perception. The following two paragraphs discuss our hypothesis based on these
results.

We observed that, from the pilot study, there was a phenomenon that even
though the height of the virtual objects increased in a tiny percentage, the sub-
jects still perceived it as a standard stimulus. Pelli et al. measured contrast
sensitivity on human eyes [16], and they concluded that for an extensive range
of targets and conditions, the threshold was 1%. Our experiments show that this
sensitivity is still present on virtual objects through AR. However, we observed
that at least 3% addition on the object’s height could be noticeable for users,
which is three times larger than the threshold observed by the naked eye. The
possible reason is the influence of the AR device, such as the rendering perfor-
mance or latency. Additionally, the AR scenario (e.g., button manipulation or
object lifting) and the properties of virtual objects (e.g., shape or colour) might
also affect the human perception performance. Therefore, we will extend our
work to explore the potential influence of these factors in the future.

Our experimental results show that users could identify these two different
objects with height increasing over 5.18% and consider two objects identical
with a size change of less than 3.10%. Comparing to the previous studies about
size perception/discrimination on virtual objects in VR [22], our results demon-
strate a little different threshold for size discrimination. One possible reason is
that we adopted different experimental methods. Thomas’s work conducted an
experiment [22] that allowed users to adjust the height of a virtual object by a
game controller with the visible reference object. At the same time, we adopted
a similar method from [19], allowing users to determine the size discrimination
indirectly. Based on the effectiveness of the 2AFC method in other areas, such as
image classification [1], we adopted this in our experiment. Additionally, in the
process of our experiments, we have also noticed that users might become tired
and over-skilled, thus we will also consider choosing other experimental designs
which could avoid those phenomenons and also support accurate measurement
of thresholds.

Last but not least, our work could also inspire the future follow-ups in the
object perception in AR/VR, such as size-weight illusion [8,20], resize grasping
in VR [5,9]. In our future work, we will further investigate the relationships
between size and other physical cues (e.g., weight, shape). And we also want to
integrate other modalities (e.g., audio, haptic) to explore the multi-modal effects
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on object perception. Furthermore, we will also explore the detection thresholds
corresponding to the size-reduction objects, which replies to diminished reality.

5 Conclusion

In this paper, we performed one pilot study and two user perception experi-
ments to explore and evaluate the humans’ ability of size discrimination. The
experimental results show that the users could not perform considerably on
size discrimination when the object size increases below 5.18%. Our work could
potentially benefit those AR designers or developers to help design and evalu-
ate the virtual content with interacting virtual objects, such as picking up or
touching the objects. In addition, the probability range of 25%–75% for the size
increasing discrimination is 3.10%–5.18%, which denotes above 5.18% increasing
has over 75% [19] probability that the participants can reliably determine the
changeable height.
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Abstract. In order to present the results of their work to the general
public, historians of science and technology represent technical systems,
the activities associated to them and their temporal evolutions in Virtual
Reality. The immersed user can then navigate spatially to observe the
studied technical systems and temporally according to 2 time scales to
observe the temporal evolution of these systems. The different concepts
and scales of navigation make this task complex. We therefore propose
a model for representing time in an activity model and a tangible user
interface allowing a user to navigate spatially and temporally within a
Virtual Environment.

Keywords: Tangible user interface · Virtual Reality · Cultural heritage

1 Introduction

Virtual Reality (VR) allows for immersive cultural mediation applications
improving acceptability and learning [4]. In the context of history mediation,
researchers can reconstruct past places in order to allow users to navigate
between the different eras simulated. One of the main issue is to propose to
the user an intuitive way to navigate in time in those environment.

In this context several techniques has been proposed. TimeMachine Oulu [13]
is a mobile application for viewing reconstructions of the city of Oulu in Finland.
This application uses a PDA to geolocate the user and display a graphical inter-
face (Fig. 1(a)) showing a 2D representation of the city of Oulu and allowing the
user to select the year he or she wishes to observe. In 2017, Koebel et al. propose
Biennale 4D [10], a Virtual Environment (VE) representing the Swiss pavilion
at the “Biennale di Venezia”. This VE allows the user to access the archives of
the different exhibitions that took place in the Swiss pavilion over time. The
user can move spatially in the VE by teleporting and can navigate temporally
by interacting with a virtual cube, each face of the cube representing a year
(Fig. 1(b)). Evoluson [6] offers a VE to explore the history of Western music.
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The user can listen to musical compositions based on Bach’s “Art of the Fugue”
in 8 eras from antiquity to the present day. Each era is represented by a room or
a landscape and the user can change era by moving spatially (Fig. 1(c)). All these
techniques are based on the fact that the number of periods to visit is limited
and doesn’t take into account hierarchy in the periods (century, years, days...).
Their generalisation on complex navigation over time in virtual environments
for cultural mediation aplication is not feasible.

Fig. 1. Left: graphical user interface of TimeMachine Oulu. Middle: virtual cube used
to navigate temporally in Biennale 4D. Right: rennaissance era hall in Evoluson.

More precisely, in the domain of cultural heritage, History of Science and
Technology (HST) studies technical systems and the activities associated with
them. In order to test their hypotheses and present their work, historians use
VR to reconstruct the systems studied and simulate technical activities. When
immersed in a VE the user can navigate spatially to observe the technical sys-
tems, temporally in the short term to observe the effects of the activities on the
environment and temporally in the long term to observe the effects of techno-
logical developments or historical events.

The multiple concepts and scales of navigation make the task complex
for the user. Therefore, based on the theoretical benefits of tangible inter-
faces [8,9,14,17], we hypothesise that using a tangible interface would facilitate
spatio-temporal navigation and improve the understanding of temporal evolu-
tions of technical systems and activities represented in a VE. We derive 3 research
questions from this hypothesis:

1. How to represent technical systems, activities and their temporal evolutions
in VR?

2. Which interaction metaphors should we propose to allow a user to navigate
spatially and temporally in VR?

3. Which tangible interactor should we use to support these interactions?

In this article we will first present our model of time representation in Sect. 2.
We will then expose the functionalities we propose to navigate spatially and
temporally in the Sect. 3. Finally, we will present our proposal for an interactor
and the associated interaction situations in Sect. 4.
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2 Spatio-Temporal Representation

In order to interact with the activities it is necessary to represent them. Several
models propose to represent these activities and to execute them.

2.1 Temporal Representation in Activity Models

Activity models such as CTTE [12], K-MADE [3], HAMSTER [2] represent
activities with a hierarchical architecture of actions. They base their representa-
tion of time on the use of LOTOS (Language of Temporal Ordering Specification)
operators (e.g. parallelization of actions, choice between several actions etc.) and
on the expression of the duration of an action. However, these models are only
interested in the simulation of activities and do not allow the representation of
technical systems involved.

However, other models allow the execution of activities in VE. Mascaret [15]
is an extension of the UML meta-model for VR. This model allows technical
systems and activities to be represented and simulated in VR. Mascaret describes
activities, in the form of UML activity diagrams, as a hierarchical sequence of
actions with associated resources. The flow of activities and their impact on
technical systems is simulated and represented in the VE. However, Mascaret
does not allow the representation and description of long-term evolutions due to
technological evolutions or historical events. We therefore propose to add those
concepts in Mascaret based on the works proposed next section.

2.2 Models of Temporal Representation in the History of Science
and Technology

In order to describe and represent the results of their work, historians use ontol-
ogy models. These models allow them to characterise periods of time according
to criteria depending on their case of application.

PeriodO [16] is an ontology model whose objective is to simplify the indexing
and listing of historical periods. A period is described as being composed of a
temporal and a spatial extent. But PeriodO does not allow for the representation
of activities, unlike CIDOC-CRM [5]. This ontology model was designed to facil-
itate exchanges between historians on cultural heritage by providing a common
and extensible semantic framework. The temporal representation of CIDOC-
CRM is based on 3 notions: periods, events and activities. Periods are sets of
coherent phenomena or cultural manifestations linked in time and space. They
are therefore defined by a temporal extent and a spatial extent. The combina-
tion of a temporal extent and a spatial extent constitutes a time-space volume.
Events are changes in the state of cultural, social or physical systems. At a low
level of detail events can be seen as having an instantaneous effect, but every
process has a temporal and spatial extent. This implies that, at a finer level
of detail, events can be considered as periods. Activities are intentional events
conducted by actors leading to changes of state. Their difference from events is
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that they are intentional. Activities can be associated with a procedural docu-
ment (e.g. a diagram or a plan). However, CIDOC-CRM does not allow for the
description of the sequence of actions to carry out the activity.

ANY-Artefact [11] is an ontology model based on CIDOC-CRM, focused on
the representation of industrial cultural landscapes [7]. ANY-Artefact represents
time on two scales: a long-term scale represented by landscapes and a short-term
scale represented by activities.

In order to represent the long-term evolution of technical systems and asso-
ciated activities, we propose to use the notion of landscape and to align the
temporal notions of ANY-Artefact and Mascaret.

2.3 Proposal for a Spatio-Temporal Representation Model for the
Activities

In Mascaret, a system is described on two levels. The first level corresponds to
the classes, grouped together in a model, allowing the structural aspect of the
system to be represented. The second level corresponds to the concrete entities
forming the system and instances of the classes declared in the model. These two
levels are also used to describe the organisational structure and their instances.
An organisational structure describes roles and resources which participate in
the realisation of procedures. The organisational instances make it possible to
assign the agents of the environment to the roles and the entities to the resources
for an effective realisation of the procedures. An alignment between the notions
of entities, organisational structures, roles and procedures and ANY-Artefact
has been proposed in [1].

Mascaret represents procedures as a set of actions in the form of a UML
activity diagram. However, it does not allow to represent the temporal evolutions
on the long term of technical systems and procedures. We propose to integrate in
Mascaret (Fig. 2) the notions of landscape, spatio-temporal volume and spatio-
temporal event from ANY-Artefact.

A landscape (class HumanActivityLandscape) contains the semantic model
(class Model) of the environment and the organisational structures (and thus
the procedures), a set of spatio-temporal events (class SpatioTemporalEvent)
and a spatio-temporal volume (class SpatioTemporalVolume). These volumes
are composed of a temporal extent (class TemporalScope) delimited by 2 dates
and a spatial extent (class Area) containing the entities of the model.

Let’s take the example of a cultural mediation application dealing with the
history of two bridges spanning a military arsenal and succeeding each other
in time. Each of these bridges is emblematic of a specific landscape, so in this
application we will study two landscapes, each corresponding to the duration
of use of each bridge. Because the second bridge was built to replace the older
one the 2 landscapes share the same spatial extent. Within these landscapes
we find the two bridges as technical systems. The bridges spanning the military
arsenal need to be able to open to allow ships to pass. This leads to an opening
and closing procedure for each bridge. Therefore, in our application, we find 2
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Fig. 2. Class diagram of our model. In blue the classes we integrate to Mascaret ; in
yellow the original structure of Mascaret. (Color figure online)

landscapes, each corresponding to a space-time volume. Each landscape includes
1 entity (the bridges) and 2 procedures.

This spatio-temporal representation model allows us to represent and interact
with technical systems, the activities related to these systems and the temporal
evolutions induced by technological changes or historical events. The following
section presents the functionalities we implement to allow a user to navigate
spatially and temporally within a VE.

3 Spatio-Temporal Navigation

3.1 Identification of the Functionalities

In order to identify the different functionalities necessary for spatio-temporal
navigation, we organised a workshop with 12 experts (8 women and 4 men) in
cultural mediation, history of science and technology and cultural heritage. On
average the experts had 15 years (SD = 8.05) of experience working on building
cultural mediation scenarios or working with the general public. The objectives
of this workshop were, firstly, to identify and define the user profiles likely to
be concerned by spatio-temporal navigation in VR within a cultural mediation
framework and then to identify the functionalities to implement in order to allow
a user immersed in VR to navigate spatio-temporally.

These profiles then enabled us to write user stories allowing us to identify
the spatio-temporal navigation functionalities. 69 stories were written by the
experts, from which we drew 23 functionalities that we then grouped into 11 ele-
mentary functionalities (see Table 1). For example, the elementary functionality
“navigate between different landscapes” can be done either by selecting a date
or by selecting an event.

In these 11 functionalities, the first 7 are directly linked to spatio-temporal
navigation, functionalities n◦8 and 9 are not about navigation but allow to bring



44 P. Mahieux et al.

Table 1. Summary of the 11 elementary functionalities

Id Name Features

F1 Change the speed of time flow Speed up or slow down the speed of time

flow in the VE to speed up the progress

of a procedure or observe a step in more

detail

F2 Navigate between different landscapes Change the landscape shown in the VE

to observe another place or time

F3 Navigate spatially within a fixed landscape Change the viewpoint displayed in the

VE to observe the technical systems

represented

F4 Navigate in the course of a procedure Select an action in order to observe the

state of a system at an instant of a

procedure

F5 Start the execution of a procedure Start (or stop) the execution of a

procedure in the VE

F6 Select landscapes Select landscapes to navigate to later

F7 Select procedures Select procedures to obtain information

and initiate execution

F8 Access information relating to the selected

landscape

Display information characterising the

selected landscape (e.g. start and end

dates, milestones...)

F9 Superimpose several temporal states Display several landscapes at the same

time in the VE (navigate in several

landscapes simultaneously)

F10 Define time scales Define or redefine the time scales used

to perform activities or represent

landscapes

F11 Create a landscape according to 2 dates Create and add a new landscape in the

application

additional information to the user. The functionalities n◦10 and 11 are function-
alities of control of the environment and instantiation of data, because they do
not concern the spatio-temporal navigation or give the user access to informa-
tions, they are not essentials for our usecase.

This set of functionalities allows us to interact with the model in order to
navigate spatially and temporally on 2 time scales. In order to achieve these
functionalities we propose to design a tangible interface.

4 Interactions for Spatio-Temporal Navigation

The third step of our work consists in designing a tangible interface allowing a
user to navigate spatio-temporally. To do this, we first organised an ideation and
prototyping workshop. We then asked experts in cultural mediation to evaluate
the proposals made during the workshop in order to determine which one to
implement.

4.1 Ideation and Prototyping Workshop

The objective of our ideation and prototyping workshop was to design low-
fidelity prototypes presenting tangible interactors and associated interactions.
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The workshop lasted 4h30 and involved 16 participants (6 women and 10 men).
Because our objective is to propose, design and build a tangible interactor for cul-
tural mediation applications we invited people with competences in mechanical
design, electronics and mediation. Among our participants we had researchers in
computer science specialised in virtual reality and human-computer interaction,
teachers in mechatronics and computer-aided design, historians of science and
technology, cognitive psychologists, ergonomists and designers. These different
profiles allowed us to obtain results focusing on different aspects of the design of
an interactor. The participants were separated randomly into 2 groups and first
took part in a brainstorming session around 2 questions: how to represent time
in a tangible way? What kind of interactions to associate to each functional-
ity? Following this brainstorming session, the participants took part in a design
workshop, the objective of which was to propose tangible interactors taking up
the elements discussed during the brainstorming session. The participants were
given materials (paper, play dough, coloured crayons, Lego blocks) to design a
low-fidelity prototype of their proposals and could work as they wanted, alone
or in groups. 7 participants decided to work alone, 3 groups of 2 and 1 group
of 3 were formed, either by affinity or because the participants proposed similar
ideas. At the end of this session 11 low-fidelity prototypes and their respective
interactions were proposed (Fig. 3).

Fig. 3. Examples of interactors prototype. Left: prototype n◦1. Middle: prototype n◦6.
Right: prototype n◦3.

4.2 Evaluation of the Proposed Interactors

To evaluate the interactors proposed during the ideation and prototyping work-
shop, we asked 10 experts (5 women and 5 men) in cultural mediation to fill
in a scoring table according to two criteria: usability and affordance. All of the
participants had more than 5 years of experience in building cultural heritage
applications or using them to show the results of their work.

The affordance criterion makes it possible to evaluate whether the shape
of the interactor (i.e. the low-fidelity prototype) suggests its use. The usability
criterion has been divided into 3 sub-criteria (ISO 9241-11 standard):

Effectiveness does the interactor enable the user to achieve his objective, to
carry out the intended task?

Efficiency is the interactor easy to use, does it require much Effort to use?
Satisfaction is the interactor pleasant to use?
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Each criterion and sub-criterion was evaluated on a scale from 1 to 5, with
1 being the worst and 5 the best. The affordance criterion was to be evaluated
for the whole interactor and the usability sub-criteria were to be evaluated for
each of the functionalities handled by the interactor.

Due to the health situation this evaluation was carried out remotely, we sent
each participant a document explaining each feature, each interactor and each
criterion. As a result, we were not able to make an objective measurement of the
use of the prototypes, so we focus our analysis on the most subjective criteria,
namely affordance and satisfaction.

Fig. 4. Top: average satisfaction with 95% confidence interval. Bottom: average affor-
dance with 95% confidence interval.

For the satisfaction criterion, we calculated the average satisfaction for each
functionality and compared these results considering a 95% confidence interval
(see Fig. 4(a)). The affordance criterion is the average of every experts evalua-
tion (see Fig. 4(b)). We did not observe any significant difference between the
prototypes, thus we cannot eliminate any prototype.

The expert evaluation did not allow us to designate an interactor with cer-
tainty. Therefore, we have also completed this evaluation by adding engineer-
ing criteria such as, for example, technical feasibility and manufacturing cost.
The interactor that emerges from our evaluation as being the best compromise
between affordance, user satisfaction and engineering criteria is the prototype
n◦4. It is an hourglass-shaped interactor (cf. Figure n◦5(a)).

4.3 Implementing the Interactor

The interactor we decided to implement has the shape of an hourglass, 16 cm
high and 12 cm in diameter (Fig. 5(b)). It is composed of 3 parts, an hourglass-
shaped core and bases that can be changed according to the object tracking
system used.

The interactor contains a Rapsberry Pi Zero board, a gyroscope, 12 inductive
sensors (6 per side), 84 LEDs (72 in the core and 6 per side) and is powered by
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Fig. 5. Left: low-fidelity prototype of our proposed interactor. Middle: 3D representa-
tion of our interactor. Right: implementation of our proposition.

an 11.1 V battery. The Rapsberry Pi Zero board allows communication with the
computer, retrieving data from the sensors and controlling the LEDs.

The gyroscope is used to determine the tilt of the interactor and whether it is
lying or standing. The inductive sensors are arranged in a circle under the bases
of the interactor, they can be used as a circular slider or as a capacitive button.
The driver we have developed differentiates the use of the slider and the button
according to the number of sensors activated simultaneously. If the user wants
to use the slider he will activate the sensors one by one, while to use the button
he will activate several at the same time. We also propose to use the position
and rotation of the interactor to interact with the system. By changing the bases
we can adapt our interactor to the interaction scenario and the tracking system
used.

4.4 Interaction Scenarios

In order to verify the genericity of our interactor we deploy it in 2 configu-
rations on a case of cultural mediation application around a technical system.
The first configuration is based on a CAVE while the second one uses an Mixed
Reality (MR) device.

In the first configuration the user is immersed in a VE through a CAVE-
type system. Within this CAVE we place a white surface on which we place
the interactor and project a graphical interface. The position of the interactor
is tracked using the CAVE system.

The second configuration uses a see-through HMD to immerse the user. The
use of a see-through HMD allows the user to see the virtual world and the real
world at the same time and therefore be able to interact with the interactor
while immersed in the VE. In this situation we replace the white surface with
an interactive tangible interactive table. The graphical interface is displayed by
this interactive table which is also used to track the position of the interactor.
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The graphical interface is composed of 4 zones, each corresponding to 1 inter-
action mode. The user changes mode according to the task he/she wishes to per-
form. When an interaction mode is selected, the corresponding zone is spread
out on the interface to occupy the major part of it. The other areas fold to their
respective sides. To change modes, the user places the interactor on the folded
area corresponding to the desired mode.

The first interaction mode is spatial navigation. The associated interaction
zone is located in the middle of the graphical interface (Fig. 6(a)). The interface
contains a top view of the VE. While in this mode the user can navigate spatially
in the VE. His position in the VE is controlled by the position of the interactor
on the interface. The rotation of the viewing angle is controlled by the rotation
of the interactor on the support surface. To control the height of its position in
the VE the user uses the circular slider on the top of the interactor (clockwise
to move up, counter-clockwise to move down).

Fig. 6. Left: representation of our proposed interface with the interactor and the possi-
ble interactions in the spatial navigation mode. Middle: representation of our proposed
interface with the interactor and the possible interactions in the temporal navigation
between landscapes mode. Right: representation of our proposed interface with the
interactor and the possible interactions in the temporal navigation on the procedures
mode.

The second mode of interaction is the one for temporal navigation between
landscapes. The corresponding interaction zone is located at the bottom of the
graphical interface (Fig. 6(b)). This area contains a timeline representing the
temporal sequence of landscapes. In this timeline each landscape is represented
by a photo or an image. The user selects landscapes by placing the interactor
on their representative image and validating their choice by using the capaci-
tive button at the top of the interactor. When landscapes are selected they are
displayed in the VE, thus the user can overlay multiple observed landscapes.

The third mode of interaction is the one of temporal navigation on proce-
dures. The interaction zone displays the list of executable procedures and, when
a procedure is selected, the flow and the 3D models of the resources of this pro-
cedure (Fig. 6(c)). To select a procedure, the user places the interactor on the
element of the list of procedures that he wants, the choice is validated when
the user removes the interactor from the list. To start or stop the execution of
the selected procedure the user presses the button located on the top of the
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interactor. To navigate through the procedure step by step the user rotates the
interactor on its vertical axis. The procedure navigation mode also allows the
user to control the speed at which the time flows by using the circular slider
on the top of the interactor. When used clockwise the speed of time increases,
when used counter-clockwise the speed decreases. The tilt of the interactor also
allows to control the speed of time flow, when it is vertical the speed is maximum
and when it is horizontal the time is paused. Between these two positions, the
evolution of the speed of time flow is linear.

The last interaction mode allows the exploration of iconographic resources
resulting from the work of historians. In this interaction mode, the corresponding
interface zone displays all the iconographic resources and documents enabling
historians to define and describe the current landscapes. We do not implement
this mode of interaction because it does not concern spatio-temporal navigation.

5 Conclusion

To allow a user to navigate spatially and temporally within a VE we propose
a spatio-temporal representation model, a tangible interactor and a graphical
interface. In order to evaluate the usability of our interface (interactor + GUI)
we will carry out a comparative evaluation between our proposal and the use
of a classical VR controller in the hardware configuration using a CAVE. This
evaluation will take place in the context of a cultural mediation application
for the general public. We will use the SUS questionnaire to measure perceived
usability and will take objective measures such as task completion time.
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11. Laubé, S., Garlatti, S., Querrec, R., Rohou, B.: ANY-ARTEFACT-O: an ontology
developed for history of industrial cultural landscape. In: 2nd Data for History
workshop, Pôle histoire numérique (Digital history department) of the LARHRA
laboratory, Lyon, France (2018)

12. Mori, G., Paterno, F., Santoro, C.: CTTE: Support for developing and analyzing
task models for interactive system design. IEEE Trans. Softw. Eng. 28(8), 797–813
(2002). https://doi.org/10.1109/TSE.2002.1027801

13. Peltonen, J., Ollila, M., Ojala, T.: TimeMachine Oulu – dynamic creation of
cultural-Spatio-temporal models as a mobile service. In: Chittaro, L. (ed.) Mobile
HCI 2003. LNCS, vol. 2795, pp. 342–346. Springer, Heidelberg (2003). https://doi.
org/10.1007/978-3-540-45233-1 25

14. Petrelli, D., O’Brien, S.: Phone vs. tangible in museums: a comparative study.
In: Proceedings of the 2018 CHI Conference on Human Factors in Computing
Systems, pp. 1–12. CHI 2018, Association for Computing Machinery, New York,
NY, USA (2018). https://doi.org/10.1145/3173574.3173686 event-place: Montreal
QC, Canada

15. Querrec, R., Vallejo, P., Buche, C.: MASCARET: creating virtual learning environ-
ments from system modelling. In: Dolinsky, M., McDowall, I.E. (eds.) The Engi-
neering Reality of Virtual Reality 2013, vol. 8649, pp. 21–31. SPIE, Burlingame,
California, USA (2013). backup Publisher: International Society for Optics and
Photonics

16. Rabinowitz, A.: It’s about time: historical periodization and linked ancient world
data. ISAW Papers 7, 7 (2014)

17. Zuckerman, O., Gal-Oz, A.: To TUI or not to TUI: evaluating performance and
preference in tangible vs. graphical user interfaces. Int. J. Hum. Comput. Stud.
71(7), 803–820 (2013). https://doi.org/10.1016/j.ijhcs.2013.04.003

https://doi.org/10.1145/2148131.2148168
https://doi.org/10.1145/2148131.2148168
https://doi.org/10.1145/1347390.1347392
https://doi.org/10.1109/TSE.2002.1027801
https://doi.org/10.1007/978-3-540-45233-1_25
https://doi.org/10.1007/978-3-540-45233-1_25
https://doi.org/10.1145/3173574.3173686
https://doi.org/10.1016/j.ijhcs.2013.04.003


Continuous-Touch Text Entry for AR
Glasses

Chao Mei1,2(B), Buyi Xu2, and Yi Xu2

1 Kennesaw State University, Marietta, GA 30060, USA
chao.mei@kennesaw.edu

2 OPPO US Research Center, InnoPeak Technology, Inc., Palo Alto, CA 94303, USA

Abstract. The emergence of Augmented Reality (AR) has brought new
challenges to the design of text entry interfaces. When wearing a pair of
head-mounted AR glasses, a user’s visual focus could be anywhere 360 ◦C
around her. For example, a technician is looking up at an airplane engine,
meanwhile sharing her view with remote technicians through the sensors
on the AR glasses. In such a scenario, the technician has to keep her gaze
at the parts and look away from input devices such as a wireless keyboard
or a touchscreen. Thus, she will have limited ability to input text for tasks
like taking notes about a certain engine part. In this work, we designed
and developed two innovative text entry interfaces: Continuous-touch T9
(CTT9) and Continuous-touch Dual Ring (CTDR). Our methods employ
a smartphone touchscreen and a projected text entry layout in AR space
to help the users input texts without looking at the smartphone. Our user
studies suggest the effectiveness of CTT9 and CTDR and provide clues
on how to optimize them. Based on the user study results, we provide
insights about applying the proposed Continuous-touch (CT) paradigms
to text entry for AR glasses.

Keywords: AR glasses · Text input · Touchscreen

1 Introduction

Text entry is one of the most basic human-computer interaction tasks, and it
has kept evolving with computing devices. Text entry interfaces such as physical
keyboards for PCs, virtual keyboards and handwriting for mobile touchscreens,
and voice recognition for smartwatches and speakers, leverage available hard-
ware features (e.g., touchscreens or microphones) and mitigate the limitations of
the targeted hardware. The emergence of Augmented Reality (AR) glasses has
brought new challenges to the design of text entry interfaces. With a traditional
computing devices, such as PCs and smartphones, user’s areas of interest are
mostly limited to a screen. Physical and virtual keyboards are at least within
a user’s peripheral vision. However, when wearing a pair of head-mounted see-
through AR glasses, a user’s point of interest is extended to anywhere 360 ◦C
around her. For example, a technician is looking up at an airplane engine, mean-
while sharing her view with remote technicians through the sensors on the AR
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glasses. The technician has to keep her gaze at the engine and look away from
input devices such as a wireless keyboard or a touchscreen. If she wants to enter
text to make a note about an engine part or instructions from remote experts,
she has to shift her gaze from the engine to the input device which interrupts the
view sharing, or hold up a keyboard/smartphone in the direction she is look-
ing at, which is tiring and not even feasible at certain situations. Users need
text entry methods that can support the separation of the input device and her
view. Recently, many new text entry methods have been proposed and studied
for Head-Mounted Displays (HMDs) especially Virtual Reality (VR) headsets.
These methods have shed some light on designing device-view-separated text
entry methods for AR glasses. However, some of these methods still require the
presence of tracked controllers or their metaphors in the user’s view, such as laser
pointers and virtual drums [2]. Others such as virtual pads [6] can separate the
input device from a user’s view, but requires specific controllers, keys or buttons
to complete the tasks. Smartphones with touchscreens, which are arguably the
most dominant personal computing devices in the current mobile computing age,
were minimally considered in previous designs. With smartphone manufactur-
ers having recently released or soon to release smartphone-tethered AR glasses,
smartphone is becoming an essential part of AR experience. Given such a con-
venience, the question of how to take advantage of smartphone touchscreens in
the design of device-view-separated text entry methods is yet to be explored.

The main purpose of this paper is not to improve the performance of any
existing text entry method, but rather to design and study an AR glasses text
entry method that separates the input device from a user’s view, and leverages
the accessibility of smartphone that is tethered to the glasses. In this work, we
first project the touchscreen to the AR space of the HMD. Then, to compensate
for the lost visual cues of hands and fingers, we propose two innovative keyboard
layouts and two Continuous-touch (CT) interaction paradigms that can pro-
vide continuous feedback to the users. More specifically, this paper presents the
designs and the user studies of two innovative text entry interfaces: Continuous-
touch T9 (CTT9) and Continuous-touch Dual Ring (CTDR). CTT9 employs
a two-stage mechanism, in which one finger selects a multi-character key and
another finger of a different hand confirms a specific character within the multi-
character group. CTDR lets the user swipe within two rings continuously to
select a single-character key and confirm it by moving in and out of an area des-
ignated for each key. Overall, the results show that novice users achieved average
7.64 Words per Minute (WpM) with CTDR and 6.43 WpM with CTT9. The
main contributions of this paper include: 1) the designs and implementations
of CTT9 and CTDR; 2) the user studies that explore the usability and possi-
ble optimizations of CTT9 and CTDR; and 3) generalizable guidelines on using
Continuous-touch paradigms for text entry tasks in Head-Mounted AR glasses.

2 Related Work

In this section, we survey related work in the area of text entry for HMDs and
methods that use smartphones as an input device for AR/VR interactions.
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2.1 Text Entry for HMDs

Inputting text for HMDs, especially VR devices, has been a long standing prob-
lem. With different input devices, various methods have been proposed. Walker
et al. [17] augmented a desktop keyboard with a virtual assistant to enable
typing in a VR HMD. Grubert et al. [4] studied different strategies for using
desktop and touchscreen keyboards in VR, and they used an external camera or
finger tracking device to provide visual feedback to the user. Fashimpaur et al.
[3] developed PinchType which uses the QWERTY keyboard layout with thumb
and finger interaction gestures.

Body gestures can also be used for text entry. Yu et al. [20] studied various
commit methods for head-based text input, where a user controls the pointer on a
virtual keyboard using head motion. RingText [19] provides a circular layout with
two concentric circles, where a head-pointing movement is used to select letters
and/or words. DigiTouch [18] uses a glove-based input device that enables typing
by thumb-to-finger touch sensing. Misra et al. [14] presented a vision-based hand
gesture recognition to input alphabets. Although these gesture-based methods
are innovative, social acceptability and accessibility for certain users are still
major concerns.

Controllers are an important part of VR devices, some of which employ an
aim-and-shoot style virtual keyboard. DayDream VR [2] utilizes a drum-like
metaphor for virtual keyboard typing. Vitty [7] adds individual finger buttons
to a normal controller to mimic ordinary typing on a QWERTY keyboard. Piz-
zaText [21] uses dual thumbsticks of a game controller and leverages a circular
multi-character layout. One thumbstick traverses the multi-character slices and
the other thumbstick selects a target character. However, game controllers are
not readily available for HMDs, especially for lightweight AR glasses. HiPad [6]
employs the touchpad of certain VR controller devices and uses a circular virtual
keyboard layout, enabling one-hand text entry for HMDs.

Smartphone touchscreens have not yet been sufficiently explored as tools for
text input for HMDs. How to leverage users’ existing habits with the touchscreen
remains a question to be addressed.

2.2 Smartphones as an Input Device

Using smartphones as an input device for HMDs has also been explored previ-
ously. An early work by Budhiraja et al. [1] investigated how a smartphone could
be used as an input device to interact with AR content in HMDs. They focused
on interaction techniques using smartphone touchscreens for selection tasks in
HMDs. In DualCAD [13], a smartphone is used as an alternative input device
for 3D object interaction. More object interaction techniques using a hand-held
device were explored in the work of TabletInVR [16]. A design space of cross-
device interactions between smartphones and AR HMDs was proposed by Zhu
and Grossman [22]. FaceTouch [5] attaches a touchscreen to the back side of
an HMD and allows the user to type on the touchscreen with both hands. It
provides visual feedback of finger position to the user and using lift-off as the
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character confirmation method. However, no formal user study was performed to
evaluate the usability of this text input method. Although using smartphones as
input devices has been studied in these previous works, using a touchscreen for
text input tasks has not been formally explored. This is the focus of our study.

3 Interface Design

The intention is to build text entry methods that separate the input device
and a user’s view for AR glasses leveraging the easily-accessible smartphone
touchscreens. We designed two virtual keyboard layouts that use continuous-
touch gestures for text entry. Users can select and confirm the input characters
by continuously touching/swiping on the screen, without “tap” or “lift-off” from
the smartphone touchscreen. When a layout is being used for text entry, it is
projected to the AR space, so that users will be able to interact with the layout
without bringing the touchscreen device into her view.

The designs choose “continuous-touch” over “tap” and “lift-off” mainly
because “continuous-touch” enables uninterrupted feedback of where the fin-
ger(s) is(are) touching. When the view is separated from the input device, a
user cannot see the device and her finger(s). In our designs, a user can monitor
the projected virtual keyboard layout in AR spaces. She can see the touching
point(s) on the layout as the visual cues about where her finger(s) is(are) touch-
ing. In comparison, “tap” will still require the user to monitor her real fingers,
which is against our intention of separating device and view. “Swipe” plus “lift-
off” paradigm, may also provide feedback of where the user’s finger(s) is(are)
touching, but lifting the fingers will interrupt the feedback.

Although predictive text input has been a common functionality of input
methods, the predictive features are not within the scope of this paper. We
wanted to focus on the layouts and interaction paradigms, therefore we did not
include the predictive features for any input methods studied in this paper in
order not to bias the performance results.

3.1 Continuous-Touch T9 (CTT9)

The CTT9 is inspired by the classic T9 input method. We wanted to leverage a
user’s familiarity with this popular touchscreen virtual keyboard. We enhanced
it with a bimanual operation to eliminate the need for “tap” or “lift-off”, thus
allowing continuous-touch and feedback in AR environments.

In this design, the screen is divided into two panels. On one panel, it is a
keyboard with multi-character keys following the classic T9 layout. On the other
side, it is a confirmation panel where a user can commit the character selection
among multiple characters (Fig. 1). We assume the keyboard is on the left side
during subsequent discussion in this section.

The operation of CTT9 utilizes a bimanual two-stage mechanism. The user
slides her left thumb (or any finger of choice) over the T9 keyboard area contin-
uously. The right side of the touchscreen displays the set of multiple characters
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Fig. 1. CTT9 layout Fig. 2. CTT9-2 layout

Fig. 3. CTT9-3 layout Fig. 4. CTT9-4 layout

according to the selection of the left thumb. For example, in Fig. 1, the letters
“P”, “Q”, “R”, and “S” are displayed when the left thumb touches the multi-
character key “PQRS”. To select one of the characters, the user simply swipes
their right thumb (or any finger of choice) within the right side of the touch-
screen. For example, in Fig. 1, a swipe-up gesture selects and confirms the letter
“Q” for input. The individual characters are arranged in four directions aligned
with screen edges in the confirmation panel, allowing the user to swipe accurately
along any intended direction. For single-selection keys (e.g., Backspace, Space,
Enter key, etc.), swiping along one fixed direction (e.g., left) confirms the input.
Using CTT9, both hands are used collaboratively to enter text, thus enabling a
user to perform continuous-touch interaction without using line of sight on the
touchscreen and hands.

The keyboard is projected into the display of HMD for visual feedback. In
addition, a visual indication (e.g., a black dot) showing the position of the finger
touch can be displayed on the virtual keyboard in HMD.

3.2 Continuous-Touch Dual Ring (CTDR)

Our proposed solution CTDR has an innovative dual-circle layout and a “Refined
In-and-Out” (RIO) selection mechanism to enable continuous-touch text input.
Figure 5 shows the layout of the innovative CTDR input method. There are two
rings, each of which is equally divided into 15 sub sections. The 26 letter keys,
Space, Backspace, and Return are mapped into these sub sections. Each key’s
location in this double ring layout is determined based on two factors: 1) its
position relative to other keys in the traditional QWERTY layout, and 2) its
left or right hand zoning in the traditional QWERTY layout. For example, as
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shown in Fig. 5, letter “Q” is to the right of “W” and on top of “A” in both the
traditional QWERTY and CTDR layouts. Letter “F” is located on the left ring,
while letter “J” is on the right ring.

The rationale behind the key locations is to leverage users’ familiarity with
the traditional QWERTY layout to optimize their learning curves of this new
text entry method. The reason why we did not directly adopt the traditional
QWERTY layout is to avoid the possibility of a mis-touch resulting from swiping
on the QWERTY layout. When a user swipes from one key to another, they will
likely swipe through several other keys. The ring or circle layout, on the other
hand, would allow the user to swipe in a way that touches only one relevant
character key. This was demonstrated by Mankoff et al. [12] in a design using a
single circle layout for pen swiping operations.

As as example of the RIO mechanism, when a user needs to input a letter “O”,
she first moves the touch point onto the “O” key through the inner boundary
of the ring. As shown in Fig. 5, the touch point is moved from point 1 inside
the right ring to point 2 on the “O” key. At this instance, the “O” key is in a
pre-selection state. Moving the touch point into the “O” key area through other
boundaries (i.e., outside the ring, between “I” and “O”, or between “P” and
“O”), will not trigger the pre-selection state.

Next, the user moves the touch point out of the “O” key through the inner
boundary of the ring (from point 2 to point 3 in Fig. 5) to confirm the selection
of “O” for input. During the pre-selection state, moving the touch point out of
the “O” key through the boundaries other than the inner circle or lifting finger
off the touchscreen will cancel the pre-selection state.

The RIO is “Refined” because our design only allows swiping through inner
circle to trigger pre-selection states. The benefits include: 1) allowing a cancel
operation, 2) reducing user confusion by limiting their options, and most impor-
tantly 3) supporting additional layers of buttons/keys outside of the rings to
enable functions such as predictive text.

3.3 Apparatus

Theoretically, our text entry interfaces can work with any AR/VR HMDs that
are connected to a smartphone either via a cable or wireless connection. However,
to avoid the latency that may interfere with our studies, we implement the CTT9
and CTDR using OPPO AR Glass 2021 designed by smartphone manufacturer
OPPO. It employs optical see-through design and tethers to a smartphone via
a USB 3.1 cable. The theoretical latency of USB 3.1 is less than 1 ms compared
with 34 ms for Bluetooth connections. The smartphone provides power, comput-
ing, graphics rendering, and serves as an input device for the glasses. Both eyes
of the glasses have 1080p resolution, and diagonal field of view of about 45◦.

4 Study 1 and System Optimizations

We conducted an informal preliminary study to collect information about user
interaction with the original designs, so that we could find some clues to optimize



Continuous-Touch Text Entry for AR Glasses 57

Fig. 5. CTDR and QWERTY layouts Fig. 6. CTDR-2 layout

Fig. 7. CTDR-3 layout Fig. 8. CTDR-4 layout

the two layouts. The study has 6 participants and the task is to enter 5 short
sentences with CTT9 and CTDR. Our intention was not to draw any conclusion
from this study, and given the small sample size, the details of the study is not
discussed in this paper. This section introduces the possible optimizations of
CTT9 and CTDR, and how they are inspired from Study 1 results.

4.1 CTT9 Optimizations

The first optimization was motivated from the post interviews of the Study 1.
Several subjects mentioned that they were used to operating the traditional T9
with either both hands or only their right hand. All of the participants were
right-handed. We were interested in investigating if the reversed layout would
have an influence on the task performances. Therefore, the optimization CTT9-2
is the original CTT9 with left and right panels switched as shown in Fig. 2

Another major concern of CTT9 discovered from Study 1 was that the char-
acter location on the key falsely suggests the direction to swipe and confirm that
key. For example, as shown in Fig. 1, “S” is located at the rightmost position
on the key, but needs to be confirmed by swiping downward. We proposed an
optimization as shown in Fig. 3. When the key “PQRS” is selected, the layout of
the key will change to be consistent with the layout of the confirmation panel.
When the key is not touched, the character display remains in alphabetical order
to help the users locate the characters. The users will no longer need to observe
the confirmation panel to figure out the direction for swipe confirmation. We
name this optimization CTT9-3.
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Likewise, we needed another design that adopts the reversed layout change in
CTT9-2 and the dynamic character display design in CTT9-3 in order to study
the effectiveness of the two variables. As shown in Fig. 4, we name it CTT9-4.

4.2 CTDR Optimizations

Even with a small sample size of 6, we found in Study 1 that there was a statis-
tically significant difference in the time spent on inputting different characters.
In specific, with CTDR layout, users took longer time inputting “C”, “D”, and
“B”. This result was suggested by a homogeneous-group classification based on
the Tukey test. After review of the layouts, we believe the reason is that there
are certain keys for which individual users may have typing habits different from
what we assumed in the original CTDR design. For example, they can either type
“B” with left or right fingers. Similarly, they can type “C” by either extending
or bending the left thumb, depending on where they place their thumbs on the
phone when they are not typing. Therefore, we adjusted the layout as in Fig. 6.
We name it CTDR-2 in this paper. Main changes include: “B” was switched to
another ring, “D” was moved to the right side of the left ring so that user can
extend the left thumb to reach “D”, and “C” was moved to be below “D” to
match their relative locations in the traditional QWERTY layout.

In Study 1 several participants motioned that they were prone to swipe into
the character key next to the target when moving out of the target character key.
CTDR-3 was designed to address this issue. Instead of complete inner circles, we
modified them to have jagged edges. As shown in Fig. 7, the actual area of each
key is smaller than the first concentric circle design, and there are gaps between
each pair of adjacent keys as cushions to prevent swiping into neighboring char-
acter keys. A concern with CTDR-3 is the size reduced key, which according to
Fitt’s Law [9], may reduce the speed. The real effect needs to be tested in a study.
Moreover, as shown in Fig. 8, CTDR-4 adopts the layout change in CTDR-2 and
the jagged edges design in CTDR-3.

5 User Study 2

We conducted the second user study to learn the task performances, and user
experiences of the CTT9 variants and CTDR variants. This research is motivated
by enabling the view-device-separated text entry for AR glasses. The purpose of
the user study is not to compete the performance with any existing text entry
method, but rather to verify and optimize the continuous-touch paradigms which
separate the user’s view from the smartphone as the input device. Therefore, we
did not include any baseline method for comparison.

5.1 Study Procedure

We randomly recruited 30 participants for this second user study, aged from 20
to 60, and half of them were female. A small portion of the participants had
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experience with VR/AR HMDs, while the majority of them did not have any
experience. None of them used HMDs daily. Five of them used T9 and QWERTY
virtual keyboard equally when they type on smartphones. Seven of them were
more used to T9, and the remaining 18 were more used to QWERTY. The study
was conducted in an indoor lab. Only the experimenters and the participant were
allowed to be present. Social distancing and masks were required to mitigate the
risks of COVID-19. The total duration of the study was about 100 min for each
subject, including training, performing the task, and a post-task interview.

There were 8 different versions of input interfaces designed. Testing all of
them may lead to boredom and exhaustion. Therefore, we randomly divided the
participants into two groups of 15 participants each. One group tested within
four CTT9 variants. The other group tested within four CTDR variants. The
study is within-subjects counterbalanced design. All of the input interfaces were
presented to the users in a randomized order.

During the study, the participants went through a training session and a test
session for each text entry method. They were required to type 1 sentence in
the training session, and 5 in the test session. All the sentences were randomly
selected from [11]. They were told that accuracy and speed were equally impor-
tant. All tasks were not case sensitive. To investigate perceived usability, the
participants were asked to respond to SUS questionnaires in between each input
method session.

5.2 Measurements

We are interested in investigating the performance in terms of typing speed and
error rate, as well as the user experiences in the user study. The independent
variable for the metrics below is the type of text entry method.

Words per Minute (WpM): This is a metric that is derived from the number of
characters with the following equation, as suggested by MacKenzie [8] and Jiang
et al. [6]:

WpM =
|S| − 1

t
× 60 × 1

5
(1)

where S is the input string, t is the time spent on the task in seconds, and
(|S| − 1)/t is the number of characters entered per second without considering
the first input character as suggested by [8]. Then, we multiple this number by
60 s and divide the result by 5 to compute WpM. The number 5 is an estimation
of the average length of each word [10].

Corrected Error Rate: This is calculated with the number of errors corrected
during the input tasks. In specific, we use Keystrokes per Character (KSPC)
as defined in [15]: the number of keystrokes of the input stream divided by the
number of characters in the final transcribed text.

Not-Corrected Error Rate: The number of errors remaining after the task divided
by the number of keystrokes of the input stream. Levenshtein Distance algorithm
is used to calculate the number of errors remaining.
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Table 1. Mean values and standard deviations of WpM and KSPC

CTT9 CTT9-2 CTT9-3 CTT9-4 CTDR CTDR-2 CTDR-3 CTDR-4

Mean (WpM) 5.516 5.733 5.998 6.434 7.501 7.648 7.732 7.711

SD (WpM) 1.544 1.424 1.576 1.582 1.741 2.063 2.405 1.815

Mean (KSPC) 1.129 1.125 1.104 1.107 1.152 1.093 1.191 1.143

SD (KSPC) 0.07 0.24 0.078 0.063 0.125 0.039 0.132 0.085

5.3 Hypotheses

We wanted to learn if the optimization decisions would improve or worsen the
task performances and error rates. We would love to test both tails, therefore
we made the following null hypotheses:

Hypothesis 1 (H1): There is no performance and error rate difference
among all the variants of CTT9.

Hypothesis 2 (H2): There is no performance and error rate difference
among all the variants of CTDR.

5.4 Results

We performed paired t-tests on normally distributed data (numerical data, such
as the WpM), Wilcoxon signed rank tests on data that did not have a normal
distribution (ordinal data, such as the questionnaires), and Two-Way ANOVA
test to find out how the optimization factors affected the measurements, using
Bonferroni correction where appropriate. All significant differences found are
reported in this section.

CTT9 Results - Overall, we found the novice users performance within
CTT9 family achieved a mean value of 6.43 WpM with CTT9-4 and 1.10 KSPC
(i.e. Corrected Error Rate) with CTT9-3. In the test of H1, with the paired-
T tests we found: 1) subjects reached significantly higher WpM with CTT9-4
compared with the original CTT9 (t = 2.575, p = 0.023), 2) subjects reached
significantly higher WpM with CTT9-4 compared with the original CTT9-3 (t
= 2.203, p = 0.046). No significant differences were found in the KSPC and
Not-Corrected Error Rates. Table 1 shows the mean WpMs and KSPC of the
CTT9 family and standard deviations.

CTDR Results - Overall, we found the novice users performance within
CTDR family achieved a mean value of 7.64 WpM with CTDR-2 and 1.09 KSPC
with CTDR-2. In the significance test of H2, we did not find any evidence to
suggest the WpMs were statistically different among the variants of CTDR.
However, the Two-Way ANOVA test showed a trend at the significant level of
0.1, that the layout adjustments would affect the KSPC (F = 3.791, p = 0.057).
In the paired-t tests we found: 1) the KSPC of CTDR-2 is significantly lower
than the KSPC of CTDR-3 (t = –3.109, p = 0.008), 2) the KSPC of CTDR-2
is significantly lower than the KSPC of CTDR-4 (t = –2.484, p = 0.027), and
3) although the significance level did not reach 0.05, at the level of 0.1, there
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was a trend that the KSPC of CTDR-4 is lower than the KSPC of CTDR-3 (t
= –1.808, p = 0.093). Table 1 shows the mean WpMs and KSPC of the CTDR
family and standard deviations.

Across the Input Interfaces - Moreover, we were also interested in seeing
how the designs influenced the task performance and usability across the CTT9
family and CTDR family. Therefore, we conducted a between subjects analysis
with unpaired t-tests for the WpM, error rates, and Rank Sum tests for usability
questionnaires, with Bonferroni correction where appropriate.

We found: 1) within the 16 comparisons among the CTT9 family and CTDR
family (4 CTT9 variants×4 CTDR variants), we found 14 significant differences.
The CTDR family is consistently significantly faster than the CTT9 family in
these 14 comparisons at a significance level of 0.05, but 2) surprisingly, with the
performance increased, subjects consistently reported better usability with the
CTT9 family with a significance level of 0.05.

6 Discussion

Within the CTT9 family, the performance analysis shows that we can reject
H1. CTT9-4, which has the dynamic character display and reversed key panel
and confirmation panel (i.e., the key panel on the right side), outperformed
the original CTT9 design in terms of WpM. Moreover, CTT9-4 outperformed
CTT9-3. The difference between CTT9-4 and CTT9-3 is the reversed panels. It
is clear that combining the reversed panels and the dynamic character display
has improved the WpM of the subjects who use this layout. The effectiveness of
solely reversing the panels has been further confirmed by CTT9-4’s higher WpM
compared with CTT9-3, but the effectiveness of solely applying the dynamic
character display has not yet been proved by this study. The questionnaire results
were consistent with the objective performance. Subjects said CTT9-4 was less
difficult than the original CTT9 and CTT9-3. CTT9-4 was also described as
being easier to learn and required less preparation than CTT9-2. We can tell that
both optimization decisions of reversing the panels and dynamically displaying
the characters on the key may improve the efficiency of CTT9. We believe it is
possible that the effects of reversed panels may be associated with the handedness
of the study subjects. After reviewing the study participants sample, we found
that 28 out of the 30 subjects were right-handed. Whether the effects of the
reversed panel were associated with the user’s handedness or not is a question
to be answered in a future work.

Within the CTDR family, the performance analysis shows that we can reject
H2. Although we could not find any significant difference with the metric WpM,
we found that CTDR-2, which adjusted the order of the keys of the original
CTDR, resulted in lower Corrected Error Rates compared with CTDR-3 and
CTDR-4. This strongly suggests that the jagged shape optimization did not work
as expected. Between CTDR-3 and CTDR-4, the trend shows the adjusted key
layout outperformed the original layout with the jagged shape keys. We found the
jagged shape increased the KSPC. The adjusted key order may help to decrease
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the KSPC, but the evidence is not strong enough. Since no significance is found
comparing with the original design, it is difficult to confirm the effectiveness of
the optimizations. More studies are needed to verify the optimizations.

Across the CTT9 family and CTDR family, the results were surprising. We
found that the CTDR family resulted in significantly higher WpM but was rated
significantly lower in the SUS usability questionnaire. We think the CTT9’s two-
step mechanism may have greatly increased the finger movement length to input
a character. According to Fitt’s Law [9], the movement distance between key
pairs will have an influence on key selection time which in turn will affect the
estimated efficiency. The better usability ratings, such as “easier to learn” and
“less preparation”, probably came from users’ familiarity with the original T9
layout. Due to this familiarity, even when the subjects achieved a faster speed
with CTDR, they still subjectively thought CTT9’s usability was better.

7 Conclusion

We proposed two smartphone touchscreen continuous-touch paradigms to facil-
itate view-device-separated text entry method for AR glasses, and implemented
them as CTT9 and CTDR. CTT9 uses one finger for key selection and the other
finger for input confirmation. CTDR uses the same finger for selection and a
Refined In-and-Out operation as confirmation. We conducted two user studies
to optimize the designs. The results showed that with a population that was
majorly right-handed, using the left thumb for confirmation and right thumb
for key selection and dynamically changing the characters displayed on a key
were effective optimizations for the CTT9 paradigm in terms of typing speed.
The jagged shape design of CTDR resulted in more error corrections during the
input.

In this paragraph, we provide some design guidelines for future touchscreen-
enabled text entry interfaces. First, we believe that with the two-stage confirma-
tion paradigm like CTT9, left and right hand fingers would perform differently on
selection and confirmation tasks. Although the handedness association remains
to be studied in the future, we think it is optimal to provide users with the
option of customizing the side location of the selection and confirmation pan-
els. Second, for the ring-like layout with the in-and-out confirmation paradigm,
increasing the size of the keys will reduce the errors made during the text entry
tasks. Third, when introducing a new input method, matching users’ existing
habits will help improve the usability perceived by the users. It is possible the
perceived usability may conflict with the objective performances.

In the future, we plan to study more about the research questions raised
from this work. First, we want to study the handedness association with the
CTT9 panel location. Then, with improved field of view, we want to study how
peripheral views impact these text entry methods for AR glasses. The answers to
these questions will help us better understand how to build efficient and usable
text input methods for AR glasses.



Continuous-Touch Text Entry for AR Glasses 63

Acknowledgement. The authors would like to thank Chris Vick for proofreading
and Baosong Xu and Chao Ren for helping with user studies. The first author was
partially supported by a gift grant from OPPO.

References

1. Budhiraja, R., Lee, G.A., Billinghurst, M.: Using a HHD with a HMD for mobile
AR interaction. In: 2013 IEEE International Symposium on Mixed and Augmented
Reality (ISMAR), pp. 1–6 (2013)

2. Doronichev, A.: Daydream Labs: exploring and sharing VR’s possibilities. https://
blog.google/products/google-ar-vr/daydream-labs-exploring-and-sharing-vrs/.
Accessed 26 July 2021

3. Fashimpaur, J., Kin, K., Longest, M.: Pinchtype: text entry for virtual and
augmented reality using comfortable thumb to fingertip pinches. In: Extended
Abstracts of the 2020 CHI Conference on Human Factors in Computing Systems
(CHI EA 2020), pp. 1–7. Association for Computing Machinery, New York (2020).
https://doi.org/10.1145/3334480.3382888

4. Grubert, J., Witzani, L., Ofek, E., Pahud, M., Kranz, M., Kristensson, P.: Text
entry in immersive head-mounted display-based virtual reality using standard key-
boards. In: 2018 IEEE Conference on Virtual Reality and 3D User Interfaces (VR),
pp. 159–166 (2018)

5. Gugenheimer, J., Dobbelstein, D., Winkler, C., Haas, G., Rukzio, E.: FaceTouch:
enabling touch interaction in display fixed UIs for mobile virtual reality. In: Pro-
ceedings of the 29th Annual Symposium on User Interface Software and Technology
(UIST 2016), pp. 49–60 (2016)

6. Jiang, H., Weng, D.: HiPad: text entry for head-mounted displays using circular
touchpad. In: 2020 IEEE Conference on Virtual Reality and 3D User Interfaces
(VR), pp. 692–703 (2020)

7. Lee, Y., Kim, G.J.: Vitty: virtual touch typing interface with added finger buttons.
In: Virtual, Augmented and Mixed Reality, pp. 111–119 (2017)

8. MacKenzie, I.S.: A note on calculating text entry speed. https://www.yorku.ca/
mack/RN-TextEntrySpeed.html. Accessed 26 July 2021

9. MacKenzie, I.S.: Fitts’ law as a research and design tool in human-computer inter-
action. Hum.-Comput. Interac. 7, 91–139 (1992)

10. MacKenzie, I.S., Soukoreff, R.W.: Text entry for mobile computing: models and
methods, theory and practice. Hum.-Comput. Interac. 17(2–3), 147–198 (2002)

11. MacKenzie, I.S., Soukoreff, R.W.: Phrase sets for evaluating text entry techniques.
In: Extended Abstracts on Human Factors in Computing Systems (CHI 2003), pp.
754–755. CHI EA 2003 (2003)

12. Mankoff, J., Abowd, G.D.: Cirrin: a word-level unistroke keyboard for pen input.
In: Proceedings of the 11th Annual ACM Symposium on User Interface Software
and Technology (1998)

13. Millette, A., McGuffin, M.J.: Dualcad: integrating augmented reality with a desk-
top GUI and smartphone interaction. In: 2016 IEEE International Symposium on
Mixed and Augmented Reality (ISMAR-Adjunct), pp. 21–26 (2016)

14. Misra, S., Singha, J., Laskar, R.H.: Vision-based hand gesture recognition of alpha-
bets, numbers, arithmetic operators and ascii characters in order to develop a
virtual text-entry interface system. Neural Comput. Appl. 29(8), 117–135 (2018)

https://blog.google/products/google-ar-vr/daydream-labs-exploring-and-sharing-vrs/
https://blog.google/products/google-ar-vr/daydream-labs-exploring-and-sharing-vrs/
https://doi.org/10.1145/3334480.3382888
https://www.yorku.ca/mack/RN-TextEntrySpeed.html
https://www.yorku.ca/mack/RN-TextEntrySpeed.html


64 C. Mei et al.

15. Soukoreff, R.W., MacKenzie, I.S.: Metrics for text entry research: An evaluation
of MSD and KSPC, and a new unified error metric. In: Proceedings of the ACM
Conference on Human Factors in Computing Systems (CHI 2003) (2003)

16. Surale, H.B., Gupta, A., Hancock, M., Vogel, D.: TabletInVR: exploring the design
space for using a multi-touch tablet in virtual reality. In: Proceedings of the 2019
CHI Conference on Human Factors in Computing Systems, pp. 1–13 (2019)

17. Walker, J., Li, B., Vertanen, K., Kuhl, S.: Efficient typing on a visually occluded
physical keyboard. In: Proceedings of the 2017 CHI Conference on Human Factors
in Computing Systems, pp. 5457–5461 (2017)

18. Whitmire, E., et al.: DigiTouch: reconfigurable thumb-to-finger input and text
entry on head-mounted displays. Proc. ACM Interact. Mob. Wearable Ubiquitous
Technol. 1(3) (2017)

19. Xu, W., Liang, H.N., Zhao, Y., Zhang, T., Yu, D., Monteiro, D.: RingText:
dwell-free and hands-free text entry for mobile head-mounted displays using head
motions. IEEE Trans. Visual. Comput. Graph. 25(5), 1991–2001 (2019)

20. Yu, C., Gu, Y., Yang, Z., Yi, X., Luo, H., Shi, Y.: Tap, dwell or gesture? explor-
ing head-based text entry techniques for hmds. In: Proceedings of the 2017 CHI
Conference on Human Factors in Computing Systems, pp. 4479–4488 (2017)

21. Yu, D., Fan, K., Zhang, H., Monteiro, D., Xu, W., Liang, H.N.: PizzaText: text
entry for virtual reality systems using dual thumbsticks. IEEE Trans. Visual. Com-
put. Graph. 24(11), 2927–2935 (2018)

22. Zhu, F., Grossman, T.: BISHARE: exploring bidirectional interactions between
smartphones and head-mounted augmented reality. In: Proceedings of the 2020
CHI Conference on Human Factors in Computing Systems (CHI 2020), pp. 1–14
(2020)



Tracking and Rendering (Scientific
Session 3)



A Simulation System for Scene Synthesis
in Virtual Reality

Jingyu Liu1(B) , Claire Mantel1 , Florian Schweiger2 ,
and Søren Forchhammer1

1 Technical University of Denmark, Kgs. Lyngby 2800, Denmark
{jing,clma,sofo}@fotonik.dtu.dk

2 BBC Research and Development, London W12 7TQ, UK
florian.schweiger@bbc.co.uk

Abstract. Real-world scene synthesis can be realized through view syn-
thesis or 3D reconstruction methods. While industrial and commercial
demands emerge for real-world scene synthesis in virtual reality (VR)
using head-mounted displays (HMDs), the methods in the literature gen-
erally do not target specific display devices. To meet the rising demands,
we propose a simulation system to evaluate scene synthesis methods in
VR. Our system aims at providing the full pipeline of scene capturing,
processing, rendering, and evaluation. The capturing module provides
various input dataset formulations . The processing and rendering mod-
ule integrates three representative scene synthesis methods with a vol-
untary performance-aid option. Finally, the evaluation module supports
traditional metrics as well as perception-based metrics. An experiment
demonstrates the use of our system for identifying the best capturing
strategy among the three degrees of foveation tested. As can be expected,
the FovVideoVDP metric (based on a model of the human visual sys-
tem) finds the highest degree of foveation giving best results. The three
other quality metrics from the evaluation module (which use features
to measure similarity) confirm that result. The synthetic scenes in the
experiment can run in VR with an average latency of 5.9 ms for the two
selected scenarios across the tested methods on Nvidia GTX 2080 ti.

Keywords: View synthesis · 3D reconstruction · Virtual reality

1 Introduction

In recent years, virtual reality (VR) as a novel display and interactive platform
has made many experimental manifestations possible in the field of media. Syn-
thesis of real-world scenes in VR with high-fidelity, for example, is an active
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research topic. A complete scene synthesis pipeline for VR includes steps of data
capturing of the real-world scene, data processing, and synthetic scene rendering
in VR. The literature on 3D reconstruction or view synthesis usually covers only
a part of the pipeline, furthermore the methods are relatively general-purpose
and lack adaptation and/or optimization for VR. In addition, it is complex to a
priori identify the best scene synthesis method for a specific application scenario,
due to the lack of VR-tailored evaluation mechanisms. Thus in practice, to have
a VR-tailored integrated solution for scene synthesis is an open question.

To access this question, in this paper, we present a scene synthesis system for
VR through a simulation test-bed built upon a game engine (Unreal). The system
aims to provide a solution for users to screen various scene synthesis methods
on the dataset to be tested. A virtual capturer in our system can help the users
with dataset simulation (which will generate computer graphics images), users
can also capture dataset as real-world photographs using cameras and input
into our system. A VR-tailored evaluation module in our system can score the
methods to provide users with perception-based objective assessments.

The structure of this paper is as follows: Sect. 2 summarizes scene synthesis
methods in the literature. Section 3 designs the system with the following four
aspects in mind: 1. Input dataset with different features, 2. Geometric proxies
and their pros and cons, 3. Texturing and rendering methods with an adapta-
tion and/or optimization for VR, and 4. Objective metrics and their feasibility
across various geometric proxies. Section 4 details the implementation of the
system for the four major modules: capturing, processing, rendering, and eval-
uation. Section 5 describes an experiment that demonstrates an application of
our system: evaluating the quality for different scene synthesis methods in regard
to the capturing strategy for the input dataset. (The simulated input datasets
for the experiment are computer graphic images). Finally, Sect. 6 discusses the
system with a future work. An illustration of the pipeline is depicted in Fig. 1.

The main contributions of the paper are:

– A VR-tailored simulation system integrates a whole pipeline of scene synthesis
of capturing, processing, rendering and evaluation, with adaptations and/or
optimizations to the selected representative scene synthesis methods.

– An experiment that gives objective scores to compare different capturing
strategies for the input dataset for the scene synthesis methods with four
quality evaluation metrics, including a HVM-based metric FovVideoVDP.

2 Related Work

2.1 Scene Synthesis Methods

In this paper we choose to categorize the scene synthesis methods according to
the way of processing the geometry of the scene. Since the subsequent rendering
method for the view synthesis will be affected by the geometric proxy. Thus the
methods are subdivided into three categories: without, explicit and implicit geo-
metric proxy restoration. Richardt et al. [22] updated a similar categorization
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Fig. 1. Pipeline illustration of our simulation system.

in the form of continuum which was proposed by [25]. The synthesis approach
without geometric proxy represents a collection of pure image-based rendering
(IBR) methods. Explicit geometric proxy reconstruction means that the geomet-
ric information is presented in the form of a 3D mesh, i.e. a collection of point
cloud or triangles, while implicit geometric proxy restoration means that the geo-
metric information is stored in an intermediate data structure. While different
geometric proxies can sometimes be convertible, the purpose of this categoriza-
tion is mainly to guide the design and optimization of different processing and
rendering pipelines in Sect. 3.

A typical scene synthesis method without geometric proxy is through light
field [11] or lumigraph [7] rendering. This IBR method realizes purely through
view synthesis. Another improved version of light field rendering is proposed
in [2] as unstructured light field rendering (ULR). In general IBR-based meth-
ods suffer from artifacts that they can not align objects with different depths.
Panorama or omni-directional stereo (ODS) is another solution without geomet-
ric proxy widely applied in VR scene synthesis. However, it only has three degree
of freedom (DoF) without parallax. Luo et al. [14] and Bertel et al. [1] brought
parallax into ODS, however the enhanced motion parallax is limited.

Photogrammetry [5] refers to the solutions with explicit geometric proxy.
The advantage of the photogrammetry is that once the geometry of the scene
is reconstructed, users truly have 6 DoF to observe novel views in the recon-
structed synthetic scene. However, to output a high-definition synthetic scene,
photogrammetry needs to create models with dense meshes, which is challenging
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in practice. For instance, Quixel [9] builds a single asset with around 1 million
polygons. It means that the polygon budget of a reconstructed scene will be of
the order of billions, i.e. far more than the overhead of VR rendering. COLMAP
[23,24] is another photogrammetry method that draws upon structure-from-
motion (SfM) and multi-view stereo (MVS). Compared to Quixel, COLMAP
sacrifices the accuracy of the geometric reconstruction in exchange for time effi-
ciency. Artifacts can be seen as holes and seams in the reconstructed 3D meshes.
Another representative method to reconstruct explicit geometry is unstructured
point clouds. This data structure is an intermediate state of COLMAP pipeline.
However, in other implementations, together with color information, point clouds
can also be the final explicit geometry output of 3D reconstructions [27].

Implicit geometric proxy restoration methods, such as per-view geometry
[8,19], multi-plane images (MPI) [4,17,31], voxels [13] etc., is worth an extended
discussion. The reason is that it is more consistent with the goal we want to
achieve: scene synthesis in VR with high-fidelity novel views, but not accurate
geometries. Thus the geometric proxy should be treated as a medium, not a
target. Overbeck et al. [19] proposed a method that is light-field-based with an
implicit local geometric proxy generated and stored. Note that as an inheritor
of the light field, [19] made a special-designed camera rig as the capturer to
retrieve a dense dataset with thousands of images. Mildenhall et al. [4] alle-
viates the data density by utilizing machine learning: with a learned gradient
descent, the implicit geometric proxy is represented as MPI. The method even
supports photo-realistic reconstruction for volumetric effects like fire with only a
sparse light field dataset. In addition to still scenes, dynamic scenes reconstruc-
tion is also supported with an upgraded multi-sphere images (MSI) geometric
proxy. However, novel views can only be synthesized over a limited baseline, i.e.
an inside-out experience will be hard to achieve. Mildenhall et al. [18] utilizes
volume as an alternative to voxel as its geometric proxy. It defines 5D neural
radiance fields (NeRF) (3D for location and 2D for direction), which can handle
complex materials, detailed geometries, and multiple depths. Wizadwongsa et
al. [29] (NeX) supports view-dependent effects that are derived by reflectance
coefficients adapted in its model, while the method can realize view synthesis in
real-time. Note that while neural network-based geometric proxies can provide
better synthesis quality, they are not necessarily the best choice for VR. Since
the information of the trained geometry is stored in a checkpoint structure. On
the one hand, reading the information from the checkpoint and then generating
a synthetic view may not be in a real-time manner (such as NeRF). On the other
hand, even if the method can generate synthetic view in real-time from the orig-
inal network (such as NeX). There is no reliable solution to directly process the
result to VR displays.

2.2 System Integration and Methods Evaluation

In addition to the discussion of scene reconstruction methods, Dupont et al.
[3] provides a toolkit from the perspective of system design, which is a good
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reference for our work. However, the design of the evaluation module of the
system is relatively simple and can be further improved.

Pixel-based image quality metrics such as PSNR is still applied in the latest
scene synthesis methods such as [29]. However, for scene synthesis applications,
perceptual image similarity metrics are required - as suggested by [12] - which
analyze more the high-level similarity (or structural similarity) between images,
rather than pixel-to-pixel differences.

In addition, there is no preference for specific display devices when comes to
evaluation of the scene synthesis methods in general. However, whether a direct
application of traditional metrics can really reflect the perceptual quality for
scene synthesis in VR is worth questioning. VR devices are very different from
desktop displays regarding to parameters such as lens distortion, resolution, field
of view (FoV), distance from the screen, and shielding of ambient light sources.
Especially, due to the large FoV, the visual acuity feature in the human visual
model (HVM) is worthy of attention in perceptual quality. As it is focused on
visualization on HMDs through both display modeling and inclusion of differ-
entiated center/periphery aspects in the HVM, the recent FovvideoVDP metric
from [15] is very relevant.

3 Design

To design a good simulation system, various factors should be considered: 1.
What scene capturing patterns should be included? 2. How different geome-
try proxies can adapt to the platform? 3. What rendering methods should be
implemented? 4. What metrics are geometric proxy independent and can be
VR-tailored? etc. In this section, the questions above will be addressed.

3.1 Data Capturing

Realizing a virtual capturer is the main focus for our capturing module design,
which simulates a real-world camera set up. Considering the real-life application
scenarios, limited data types can be obtained from commercial cameras, of which
a vast majority produce RGB images. Additionally, as a test-bed, we can also
generate a ground truth depth map for users’ reference and calibration.

When designing the set up of the virtual capturer, on the one hand, it should
meet the needs of an immersive VR experience (i.e. an inside-out experience for
the major cases). On the other hand, users should be able to toggle the con-
figuration of the capturer (i.e. camera parameters, capturing density, capturing
pattern, etc.). In our design, we use a datapoint to represent a piece of capturing,
and we call the region in a scene that datapoints distribute and cover as headbox.
To support various scene synthesis methods, a datapoint can be either a cube-
map or an image, with or with out a corresponding depth map. The configuration
of the virtual capturer will reflect the complexity of the setup in real-life. For
example, a uniformly distributed sampling implies high calibration requirements
while a random distributed sampling represents a more casual setup. Besides,
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to simulate the photograph as much as possible, we need to make full use of
a high-definition rendering pipeline in the synthetic test-bed. Features such as
ray-traced ambiance occlusion, reflection, and refraction should be enabled for
capturing to restore geometry, lighting, and material information of the scene.

3.2 Geometric Proxies

Different geometric proxies have each their advantages and disadvantages, and
we must especially consider their applicability in VR. While an explicit geometric
proxy stored in a data type such as .obj is natively supported by most game
engines, usually implicit geometric proxies need to be further converted into
application-friendly data structures to utilize game engines’ VR-ready rendering
pipeline, and corresponding rendering strategies are required.

We first consider improving a photogrammetry method and adapted it to
our system. COLMAP is a good baseline that has been widely applied due to its
open-source and continuous maintenance. Note that we only use partial of the
functions, which are the camera poses restoration from SfM and depth estimation
and mesh reconstruction from MVS. The explicit global 3D mesh and implicit
per-view meshes can be branches from the utilization of the COLMAP modules
(i.e. the explicit global 3D mesh is reconstructed from MVS, with the fusion to
generate point cloud that eventually turns to a 3D mesh from triangulation;
The per-view meshes are reconstructed from the per-view depth maps from
local depth estimation with triangulation). Note that we only use COLMAP
for the reconstruction of geometric proxies, for texturing we will bring up an
optimized solution (in Sect. 3.3). In addition, we can make a calibration based
on the features of our simulation system (we have the ground truth of camera
poses and scene depth) on top of COLMAP’s solution.

A state-of-the-art neural-network-based view synthesis method that supports
view-dependent effect pretty well is NeX [29], which we choose to implement in
our design. However, as mentioned the neural network model cannot be directly
streamed into VR. Therefore, in order to represent the implicit geometric proxy
that is trained from neural network and stored in the form of checkpoints,
we need to do some conversion. The detailed implementation is introduced in
Sect. 4.3.

3.3 Rendering Methods

First we can discuss the texturing method for explicit 3D meshes. A direct
texture mapping applied on top of a global mesh can be unsatisfactory since
view-dependent effects such as reflections are not supported because they will be
averaged out in the textures, in other words, all pixels in the textures are default
to be diffuse. Here we consider using a classic multi-view-based blending method
ULR to restore the view-dependent effects. However, a straightforward ULR
method can be performance intensive for VR as [3] suggests, thus an optimization
should be applied.
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Disk-based texturing (DBT), originally proposed by [19], is the texturing
method we choose for implicit pre-view proxies. As the textures are sampled to
the viewing direction, DBT also supports view-dependent reflection and high-
light. An extra benefit is that DBT was brought up for VR experience in its
original purpose. The disk-shaped texturing window can reduce the per-view
texture sampling overhead, which is performance friendly.

In NeX, the MPI geometry and the reflectance coefficients it adopts bring in
unique advantages in reconstructing transparent surfaces with refraction com-
pared with the methods discussed above. To render the mesh converted from
the checkpoints, we need to figure out the color of vertices in the runtime. The
detailed implementation is introduced in Sect. 4.4.

3.4 Evaluation

Identifying the relevant objective quality metrics is the focus while designing
the evaluation module. The following requirements are considered: 1. Appropri-
ate metrics should be independent from the geometric proxy. 2. Ideally, quality
metrics should be VR-tailored to reflect the real experience.

The first requirement has already screened out many scene synthesis evalua-
tion metrics since they focus on evaluating the reconstructed explicit geometries
proxies itself. Metrics applied for images and rephotography are found to be bet-
ter fits. Besides, for VR-tailored evaluation, perceptual image similarity metrics
are required, as suggested by [12]. We found that FovVideoVDP [15] is a good fit
since it is not only perception-based, but also take features in HVM into consider-
ation. If the conditions are relaxed and not to consider HVM features, MS-SSIM
[28] and LPIPS [30] can also be taken into our model. All these metrics were
designed to evaluate more the high-level similarity between images, rather than
pixel-to-pixel differences such as PSNR, and therefore they are more consistent
with our system. Metrics such as 1-NCC discussed in [26] is a good supplement.
All those metrics require the registration of the synthetic views with a reference.
With the camera poses restored by SfM, the selected ground truth input can be
compared with the synthetic view setting to the corresponding camera pose in
the evaluation.

4 Implementation

In this section, we explain the details of implementing our design into a simula-
tion system. First, we introduce the platform for our implementation. Then we
break down the system into four modules: 1. A capturing module that gener-
ates a user-defined dataset from synthetic scenes. 2. A processing module that
inputs the user-defined data and outputs user-selected geometric proxies. 3. A
rendering module that inputs geometric proxies from the processor and outputs
synthetic views in VR with the corresponding rendering methods. 4. An evalu-
ation module that takes a random or user-selected reference view, and outputs
the score of the corresponding synthetic view. The overview of the pipeline is
illustrated in Fig. 1.
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4.1 Platform Introduction

The system has been implemented on top of the Unreal engine. Our implemen-
tation utilizes the engine’s libraries for shaders. The reason why we chose Unreal
is because it has good built-in support for VR, furthermore, game engines sup-
port various 3D model types, which endorse our implementations for geometric
proxies. Note that choosing to implement a system on game engines means we
rely on the platform’s resource management, which may not always provide the
best performance.

4.2 Capturer

Our virtual capturer realized with blueprints in Unreal. We utilized the built-in
command-line “High Resolution Screenshot”. Note that in our implementation,
we have enabled the ray-tracing-related functions in the engine to get the photo-
realistic capturing results. We also accessed to depth buffer for ground truth
depth map acquisition.

According to the parameters input by the users, the virtual capturer gen-
erates a datapoint distribution. Corresponding datapoints will be dumped into
the hard disk. The specific parameters that can be set by users are shown in
Table 1. The options define the configuration of virtual capturer from different
dimensions. Most options function as the name suggests. For datapoints density
ρ, we define a term cone density, which means the average angle difference (υ)
between the adjacent two datapoints in either θ or φ axis in the polar coordi-
nate. The smaller the υ is, the denser the datapoints is. For pattern, uniform
distribution for a sphere follows a cosine-based hemisphere sampling [20] which
applies an inversion method that generates uniformly sampled random values ξ1
and ξ2 that fall in the range of the FoV trigonometric (if FoV is set, otherwise
the value ranges [0, 1)). Then apply the inverse cumulative distribution functions
(CDF) to obtain θ and φ. Finally convert from polar space to Cartesian space.
The pattern for the uniform cuboid sampling follows a similar logic, but instead
of using inverse CDFs to get θ and φ, u and v values are obtained, and there is
no extra need for coordinate transformation. If the pattern is set to “foveated”,
we implement a method that introduced in [16] which is kernel based foveation:
The random values ξ1 and ξ2 stand for the samplings for the two axis in polar
space. From ξ1 and ξ2 we have Eq. 1.

y = exp(
log(

√
2)ξω

1

2
) · cos(πξ2)

z = exp(
log(

√
2)ξω

1

2
) · sin(πξ2)

x =
√

1 − (y2 + z2)

(1)

Where ω is the kernel parameter indicate how the datapoints spread across
correlated to foveation. xyz are the normalized datapoint location taking (0, 0)
as the origin. When sampling, skip the yz pairs fall out of the unit circle when
it is “sphere” type.
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Note the datapoints distribute on the surface of the headbox. For sphere, the
datapoints’ direction is the outward normal of the spherical surface; For cuboid,
the datapoints’ direction is the outward normal of the faces.

In principle, by using this capturing module, users can generate datasets as
they were camera-captured photographs.

Table 1. Parameters for the main modules

(a) Capturing module

Parameters Description

shape cuboid / sphere

type panorama/ forward-facing

depth capture depth

pattern uniform / foveated

res datapoint resolution

o headbox center

ρ datapoints density by υ

r diameter / side length

FoV optional for forward-facing

(b) Processing & rendering module

Parameters Description

calic calibrate SfM camera poses

calid calibrate MVS depth map

thc NeX cube marching threshold

Parameters Description

n # of textures / meshes for blending

disk DBT blending disk radius

tho NeX occlusion check threshold

α, d pruning parameters

4.3 Processor

In our processing module, we first implemented an SfM interface, linked to the
SfM command lines of COLMAP. After running SfM, camera poses are recov-
ered. All the three geometric proxies our system supports require this step. As
we have the ground truth of the virtual camera poses, user can optionally use
the ground truth camera poses as the known poses in the COLMAP function
for a calibration. We have provided a function for a conversion from left-hand
z-up coordinates used by Unreal to right-hand y-up coordinates that is required
by COLMAP. From our observations, the camera poses restored from the native
COLMAP SfM on our synthetic dataset is worse than a restore from the real-
world photographs, so a calibration is recommended. One possible reason is that
even if we enabled physical-based rendering functions in Unreal, the rendering
results are still quite different from real-world photographs, which may cause
errors in feature detection and matching in SfM.

From here, the processor branches to get different geometric proxies. For gen-
erating explicit global 3D meshes, we use COLMAP’s MVS module for stereo
patch matching, dense points fusion and eventually using Delaunay triangula-
tion to generate a 3D mesh in a .ply format. For generating implicit per-view
meshes, we utilized the depth maps estimated from each camera pose in MVS.
Our implementation is straightforward: instead of using COLMAP to fusion an
integrated global mesh, we do a fusion for every depth map to get local meshes.
After the reconstruction, per-view meshes are stored as a set of .ply files. Besides,
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if the user chose to store depth maps from capturing, there is an option to opti-
mize the depth map reconstruction in the MVS: We subtract the reconstructed
depth map from the ground truth (i.e. use the ground truth value to replace
the value that exceeds the error threshold). Note that we cannot directly use
the ground truth depth map to do the fusion, since the depth information of
translucent objects is eliminated in the game engine’s depth buffer.

For neural network models, geometry information from the checkpoints needs
to be re-translated into mesh, i.e. from the 3D space occupancy probability
provided in the model to a collection of vertices. NeX does not have a native
support for this type of conversion. But we can find references from [18] and [21]:
divide the whole 3D space into cubes, and do a cube marching that compares the
occupancy probability (σ) with a threshold to determine if there is a vertex at
the location within the cube. After traversing the cubes in the scene, we finally
get a collection of vertices as the converted mesh.

The parameters for users to experiment for the processing module are listed
in Table 1.

4.4 Renderer

For our rendering module, since it is running upon game engines, the imple-
mentation is based-on shaders. We have implemented three rendering shaders:
ULR on explicit global mesh, DBT for per-view meshes and NeX renderer for
the vertices collection. We have made VR adaptations and/or optimizations for
the three methods based on their original design and implementation.

For the original ULR method, all the source images (i.e. textures) can be
candidates to contribute in texturing vertices. A brute force implementation is
with computation complexity of O(n2), which can be performance intense for
complex scenes with large number of triangles. In our implementation, we design
a checklist to pre-filter the vertices versus textures:

– check the boundary: check if vertices’ projection fall out of the uv boundary
of the texture.

– check the occlusion: an occlusion is likely to happen when the vertices pro-
jected depth and the data from the depth map differ a lot (i.e. 20 engine
units).

– check the normal: check if the vertices and texture are backward-facing.

If any of the case happens, the texture will never contribute to the vertices
in the runtime rendering. The record of the pre-filtering is stored by an offline
processing. With our optimization, the runtime rendering for ULR achieve better
performance since traverse got canceled for unpaired vertices and textures.

At runtime, given the novel view’s transform, assign the weights to the n most
relevant textures. Textures closer to the novel view’s transform will be assigned a
higher weight, since textures closer to the camera have higher resolution, and the
color trace back from the ray looking at a similar direction is also similar in the
common cases. (It is not necessarily applicable to complex BRDF and occlusion,
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which brings in a drawback for the blend-based texturing method.) The color
for the vertices are the blended color from the selected textures. Note only the
textures passed the above checklist contribute in blending for some vertices.

Disk-based blending is applied upon per-view meshes. The method is adapted
from [19]. At runtime, per-view meshes are wrapped when overlap (transform of
the vertices blend). The wrapping weight for the meshes is based on their original
camera poses’ relative transform to the novel view, which is logically similar to
the texture weighting mechanism applied in ULR. While the per-view meshes
participating in the mesh wrapping for the novel view have their corresponding
textures, a disk is set for masking the textures. Only the vertices whose uv map
within the disk are rendered out to save the rendering budget. All the disks add
together to complete the novel view. When the radius of the disk is too small,
there will be holes and seams; When the radius is too large, there will be blurry
artifacts as more disks overlap.

The logic to render NeX vertices is similar to the process we applied for ULR,
except for how to check an occlusion, as there is no depth map reconstructed
from NeX for cameras. However, we still can find a way to check if an occlusion
happens in between a pair of camera and vertex: check the σ function on the ray
from the camera to the vertex. For all the steps along the ray, if all the steps’
σ are lower than the threshold, we think there’s no occlusion in between, on
the contrary, if any of the step’s σ is higher than the threshold, the vertex is
occluded from the camera.

We adapt a pruning method to approach the target fps. The pruning works
when fps drops with 2 mechanisms:

– Partial of the vertices that projected to the outer most α degree of the novel
view skip rendering for the current frame.

– Partial of the vertices that are far away than the threshold d from the novel
view skip rendering for the current frame.

Both α and d are adjustable. Using the pruning, we can handle the occasional
fps drops.

As the previous modules, parameters that can be tweaked for rendering are
listed in Table 1.

4.5 Performance Aid

However, if the synthetic scene is too complex with a large number of triangles,
the pruning method can help a little. Rendering the synthetic scene directly in
VR will still be disturbed by low fps. Here, we introduce another option to further
boost VR performance. We adopt a method to re-process and simplify the syn-
thetic scene while maintaining fidelity, which is called Seurat [6,10]. The pipeline
of Seurat goes through a headbox re-define, data re-capturing, re-processing, and
rendering. Seurat uses cubemap as the datapoint. In addition to RGB, Seurat
also requires the depth map, thus it is only applicable when an explicit geometric
proxy (i.e. a global 3D mesh) is selected for the scene synthetic method. After



78 J. Liu et al.

the RGB-D cubemaps re-capturing, Seurat generates a layer of quad tiles that
roughly represent the 3D mesh from a combination of depth maps. Along with
the quad tiles, Seurat generates a corresponding texture atlas. Eventually, quad
tiles and texture atlas are combined to reconstruct an simplified scene.

In the process of integrating Seurat, we re-write its out-dated capturing mod-
ule with the same “High Resolution Screenshot” function that we applied in our
pipeline. In this way, the adapted Seurat can provide the correct result. A com-
parison is illustrated in Fig. 2.

(a) Reference (b) Adapted Seurat re-
construction

(c) Native Seurat recon-
struction

Fig. 2. Comparison of the reference test scene and the scene reconstructed by Seurat.

5 Experiment

After implementing all the modules, our system is ready to be tested. Here we
provide an experiment towards a research question: what is the relationship of
input datapoints’ pattern and the perceptual quality of the synthetic views when
considering the eccentricity in visual acuity in the HVM?

5.1 Synthetic Datapoints Setup

The synthetic scene we prepared as a test-bed completely replicates a bar in the
real-world. For the purpose of investigating the raised question, we have a head-
box set up in the scene, which is called “Gallery”. The headbox contains diffuse
surfaces with some glossy objects. As for the capturing parameters, the headbox
is forward-facing sphere type, with a radius of 100 engine unit, a resolution of
1024 × 1024, and a FoV of 120◦ × 180◦ (H × W). (This FoV is the approximate
inadvertent visual range when the head moves at will.) First we use a prelimi-
nary test to figure out a balanced datapoints density that can maintain a good
perceptual quality level while saving the processing time with the target FoV.
We set different level of υ of the density parameter ρ in the headbox and run
COLMAP to generate corresponding explicit 3D meshes, and observe if there
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are major seams or holes in the mesh. Then to investigate the research question,
with an adequate υ set for cone density, we set the pattern of datapoints on
different level of ω. We have a top-view illustration of the datapoints as shows
in Fig. 3:

Cone density

(a) υ = 30◦ (b) υ = 10◦

Foveation

(c) ω = 4 (d) ω = 1

Fig. 3. Sampling density and pattern illustration. υ stands for the angular cone den-
sity, and ω stands for the level of foveation: the larger the level, the more even the
distribution is.

5.2 Objective Metrics

For the objective metrics implemented in the system, FovVideoVDP can fit the
experiment’s well best, because it is the only metric that takes into account the
gaze point on the view and the HVM features such as eccentricity in visual acuity
in its model. Therefore, for the evaluation of this experiment, FovVideoVDP
metric is the target metric while other metrics are for the reference.

5.3 Results

For the preliminary test for finding an adequate ρ for a FoV of 120◦ × 180◦. An
visual inspection shows that at a level of υ = 20◦, the seams and holes become
minor in the reconstructed explicit 3D mesh which indicate the turning point of
an adequate density.

Figure 4 illustrates the scene synthesis result from the three methods we
implemented in the system (i.e. ULR on global mesh, DBT on per-view meshes,
and NeX on vertices collection) for the research question in selected views from
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(a) ULR on
global mesh

(b) (c) DBT on per-
view meshes

(d) (e) NeX on ver-
tices collection

(f)

Fig. 4. A comparison of the view synthesis result on the Gallery views for the optimized
ULR on global mesh method, DBT on per-view meshes and NeX on vertices.

“Gallery”. From a visual inspection, compared with the other 2 methods, the
drawback for DBT on per-view meshes is more obvious in the mesh edges. An
explanation is that when wrapping the local meshes on the occlusion edges, some
errors are introduced, since the threshold and weights for wrapping are both
empirical number. The robustness of the algorithm is depend on the quantity
and complexity of the occlusions when we manually adjust the parameters in
practice. NeX suffers from blurry artifact on the vertices collection. Increasing
epochs number in training may improve the result. ULR on global mesh presents
a best result under visual inspection for the tested scenario regarding to both
seams & holes and blurriness.

The metrics results show in Table 2 further explain what we can observe from
a visual inspection. The colors map a scale of blue-white-red for each metric, with
blue meaning better quality and red worse quality. MS-SSIM shows high scores
(i.e. above 0.87) for all the dataset patterns among the tested methods, which
indicates a good structural similarity in general for the scene synthesis methods
implemented in our system. Lower LPIPS scores indicate that the ULR on global
mesh has a better perceptual quality which is important for VR applications.
FoVVideoVDP and 1-NCC both give a better score for ULR on global mesh.
Since these two metrics are good indicators for rephotography methods. All the
metrics provide a consistent evaluation, in general, we can say ULR on global
mesh provides a better reconstruction in our system for the tested scenario.

For the evaluation towards the capturing pattern, we focus on the scores
from FoVVideoVDP since that is the most relevant score for HVM-based fea-
tures such as eccentricity in the visual acuity. FovVideoVDP uses QJOD (just-
objectionable-difference score) to quantify the quality. We asked FovVideoVDP
to take the center pixel in the view as the gaze point across the evaluation. As we
can see from Table 2, when the ω is lower, the datapoints are more concentrated
in the importance sampling for foveation. The corresponding score is equivalent
or better then the higher ω patterns for the method ULR on global mesh and
DBT on per-view meshes. As for the exception value for ω = 2 in NeX on ver-
tices collection, it may be related to specular datapoints’ contribution, repeated
experiments may average the singular value out. However, the score difference
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Table 2. Quality scores for the selected novel view in gallery

FovVideoVDP LPIPS MS-SSIM 1-NCC

8.722 0.102 0.98 0.811 ULR

7.18 0.257 0.901 0.798 DBTω = 1

7.01 0.243 0.877 0.736 NeX

8.618 0.148 0.974 0.801 ULR

7.161 0.265 0.905 0.784 DBTω = 2

7.1 0.259 0.883 0.747 NeX

8.609 0.104 0.973 0.805 ULR

7.064 0.263 0.899 0.776 DBTω = 4

6.885 0.278 0.874 0.705 NeX

is minor, suggesting that the pattern for capturing may not contribute to the
perceptual quality as much as other parameters such as density.

Frame Timing with Performance Aid. We also performed a frame timing
test with performance aid module enabled. Result shows the re-processing can
maintain a good fidelity within the headbox (Fig. 2). The original scene has 1.3 m
triangles in total. With the ray-tracing refraction enabled for high-definition
rendering, the average rendering latency on a high-end computer (with Nvidia
GTX 2080 Ti) is around 43 ms. In the reconstructed scene from Seurat, the total
triangle number downsized to 72k, and we got an average latency of 5.9 ms in
VR on the same PC.

6 Discussion

At present, modules in our system are applied in the form of actor blueprints in
Unreal. We have realized that the system needs further integration - better to
be in the form of a integrated plug-in for the game engine. As Dupont et al. [3]
did for Unity.

We have obtained more robust geometric proxies through the calibration
in our capturing and processing modules. A manual calibration in the dataset
capturing to filter out the datapoints with features less than 200 from entering
into the following pipeline is suggested. By experiments we found images with
less than 200 feature points sometimes cause an error in the following mesh
reconstruction with wrong mapping among other features.
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For NeX modelling, in its original implementation, the training time for a
17 images dataset with a 4000 high epoch runs for 18 h [29]. For the practical
reason, we had to decrease the training epoches. Coupled with the information
loss in the adaptive conversion to integrate the model to Unreal, the quality
scores in our system for NeX are lower than the scores they reported.

As for the evaluation module, it can be further tailored for VR. Since fps
can determine a comfortable VR experience, integrate a temporal metric has
the potential to support spatial-temporal quality evaluation for VR.

If we push our system to dynamic scenes, much interesting content is coming
along. However, it requires geometric proxies to be temporal consistency. Also
there will be a much stricter requirement for the accuracy as human sensitivity
to perceptual effects over time is high, e.g., any flickering at the edges of objects
on a geometry reconstruction is particularly noticeable.

7 Conclusion

In this paper we presented a system that used four modules to integrate a whole
pipeline of scene synthesis for VR. The capturing module was calibrated for
better pose restoration, which supported both real-world photographs and syn-
thetic images. The processing and rendering module adapted and/or optimized
three representative scene synthesis methods with various geometric proxies, in
which the neural-network-based method NeX became available for VR with our
adaptation. The evaluation module was VR-tailored, based on HVM, percep-
tual quality, structural similarity, and rephotography. In addition, we provided
an optional performance-aid module for performance-intense use cases. The pro-
posed system can be widely applied in scene synthesis for VR and support further
research.

We have proved the practicability of the system by demonstrating the
pipeline through an experiment studying which of the tested capturing strate-
gies performs best. Experimental metrics evaluations indicate that the foveation
capturing pattern performs best when applied on the tested scenario.
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Abstract. In this paper, we analyze various outside-in approaches for
pose tracking and pose estimation of AR glasses. We first provide two
frame-by-frame pose estimation approaches. The first one is a VGG-
based CNN, while the second method is the state-of-the-art, ResNet-
based AR glasses pose estimation method named GlassPoseRN. We then
introduce LSTMs in the mentioned approaches to achieve AR glasses
pose tracking. We compare methods with and without non-local blocks,
which are theoretically promising for Pose Tracking as they consider non-
local neighbor features in one image and among multiple images. We
further include separable convolutions in some networks for comparison,
which focus on maintaining the individual channels and therefore the
triple images. We train and evaluate seven different algorithms on the
HMDPose dataset. We observe a significant boost on the dataset from
pose estimation to tracking approaches. Non-local blocks do not improve
our performance further. The introduction of separable convolutions in
our recurrent networks results in the best performance with an estimation
error of 0.81◦ in orientation and 4.46 mm in position. We reduce the
error compared to the state-of-the-art by 76%. Our results suggest a
promising approach for more immersive AR content for AR glasses in the
car context, as high a 6-DoF pose accuracy improves the superimposition
of the real world with virtual elements.

Keywords: Augmented Reality · Pose tracking · Deep learning

1 Introduction

In recent years, Augmented Reality (AR) applications started to flourish in many
new scenarios, and the simple laboratory or indoor experiments have extended
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Fig. 1. An overview of our evaluation. We compare seven different pose estimation and
tracking approaches on triple images of the HMDPose dataset: (e) and (f) show the
baseline, frame-by-frame pose estimation methods, (f) being the state-of-the-art Glass-
PoseRN [13] approach. In (d) and (g), we introduce LSTMs to the baseline approaches.
(c) depicts the standard CNN with non-local blocks and an LSTM. (b) shows a CNN
variant with separable convolutions and an LSTM, while (a) extends the approach with
non-local blocks.

to much more challenging use cases. In general, in order to ensure a convincing
experience, it is paramount to localize the used smartphone or AR glasses with
a high precision in its environment. Usually, this is required in a highly accurate
and latency-free way. Smartphones are more error-tolerant regarding tracking,
as they are equipped with video-see-through displays. They have the advantage
of frequency and speed adjustment of the real world shown through the display.
AR glasses steadily matured over the years and are currently being used in
the industry. In the future, consumer adaptation of AR glasses is highly likely.
In contrast to smartphones, AR glasses mostly consist of optical-see-through
displays, where the real world is perceived directly by the wearer. This elevates
the latency and accuracy requirements for a realistic experience (Fig. 1).

As larger AR glasses usually come with RGB or depth sensors and IMUs
to enable inside-out tracking, it is the standard for pose estimation in static
environments. In dynamic environments like airplanes or cars, IMUs register
both head and vehicle movement. Thus, it is relatively challenging to utilize
them in a standalone manner. In the case of a car driver, the optical sensors
register mostly parts of the outside world, which delivers a limited set of features
of the car interior for tracking.
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In this scenario, outside-in tracking becomes a valuable option for tracking.
Outside-in tracking is done frequently in case of head pose estimation. Similar
algorithms can be deployed for pose estimation of Head-Mounted Displays as
done for head pose estimation. The head pose is different from the AR glasses, as
the relation between head and glasses differs from user to user. This relation can
change with slight glasses movement on the wearer’s head. Thus, it is necessary
to estimate the AR glasses directly. Algorithms adjusted to handle different types
of glasses models can enable scalability to new types of models. Thus, tracking
AR glasses through external sensors placed inside a car can lead to a wider
adoption of AR glasses in cars.

Even though depth information improved pose estimation quality in recent
works on pose estimation [2,4,39], they are still more costly than RGB or infrared
(IR) cameras. Due to the changing lighting conditions in a driving scenario,
RGB cameras can output significantly varying images. However, IR cameras
come in handy due to their property of being less sensitive to change by lighting
conditions compared to RGB images.

Recent works on AR glasses pose estimation [13,14] on the HMDPose dataset
[12] have shown accurate results for the pose estimation from a single and multi-
view images, but did not attempt to use temporal coherence in the pose esti-
mation. Our idea is to exploit the temporal continuity of the video sequences
given in the dataset by proposing new learning-based pose tracking algorithms.
We introduce five different alternatives taking advantage of the present contin-
uous data. We first present Recurrent Neural Networks (RNNs) based on VGG-
and ResNet backbones. We then introduce non-local blocks into our methods, a
novel type of Neural Network maintaining object properties over time [37]. To
the best of our knowledge, we are the first to use them in the pose estimation
and tracking context. We furthermore introduce separable convolutions [7] into
our networks for comparison. We finally evaluate them on the HMDPose dataset,
where we compare them with CNN-only frame-by-frame methods, including the
state-of-the-art “GlassPoseRN” method.
In detail, our contributions are:

– We present seven approaches based on combinations of three Neural Net-
work categories for AR glasses pose estimation and tracking: convolutional,
recurrent, and non-local Neural Networks.

– We introduce non-local blocks in our methods, being the first to utilize them
for pose estimation. Additionally, we evaluate networks with separable con-
volutions instead of normal convolutions.

– We evaluate our approaches on the HMDPose dataset, where we outperform
the state-of-the-art and reduce the error by 76%. Our detailed comparison
of various methods enables us to recommend certain network types for AR
glasses tracking.

In the remainder of the paper, we discuss the related work on object pose esti-
mation and RNN-based pose estimation in Sect. 2. We present our AR glasses
pose estimation and tracking techniques in Sect. 3. In Sect. 4, we discuss our
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evaluation on the HMDPose dataset, comparing our models against the state-
of-the-art approach benchmarked on the dataset.

2 Related Work

In this section, we review recent work on pose estimation from camera images.
Some approaches either work with intensity images or depth maps or combine
different data modalities.

2.1 Object Pose Estimation

6-DoF pose estimation approaches can primarily be divided into two categories.
One category is direct pose regression, where the image is taken to estimate
a pose directly by a Neural Network. The second category must first detect
2D targets and 2D-3D Object correspondence and then solve for Perspective-n-
Point (PnP) problem for the 6-DoF pose. We shortly summarize methods for
both categories.

The approaches that first detect the targeted object in the given image and
subsequently solve a PnP problem for their 6-DoF pose, mostly dominate the
state-of-the-art work in object pose estimation. In this category, keypoints-based
and 2D-3D correspondence methods are popular. The keypoint-based methods
either use the keypoints from the object’s surface [28,34,35] or directly predict
the 2D projections from 3D models of the object using furthest point algorithm
[6,26,33]. The dense 2D-3D correspondence methods predict the corresponding
3D model point for each 2D pixel of the object and later use the PnP to get the
6-DoF pose [22,25,40]. Some methods also use additional networks to further
refine the pose by using cropped images of an object.

However, adding processes like keypoints or other landmarks extraction
involves chances of introducing errors. An alternative for 6-DoF pose estima-
tion of an object is to regress it directly based on the image information only.
PoseNet [19] introduces a deep CNN to estimate the 6-DoF camera pose based
on a single RGB image as input. The network can predict the pose in an end-
to-end manner with real-time performance. They argue that training individual
networks to regress position and orientation separately performed poorly com-
pared to when they were trained with full 6-DoF pose labels. PoseCNN [38]
decouples the problem of pose estimation into estimating the translation and
orientation separately. It uses a pre-trained VGG network [32] as a backbone for
feature extraction and splits into three output branches. Two fully convolutional
branches estimate center directions and the depth for every pixel of the image.
The third branch consists of a ROI pooling and a fully connected architecture
that regresses a quaternion describing the rotation for each region of interest.
PoseConvCNN [5] further developed a fully convolutional architecture evolved
from PoseCNN [38], and rather than ROI-based orientation prediction, they per-
form pixel-wise quaternion prediction, keeping the translations and ROI exactly
the same from PoseCNN [38]. Recently, Peng et al. [26] also removed the ROI
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pooled orientation prediction branch and used 2D keypoints predicted using
Hough-based voting to estimate the pose, creating a hybrid between the two
major categories. In this approach, the ground truth 3D keypoints are generated
using 3D models of target objects. The direct estimation of 3D rotations informa-
tion is difficult because of the non-linear rotation space. For this reason, other
works avoid introducing pose refinement steps after directly estimating poses
from monocular images. Li et al. [21] present a render and compare technique as
a pose estimation step that improves the estimation only using the original RGB
input. Although this can lead to accurate results, the pose refinement procedure
requires additional computing time.

Regarding our specific use case of AR glasses pose estimation based on IR
images, Firintepe et al. [13] developed and tested various methods on the HMD-
Pose dataset. Their first method named “GlassPose” is a VGG-based CNN. They
separate the estimation into two branches, estimating the orientation on cropped
images of the head while using the full images for translation prediction. Their
second approach “GlassPoseRN” is based on a ResNet-18 backbone, predicting
the full 6-DoF pose based on the full images, outperforming GlassPose by a large
margin. Another AR glasses pose estimation approach derives point clouds from
IR images for further pose estimation [14]. A network was trained on triple IR
input images in a semi-supervised fashion to generate a self-centered point cloud
and to estimate the 3D position of the cloud. After training, the network can
extract the point cloud representation from a single IR input image. Two pose
regressors called P2R and P2P were proposed to estimate the rotational and
translational poses given the point clouds. In P2R, a backbone extracts features
followed by a rotation estimation module consisting of convolutional and dense
layers. The predicted output represents the rotation in the 4D quaternion. In
P2P, the model is extended with a voting process used to identify keypoints
and extract descriptor vectors. The descriptive keypoints are fed to rotation and
translation estimation modules to get the final 6-DoF pose.

We choose to compare our methods to the GlassPoseRN algorithm, as it per-
forms better than the benchmarked state-of-the-art Regression via Classification
head pose estimator [1] and a point cloud based object pose estimator named
CloudPose [15] on the HMDPose dataset [13,14].

2.2 RNN-Based Pose Tracking

An alternative to frame-by-frame pose estimation is 6-DoF pose tracking based
on RNNs. Inspired by You Only Look Once (YOLO) [29], Ning et al. [24] pro-
pose Rotated Logging (ROLO), in which LSTMs are used to learn sequential
information in the high-level visual features with the region information. They
use YOLO to learn features from images and detect objects’ bounding boxes
in the images. These extracted features and detected regions are then fed into
the LSTM. ROLO only used the regression capability of RNN in the temporal
domain and not its temporal correlation. Considering this, Zhang et al. [41] pre-
dict directions first based on RNN and later use the direction of the next frame
to reduce the search for ROI. Once the search area is reduced, the object is
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detected only in that area. They perform this by utilizing a direction prediction
model based on RNNs and a detection model later for tracking.

Several works in object pose estimation specifically focus on the head as an
object. As our work is closely related to head pose tracking, we further discuss
related work in head pose estimation using RNNs. Most of the works used particle
filters with face image renderer to track faces [23]. However, these filters require
complex, problem-specific design and feature tuning. Work from Gu et al. in [16]
presents a comparison between Bayesian filtering and RNNs while proposing an
RNN-based approach to solve the tracking problem. They use a VGG network to
regress the head pose Euler angles. Instead of improving single frame prediction
by modifying the network structure, it focuses on using an RNN to improve
pose prediction by leveraging the time dimension. They evaluate their work on
a synthetic dataset as well as a real-world dataset. Borghi et al. [3] propose to
utilize stream of depth images and perform 3-DoF pose estimation of the head,
especially for in-car automotive applications. The principle idea is to utilize time
information on the depth-based images and directly estimating the Euler angles.
Head detection and localization are not performed in this work, and they assume
that the head center is already provided. They utilize this to first crop the head
part from the input images and only use it to train the proposed network. They
mostly use a shallow architecture with L2 training loss. The method achieved
good results on Biwi dataset [10] and was implemented in a car which shows its
real-time feasibility. Similarly, Peng et al. in [27] used spatial-temporal data and
RNNs for sequence-based facial tracking without facial landmarks.

Camera pose tracking is an intrinsic part of visual odometry, where several
works have focused on CNN and LSTM combinations for pose tracking [8,36,42].
Wang et al. [36] and Constante [8] deploy CNNs with consecutive LSTMs to
extract continuous poses based on RGB video input. Zou et al. [42] present a
self-supervised learning method for visual odometry with special consideration
for consistency over longer sequences. They model the long-term dependency by
using a pose network that features a two-layer convolutional LSTM module. All
methods use CNNs developed for Optical Flow estimation as their backbone.
One typical backbone is FlowNet [9]. The extracted features are then fed into
the LSTMs for further pose regression.

In contrast to the state-of-the-art, we propose several novel Neural Network
concepts combined with LSTMs for AR glasses pose tracking. For the first time,
we introduce separable convolutions, non-local blocks, or a combination of both
to achieve improved tracking accuracy. Both concepts are promising for our
multi-view, continuous data. Especially non-local blocks have not been used for
6-DoF pose tracking, despite its interesting property of learning the long-range
object dependencies in video sequences. Based on this comparison of various
novel concepts on AR glasses pose tracking, we can make recommendations for
our use case.
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3 AR Glasses Pose Estimation and Tracking
Architectures

3.1 AR Glasses Dataset and Preprocessing

To conduct our analysis, we use the HMDPose dataset [12]. HMDPose is a
large-scale data glasses dataset, consisting of around 3 million 1280 × 752 pixel
images. It contains IR images from three different perspectives of four different
AR glasses, worn by 14 different subjects.

We first downscale the images 320×188 and normalize them. Next, the images
from different views from the same timestep are stacked together channel-wise.
This increases the information space for the neural network to learn from. We
present different neural network architectures based on CNNs and RNNs trained
on IR images to perform AR glasses pose estimation. We create sequences from
these multi-view images using the individual frames’ timestamp as required by
RNN-based networks. The data split acquired while sequence generation is used
for all the networks, CNNs or RNNs. Figure 2 gives an overview of the pipeline
of pre-processing such sequences. We train and evaluate various networks based
on single frames and sequences to regress the 6-DoF pose of AR glasses.

Fig. 2. Our pipeline to conduct sequence generation from multi-view IR images for
LSTM-based methods. (a) We first stack IR images channel-wise and then (b) generate
sequences of the stacked images according to their timestamp.
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3.2 CNN Baseline Methods

We benchmark two networks that only utilize CNNs to see the effect of learn-
ing by using spatial information only. The networks are called “BaselineCNN”
and “GlassPoseRN”. GlassPoseRN is a deeper model containing a ResNet-18
backbone compared to BaselineCNN. The two networks act as our baseline to
compare with our networks based on RNNs.

Fig. 3. Network architecture of separable convolution-based CNN-LSTM model. (a)
shows our CNN architecture, including the separable convolutions highlighted in (b),
which elaborates on their working principle [7]. The light green layers right after the
separable convolutions are max pooling layers. In (c), the output of the network is fed
into LSTM layers, performing estimation of the orientation in quaternions and position
in Euclidean space. (Color figure online)

BaselineCNN. Our first approach is a basic convolutional neural network,
which we consider as our baseline. We name this method “BaselineCNN”. It is
inspired by the “GlassPose” method in [11]. Instead of decoupling the network
into subnetworks for translation and rotation, we take one branch for 6-DoF
pose estimation. BaselineCNN does neither use any extra cropped images of
glasses nor the bounding box of glasses in the translation subnetwork. It utilizes
full downscaled images to regress the 6-DoF pose per frame triple. The network
learns the rotations in quaternion space and translation in Euclidean space.

The network comprises nine layers in total, with six convolutional and three
fully connected layers. The input to the network is of size 320 × 188 pixels.
Initially, the images are processed by three convolutional layers of filter size
5 × 5, each having 32 neurons followed by a max pooling layer of 2 × 2. The
remaining three convolutional layers have a filter size of 3 × 3. The fourth and
fifth convolution layers have a hidden size of 32, while the sixth convolution layer
has 128 neurons. Only the fourth layer has a consecutive max pooling layer. In
the end, the fully connected layers of sizes 128, 80, and 7 neurons are used to
regress the 6-DoF pose.
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GlassPoseRN. We benchmark the state-of-the-art pose estimation “Glass-
PoseRN” [11] approach of the HMDPose dataset. We compare our methods to
the GlassPoseRN method, as it performs better than the benchmarked Regres-
sion via Classification head pose estimator [1] and a point cloud based object
pose estimator called CloudPose [15] on the HMDPose dataset [13,14]. It also
shows better results than the point cloud-based P2P method [14]. We retrain
this network on our 80/10/10 data split. We give more details on our data split
in Subsect. 3.5. The model consists of a ResNet-18 [17] backbone. GlassPoseRN
maintains information and feature within the building blocks of ResNet with
skip connection as described in [17]. The ResNet-18 block of the network is fol-
lowed by two dense layers of size 256 and 64 with a final output layer which
regresses the translation and orientation together.

3.3 LSTM-Based Approaches

As an alternative to the models mentioned above, we introduce RNN-based
networks to compare the convolution and recurrent operations. The idea is to
exploit the temporal information in the data by introducing RNNs in the net-
work. Our custom-built hybrid CNN-RNN model utilizes this enhanced spatio-
temporal feature space to learn the glass pose in an improved way. CNNs can
learn the spatial information avoiding feature engineering, while RNNs avoid
manual engineering of object tracking logic, which can be prone to errors. They
learn the temporal information directly from the data. Hence, a hybrid model
could achieve enhanced AR glasses pose estimation.

We use LSTMs as our RNN variant due to their ability to avoid vanishing
gradient problem and the poses time-dependent property. The LSTMs map the
pose estimation per frame in a sequence to the sequence of known ground truth
poses.

CNN-LSTM. The first hybrid model is referred to as “CNN-LSTM”. The CNN
part of the network extracts optimal features from the IR images, and LSTM
tracks the extracted features as sequences. Therefore, the features from a single
triple image in a sequence act as one time step for LSTM. The designed model
takes a sequence of IR images as input and outputs continuous 6-DoF pose of
AR glasses, tracking the pose in all the frames of a sequence.

The architecture consists of only six layers in total. The CNN part is kept
identical to BaselineCNN to enable a fair comparison. The CNN consists of four
layers where each is followed by max pooling layer of 2 × 2. Two convolutional
layers have a filter size of 5×5, and the remaining two layers have a filter size of
3 × 3. The hidden size of each layer is 32 neurons. The features from the CNN
are flattened before using it as an input to the LSTMs. The LSTM network
comprises two layers, each having 128 neurons. The dense layers are used as the
output layers to regress the continuous 6-DoF pose of AR glasses.
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SepConv-LSTM. This method introduces a more efficient network by utilizing
depthwise separable convolutions instead of normal convolutions. Depthwise sep-
arable convolutions [7] are a special type of convolutions in which convolution
operations are separately applied to channels. The information from multiple
channels in the input is not mixed together, which are the different views of the
triple images in our case. Pointwise convolutions increase the depth of the output
to be further processed. Separable convolutions increase efficiency by decreasing
the number of computations. They are also used in standard architectures like
MobileNet [18].

Figure 3 shows an overview of the architecture, referred as “SepConv-LSTM”.
The network architecture remains the same as CNN-LSTM. Only normal 2D
convolution layers are replaced with separable convolutions. Table 1 highlights
the difference in parameters, showing the reduction of approximately 40,000
parameters using separable convolutions.

Table 1. Size and parameter comparison of CNN-LSTM and SepConv-LSTM.

Network Total parameters

CNN-LSTM 3,849,575

SepConv-LSTM 3,808,274

GlassPoseRN-LSTM. The next LSTM-based model is the GlassPoseRN
method coupled with LSTMs. This model is designed for spatio-temporal data.
The LSTM at the end of the network learns from the temporal information and
is used in a regression manner to predict continuous 6-DoF AR glasses pose. We
call this model “GlassPoseRN-LSTM”. The model is built over the ResNet-18
architecture as in GlassPoseRN. The reason for using the same backbone is to
compare the effect of RNNs and CNN-based methods.

The GlassPoseRN model is modified by removing the three dense layers from
the end and adding the LSTM layers. It is done by first adding a global average
pooling layer right after the ResNet blocks to reshape the feature maps. This
pooling layer is followed by the two LSTM layers with 128 neurons each. In the
end, a dense layer is used to regress the translation and rotations, making it a
layer of 7 neurons.

3.4 RNN with Non-local Blocks

In previous sections, convolutional and recurrent operations were used to build
networks due to our data modality’s nature. This subsection describes a novel
neural network architecture based on non-local operations. Non-local operations
help in learning long-range dependencies in the video sequence. Wang et al. [37]
introduced non-local filtering as general operations in a neural network as a
building block to learn the non-local neighbourhood information and long-range
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Fig. 4. Network architecture of non-local block-based CNN-LSTM model. (a) shows
our CNN architecture, including the non-local layers highlighted in (b), which elab-
orates on their working principle [37]. In this block, ⊗ denotes matrix multiplication
and ⊕ represents element wise addition. The light blue box within non-local block
represents the 1 × 1 × 1 convolutions. In (c), the output of the network is fed into
LSTM layers, performing estimation of the orientation in quaternions and position in
Euclidean space. (Color figure online)

dependencies. Before introducing this variant, learning the long-range dependen-
cies was done by either repeatedly deep stacking convolutional operations with
large receptive fields or deep stacking of recurrent operations consecutively. This
multi-hop dependency with deep stacked networks, however, is hard to model
and difficult to optimize making it an inefficient and computationally expensive
solution.

NL-CNN-LSTM. We alter our hybrid CNN-LSTM model by adapting non-
local blocks in the CNN part of the network. The convolution and recurrent
layers only consider the local neighbourhood of a given pixel position while
learning features from the input and the fully connected layers lose the positional
correspondence. Hence, the long-range dependencies between the sequenced IR
frames and even the non-local neighbor pixels within one frame are missed.
Therefore, non-local blocks add the capability to learn this non-local information
within a single frame and between multiple frames of a sequence to the network.

The network is designed by modifying the CNN-LSTM architecture. The
change includes the addition of non-local blocks in a conventional convolutional
network part to experiment with their performance in an LSTM-based network.
The architecture is visualized in Fig. 4. The light blue blocks in the figure rep-
resent the location of where the non-local blocks are inserted. Due to limited
computation resources and a large image resolution size, the non-local block is
not inserted after the first convolutional layer, despite it potential benefit to the
overall network. The architecture is kept similar to the CNN-LSTM architec-
ture to keep a fair comparison between the two models. This network consists of
six layers with four convolutional layers, three non-local blocks, and two LSTM
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layers. The convolutional layers are identical to the CNN part of the CNN-
LSTM neural network. The non-local blocks do not affect the size of the input
feature maps. The block performs multiple 1 × 1 convolutions to receive differ-
ent embeddings. The embeddings are later used in element-wise multiplication
and get the final output feature vector, representing the similarity between a
pixel and its non-local neighbours. This approach is an extension of our hybrid
CNN-LSTM model, with the potential to learn the long-range dependencies of
different objects for the AR glasses pose estimation task.

NL-SepConv-LSTM. Following the idea of depth-wise separation of convolu-
tions just like SepConv-LSTM, we designed a similar model with the additional
inclusion of non-local blocks. As non-local blocks are introduced to learn non-
local neighbor features [37], by their inclusion in our network, we aim to learn
the non-local neighbor features from separate views.

The architecture of the network remains the same as NL-CNN-LSTM, which
we described in the previous subsection. The only change is the replacement
of normal convolution layers by separable convolutions. We call this network
“NL-SepConv-LSTM”.

Fig. 5. Example triple images of the four AR glasses models included in the HMD-
Pose [12] dataset. It includes the four glasses models a) Mini Augmented Vision, b)
Everysight Raptor, c) Microsoft Hololens 1, and d) North Focal Generation 1.

3.5 Network Training

Our training, validation, and test split is 80% for training and 10% for validation
and test set. In contrast to the 94/3/3 split used in [13], more extensive test and
validation sets are required, as sequencing data comes with the loss of frames.
For this reason, we train the GlassPoseRN method again on our data split to
enable comparability with our LSTM-based models. We split the dataset for all
individual glasses types as well as for individual subjects. For the CNN baseline
methods, the dataset is being shuffled.

We train our models with an Adam optimizer with the initial learning rate
α = 0.01. The learning rate is scheduled to decrease if the validation loss has
not improved for more than ten epochs. For our RNN-based neural networks,
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sequences are generated by stacking the frames, sorted according to the times-
tamp. Our activation function for all layers besides the output layer is the ReLU
activation. We deploy a linear activation for the output layers.

We use the weighted L2 Euclidean distance for translation and orientation.
The loss function is based on Kedall et al. [20] and is defined as follows:

Loss = β||t − t̃||2 + ||q − q̃

||q̃|| ||2 + γ||q|| (1)

q and t describe the ground truth quaternion and translation, whereas q̃ and t̃
represent the estimated quaternion and translation. We normalize the predicted
quaternion and compute the Euclidean distance to the ground truth quaternion.
It is important to note that regularization parameter γ and the norm of the
predicted quaternion are added in the loss to cater to any large predictions.
In addition, the Euclidean distance is being computed for the translation. The
translation is weighted accordingly through the scaling factor β to have similar
scaling to the orientation before adding the orientation loss, which we set empir-
ically. We train all networks on two NVIDIA GeForce 2080Ti GPUs for 200
epochs for all glasses combined and individually. All the networks are trained
on full images down-scaled to 320× 188 pixels. The initial learning rate is set to
0.001 and scheduled to 50% decrease after every 10 epochs if the validation loss
has not improved from previous best loss. The batch size used for CNN base-
line methods is 128, while, for RNN-based methods, a sequence length of 8 and
batch size of 32 was utilized while training. The trained networks can predict an
absolute 6-DoF pose per frame, up to a pose per sequence of 8 frames.

4 Evaluation

4.1 Dataset and Evaluation Metrics

We conduct the training and evaluation of our approaches on the HMDPose
dataset [12]. The large-scale multi-view IR dataset HMDPose contains around
3 million images with AR glasses pose annotations, resulting in 1 million image
triples. The dataset has been recorded with 14 different subjects, wearing four
different AR glasses models each. It includes the four glasses models Everysight
Raptor, Microsoft Hololens 1, North Focal Generation 1, and Mini Augmented
Vision (Fig. 5). In our paper’s evaluation, we refer to the Everysight Raptor as
EVS, Hololens 1 as HOLO, North Focal Generation 1 as NORTH, the Mini Aug-
mented Vision glasses as MAV, and all glasses combined as ALL for readability.
There are around 250,000 image triples per glasses model available.

We benchmark our results on the same metrics as Firintepe et al. [13], with
one exception. We consider the Mean Absolute Error (MAE) and the Root
Mean Squared Error (RMSE) for orientation. An additional metric is the Bal-
anced Mean Angular Error (BMAE), which takes the unbalanced amount of the
full range of head orientations by introducing sections [11,30,31] into account.
Despite its interesting insight into a networks’ performance over the complete
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range, we exclude this metric, as the section definition is invalid for sequenced
data. This would implicate the definition of ranges per sequence, where the sam-
ple size is too small to represent the test set. We use the L2 loss for the position
error on all axes separately and together for the position estimation.

4.2 Results

Frame-by-Frame Pose Estimation Approaches. We benchmark two frame-
by-frame pose estimation methods for comparison. The first network is our
GlassPose-inspired BaselineCNN, the second network being the state-of-the-art
“GlassPoseRN” approach. They are the only networks formed on convolutional
operations only, so they cannot work on sequential data. Table 2 and 4 lists all
orientation results of all methods on our data split. We trained and tested both
approaches on all individual glasses as well as combined. BaselineCNN achieves

Table 2. Rotation results of the Frame-by-Frame Pose Estimators BaselineCNN and
GlassPoseRN [13] as well as our LSTM-based Pose Trackers CNN-LSTM, SepConv-
LSTM, NL-CNN-LSTM, NL-SepConv-LSTM, and GlassPoseRN-LSTM on the given
error metrics in degrees. The Everysight Raptor is referenced as EVS, Hololens 1 as
HOLO, North Focal Generation 1 as NORTH and the Mini Augmented Vision glasses
as MAV. ALL stands for all glasses combined. The average value of all three axes is
given on the defined metrics in this table. The full results including the errors regarding
roll, pitch, and yaw can be seen in the end of the document in Table 4.

Frame-by-frame pose estimation LSTM-based pose tracking

Glasses-type Metric Baseline-CNN GlassPose-RN [13] CNN-LSTM SepConv-LSTM NL-CNN-LSTM NL-SepConv-LSTM GlassPoseRN-LSTM

EVS MAE 2.62 1.79 0.74 0.76 0.76 1.27 1.34

RMSE 3.95 2.71 0.77 0.79 0.80 1.34 1.43

MAV MAE 2.71 2.25 0.81 0.79 0.82 0.78 1.22

RMSE 3.94 3.26 0.84 0.82 0.85 0.82 1.37

HOLO MAE 2.75 3.31 0.94 0.86 0.97 2.57 1.67

RMSE 4.63 4.82 0.97 0.90 1.01 2.68 1.77

NORTH MAE 2.47 1.40 0.89 0.91 0.89 2.33 1.37

RMSE 4.29 2.98 0.94 0.97 0.94 2.44 1.47

ALL MAE 2.98 3.86 0.88 0.81 0.94 0.92 1.90

RMSE 4.33 5.26 0.92 0.86 1.00 0.98 1.98

Table 3. Results for the positional, Euclidean error in millimeters of the Frame-by-
Frame Pose Estimators BaselineCNN and GlassPoseRN [13] as well as our LSTM-based
Pose Trackers CNN-LSTM, SepConv-LSTM, NL-CNN-LSTM, NL-SepConv-LSTM,
and GlassPoseRN-LSTM on all three axes combined. The Everysight Raptor is ref-
erenced as EVS, Hololens 1 as HOLO, North Focal Generation 1 as NORTH and the
Mini Augmented Vision glasses as MAV. ALL stands for all glasses combined. The full
results including the errors regarding the x-, y-, and z-axes can be seen in the end of
the document in Table 5.

Glasses-type Frame-by-frame pose estimation LSTM-based pose tracking

Baseline-CNN GlassPose-RN [13] CNN-LSTM SepConv-LSTM NL-CNN-LSTM NL-SepConv-LSTM GlassPoseRN-LSTM

EVS 12.06 8.41 4.18 3.96 4.55 7.18 8.89

MAV 15.07 5.97 4.23 3.22 3.59 3.56 5.65

HOLO 13.10 8.75 5.31 4.57 5.93 11.67 9.39

NORTH 13.49 4.88 5.18 5.09 5.19 12.79 11.83

ALL 14.82 11.95 5.22 4.46 5.44 5.43 15.86
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comparable results among all glasses models as well as the glasses combined. The
average MAE ranges from 2.47◦ on NORTH to 2.98◦ on ALL, showing slightly
higher errors on the combination of the glasses compared to them individu-
ally. On the RMSE, the largest glasses model HOLO and the smallest glasses
NORTH result in the highest errors. GlassPoseRN shows more significant dif-
ferences among the individual glasses and combined. It can be observed that
the smaller glasses types like NORTH and EVS perform better than the larger
models. Considering all glasses at once increases the error.

We additionally evaluate the positional error of the methods on our data split
(Table 3 and 5). We trained and tested both approaches on all individual glasses
as well as combined. BaselineCNN again performs similarly for all glasses types.
The GlassPoseRN errors differ more between the glasses models. When com-
paring the two pose estimation approaches, we observe GlassPoseRN to achieve
mostly better results on the metrics for orientation and translation.

LSTM-Based Pose Tracking Methods. Based on the two pose estimation
methods, we introduced and benchmarked five AR glasses tracking approaches.

Table 2 and 4 show the orientation results. Our extension of the GlassPoseRN
method with LSTM performs better than GlassPoseRN. GlassPoseRN-LSTM
estimates the orientation with less than 1.98◦ error. Regarding the individual
glasses, we observe a similar pattern as for GlassPoseRN. ALL has a lower per-
formance than the glasses individually. On NL-SepConv-LSTM, the error is high
for NORTH and HOLO, being the smallest and the largest glasses models. The
average error of all other glasses models and their combination is below 1.50◦.
The performance of CNN-LSTM, SepConv-LSTM, and NL-CNN-LSTM is com-
parable when differences on individual glasses are considered. The averages of
all three methods for MAE on the various glasses models range from 0.74◦ to
0.94◦. On the RMSE, the average values range from 0.77◦ to 1.01◦. Regarding all
five methods, SepConv-LSTM performs consistently best overall. The method
achieves the best results on ALL and HOLO on both metrics.

The position benchmark results in a comparable pattern (Table 3 and 5). In
the case of GlassPoseRN-LSTM, the errors are the highest, with an L2 error
of 15.86 mm on ALL and values between 5.65 mm to 11.83 mm on the individ-
ual glasses. NL-SepConv-LSTM has higher errors on HOLO and NORTH, as
already seen on the orientation error. NL-CNN-LSTM, Sep-Conv-LSTM, and
CNN-LSTM attain errors in a similar range for the individual glasses and com-
bined. Overall, SepConv-LSTM performs best among all methods. This is the
case for all objects. Although close error ranges between the three aforemen-
tioned approaches are observable, SepCon-LSTM performs consistently best.
Similar to our orientation comparison, NL-SepConv-LSTM and GlassPoseRN-
LSTM achieve higher errors than the rest.
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AR Glasses Pose Estimation and Tracking Comparison. One of our
fundamental goals in this work is comparing pose estimation and pose tracking
methods for AR glasses. For this purpose, we benchmarked two frame-by-frame
pose estimation and five pose tracking approaches. The results of the approaches
show significant improvements in favor of pose tracking methods.

Pose Accuracy. Regarding pose accuracy, the best frame-by-frame method Glass-
PoseRN achieves orientation errors on the MAE between 1.40◦ and 3.86◦, which
is reduced to an error of 0.76◦ to 0.91◦ with the SepConv-LSTM method. Thus,
we observe a reduction of estimation errors of up to 76%. A similar tendency
is visible on the position estimation. Furthermore, the estimation differences
between various glasses models decrease significantly with the introduction of
LSTMs, especially with separable convolutions without non-local blocks.

Inference Time. Comparing their performance regarding inference time is possi-
ble by measuring the estimation time between feeding images into a network and
the time a network makes a prediction. Our measurements were made on a sin-
gle NVIDIA GeForce 2080Ti. The Baseline-CNN achieves 100 fps, compared to
42 fps of GlassPoseRN. The pose tracking methods all achieve similar inference
times due to their similarity in depth. Thus, each method achieves 74 fps. All
methods fulfill the real-time requirement. Only the GlassPoseRN architecture
estimates poses slower than 60 fps, which is the acquisition speed of the used
HMDPose dataset. Subsequently, both the pose tracking and frame-by-frame
pose estimation can perform similarly in real-world conditions.

Discussion. We chose our methods with a mostly identical CNN-backbone to
ensure a network as similar as possible. This had the aim to deduce if the LSTM,
the additional non-local blocks, or separable convolution deployment contributes
to the changes in the accuracy. Between the various LSTM-based methods, the
combination of non-local blocks and separable convolutions decreased estimation
accuracy compared to approaches with the individual components separately. An
explanation for this might be the concurring properties of separable convolutions
and non-local blocks. Separable convolutions separately handle various channels
of the images by applying the convolutions individually, which are the individual
IR images in our case. Non-local blocks aim to learn non-local dependencies in
the images. The layers containing non-local blocks might enjoy the information
of three images mixed, which collides with the separable convolution concept.
Individually applied, they output similar errors.

Finally, the introduction of LSTMs to the ResNet-18-based GlassPoseRN
brings improvement but underperforms compared to the methods based on a
simple CNN. This underlines once more the enhancement of the pose estima-
tion accuracy with the introduction of LSTMs. The advanced feature extraction
properties of ResNet seem redundant in the case of IR image-based AR glasses
pose estimation when LSTMs are deployed. In addition, our combined meth-
ods work more efficiently compared to the GlassPoseRN approach. We achieve
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around 74 fps inference time for the BaselineCNN-LSTM combinations, whereas
the inference time for GlassPoseRN is 42 fps.

The LSTM-based methods were trained with image sequence lengths of 8.
The images of the HMDPose dataset were recorded with 60 fps, thus, the net-
works would potentially profit from longer sequence lengths. However, a longer
sequence implicates dropping more images in the process of training, validation,
and test split generation. This would endanger a proper training of the Deep
Neural Networks, especially for individual AR glasses models. A networks with
an even lower sequence lengths than 8 frames would most likely not register
temporal information, as the movement is hardly visible.

Regarding deploying the algorithms in a real world setting where AR content
is shown to a driver of a vehicle through AR glasses, we suggest the efficient CNN
with separable convolutions named SepConv-LSTM to track the pose. They save
computation time and, compared to CNN-LSTM and NL-CNN-LSTM, achieves
better results at the same time. Thus, our LSTM-based methods improve the
pose tracking of AR glasses. As a highly accurate pose is required when AR
glasses are deployed into the car, our methods can improve the stability in which
the AR content is shown while driving, leading to an improved AR experience.

5 Conclusion

In this paper, we analyzed outside-in approaches on pose tracking and pose
estimation of AR glasses. We first introduced and benchmarked two frame-by-
frame pose estimation approaches. One method is the state-of-the-art Glass-
PoseRN model, developed for AR glasses pose estimation. Based on the baseline
variants, we extended them with LSTMs to achieve AR glasses pose tracking.
We presented methods with and without non-local blocks and further added
separable convolutions in some networks for comparison. Non-local blocks con-
sider non-local neighbor features in one image and among multiple images, while
separable convolutions focus on maintaining the individual channels, and there-
fore the triple images. We observe a significant boost on the HMDPose dataset
from pose estimation to tracking approaches. Separable convolutions improve
our recurrent networks’ results, where our SepConv-LSTM algorithm shows the
best performance with an estimation error of 0.81◦ in orientation and 4.46 mm
in position. In contrast to GlassPoseRN, we decrease the estimation error by
76%. The results are promising to improve the in-car AR experience in the case
of AR glasses deployment, as a high 6-DoF pose estimation accuracy positively
affects the superimposition of the real world with virtual elements, which we
further improve in this work.

On the one hand, future work will consist of potential fusion and Neural
Network ensemble methods to evaluate combinations of frame-by-frame pose
estimation and tracking approaches. On the other hand, the variance of the
performance across individuals will be analyzed.
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Abstract. Adopting a sustainable way of living in today’s cities requires a high
level of citizen empowerment, motivation, and engagement. The mobile Aug-
mented Reality (AR) technology offers an accessible, inexpensive, and rich user
experience that has the potential to lead towards this adoption. The widespread
smartphones and tablets with unique features (e.g., embedded sensors, cameras,
high-speed Internet, accessibility, and portability) provide powerful and ubiqui-
tous platforms for supporting such applications. Mobile technology, and the eas-
iness of immersing a mobile user in AR, impact the interaction of citizens with
their environment. We leverage the deep penetration of mobile phones in urban
environments and their advanced features to design and develop an AR citizen
engagement tool. The tool is employed in a municipality and studied as means to
foster citizen engagement in sustainable practices. The Technology Acceptance
Model is used to study the acceptance of this application and the factors that may
affect its adoption. In total, 127 end users were exposed to the prototype system
that allowed 3D, audio, and 2D visualizations as well as interactions with them.
Through a web-based survey, we assessed the factors and measures influencing
the acceptance of technology and how they can be aligned with the characteristics
of the contemporary urban settings and utilize the potentials offered by mobile
AR technologies. Providing detailed information regarding the system design we
expect that the results of this study will contribute to the discourse on the use of
mobile AR as a tool for citizen engagement to guide the development of future
efforts.

Keywords: Augmented reality · Citizen engagement · Mobile AR · Content
management service · Technology acceptance model

1 Introduction

As the European Commission emphasizes [1], the transition towards a more sustainable
future must bring together citizens in all their diversity and be supported by behav-
ioral, social, and cultural changes. The complexity of the challenges that municipalities
worldwide are facing, related to population growth and climate change, illustrates that
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the issues are not localized, and there must be partnership between governments and
citizens, private and public sectors [2]. To ensure higher participation, the inclusion of
citizens in public matters should be enhanced, and gender, social differences, and other
heterogeneities should also be addressed.

New technologies and digital transformation play an essential role in the process
to secure more active participation, reconfigure social relations and empower citizens,
connect individuals and facilitate knowledge exchange across ever-widening spatialities
[3]. Citizens empowered and committed transform from passive audience to interac-
tors, and immersive technologies and interactive media are designed to generate such
transformative experiences.

This paper aims to report on the design and development of a content management
system (CMS) and a mobile AR app (CirculAR) and to study the factors influencing
the acceptance of such a citizen engagement tool. We shed light on the interest and
willingness to improve citizen engagement towards sustainable practices regarding the
proper consumption of resources, better management of waste and pollution, and reuse
of material via this tool. In the next section, we provide further background on engage-
ment tools and the technology acceptance model. The methodology and AR system
design is described in detail further ahead. The description of the system design aims
to demonstrate the features that affected the acceptance of this technology and also to
assist future development efforts. Finally, the evaluation of the application is described
and discussed in the last section with recommendations for practice before concluding
the article.

1.1 Citizen Engagement

Citizen engagement can be described as a particular type of user engagement and refers
to how citizens participate in a community’s life to improve conditions for others or
help shape the community’s future [4]. Direct engagement with relevant individuals or
groups in society is the richest, most revealing, and valid source of knowledge about
them. The process of citizen engagement involves many elements to be defined as effi-
cient according to Olphert and Damodaran [4], and Information and communication
technologies (ICT) have proved essential to foster an environment where the citizens
become active participants. The critical success factors for achieving commitment and
loyalty via citizen engagement include the perceived relevance of the shared knowledge,
accessibility, usability, and value from participating in the process.

An effective engagement process should include the voices and needs of all citi-
zens and increase their knowledge about a public issue, encouraging them to apply that
knowledge and finally what they learned to improve their quality of life and the com-
munity [4, 5]. Creating opportunities for citizens to engage each other, and ensuring that
these opportunities are regular and ongoing, contribute to the long-run success of these
initiatives.

Over the past decade, media, technologies, software, and cultural practices have
emerged that change how we experience the environment and interact with it. Various
ICT tools, including websites, mobile solutions, and platforms, have been proposed to
improve the understanding of public matters and engage citizens in a great variety [4].
Nevertheless, despite all efforts, such initiatives often fail since they are not inclusive.
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They are designed for a specific target group, such as expert users and stakeholders, and
they do not improve the participation of young people or are hard to use for seniors.
Their content is often limited and very often not engaging. Finally, they are restrictive
in terms of portability, usability, and accessibility; or they do not comply with a specific
framework or measures [4, 5].

Olphert and Damodaran [4] presented evidence regarding the link of ICT technolo-
gies and citizen engagement to achieving broader citizen participation and increased
social inclusion. Church [5], demonstrated the usefulness of methodologies encourag-
ing participation frommarginalized groups. An effective ICT solution should emphasize
the inclusivity of the citizens, where past experiences, lack of knowledge, and cultural
context do not limit involvement. Sections of the community that have not participated
in the past and might not seem to be fertile ground for recruitment should be reached.
An impactful engagement process is built upon diversity and equality. All members of
a community need to participate in representing different viewpoints and interests, and
it should be clear that everyone respectfully participates on an equal basis. The work of
the community group needs to be open, transparent, and consistent. At the same time,
the engagement process should create opportunities for learning and use or applying
that knowledge further at a non-restrictive timeframe and pace. It is, therefore, apparent
that engagement tools should be inclusive, accessible, transparent, support learning and
long-run well-being to engage all citizens with their heterogeneities.

1.2 AR for Engagement

Given the immersive nature of AR technology, the extended use of smartphones, and
the ability to couple them together with advanced location and camera settings, AR
can be part of the citizen participatory process. AR offers experiences that enable the
end users to move from observation to immersion which is often associated with the
encouragement they experience in the digitally enhanced setting [6]. AR’s immersive
nature helps the audience see details believe in actions, and make connections between
the events in the story and their own lives. Consequently, they are able to understand
the positive impact of specific policies and changes [7]. Digital media are conveyed
interactively, and physical experiences are recreated and enhanced with virtual content
that enables participants to move beyond static images and gives them the freedom to
choose any viewpoint and explore [8]. Mobile AR offers the advantage of portability
and mobility to the end-user and accessibility and availability [9].

Due to the adaptable nature of the technology, mobile AR has the possibility of
comforting the limitations that other engagement tools face. Up to our knowledge, a
similar solution has not been developed to leverage advanced mobile functionalities and
features (e.g., embedded sensors, cameras, 3D object manipulation, educational content,
virtual assistant). Small scale projects have been proposed, but they have been examined
in a narrow target group or fail to extract concrete results due to the lack of adherence
to specific research frameworks or assessment models (e.g., [10]).

Acceptance of mobile AR technology is critical for the success and adoption of
such a novel engagement tool. The assessment of the usability of mobile AR, allows
researchers and designers to extract valuable information fromend-users and improve the
user experience [11]. The technology acceptance model (TAM) developed by Davis [12]
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is one of the most prominent models examining the acceptance of ICT tools with end-
users. The model suggests that the actual use of technology is anticipated by behavioral
intention, which is determined by the attitude towards using it, both being affected by
the perceived ease of use and perceived usefulness. Perceived ease of use describes the
extent to which an individual is able to use a technological system without effort, and
perceived usefulness suggests an essential construct in swaying the adoption of new
technologies as it may promote the confidence that utilizing a particular technological
system may enhance performance [12].

Many empirical researchers have tested TAM, and the tools used with the model
have proven to be of quality and to yield statistically reliable results [13]. TAM was
used to analyze the use and acceptance of ICT by senior citizens and its comparison
with the younger population. In their analysis, Guner and Acarturk [14], demonstrated
the similarities of these two groups when using ICT services that they both consider
helpful. Gefen and Staub, [15], tested the gender differences related to computer-based
media and concluded with remarks regarding how females and males have different
perceptions of use and usability. Burton-Jones and Hubona [16], studied the effect of
age and educational level on the acceptance of ICT systems. The authors revealed that
even though seniors had excess trouble navigating the ICT systems, this did not affect the
perceived usefulness. Their study also demonstrated that if a task is not over-complicated,
then the education level has only a minor impact on the perceived usefulness in favor
of the users with higher education. Considering the multiple parameters affecting the
acceptance of the engagement tool (such as age, education, gender, and tech-savviness),
and the ability of TAM to reflect on such parameters, the TAM model is considered the
most appropriate means to assess and explain the measures affecting the acceptance of
the proposed mobile AR tool.

2 Research Hypothesis

AsDavis [12] described, the perceivedusefulness (PU), the perceived ease of use (PEoU),
and attitude towards using (AU) affect the behavioral intention (BI) and, after that, the
overall user acceptance of the technology. The following hypotheses were formulated
and Fig. 1, provides a visualization of the research model.

H1: Perceived ease of use (PEoU) will positively influence users’ attitude (AU) towards
the AR engagement tool.
H2: Perceived Usefulness (PU) will positively influence users’ attitude (AU) towards
the AR engagement tool.
H3: Perceived Usefulness (PU) will positively influence users’ behavioral intention (BI)
to use of the AR engagement tool.
H4: Perceived Ease of Use (PEoU) will positively influence Perceived Usefulness (PU)
of the AR engagement tool.
H5: Attitude towards use (AU) will positively influence users’ behavioral intention (BI)
to the AR engagement tool.
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Since a significant role in adopting an engagement tool is inclusivity described by its
ability to reach end-users regardless of any heterogeneities and educational background,
the following research question was formulated.

Q: Is there any difference in the acceptance of the AR engagement tool depending
on the tech-savviness, education level, gender, and age of the end-users?

Fig. 1. Research model based on original TAM (Davis et al. [12]).

3 Methodology

3.1 Data Collection

Aweb survey was prepared and distributed to the citizens of the municipality of Karditsa
in Greece, where end-users were exposed to the AR engagement tool via a video demon-
strating its content, features, and interactive design, and filled out a questionnaire provid-
ing answers regarding their PEoU, PU, AU, and BI. Karditsa is an evolving peripheral
town that belongs to the Municipality of Karditsa, Region of Thessaly – Central Greece.
The survey was translated to the native language of the citizens (Greek) to avoid any lan-
guage barriers or bias. All participants revealed information regarding their age, gender,
education level, and tech-savviness. Since there were no missing responses and no pat-
terns of incoherent answers observed, no questions were excluded from further analysis
and all collected questionnaires were taken into account.

3.2 Measures

The questions in the web survey used the Likert Scale to demonstrate the agreement of
the participant with statements ranging from “strongly agree” to “strongly disagree”.We
chose a unipolar scale to measure the attribute of agreement in each statement that was
treated as interval level (with intervals from 1 to 4). We chose four maturity levels in all
measures for the Likert Scale to enable the user to form a clear opinion on each statement.
As we ensured that all questions apply to our AR application user, we concluded that a
specific user opinion is essential.

The questionnaire enclosed 14 items assessing the users’ PEoU, PU, AU, and BI, and
four items assessing age, gender, education, and tech-savviness. The questions assessing
PU, PEoU, AU and BI were adopted from literature [13–16]. Table 1 summarizes all
TAM measures used in this study. Age, gender, and education, were assessed via drop-
down predefinedmenus and tech-savviness was determined by the confidence of the user
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towards the use of smartphones and their features (such as camera and mobile apps),
the frequency of playing mobile games, and their exposure to other AR technologies
(Table 2).

Table 1. Summary of survey items assessing the TAM measures.

Construct Measure

Attitude towards using

AU1 The use of AR would make learning more interesting

AU2 I feel positive using the AR app

AU3 I believe using AR is a good idea

Perceived ease of use

PEoU1 I believe it will be easy for me to use the AR app

PEoU2 The AR app appears intuitive to use

PEoU3 The AR app is not complex

PEoU4 The use of AR technology does not confuse me

PEoU5 The use of the AR app does not confuse me

Perceived usefulness

PU1 I am satisfied with this experience as it seems novel

PU2 Using the app will help me learn factual information about CE

PU3 I find the AR app useful

Behavioral intention

BI1 Spending time on AR seems worthwhile

BI2 I am satisfied with the type of the activity

BI3 I would recommend the AR app to my friends and family

Table 2. Summary of survey items assessing tech-savviness.

Item Measure

Use of smartphones Everyday/Sometimes per week/Sometimes per month/Never

Use of smartphone camera

Playing mobile games

Using AR
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4 System Design

4.1 System Architecture

The overall system architecture is designed to support two different users, the adminis-
trators of CMS, and the mobile application users of CirculAR. The administrators are
considered the content owners. Their role is to produce and add content in the plat-
form to create meaningful and educational experiences, so-called AR campaigns, that
will be later enhanced with various gamification aspects and visualized by the mobile
application end users.

The platform consists of two core components to support both the addition and edit-
ing of the content and its visualization and demonstration. The ARContentManagement
Service (CMS) is a web-based application that allows the administrators to create cam-
paigns and add content to the platform, and the AR mobile application (CirculAR) is
designed to provide the generated experiences to the end users. The design of the two
AR components is presented in Fig. 2.

Fig. 2. The system design of the AR components. At the left side the AR CMS allows the admin-
istrator of the web-based application to create AR campaigns with Points of Interest (PoIs) on the
map. The PoIs contain the content. Through the database that all information is stored, the users
of the AR app access the AR content as soon as they reach the location of the PoIs.

The AR Content Management Service (CMS)
The CMS consists of two distinct parts; the back-end which stores the resources in the
database and provides the APIs, and the front-end which retrieves resources through
the APIs so as to display the CMS interface in the browser [17]. The CMS provides a
user-friendly web interface, with a series of functionalities supporting the insertion of
data to be displayed in the mobile AR app (Fig. 3).
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Each AR campaign that enters the CMS contains all information necessary to create
an engaging AR experience. Each campaign has an overall goal and objectives and
consists of points of interest (PoIs). These PoIs signify a location or an area on the
map containing all the media and educational content provided to the mobile user upon
visiting it.

For each PoI, the CMS allows the administrators to perform the following actions:

• Add the location that represents the PoI.
• Add title and description in text format.
• Attach media content (image, video, and audio).
• Attach a 3D model.
• Create and add educational content (questionaries).
• Optionally generate a QR code to be scanned by the mobile app to visualize the
previously added content.

TheCMSfront-end and themobile app retrieveARcontent from thedatabase through
REST API services [17]. The database is responsible for storing the content which is
relevant with the campaigns (i.e. files, metadata, locations, etc.).

The CMS is developed using Vue.js [18] framework implementing the front-end
interfaces. Figure 3 shows the user interface (UI) of the CMS. The back-end services
are developed using Django [19] which is a high-level Python web framework that
follows the model-template-views (MTV) architectural pattern. Regarding the storage
requirements, PostgreSQL [20] is used as a relational database. Finally, for account
security Keycloak [21] is used which implements the OAuth2 [22] protocol. During
OAuth2 security integration,we consider theARapp andCMS front-end to be the clients.
The CMS back-end is considered to be the resource server. NGINX [23] is deployed to
increase security and hide information about the back-end servers so malicious clients
cannot access themdirectly to exploit vulnerabilities and provide decryption of incoming
requests and encryption of server responses.

In relation to the OAuth2 protocol and the actors involved, a resource server, in our
case the CMS back-end, is holding data (such as the digital media and location of PoIs)
that are owned by a resource owner, in our case the CMS administrator. Data can be
accessed by the CMS and AR app users through the two clients (i.e.the CMS front-end
and the AR app) which have been registered in Keycloak as trusty external applications.
The resource owners (the CMS administrators) are the only users that can change the
resources shown to the CirculAR users through their UIs (e.g. campaigns, content).
The Authorization server, used in this study and presented in Fig. 4, keeps two different
realms isolated (i.e., sets of users): the administrator handling the CMS front-end and the
mobile AR app user of CirculAR. As presended in Fig. 4, the workflow is the following:

The user logs in to interact with the client (AR app or CMS front-end) and the client
redirects the user to the token endpoint of the authorization server by providing the
arguments redirect_uri, client_id and response_type. The authorization server checks
whether the client is a trusty app registered in Keycloak. In this case it presents to the
user’s browser the login form where the user enters their credentials. If credentials are
valid, the authorization server redirects the user back to the given redirect_uri along with
the access token. This access token is signed with RS256 algorithm (i.e., an asymmetric
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Fig. 3. The user interface (UI) of CMS. Using the functions of the left panel the administrator
(user of CMS) can create an AR campaign through the project manager. For each campaign, the
administrator decides the number of PoIs through the PoI manager. The Quiz manager allows
the addition of educational content (questionaries and feedback). The functions at the right panel
allow the customization of the content (including the description, digitalmedia and 3Dmodels, and
quizzes) and determination of the location of the PoIs. The location can be added both manually
and upon selection on the map.

algorithm that uses public/private key pair). The signature is generated with the private
key which is kept secured in the authorization server. After the user is redirected back
to a desired page of the client, the client catches the access token. This access token can
be passed through the HTTP header in every request the client wants to make so as to
retrieve resources. When a client (AR app or CMS front-end) asks for a resource, the
CMS back-end which exposes the resources through services, validates the access token
based on the public key provided previously by the authorization server).

Upon successful validation, the resource (i.e., PoI metadata, media file, etc.) is pro-
vided to the client and the client (AR app or CMS front-end) presents the retrieved
resource to the user and updates the user interface accordingly.

The AR Mobile Application (CirculAR)
CirculAR was developed in the Unity game engine [24] using ARCore [25] and Map-
box [26]. The mobile app is compatible with Android smartphones and requires Global
Positioning System (GPS) tracking as it supports both marker and location-based appli-
cations to overlay the digital data. The markers used in CirculAR to activate the AR
experiences are QR codes generated by the CMS during the media attachment. The user
of CirculAR should allow the use of the camera and location settings while using the
app and be connected to the internet. Figure 5 shows four UIs of the AR app.

4.2 Features, Content and Gamification Mechanisms

Upon creating the AR campaigns from the CMS administrator and adding the respective
content, the CirculAR allows the visualization of virtual content at specific locations
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Fig. 4. The Authorization server (Keycloak) integrated in both CirculAR and CMS.

Fig. 5. a) The UI of CirculAR with an open camera setting, showing the virtual assistant. The
user is prompted to scan the QR code and view the digital media. b) A UI with an open camera
setting, demonstrating 3D content to the user. The media is activated based on the GPS location
of the user. The hand indicates that the user is able to rotate the 3D virtual tree that overlays the
physical surroundings. The arrows and cursor indicate the ability to move and rescale the virtual
object around the physical surroundings. c) A UI with a quiz question that enables the user to test
and validate their knowledge and understanding based on the virtual content they were previously
exposed. d) The map with instructions navigating the user to the nearest AR experience from the
AR campaign of their choice.



Building a Mobile AR Engagement Tool 119

through the smartphone’s camera. The app user signs up using email or Facebook cre-
dentials and can create a personalized profile (i.e., selection of avatar, username). The
user then selects an AR campaign (an entity that contains PoIs, virtual experiences at
specific locations) with the content of their interest from a list of available campaigns
around them. Upon selecting the AR campaign, the mobile app navigates the user to
the nearest virtual content, using GPS coordinates, through a map (see Fig. 5d). Upon
reaching the location of the AR content, the smartphone’s camera is activated, and the
virtual content is visible, overlaying the physical world (see Fig. 5b). The virtual content
is activated either automatically by reaching the location linked to the POI or by scan-
ning the attached QR code (see Fig. 5a). Depending on the situation, a virtual assistant
provides valuable tips and information to guide the user (see Fig. 5a).

The user of CirculAR can utilize finger gestures for object manipulation (both rota-
tion and positioning) on the touch-based display of their smartphone [27]. The 3D object
manipulation allows for six degrees of freedom (6DOF) which include 3DOF for object
positioning (x, y, and z-axes) and 3DOF for object rotation (x, y, and z-axes). The input is
given through arrows and cursors of the UI interface, and finger gestures able to manip-
ulate on-screen objects (see Fig. 5b). The gamification elements include, among others,
a scoring system, badges, and a leaderboard. Surveys and quiz questions embedded in
the AR content challenge the user’s understanding and provide feedback to enhance the
learning effectiveness of the process [28] (see Fig. 5c). The quiz questions are embedded
to the virtual content and typically link to the knowledge acquired through the visual-
ization process. The gamification and learning elements of the mobile app ensure a
captivating and fun yet educative and engaging experience [29].

5 Results

5.1 Participants

In total, 127 valid responses were collected by the web survey distributed to the citizens
of Karditsa, Greece. The participants viewed the demo of CirculAR and answered all
the questions mentioned in Tables 1 and 2. Additionally, they provided information
regarding their demographics. Most of the participants are females (63%), but all share
the same distribution in education levels, age, and tech-savviness. In all age groups the
percentage of female participants fluctuate from 60 to 70%. Table 3 summarizes the
demographics of the participants and tech-savviness.

5.2 Descriptive Statistics

Overall, we used descriptive statistics to summarize the data we collected, and
Table 4 shows the mean value and standard deviation for the average values of all mea-
sures. According to [30] parametric tests can be used to analyze Likert scale responses
and are recommended in cases where fewer concrete concepts are measured such as
motivation and satisfaction. Following the next sections, we determine Cronbach alpha
to provide evidence that the components of the scale are sufficiently intercorrelated and
that the grouped items measure the underlying variable. The mean values closer to 1



120 T. Katika et al.

Table 3. Summary of survey items.

N %

Sex

Male 44 34,6

Female 80 63

Other 3 2,4

Age

18–25 12 9,4

26–35 39 30,7

36–45 19 15

46–55 37 29,1

56–65 19 15

Education

School 11 8,7

Bachelor 86 67,7

Masters 25 19,7

PhD 5 3,9

Other 0 0

Tech-savviness

Use of smartphone 124 98

Use of camera 127 100

Mobile gaming 84 66.1

Use of AR 73 57,5

Total participants 127

demonstrate the more robust agreement with the statements provided with the question-
naire and, after that, the higher tendency towards the technology acceptance measures.
Participants demonstrate the highest tendency towards using the AR engagement tool,
showing the lowest mean value and more minor standard deviation.

5.3 Validation of Measures

For all measures shown in Table 1 we also determined Cronbach’s alpha. Cronbach’s
alpha (α) is a measure of internal consistency and reflects how closely related a set
of items are as a group. Values of the parameter from 0.7 to 0.9 were considered
“respectable” to “very good,” and values above 0.9 were considered “excellent” [31].
Table 5 shows the alpha values (α) for all measures.

Principal component analysis (PCA) was then run with all measures to ensure that
a single factor did not emerge. Correlations for the measures used in the study were
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Table 4. Descriptive statistics for TAM measures.

Measure Nr of items Mean SD

AU 3 1.609 0.584

PEoU 5 1.676 0.614

PU 3 1.614 0.593

BI 3 1.745 0.618

Table 5. Reliability estimates and intercorrelations for measures.

Measure α AU PEoU PU BI

AU 0.83 1

PEoU 0.94 0.753 1

PU 0.89 0.842 0.730 1

BI 0.84 0.854 0.721 0.849 1

calculated and shown in Table 3. They all appeared to be associated with each other, and
all correlations were significant at the 0.01 level. The correlation between all measures
had associations between 0.6 and 0.9. Overall, there was internal consistency among the
four measures.

5.4 Hypotheses Testing

To verify our hypotheses (H1 to H5), we examined the relationships between pairs
of the appropriate constructs defined in the research model using regression analysis.
IBM SPSS statistics 23 software was used for the analysis. The results are presented in
Table 6. The significance was less than the assumed significance level of 0.001 for
all calculated regression values. Thus, for each of the hypotheses, we rejected the null
hypothesis indicating the lack of dependence. The attitude towards using the AR engage-
ment tool depends to a similar extent on the perceived ease of use (0.753) and perceived
usefulness (0.842). The high relevance of PEoU and PU of the AR app with its accep-
tance might be since the users are willing to adopt a beneficial application that could
make their lives convenient and guide them towards a more sustainable society. It has
been proposed that to foster individual intention to use technology, a positive perception
of the technology’s usefulness is crucial [32]. Similarly, we accepted the H3, H4, and
H5, as they demonstrated equally high values [33].

PEoU has a substantial influence on PU. To ensure that the bond remains strong, this
may imply that proper user training is essential for improving users’ perception of the
usefulness of new technology to ensure high usage.
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Table 6. The regression analysis for all measures in TAM model.

Hypothesis Specification Estimate Significance

H1 PEoU → AT 0.753 p < 0.001

H2 PU → AT 0.842 p < 0.001

H3 PU → BI 0.849 p < 0.001

H4 PEoU → PU 0.730 p < 0.001

H5 AU → BI 0.854 p < 0.001

5.5 External Variables

We proceeded by further studying other factors affecting the TAM measures. The tech-
savviness, age, education level, and gender of the users were identified as external vari-
ables affecting the acceptance of the technology. These factors were selected based on
their effect on adopting similar citizen engagement tools [4, 5]. We analyzed the trends
that these factors have on the TAMmeasures. Since these factors were assessed by either
yes/no questions or a never-to-always scale, visual observations were considered more
appropriate means of verification. Figure 6 summarizes our findings.

The education level of the participants demonstrated minimal effect on the TAM
measures. A slight tendency towards higher behavioral intention appears among partic-
ipants of higher education. Previous studies have reported that tools that demonstrate
a high degree of relevance to their end-users appear to be more accepted, while the
simplicity and easiness of navigating an ICT service may favor its acceptance [16].
End users of higher education levels may have been exposed to more information and
communication tools.

Tech-savviness as demonstrated by the exposure of the participants toAR technology
demonstrated slight variations in most TAM measures but overall, both users and non-
AR-users achieved high scores in all measures (above 85%). As expected, participants
whowere previously exposed toAR technology appear to score higher compared to those
who were seeing this type of technology for the first time. These differences should not
be discouraging for non-AR users and further research should be contacted to investigate
the progression in these values over further exposure. All differences among males and
females appear to be less than 5%, proving that the AR engagement tool is positively
accepted by both genders equally. This is a positive finding demonstrating that after
24 years, females have filled the gap in the acceptance of computer-based technologies
demonstrated by Gefen and Staub [15].

A measure of higher acceptance appears to be among younger participants. While
investigating other measures that may affect this tendency, both young and senior age
groups demonstrate minor differences, below ~5%, in tech-savviness, education level,
and gender variances. The demographics of our research study appear to be following
the study performed by Guner and Acarturk [14]. Guner and Acarturk [15] reported
that senior citizens prefer more ICT services that enable physical contact. Not only is
the AR engagement tool a service to be used by each citizen by themselves, but the
way it was presented to the participants (via video demonstration) may have enhanced
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Fig. 6. The effects of (a) education level, (b) tech-savviness via exposure to AR, (c) gender, and
(d) age of the participants on the TAM measures (mean agree or disagree statements ± SD, p <

0.001).

the perception that will not empower physical socializing among end-users. As Guner
and Acarturk [14], also reported, the usefulness of ICT may positively influence the
attitude of senior citizens toward use; however, it may not necessarily imply an intention
to use ICT. In Fig. 6, perceived usefulness scored highest among all other measures of
acceptance. Overall, answers remain consistent among age groups which agrees with
previous research findings that both young and senior adults confirm TAM [14].

6 Conclusions

A mobile AR engagement tool has been designed and developed and its system design
is presented to ensure that the features and content of such a tool are better understood
and adopted in future efforts. Its use has been demonstrated to engage the citizens
of a municipality in sustainable practices that benefit the consumption of resources,
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management of waste and pollution, and reuse of material. The purpose of this study
was to demonstrate the system design of such a tool and determine whether TAM could
legitimately be applied in an AR engagement tool by examining measures reported
by literature to affect the acceptance of such technologies. Other factors, such as age,
gender, education level, and tech-savviness, were also studied regarding their effect on
accepting the AR tool.

This study supports the research hypotheses and confirms that TAM can be legiti-
mately used to explain the users’ adoption of an AR engagement tool. Followed by the
research question, our main finding implies that the AR engagement tool fosters inclu-
sivity in tech-savviness, gender, and education, while age may be a determining factor
for accepting such a tool.

Funding. This research is based upon work supported by funding from the European Union’s
Horizon 2020 research and innovation program under grant agreement No. 776541 (nextGen
circular water solutions).
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Abstract. Virtual Reality has shown its relevance to assist in various construc-
tion activities. However, its use requires a lot of additional work to be integrated
into BIM process. In literature, the usefulness of phasing BIM element for cre-
ating training session in AR or VR has been highlighted. Operating site proce-
dures involve different stakeholders such as QHSE experts and Design engineers.
This paper introduces an architecture and presents a proof of concept that allows
interoperability between a phased BIM operating procedure and a VR simulation
associated with QHSE knowledge formalized using ontology. As a result, a VR
training and safety simulation based on this architecture is presented and use cases
are discussed.

Keywords: Virtual Reality (VR) · Operating procedure · Building Information
Modeling (BIM) · Construction · Ontology · Safety · System architecture

1 Introduction

Construction industry is constantly evolving and requires resources and training for
project stakeholders [1]. In literature, we can findVR/AR technologies used in all phases
of a construction project for: Engagement of stakeholders by effectively collaborating
around the project 3D model; design assistance, design review and help in the planning
and spatial organization on the site; works and their smooth running [2, 3]. Finally, they
allow to train on on-site operation, management, or risk prevention in complete safety
[4].

With the Building Information Modelling (BIM) adoption in the construction indus-
try [5], it is necessary to use 3Dmodel, metadata and knowledge available in the BIM for
VR/AR applications in this sector. Due to the details and complexity of 3D BIMmodels,
they are not usable as such inVR/AR scene. Indeed, themodelmust go through geometry
optimization, which is not possible today in the native BIM format that is IFC because
the modelling/optimization software does not support this format [6]. By transforming
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the format of the model, it loses the associated metadata. Some commercial solutions
lighten the steps for consulting the BIM model and data in AR or VR compared to the
architectures found in the literature for a specific use [7–9], but they are generic and
not suitable for custom interactions and complex AR/VR scenarios. Even by using the
commercial plugin that gives a solution to easily bring the BIM model in its 3D engine
editor to develop custom VR/AR application, the 3D and the metadata are separated and
not usable as an.ifc format. There is a need of recreating the link between 3D model and
metadata.

Semanticweb technologies and the emergence on the concept of a semantic construc-
tion digital twin are promising trends to tackle interoperability issues between various
data and knowledge in this domain [10]. In order to use ontologies applied for Construc-
tion, the Building InformationModeling in IFC format could be converted in RDF/XML
format [11] or in anOWL/XML format, called ifcOWL [12] but interoperability between
BIM and VR is still challenging. Moreover, knowledge about QHSE (Quality, Health,
Safety, Environment), is needed for VR training simulation in this domain, but is not
always available in the BIM and can evolve over time as it is managed by a different
department than the one dealing with the BIM. To address this need, semantic modeling
of expert knowledge associated to BIM is studied. In [13], they used an IFC ontology
combined with safety knowledge in order to automatically prevent potential hazard.

Fig. 1. Study focus scheme for the interoperable system

Therefore, there is a gap to fill between BIM data and VR training scenario con-
sidering QHSE rules. The study focusses on working for the interoperability between
3 different fields, represented in the Fig. 1: a phased BIM operating procedure, a VR
simulation and QHSE knowledge basis. This paper presents the developed interoperable
system following with the proof of concept with use cases studied and discussed.

The contributions of the presented system are multiple, such as:

– the real-time reasoning on QSHE rules regarding the VR simulation event,
– the use of the BIM metadata to populate the ontology with objects in the VR scene,
– the implemented QSHE rules work for different BIM operating procedure uploaded
in VR.
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The rest of this paper is organized as follows. Section 2 presents an overview of VR
training applications in Architecture Engineering and Construction (AEC) sectors and of
the association of semantic web and VR applications. Section 3 describes the proposed
methodology for interoperability between VR simulation, BIM and domain knowledge.
Results and discussion on use cases are presented in Sect. 4. Finally, conclusion and
future research directions are presented in Sect. 5.

2 Related Work

2.1 VR Training in AEC

Virtual Reality has proved its usefulness in AEC projects since couple decades. The
research trends over the last ten years were conducted due to the release of more and
more advanced frameworks andVRdevices [14–16]. VR is usedmore as a headset with a
wire connection to PC [17, 18], and for the activities ofDesignReview or Simulation [19,
20]. But it can also be found for Operation on site training, Safety training, Maintenance
training and Construction Management training [21].

To improve the effectiveness of learning methods, [22] proposed to overcome the
lack of content diversity by using gamifications elements in VR to teach and train either
experienced workers or novice workers. To prepare construction workers to avoid work-
site hazards, safety training in VR is very efficient. [17] proposed safety scenarios in
VR to train workers to most dangerous onsite situation in risk free simulations. [23]
studied the use of VR in Maintenance training by immerging engineering students into
the 3D model of a construction project, called BIM for Building Information Modeling,
in order to access technical information and related BIM metadata. In another work
[24] studied the manager doing notifications and analyses of defects by inspecting the
building in virtual reality to decide of a repairing plan later. [25] has shown the viable
results of using simulation before a mission of maintenance. [26] proposed to use the
Second Life VR environment for Construction Management training purpose. Students
experienced to learn through event sequences and resource management on a realistic
onsite experience.

Studies, developments, or frameworks that would fit activities and training in AEC
industry can be found in the literature [27]. [25] explained that operators trained in
augmented reality is a continuum of the simulated activities developed in virtual reality.
Onsite activities where operators are confronted with the physical constraints of the
worksite can be adapted from existing VR solutions. Indeed, an operator that would
follow a step-by-step assistance on given tasks use the same jobsite knowledge than a
student learning a material handling task.

The main drawbacks in VR trainings remain the lack of diversity of content and the
outdate of the information. Indeed, the creation of content is complex and required a
certain amount of development, without update it leads to stiff experiences with non-
long-term reusability.
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2.2 Semantic Web and VR Applications

Several authors have explored the use of semantic web techniques and ontology asso-
ciated to VR applications and some of these works are presented in Table 1. The com-
bination of these technologies is used in various fields such as advanced visualization
and interactions with complex data like molecular data in immersive environment [28],
modeling and configuration in VR of domestic environments for Assisted Living [29],
or VR training and simulation.

In order to increase trainee’s liberties in term of interactions inside a VR training
experience or for the developers of the VR application in term of hard coding scripted
scenario, the usage of web semantic techniques can be found in the literature [30–33].
First responders training in VR associated to process knowledge or scenario available

Table 1. Semantic web and VR applications.

Reference Ontology Semantic
technique and
tools

At VR runtime
reasoning or query

Domain

[28] Structural biology
and interaction
concepts ontology

OWL, SPARQL X VR Visualization
and Analysis of
Molecular Data

[29] Home Knowledge
Base ontology

RDF, OWL,
SWRL, Protégéa

Not specified MR/VR
configuration
of domestic
environments for
Assisted Living

[30] Firefighting process Not specified X VR Simulation
System for Fire
Fighting

[31] PRESTO ontology
for VR scenario and
character behaviors

Protégé Not specified VR training
operations on
emergency
scenarios

[32] Industrial ontology
for operation in AR
or VR

OWL, SPARQL AR or VR
procedures in
Manufacturing
industry

[33] Scenario ontology OWL VR training in
industrial
environment

[34, 35] Virtual interactive
environment
ontology

Protégé VR Risk-Hunting
training
application in
AEC

ahttps://protege.stanford.edu/

https://protege.stanford.edu/
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in the semantic layer is studied in [30, 31]. Ontologies can also be used as the expert
knowledge base which helps authoring AR/VR training procedures in manufacturing
industry [32]. In [33], authors proposed semantic modeling of VR training in industrial
environment. These works show the possibilities offered by the semantic web technolo-
gies to model scenarios and expert knowledge and use it in VR. Nevertheless, capability
of reasoning and of query new information in relation to events and interactions during
the VR training session are very little used and still challenging.

Moreover, only very few studies have been found in the AEC domain despite the
emergence of the concept of a semantic construction digital twin [10]. A study developed
a VR training application using an IFC ontology in order to prevent risks and hazard
recognition by generating random experiences [34, 35]. The limitations of such imple-
mentation are that the interactions and scenarios are generic and scripted integrally in the
application. Indeed, we can’t find any job specific rules such as QHSE in these studies
or the opportunity to add any.

3 Methodology

In AEC companies, different departments exist and work all together such as: Design
engineering office, Training center and QHSE expert’s division, in purpose of providing
technical knowledge with safety notions. The objective of our proposal is to gather
the knowledge in a VR training considering the different technical constraints and the
automatization of updating information.

This section introduces the proposed system that can communicate between the VR
simulation and the safety ontology. Through the ontology and the SWRL rules, the
system uses reasoning engine to receive warnings information when an endangerment
is detected. Moreover, an explanation of the step-by-step workflow of the system at the
pre-runtime phase and on runtime phase is detailed.

Fig. 2. Architecture system overview
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3.1 System Overview

The Fig. 2 is an overview of the system architecture. On the top of the figure, we can find
the Upstream Knowledge Base used for the VR simulation of the operating procedure.
The information related to the procedure comes from the work collaboration between
the Design office and the QHSE office. The Design engineers create each phase of step-
by-step instructions of an operating procedure using a BIM software (see Fig. 2–2). Each
BIM object’s metadata is filled such as: weight, dimensions, here using Autodesk Revit
software.

The QHSE experts create ontology axioms based on the Safety BIM Ontology,
proposed and detailed later on, which is mainly composed of class Entity, Person and
Object (see Fig. 2–1). It is populated based on the ifcOWL ontology [36] associated
with our proposed ontology. The ontology is associated with SWRL rules for risks
prevention and safety information for the operators, here called QHSE warnings that
would be triggered when the operator is in danger or not having a safe behavior.

Virtual Reality simulation of the operating procedure is shown on the bottom-left
of the Fig. 2. The VR simulation is created within a 3D engine, here using the Unity
engine (see Fig. 2–5). It contains developed scripts for managing the interactions made
in VR by the operator, the data connections with the SPARQL Server, here using the
dotNetRDF library, to send and receive RDF triple via SPARQL queries (see Fig. 2–6).
An automated script developed within the used plugin retrieve BIM data of each BIM
object as an ifcOWL ontology in the engine editor. This one will be used for populating
the Safety BIM Ontology designed by the QHSE experts (see Fig. 2–3). The SPARQL
Server, on the bottom-right of the figure, contains a Dataset containing a Schema graph
which is the Safety BIM Ontology. The server is configured to work with reasoners and
rule engines such as Pellet, here using the Fuseki server and the Inference API of the
Jena Apache framework (see Fig. 2–7).

3.2 The Safety BIM Ontology (SBO)

The Safety BIM Ontology aims to get mid-level information about each entity in the
VR scene during the training period. Due to this information, some QHSE rules can
be defined. Therefore, at each moment, the SBO can infer risky behavior and detect
danger. The detailed SBO ontology is represented in Fig. 3. SBO contains Object and
Person classes that inherits from the Entity class, these two classes are disjoint. As
shown on Fig. 3, the SBO defines ObjectProperty such as: Person isCarrying Object,
Object isCarriedBy Person, Entity isUnder Entity, Entity isAbove Entity. It also defines
DataProperty Entity weight float. Finally, SBO defines subclasses of QHSE class. Each
instance of a QHSE class represents something that is not respecting the QHSE rules.
Therefore, during the training session, rules not following QHSE recommendations can
be easily found by requesting all instances of QHSE class with SPARQL queries.

As an example, Person has three subclasses: PersonInDanger, PersonHeavyCarrying
and PersonTooExposedToDanger. These classes represent the state of an operator when
this one is in a risky behavior.
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Fig. 3. The safety BIM ontology graph representation

3.3 Detailed Workflow

In this part, the description of how the upstream knowledge base is uploaded and used in
the VR simulation is presented. Moreover, data workflow is detailed step-by-step below
to explain what is set on pre-runtime of the application and applied on-runtime. Each
step is corresponding to a number in Fig. 2.

Pre-runtime Phase. Step 1: The Safety BIM Ontology containing the SWRL rules is
uploaded into the server as an.owl file in the Schema graph of the Dataset.

Step 2: From the BIM software, the phased operating procedure and its associated
BIM data are exported to the 3D game engine editor using a plugin, here Unity Pro and
Unity Reflect. Then the 3D model is placed in the VR scene which will be used for
the simulation and which contains VR and Networking frameworks needed to run as a
multi-user experience in Virtual Reality, here using Photon Unity Networking.

Step 3:As explain in the introduction, it is difficult to develop a customVRexperience
with the 3D BIM model and data as the .ifc format is not supported by the 3D engines.
Indeed, the BIM geometry and the BIM data are separated at file export for optimization
and then the data are associated back to each BIM object via a script “Metadata” as
component once imported in the 3D engine. Therefore, an automatic recreation of the
“ifcOWL ontology” of the BIM model is made in C# classes through the 3D engine
editor. This will help with managing RDF triples and SPARQL queries to communicate
with the server during the VR simulation.
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On-runtime Phase. Step 4: This initialization step is done only once at the beginning
of the simulation. First, a connection is made with the server to get the Schema graph
containing the Safety BIM Ontology. Then the individuals of the operators, the objects
in the VR simulation are declared to the Schema graph of the Fuseki Server by sending
RDF triples that match our proposed SBO.

Step 5: In the VR simulation, an Events Manager is centralizing any event that could
be used by the SBO. An event is triggered when an interaction is made by the operators
or if behaviors are detected such as BIM objects being one above others. For example,
BIMObject1 is under BIMObject2 because BIMObject2 has been moved by the crane.

Step 6: This information is then sent to the Fuseki server to update the SBO axioms
graph by adding or removing the information. Therefore, every property value assign-
ment that would infer with the SWRL rules is made on the VR simulation side. We
chose to proceed this way because the engine allows to do computation such as raycast
between objects and to easily determine the real-time position of each (see Fig. 2–5),
this is more detailed in the use cases.

Step 7: On the server side, the Fuseki server configured to run the Pellet reasoner
using the Jena Inference API service is reasoning to infer on the Schema Graph’s SWRL
rules. The results are written in the Inference Model declared in the config.ttl of the
server as InfModel. Technically, the ontology file, SafetyBIMOntology.owl is uploaded
to the local Fuseki server, and can exchange triplets with Virtual Reality Simulation of
the operating procedure.

Step 8: Back in the VR Simulation, at fixed updated we check for QHSE warnings
in the Schema Graph such as QHSE individuals, if so, a message is displayed in the VR
simulation.

4 Case Study

This section describes the use cases evaluated, the different QHSE rules tested, and the
results obtained by implementing the proposed system.

4.1 General Use Case Description

Before creating the operating procedures in BIM, the Design office and the QHSE office
worked together to develop 2D operating procedures. An example can be found in
Fig. 4. It is a procedure for an on-site poured concrete wall. Each phase is represented
by an illustration and step-by-step instructions. We can also find colored inscriptions
coming from the QHSE recommendations: red for safety, blue for quality and green for
environment. Therefore, with the creation of the 3D operating procedure in the BIM
software and then integrated into the virtual reality simulation the proposed workflow
and architecture will be used in order to have the QHSE information, the safety one, for
VR training.

In this case study, two phases of a similar procedure have been created on Autodesk
Revit software and then imported in Unity Editor using Unity Reflect. Each BIM object
would have been assigned with scripts for interaction in the VR scene such as: Grabble
by the operator, Connectable with other BIM objects.
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To represent the QHSE warnings in the use case, two safety rules have been chosen
to be verified while this operating procedure is executed by operators:

– Do not carry weights greater than 25 kg
– Do not stay under the crane’s lifting area

Fig. 4. Page 6 of 9 of the operating procedures

The two safety rules lead to several sub-conditions that need to be verified such as if
the object is carried by multiple persons. These are studied in the 3 following use cases.

Regarding the Safety BIM Ontology for the experiment, we chose to create a light
version of the SBO since SWRL implementations need computation power and are only
usable with small or medium ontologies or using optimized methods [37].

Regarding the VR simulation represented in Fig. 5, two operators are in the scene
on runtime phase and initialized as a Person in the SBO stored in Fuseki server through
SPARQL request. The same process is applied to the various objects present in the VR
scene that are also initialized and sent to the server as Object, such as a crane, a bag of
sand of 20 kg, a bag of rocks of 40 kg, a metal tube of 80 kg, and a counterweight of
1750 kg. To identify each of them, the unique BIM element ID is used. The declaration
of each entity is done automatically at the upload of BIM model and is represented here
in Notation3 as follow:
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@prefix sbo: <http://www.semanticweb.org/barbara.schiavi/ontologies/2021/3/SafetyBI-
MOntology#>. 
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>. 
@prefix xsd: <http://www.w3.org/2001/XMLSchema#>. 
 
sbo:257485104 rdfs:is sbo:Object 
sbo:w_ xsd:float “40” 
sbo:257485104 sbo:weight sbo:w_ 

sbo:2754481 rdfs:is sbo:Person

Finally, SWRL rules have been created and are detailed in the next sections. Once
the VR simulation is running and the SBO populated on the server, the 3 following use
cases are verified in real-time.

Fig. 5. VR scene in Unity engine

4.2 Results and Discussion

Use Case 1: Do Not Carry Weights Greater Than 25 kg. In this case we are verify-
ing if one of the operators is in danger by carrying anobject.Wealso verify if the operators
are carrying the safety rule is also applied if the operators are carrying together an object.

The SWRL rules implemented in the SBO to verify this case are:

S1: Person(?op1) ^  ObjectCarriedAlone(?o1) ^ isCarrying(?op1, ?o1) ^ weight(?o1, ?w) 
^ swrlb:greaterThan(?w, "25.0"^^xsd:float) -> PersonHeavyCarrying(?op1)

S2: Person(?op1) ^ Person(?op2) ^ ObjectCarriedByMultiple(?o1) ^ weight(?o1, ?w) ^ 
swrlb:greaterThan(?w, "50.0"^^xsd:float) -> PersonHeavyCarrying(?op1) ^ PersonHeavyCar-
rying(?op2)
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To proceed, the operator first starts by carrying the bag of sand, then by carrying the
bag of rocks. An event is triggered each time an operator grabs an object or drops it off.
A new triple is sent to the server to declare that the operator is carrying an object with
“isCarrying”, and the same triple is removed when the object is dropped off. At fixed
update, QHSE warnings are retrieved if exists in the Inference Model and the related
QHSE warning message is displayed in the User Interface. The same test is done with
two operators starting by carrying together the bag of rocks and then the metal tube.

The results can be found in Fig. 6. We verified that the system works, the Inference
API using Pellet reasoner in the server is inferring and storing the results in the Inference
Model.

Use Case 2: Do Not Stay Under the Crane’s Lifting Area. In this case we verify if
the operator is not in danger by being under the counterweight while the crane is lifting
it. The SWRL rule implemented in the ontology to verify this case is:

S3: Person(?op1) ^ Object(?c1) ^ Object(?o1) ^ isLifting(?c1, ?o1) ^ isAbove(?o1, ?op1) 
-> PersonInDanger(?op1) 

In this experimentation, at the beginning the operator is not under the counterweight
and then he moves under the lifted object. This event is triggered by reason of the 3D
engine and an implemented code that casts rays, from the top of each object to the up
direction. As the hit of the ray collided with the object, a new triple has been sent to the
server to declare that the operator was under the counterweight (or the counterweight is
above the operator).

The result in this case is a QHSE warning displaying that the operator is in dan-
ger such as for the first use case. We chose to give the 3D engine a major role in
computing distances, object positions, ray casting, but this would have been possibly
done differently. Indeed, a SWRLAPI provides several built-in libraries that can do all
the computation needed to verify the rules. However, this must be tested because such
implemented rules would take a lot of computation and the system might not maintain
a real-time experience.

Another experiment was conducted in this use case to test if the system works with
different RDF triples sent to the server from the VR simulation using the same SWRL
rule. To proceed we assigned the property “isAbove” instead of “isUnder” and the
property “isLiftedBy” instead of “isLifting” with the corresponded property values.

The SBO has been created with inverse properties to simplify the work of QHSE
experts while defining their SWRL rules to not try tomatch what have been implemented
in the VR application and vis versa.

Use Case 3. In this use case we want to update the Safety BIM Ontology with new
SWRL rules on runtime phase to verify if the system would still be working and the new
QHSE warnings be triggered.
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Fig. 6. Results of the first use case [from top to bottom: VR operator carrying a bag of 20 kg
(represented by the brown cube), a bag of 40 kg (represented by the grey cube), 2 operators
carrying a bag of 40 kg, a metal tube of 80 kg] (Color figure online)
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The SWRL rule implemented in the ontology to verify this case is:

S4: PersonHeavyCarrying(?op1) ^ PersonInDanger(?op1) -> PersonTooEx-
posedToDanger(?op1) 

PersonTooExposedToDanger is verified after proceeding like the use case 1 and 2
where the operator is carrying a heavy object and is under an object lifted by the crane.
The result of this use case can be found in the Fig. 7.

By verifying this case, the proposed SBO and architecture system is extending free-
doms for the QHSE expert in the creation process by being able to add, remove or
adjust some rules while testing them in real-time in VR. A QHSE expert could be easily
working with a senior operator in the VR simulation to match on site feedback.

Moreover, this case provides an insight of how could be driven an experience of
a training session in a training center. The trainer would be able to modify rules and
difficulties to update the VR simulation according to the trainee’s skills.

Fig. 7. Results of the third use case [2 operators carrying a metal tube of 80 kg and the VR
operator is under a counterweight lifted by the crane]

5 Conclusion

Through the VR simulation of operating procedures, the different professional expertise
is represented. These knowledge bases feed and moderate the actions in the application.

This architecture of the system simply allows additions, modifications, deletions of
knowledge base as needed. Indeed, the virtual reality simulation could accommodate
other ontologies such as for off-site assembly operations from industrial prefabrications,
DfMi, etc. [38]. No changes are required on the application side if rules are modified in
an ontology. Thus, IT developers are less mobilized as a resource for updating scripts
and expert’s knowledge in the application. Moreover, this promotes flexibility in the
interaction and possibilities in the simulation process with less scripting.

As a result of this system, each ontology author can create, test, and validate these
classes, properties, and SWRL rules in VR, in an easily, quickly, and autonomous way.
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A dedicated interface is currently in development to facilitate the access of rules edition
for users that are not familiar with complex tool such as Protégé or Jena Fuseki. We thus
have an efficient design tool that addresses all the stakeholders involved in the realization
of a simulation of operating procedure in virtual reality.

The future developments of the system are multiple, first by the addition of new
rules of safety related to the physical activity. This would require the addition of sensors
or a suit in the VR scene for the preventive measurement of the respect of posture
gestures [39]. Then by adding the BIM model of the building in the VR scene to locate
the operation and exploit the BIM data for the purpose of constraints and precisions.
Indeed, the constraints of the environment where the operation is carried out from one
place to another of the building will generate various risks that our system will be able
to raise. For example, the position of the operator in relation to obstacles, or the risk of
falling if the operation is carried out on a floor above the ground floor.
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Abstract. This paper describes a novel approach to generate andmodel assembly
semantic meaning enclosed in product assembly features in order to optimize the
preparation time of Virtual Reality simulations. The proposed approach is based
on a set of heuristic rules to generate semantic KeyPoints (characterisation of
a kinematic link or a mates) used to idealize an assembly model. This study
identifies through a disassembly process a number of semantic rules in order to
extract and translate assembly semantic features fromCADmodels. The proposed
approach is based on two steps: features extraction and semantic recognition of
the assembly features. In the first step, internal boundary representation (B-Rep)
and mate extraction methods are used to retrieve the engineering meaning from
assembly models using SolidWorks’ API functions. In the second step, a multi-
level semantic rules model is used. The approach is demonstrated and validated
on a use-case with a disassembly process scenario and adapted to Virtual Reality.

Keywords: CAD model processing · Virtual reality · Feature extraction ·
Keypoint generation · Disassembly semantics · Rules engine

1 Introduction

Assembly processes in industrial environments are complex tasks with high total man-
ufacturing and labour costs [1]. In addition, the market shift towards increasingly cus-
tomised and durable products requires the development of increasingly flexible and
robust manufacturing and assembly processes [2]. The traditional approach of manually
adapting production cells and configurations to predefined products and product families
cannot keep pace with the rapidly changing market requirements and product technolo-
gies. To shorten product life cycles (PLCs) and improve process planning, manufacturers
are relying on virtual reality (VR) simulation [3].

The scene’s behaviour in VR simulations is mainly leaded by user interaction and
dynamics of solids including collision and kinematics, which are based on 3D products
usually designed with a Computer-Aided Design (CAD) software. However, CADmod-
ellers and VR environment do not use the same internal models even for rendering. The
preparation of VR scenes remains time consuming due to the translation of models and
the creation of additional information or information lost during translation. Even for
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basic systems, this requires a significant amount of engineering time, which reach one
to several weeks for complex systems. In general, all preparation steps first implement a
CADmodel processing phase, where the features interesting for the specific process and
their relations should be identified. The problem is that in most cases the data extracted
fromCAD systems rely on geometric information, while the intrinsic engineering mean-
ing of the assembly’s components are neglected. Indeed, the details associated with part
functionality and technical meanings are usually implied. This kind of data may be in
fact included as annotations in the CAD model, but these attributes are not rigorous nor
standard since it depends on CAD software on the designer practise; thus it may result
difficult to explicitly interpret them.

Here, the vision is to propose a CAD recognition approach for the semantic inter-
pretation of 3D assembly models in order to solve current problems in terms of data
preparation for mixed reality simulations in non-homogeneous software environments.
The objective is to generate structured model in order to reduce the overall preparation
time and minimize the manual intervention of a human operator.

This paper considers an approach to generate a disassembly semantic model based
on information extracted from a 3Dmodel to generate automating keypoint and features
able to describe VR behaviours during a disassembly process.

2 Virtual Reality Disassembly Concepts

The automated generation of CADassembly semantic is a subject highly addressed in the
last decades. Techniques used in the literature are different, especially according to the
format of the analysed 3D objects, which are represented by their surfaces (B-Rep) or by
their volumes (CSG) [4]. In general, three main categories of methods are distinguished,
namely: geometry based methods, graph based methods and feature based methods [5].
Our approach will focus on this latter.

2.1 Feature Based Approaches

To generate assembly joint from 3D models, assembly features representation are nec-
essary. Assembly features describe the relation of components in an assembly group. A
feature is defined here as “a partial form or a product characteristic that is considered
as a unit and that has an engineering semantic meaning for assembly design, process
planning or manufacture” [6]. To extract or recognize semantic features in CADmodels
many approaches exist. Hasan andWikander [7] differentiate between three approaches:
internal approaches, external approaches and ontology-based approaches. In internal
methods, the Application Programming Interface (API) of the CAD software is used in
order to extract topological, geometrical and assembly information related to a part or
an assembly. While in external methods, a CAD model file is exported in a neutral data
format (e.g. STEP-AP 214). C.M. Costat [8] focuses on internal approach to generate
assembly sequence planning. A. Neb [2] combined external approaches with internal
approaches to get the features directly from the 3D assembly model. Other authors use
ontology base approaches to exploit geometric and shape information but those methods
will not be covered here.
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2.2 Keypoints: Main Specification for Physics Engines

To provide disassembly process in a virtual world, physics engines are used. Those
engines provide an approximate simulation of certain physical systems such as rigid
body dynamics, soft body dynamics or fluid dynamics. There are many available physics
engine on the market such as Bullet, PhysX, ODE or XDE. Knowing our study focuses
on VR we decided to use both PhysX and XDE which are direct kinematics engine
well suitable for it. XDE Physics on the first hand is an interactive physics engine
featuring precise collision detection, multibody and beam dynamics, at rate compatible
with haptic rendering [9]. PhysX on the other hand is a scalable multi-platform physics
engine providing the same features and already integrated into some of the most popular
game engines, including Unreal Engine and Unity3D. Both XDE and PhysX offer a
simple programming interface where assembly features (described in Sect. 2.1) can
be used and easily implemented. To compute dynamics, most of the previously named
physics engine have the ability to rely on specific “point features” in the assembly model
allowing them to reason on kinematic links rather than collisions. Those “point features”
are referred to as “key points” [10]. A KeyPoint (KP) can be defined as a reference point
in the space associated with a part of an assembly that characterize a kinematic link
or a mate (Fig. 2). KPs are specified by recognition algorithms according to certain
mathematical base or specific rules (described in Sect. 4).

2.3 Extra Issues for Disassembly Process

Regarding assembly/disassembly process, lot of approaches have been proposed over the
years. A. Neb [2] proposed an approach to generate automatically an Assembly Graphs
just by using feature detection internal approach trough a SolidWorks (SW)API, butwith
the method of external approaches to generate assembly features out of low-level fea-
tures. With a similar approach C.M.C. Costa [8] focuses on disassembly sequence from
SW Symbolic Geometric Relationships and describes a recursive branch-and-bound
algorithm to find the optimal disassembly plan. While the approaches presented above
mainly focus onRobotic, our goal is to use all these features recognitionmethods for VR.
Works with a similar objective has been carried out. For example, Z. Liu [11] presents a
constrained behaviour management approach that realizes assembly relationship recog-
nition, constraint solution and constrained motion to facilitate assembly interaction in
VR. P. Bourdot [12] goes even further and proposes an approach based on a VR-CAD
frameworkmaking possible intuitive and direct 3Dedition onCADobjectswithinVirtual
Environments.

3 Feature Recognition and Semantic Rules Approach

3.1 Feature Extraction from CAD Models

To solve data exchange between CAD design and other software two extraction frame-
work were developed, following the approach of internal B-rep CAD analysis. A first
framework has been developed to extract the features from the B-Rep topology. Open
CASCADE technology (OCCT) was used to extract these features from a step file
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(AP 242). The resulting dataset describes the different B-Rep shells of the model and all
the associated data namely: transformation matrix, nature of the surfaces (plane, cone,
cylinder, b-spline, etc.) and basic geometry characteristics (normal, radius, axis, orien-
tation, bounding-box, center of mass and inertia). In order to describe VR behaviour of a
product and identify the symbolic relationships between parts a second framework was
created to extract the different primitivemates fromaSWCADassembly (all assembled).
Those mates were extracted trough a SW API. The resulting mates dataset combined
with the previous B-Rep dataset was finally imported in Unity3D to be exploited with a
physics engine.

3.2 Semantic Rules Engine

Based on input from CAD dataset recognition stage above an assembly design Semantic
Rules Engine (SRE) is proposed. This SRE describes a novel approach based on features
recognition anddetection rules tomodel assembly semanticmeaning.TheproposedSRE,
is a decomposition into three semantic levels (or layers) inspired by Hasan work [13],
namely: Geometric Level, Kinematic Level and Behaviour Level.

• On the Geometric Level regroups two type of features: Shell Feature and Form Fea-
tures. Shell Feature are related to B-Rep entities extracted from the CAD modeller in
order to detect specific surface shape for each assembly part. These shell features are
then analysed according to simple heuristic rules based on the analysis of conventional
naming or conventional geometric configuration (nearest neighbours, shell dimension
or symmetry axis). This set of rules results in a form classification thus called Form
Features (e.g., hole form, cylinder form, thread form, etc.).

• On the Kinematic Level, mating features are further analysed in order to determine
joining features. Each imported mates is linked to two entities that corresponds to
part in the assembly. The first entities represents the origin part where the mates is
attached and the second entities represents another targeted part giving a first assembly
knowledge for potential Joining Feature between them.

• Lastly, Behaviour Level regroups all the behaviour rules aimed to detect application-
specific features whose semantics are carried by KeyPoints. Those KPs are classified
into three different types. Handling KP firstly represents position on parts’ surface
where object can be grabbed by user hands or tools. Interest KP then defines specific
positions inside parts where a kinematic joint exists. Lastly, Transition KP describes
specific coordinates in parts where mates state and related degrees of freedom (DOF)
can change according the part position in assembly at a given time.

The objectives of this SRE is to reproduce with the machine the recognition mech-
anism of a human engineer. Our approach differs from other methods in the scientific
literature by its effectiveness to be applicable in real time. Its interest for the application
in VR is that it makes possible to set up aids for the immersed user such as position
ghosts, movement indicator or even part snapping close to their final position.
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4 Use Case

To experiment the SRE, the use-case of a complex Honda engine CFR250X modeled
in SW was chosen. The objective was to redo the complete disassembly process of a
3D model to compare our automatic approach with manual VR preparation methods.
To identify the necessary semantic links inside the engine model, a unique disassembly
sequence scenario has been defined following the Honda’s official manual (Fig. 1).

Fig. 1. Complete range assembly of the Honda engine CRF250X and its Unity 3D preview

Based on this scenario, a “control sample” was prepared in a “standard” manual
way where each kinematic link and each KP have been configured manually through
the physic engine interface in Unity3D. We then tried to achieve a similar preparation
process using the automatically generated feature and KPs from our SRE.

To describe in a more details the behaviour of our SRE on this specific use case, we
will focus on the screws and their disassembly sub-process. The SRE starts by analysing
each B-Rep data previously extracted and loads the Shell Features. Then the potential
class (belong percentage) of the current part is deducted according to its geometry (nature
of shell, positions and bounding boxes) as well as its specific naming rules in this case
the term “bolt” used multiple time for each screw of the model. While the object class is
identified, the SRE uses the mates data to deduce the type of joint between the screw and
the part in contact with this latter. Then the SRE generate the KP according to the nature
of the joints, the position of the mates in the part and lastly the nature of the surrounding
shells. For every screw three KP are generated. A first Transition KP is instantiated at the
extremity of the thread, which will determine the screw DOF according to its position.
Then an Interest KP is generated at the position of the coincident mates and on the
concentric mate’s axis to describe the helical joint. Lastly, a Handling KP is generated to
specify where the ratchet wrench tool should be position on the screw to be disassembled
(Fig. 2).
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Fig. 2. Operation principle of the semantic rule engine and the automatic generation of keypoints
in Unity 3D. Visual illustration of the analyzed features: Color code for the types of shell (cones
in blue, planes in green, cylinders in red) - 3D spatial reference points for the mates. https://youtu.
be/9az_zTtVwQc (Color figure online)

5 Results

The process time to prepare a VR scene in a manual way was estimated at five days,
approximately 40hof preparation time (human time). The results obtained using our SRE
were in accordance with the control sample and the positions and natures of about 60%
of the generatedKPs appeared to be exact (71well generatedKPs on 117 for an assembly
containing 45 parts: 81% Interest KPs, 75% Handling KPs and 33% Transition KPs).
Using the SRE allowed us to prepare the scene in about 8 h and reduced the engineering
time by 80%.

6 Conclusion and Future Prospect

In this paper, an attempt to create a recognition system based on a semantic keypoints
and heuristic rules was presented. Differently from existing methods, our heuristic app-
roach provided reasonable results for complex products with a high number of parts and
providing much shorter preparation time. Those heuristic rules may look very basic and
not rigorous but further works could use machine learning or specific company rules to
adapt the model to local practices. Other works will be carried out in the future in order
to consider the assembly reversed-sequence. Those works could raise to more complex
behaviour rules and the potential identification of common behavioural class for sub-
objects (e.g. using the same class of screws in several locations not previously defined in
the assembly sequence). After this initial research work, a question remains unanswered,
namely what strategies to adopt in presence of incomplete CAD data that could be solved
in the future by exploring data enrichment approaches such has ontological methods or
model update methods through VR scene.
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Abstract. Social Virtual Reality (SVR) platforms allow remote, synchronous
interaction and communication between individuals immersed in shared virtual
worlds. Such platforms commonly implement full-body motion and real-time
voice communication, but often lack complete non-verbal cues support. This work
presents the development process and preliminary usability evaluation results of
an SVR platform, incorporating non-verbal cues such as finger motion, gaze
direction, and facial expressions, while allowing inter-communication between
remotely located interlocutors.

Keywords: Virtual reality · Social platforms · Non-verbal cues · Remote
communication

1 Introduction

The emergence of Social Virtual Reality (SVR) has allowed the simultaneous immer-
sion, interaction, and communication between multiple users in a variety of Virtual
Environments (VEs). SVR platforms integrate several tools such as full-body motion
and real-time voice communication, which increase overall realism of social interactions
and interlocutors’ communication performance [1].

Ongoing research regarding intercommunication inVR settingsmakes use of off-the-
shelf technologies to examine the transferability of non-verbal cues into SVR platforms,
highlighting their importance for communication efficiency [2, 3]. Aspects of remote
interaction and communication are under continuous examination in both commercial
SVR platforms and testbeds developed for research purposes [4]. The majority of those
shared settings do not provide solutions for gaze, finger/hand gestures, and facial expres-
sions, or, in some cases, when some non-verbal cues are incorporated the implementation
is performed locally, meaning that interlocutors are collocated in the same physical space
[5].
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This study presents the in-laboratory development process of an SVR platform and
results of its preliminary evaluation. Aside from interaction and communication between
remotely located interlocutors, the platform also supports full-body motion tracking,
finger-tracking, motion capture of facial expressions, and eye-tracking.

2 System Architecture

2.1 Local Setup

The architecture of the SVR platform presented here is based on the HTC Vive Pro
VR system1, Unity2, and an avatar created using Reallusion Character Studio3. More
specifically, the HTC Vive Pro HMD, accompanied by two (2) HTC Vive Base Stations,
is used to track the user’s head motion. HTC Vive Trackers are used to track the motion
of the user’s hands, feet, and pelvis. The motion data captured by both the HMD and
trackers is transferred into Unity through the SteamVR SDK and integrated into the
inverse kinematics solution Final IK4, which then calculates the posture of the user’s
body and transfers it to the avatar.

The user’s finger motion is captured using Manus VR gloves5. Manus VR gloves
wirelessly communicate each finger bone rotation data, calculated using flex sensors,
to the Manus Apollo finger motion capture software, which then transfers it to Unity,
through the Manus Apollo Unity Core SDK, and finally applies it to the corresponding
finger bones of a virtual set of hands. However, the prefabs provided by Manus Apollo
Unity Core SDK were not compatible with our setup, resulting in inverted and incorrect
finger motion. Therefore, a custom script was written, matching the finger bones rotation
data as provided by Manus VR gloves with the corresponding finger bones of the avatar
user. Prior to applying rotation to each finger bone, we multiplied each rotation axis data
with a corresponding float coefficient to fix any motion inconsistencies (Fig. 1).

Fig. 1. Full body motion, including finger motion tracking.

1 https://www.vive.com/eu/product/vive-pro/.
2 https://unity.com/.
3 https://www.reallusion.com/.
4 http://root-motion.com/.
5 https://www.manus-vr.com/.

https://www.vive.com/eu/product/vive-pro/.
https://unity.com/.
https://www.reallusion.com/.
http://root-motion.com/.
https://www.manus-vr.com/.
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For the integration of direction of gaze into the system, and subsequently, the SVR
platform, the Pupil Labs Eye Tracking6 setup was used compatible with the HTC Vive
Pro HMD as an add-on. Using the Unity’s SDK for the Pupil Labs Eye-Tracking system,
followed by minor customization adjustments, the user’s direction of gaze was matched
to the eyes of the avatar in real-time. Another script had to be added, using the Trans-
form.LookAt7 function of Unity which correlated the user’s gaze, as tracked by Pupil
Labs, with the gaze of the avatar’s eyes (Fig. 2).

Fig. 2. Gaze direction tracking using the pupil labs eye-tracking add-on.

Finally, to integrate facial cues into our system we used BinaryVR8. BinaryVR is a
small infrared camera placed in front of the HMD, which captures facial movements of
the lower face of a user. TheBinaryVRUnity’s SDK includes an example for transferring
facial expressions data onto the face of an avatar through blendshapes. However, the
model provided by Binary is a custom-made talking head and therefore unsuitable for
solving tracked facial expressions onto other human 3D models. To address this issue,
the correspondence between blendshape data provided by the BinaryVR SDK and those
of the avatar used in our evaluation, had to be first investigated and adjusted accordingly
tomatch differences inmodel structure. Then, a custom script was utilized which created
a float coefficient for each blendshape. By manipulating each coefficient using a slider,
while multiplying it with the corresponding blendshape data provided by BinaryVR,
we were able to fix any facial expressions offsets. This way we appropriately calibrated
BinaryVR for each user, so that her facial expressions in the real-world match the ones
of the avatar in the virtual setting (Fig. 3).

Fig. 3. (a) User facial expression; (b) Jaw right blend shape coefficient manipulated using a slider
to fix the facial expression offset of the avatar; (c) Avatar facial expression before float coefficient
application; (d) Avatar facial expression after float coefficient application.

6 https://pupil-labs.com/.
7 https://docs.unity3d.com/ScriptReference/Transform.LookAt.html.
8 BinaryVR production company, later renamed to Hypersence, is now owned by Epic Games
(https://www.epicgames.com/).

https://pupil-labs.com/.
https://docs.unity3d.com/ScriptReference/Transform.LookAt.html
https://www.epicgames.com/
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2.2 Remote Communication

Following finalization of the local setup, further system development was necessary to
support remote interaction of at least two (2) individuals in a shared virtual space (see
Fig. 4)9. To this end the Mirror10 networking framework was utilized and a TCP Client-
Server connection between two remote VR-ready PCs (Intel Core i7, Nvidia RTX 20280
8 GB, 16 GB RAM) was set up. Transferring the whole skeletal data of the avatars
through the network would severely impact system performance and cause latencies.
Therefore, only the data required for remote avatar reconstruction were transferred.
More specifically, between Client and Server, each locally collected tracking data were
first transferred to the respective remote location and only then reconstructed as the
corresponding avatar’s body motion, direction of gaze, and facial expressions. This
limited the reconstruction process of the avatars in a single location each time.

This method helped maintain a small TCP packet size (628 bytes, about half of
the packet size safe limit of Mirror), and therefore latencies were kept below 40 ms
ensuring high-speed synchronization. Finally, real-time voice inter-communication was
supported using the integrated microphone of the HTC Vive HMD along with the Unity
Photon Voice Service11.

Fig. 4. SVR system architecture incorporating non-verbal cues.

3 Usability Evaluation

Apreliminary usability evaluation of the systemwas conducted by laboratory associates.
The equipment was calibrated for two individuals (1 M, 1 F) who went through its

9 The full operation of the proposed SVRplatform can be found at: https://tinyurl.com/487wpz9p.
10 https://mirror-networking.com/.
11 https://doc.photonengine.com.

https://tinyurl.com/487wpz9p
https://mirror-networking.com/.
https://doc.photonengine.com
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calibration process, and participated in a ten (10) minute session where they freely
interacted and communicated with one another. The shared virtual space was of simple
design and included a mirror through which participants could observe their avatars’
appearance and movements.

The calibration process of the equipment included the manual adjustment of the
scale of each participant’s avatar, along with minor offset adjustments to the Vive track-
ers position, to ensure correct body motion transference through inverse kinematics.
This process required participants to stand in a T-Pose for thirty (30) seconds. Moreover,
participants also had to perform specific hand gestures, again, for about thirty (30) sec-
onds, to calibrate theManus VR gloves. For the Pupil Labs Eye-Tracking system sensors
calibration participants were required to focus their gaze onto predefined altering points
inside the VR space. Finally, the BinaryVR system required participants to maintain
the lower part of their face in resting position for at least three (3) seconds, to ensure
appropriate capture and production of blendshape values. Upon completion of the sug-
gested calibration process, and as mentioned in Sect. 2.1, additional manual calibrations
were necessary for facial expressions to be captured properly. Our solution included the
manual adjustment of float coefficients, multiplied with the corresponding blendshape
values produced by BinaryVR, to adjust any incorrect facial expressions offsets. That
process required participants to smile, close and open their mouth, move their jaw to the
left and right, and finally smirk on their left and right side. For each facial expression
the respective float coefficients were being adjusted. This process took about forty (40)
seconds to complete.

The calibration process lasted approximately 4 min per participant, including short
duration of all equipment mounting, the task load of which was reported to be low by
both participants.

As mentioned, the two remotely located participants interacted with one another in
a shared virtual space for about ten (10) minutes. They chatted, discussing mostly the
overall experience, and pointed to one another aspects that were perceived as impressive
or interesting to one another. They also walked around the virtual space and examined
both each other virtual bodies and expressions, as well as their own through the virtual
mirror. They tested out several hand gestures and body postures at random enjoying
the matching of their real movements onto their avatars. In addition, they also both
examined motion tracking responsiveness in general, but particularly that of facial and
finger tracking; that of each other’s avatars, as well as their own. They performed a
virtual handshake and a high five. The overall interaction was reported to be natural
since all features being tracked in real-time were responsive with no noticeable latency
issues reported. No cybersickness episode occurred either. Participants felt comfortable
and expressed desire for additional shared tasks.

Nevertheless, an issue relating to the Pupil Labs Eye-Tracking add-on and BinaryVR
systems arose during the evaluation process. Since both systems are adjacent to the
HMDs, each time participants touched their displays to fix placement, both systems
would briefly decalibrate and produce wrong measurements. Tracking inconsistencies
were minor, and brief given the miniscule adjustments of the HMDs and the overall short
duration of the session.Greater user activity however, aswell as prolonged sessions could
gradually lose initial calibration measurements and require re-calibration.
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4 Conclusions

This study presents the development process of a SVR platform, incorporating remote
interaction and communication, full-body motion, finger tracking, gaze direction, and
facial expressions, using off-the-shelf technologies and commercial VR application
development frameworks. Preliminary usability evaluation results substantiated that the
equipment calibration process is of low task load,while both local and remote reconstruc-
tion of user’s bodymotion (including finger tracking), eye tracking and facial expressions
is of increased speed and accuracy, allowing seamless interaction and communication
between remotely located interlocutors.

Future work ought to put the system through greater stress by enhancing compu-
tational strain (e.g., increased polygon count, added animations, multiple lights and
so forth) and prolonging sessions. A thorough usability evaluation with a statistically
significant sample is required. Finally, a greater number of participants may provide a
more sustainable solution to the decalibration issues caused by accidental HMD adjust-
ments.More specifically, collection of a great number of blendshapes coefficient data can
allow investigation for BinaryVR calibration automation via mediation of blendshape
coefficient values.
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Abstract. This paper present a work in progress experiment about AR assisted
inspection for maintenance. The purpose of this experiment is to define a set of
indicators that could help to evaluate the skill level of a user during the inspection
task while using AR assistance system.

Keywords: Adaptive assistance · Augmented reality · Assisted inspection

1 Introduction

The evaluation of skills is a main issue regarding the formation of new specialized
workers in the industry. This is particularly important in sector like aircraft maintenance
considering the tasks complexity and high level of quality expected in such activity.More
over with the high variability of cases and situations encountered during the process that
is higher than what we can find in production.

With the development of digital systems and technologies such as Augmented Real-
ity, Virtual Reality, computer vision or bid data dedicated to training or assistance for
workers we need to be able to evaluate more precisely the interactions between that kind
of systems and the worker’s skills level. Indeed, we need in the first place to measure
the efficiency of the workers on a maintenance task (we will stuck with inspection task
for this study).

2 Literature Review

The most used key indicators to reach that first goal are the learning time, the process
time and the number of mistakes made. Questionnaires are also useful tools to catch the
feeling of the user at the end of the process and try to improve it [1].

Some studies go further placing various sensors on the user in order to get the most
detail data to analyses his behavior during the task. [2] present a localization system
attached the user’s wrists in order to track it and the tools manipulated. The system
record the time spent in pre-defined working areas and compare it to a reference time in
order to determine the efficiency on the task.

Concerning the way to display the information to the user, Augmented Reality can
afford a better visual representation of content than the traditional textual instructions
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used inmaintenance today. Some studiesworked to convert that kind of basic information
into more intuitive format such as images, pictograms [3] or 3D models [4].

Even if many studies have already demonstrated the benefits of Augmented Real-
ity for maintenance [5, 6], other directions have been explored to improve further the
involvement of the user in the task using audio instructions or haptic feedbacks [1].
That kind of systems afford a better understanding of the environment and ease the
interactions within it.

Even if it has been demonstrated that AR provide a clear and efficient help for main-
tenances tasks, this technology can also represent an additional workload of information
for expert profiles. We can also observe that the task complexity has a great impact on
the contribution of such assistance. Indeed AR based assistance systems can reduce the
time spent on a complex task but also increase it on simple task as the system itself
can add complexity [7]. To address this issue some studies started to work on adaptive
assistance system. The user skill level is sometimes supposed to be known [8]. In this
case the user identification in the system associates data describing his skills and can
load the best scenario. Others go further trying to evaluate these data in real time to
adjust the instructions level of detail during the process [9].

Skills are often evaluated punctually using questionnaire and skills grids or tables
[10]. Auto evaluation remains the traditional way to qualify operators’ skills in many
fields of activity, particularly for those requiring high-qualified workforce such as main-
tenance or surgery. The high subjectivity of this kind of method requires a huge amount
of data and participants to be enough reliable. However nowadays the trend is to exploit
data provided bymore digital processes in order to characterize each individual [11]. The
monitoring of skills evolution is also an approach investigated by researchers. Indeed
today the knowledge of skill level of an individual is most of the time evaluated every
trimester or every month.

3 Experiment

3.1 Goals and Objectives

Themain objective of our experiment is to record different indicators that could translate
the skill level of an expert on an inspection task and determine which are the most
representatives. The next step will be to use this information to create area of interest
directly on the inspected equipment 3D model. This constitutes the first step for the
creation of a system able to capture and restitute knowledge automatically from and for
the user.

The different indicators studied should also allow us to provide themost personalized
and proportionate help to the user based on the deduced efficiency and ease to complete
the task.

3.2 Overview

The user follows an inspection process applied to a simple numerical model presenting
some damages on its surface. The goal is to identify efficiently and correctly all the
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damages on the little assembly. The user uses a tablet displaying AR information on the
model to help him localize damages. A picking module allows him to add markers on
the models where he finds a damage.

During this process, the behavior of the user is recorded through different parameters.
We expect these parameters to provide some information on the user’s attention evolution
when going through the task.

In order to provide a better access to our solution and to capture more easily the
parameters we want to analyze we design this experiment as a simulation using virtual
reality. So the tablet constituting the AR assistance system is also represented in the
virtual environment (Fig.1).

Fig. 1. Model to inspect and tablet in the virtual environment.

3.3 Material and Environment

The model used is a little assembly designed specifically for the experiment. The top
part of the model is textured with damages (little rust stains). The experiment takes place
in a virtual reality simulation. The hardware used for the VR is a first generation HTC
Vive head mounted display and its controllers. The application was developed on Unity
Engine and run on a desktop computer with a GTX1080 Ti GPU.

The VR scene includes the model to inspect, a workbench and a tablet. A main menu
is also displayed and allow the user to switch between right-handed and left-handed
mode and to skip the tutorial. At the beginning of the scenario, the model and the tablet
lay on the workbench.

Tow version of the scenario have been designed: one including the AR help while the
other one no. The AR help correspond to visual information in the form of little patches
overlaying the model. These represent areas to inspect. They are containing at least one
damage each to pick up. This help can be deactivated by clicking on the corresponding
button in the tablet interface if the occlusion caused by the AR layer become a problem
to clearly identify damages. The user can still reactivate the help later by clicking on the
same button.
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3.4 Participants

Fourteen participants participated to the experiment. Ten among them took part to the
AR assisted scenario while the four remaining did not have access to this assistance. We
had a variety of profiles such as students, teachers or administrative staff.

3.5 Procedure

Before the experiment, the user fills a short questionnaire detonated to better understand
his background with VR technology as a previous contact with it could help him to
understand quicker how to interact with the virtual environment.

The experiment starts with a tutorial phase in order to give some time to the user to
better understand how to interact with its virtual environment and what we expect form
him. During this phase, the model to inspect is a simple cube with two faces textures
with damages. The user can manipulate the cube or the tablet with his hands. To pick up
a damage the user film the cube with the tablet, align the tablet sight with the damage
and click on the “place damage” button in the tablet interface. Then a little spherical
marker is placed on the location aimed on the model. The user can undo this action by
aiming to the marker and clicking on “delete damage” button. The user is free to end the
tutorial phase when he has picked up at least one damage on the cube.

After the tutorial, the core experiment begins. The little assembly described previ-
ously replaces the cube but the task remain the same, the user must to pick up all the
damages he can identify. There is total of sixteen damages to pick up on the model but
the participant doesn’t know that and is free to stop whenever he estimates that he have
picked every damage up.

4 Preliminary Results

4.1 Parameters Recorded

The different parameters recorded during the experiment are the following:

• Position and rotation of the head, both hands, the tablet and the model
• The time spent manipulating the model and the tablet (independently)
• The time spent looking the model or the tablet
• The time spent aiming the model with the tablet
• The time spent using the AR help
• The number of picked up damages
• The location of each picked up damage
• The time of the core experiment (so that doesn’t include the time spend on the tutorial
phase)
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4.2 Attention and Performances

The preliminary analysis of data already shows that participants manipulated the tablet
most of the time. On average, they spent more than 90% of time using it. We expected
that as the tablet is used to view AR information but also to pick up damage.

Half of the participants spent approximatively the same amount of time looking to
the model or looking to the tablet. For the other half we observe a greater amount of
time spent looking directly to the model. They spent between 10% and 25% more time
of the global duration of the core experiment.

The number of damages the participant had to identify was sixteen. Eight among
them were located on the top of the model and were visible directly without the need of
anymanipulationwhereas the eight remainingwere located under the top part of the little
assembly so the participant needed to do some manipulation to access them.We observe
that participants spent around 15% of their time to manipulate the model but only three
of them were able to find at least 80% of the damages. The average number of damages
identified is 10.7 that represent .67% of the total. We also observe that participants who
spend equally their time looking to the model and to the tablet could find only 40% to
60% of the damages when those who spent their time looking more n of the two items
were able to reach more than 90% of the damages.

4.3 Discussion

The recording of the time spent looking the different elements in the scene seems promis-
ing as it allowed to distinguish two types of behavior. Moreover, these two group of
presents very different results in terms of performance.

However, other indicators as the time spent using AR could not really bring more
information about the participant profile and other need to be analyzed.More information
that is detailed could be extracted from the speed evolution of the moving elements
present in the scene (user, tablet and model) as other studies suggest it.

5 Conclusion

This experiment is promising, as some indicators have already allowed us to identity
different behavior in a population including mixed profiles. Some data remain to be
analyzed more in detail to describe even more precisely the profiles identified. We also
want to point out that we still need to find an equivalent set up to move from the VR
simulation to the real AR environment.

Finally, it could be interesting tomeasure themost relevant indicators in a population
with skill levels already known and containing some expert on the task evaluated in order
to check if these indicators can really be used to categorized skill levels.
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Abstract. Training students in basic concepts of physics, such as the ones related
to mass, volume, or density, is much more complicated than just stating the under-
lying definitions and laws. One of the reasons for this is that most students have
deeply rooted delusions and misconceptions about the behavior of objects, some-
times close to magical thinking. Many innovative and promising technologies, in
particular Virtual Reality (VR), can be used to enhance student learning.

We compared the effectiveness of a serious immersive game in teaching the
concept of density in various conditions: a 2Dversion in an embeddedweb browser
and a 3D immersive game in VR. We also developed a specific questionnaire to
assess students’ knowledge improvement. Primary results have shown an increase
in learning efficiency using VR. Also, most students were able to see the short-
comings of their initial theories and revise them, which means that they improved
their understanding of this topic.

Keywords: Density · Virtual reality · Science education

1 Introduction

Density can be derived as a unitless number, being the ratio of the volumetric mass of a
(homogenous) body over the one of a reference object (usually water at 4 °C, of density
equal to 1 g/cm3).

In order to teach density, Smith [1] mentioned that it is important to show early on the
correct connection between density and flotation (an object denser than water will sink
while it will float if less dense). If the learned materials do not fit the students’ intuitive
framework, they tend to distort the learning to accommodate their beliefs. Also, they
can assimilate the new material as a separate system without any relations to the real
world. Consequently, they “learn” the material as it is without understanding it, will pass
exams, but fail to get a clear understanding of the underlying concept [1].

Strike and Posner [2] argued it is important to show students that their current con-
cepts are wrong and do not stand up to serious scrutiny, and based on this, provide them
an experimental path to the correct framework.

Recent STEM education research [3] reported that students who used VR for educa-
tion and students using a regular desktop version exhibited similar results. Moreover, the
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results of immersion (3D) and desktop (2D) learning gave better results than actual field
trips [3]. Based on these findings, and because current sanitary conditions encouraged
remote teaching, we decided to evaluate teaching the concept of density in two condi-
tions: in 2D (remotely: keyboard/mouse interaction on a 2D web-based simulation) and
in 3D (in person: immersive VR experiment using a run-of-the-mill HMD).

Following a didactic approach, the main tasks we have identified are: (i) to provide
a good understanding of different aspects of density for students; analyze and assess
this understanding; (ii) to clarify the distinction between density, weight, and volume in
students’ understanding; (iii) to examine the effectiveness of the serious game approach
in teaching density and compare the results with traditional didactic approaches.

This study leverages three separate tools: VR, Serious Games, and Didactics. VR
technology allows generating a previously unavailable experience by interacting directly
with simulated content that reproduces existing physical phenomena of all sorts. Serious
games, also known as game-based learning, consist of any game that aims to enhance
the player’s knowledge. Such games use pedagogy to influence the learning experience
[7, 8]. The purpose of didactic research is to study the questions raised by teaching and
the acquisition of knowledge in various scholarly disciplines.

One should note that, at this point, VR has never been used to teach the concept of
density. Because this classic concept is addressed early in most teaching curricula, we
selected it as a good candidate to evaluate the efficiency of VR to comprehend physics
in a classroom setting.

2 Online Questionnaire

To establish a reliable baseline of knowledge regarding the subject of density, we first
designed a dedicated online questionnaire based on [4]. The questionnaire contains 13
basics questions about the density concept, each with a 4-step confidence level.

Analysis of the a priori responses to the questionnaire showed that most of the
students shared identical misconceptions on the subject (e.g., most students have not
integrated the idea that the density of a solid is formally defined in relation to water) and
that the knowledge regarding density was largely incomplete.

3 2D Game

The second part of the research consisted in creating a 2D game designed as a web
browser experience (Fig. 1). Participants used a regular screen (a laptop or PC) and
mouse interaction to play within a 2D simulation, organized as a game with several
“levels”. This game was developed on the Unity engine [6].

The game is decomposed into several stages: a pre-test evaluates the current knowl-
edge of students, followed by a training session introducing themain objects and possible
interactions to familiarize the user with the environment of the game, followed by three
different game stages, described below. A bonus level completes the game for extra
fun, followed by a post-test questionnaire, which consists of the same questions as the
pre-test but in another order.
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We designed three sequential gaming conditions: Condition 1 (C1) - All objects have
the same volume but not the same mass; Condition 2 (C2) - All objects are with the same
mass but not the same volume; Condition 3 (C3) - Two tanks filled with different liquids
(water and oil) and two sets of the objects, same ones as in C1. The bonus level is a
simple version of C3 (no game score, no predictions, quicksilver instead of oil).

All cubes have individual characteristics: size (volume), texture (dots, with varying
spacing), and weight (mass). The texture is indicative of the density: the more dots, the
higher the density [1].

Fig. 1. 2D game. Fig. 2. 3D game.

The main task consisted of placing cubes in a tank full of liquid (water); the user
then had to make a prediction about the objects’ behavior in the water before observing
the experimental outcome. Also, C1 introduced the Roberval Balance as a metaphor to
compare cubes according to their mass.

4 Immersive 3D Game

The third part of the experiment consisted in using the same game as in the 2D part, but
this time interacting within an immersive VR environment (Fig. 2).

Affordable price and reasonable quality of immersion hardware and software were
paramount to this project. We selected the Lenovo Explorer VR headset with two
controllers and the Unity game engine as an adequate setup.

All the interaction techniques exploited in this setup are based on the common
“simple virtual hand” metaphor. Cubes could be picked up with both virtual hands,
manipulated freely, and dropped (not thrown).

One of themain differences between 2D and 3D games was the possibility tomanage
the actual gaming conditions around participants. Aside from dimension and interaction
modes, the main difference between the two versions of the game was the availability
of sound. We didn’t use audio in the 2D game because we could not control the audio
conditions in the users’ environment (some users could have muted the sound). In con-
trast, this was possible in the 3DVR on-site experiment. To provide more immersion and
convey additional information (e.g., mass) about objects, each participant was equipped
with headphones and binaural sound rendering was provided.

Representing weight in VR is a major problem because although force-feedback
devices do exist, such haptic interactors are very expensive, cumbersome, and tend to
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be fragile. Using sounds to convey mass information to students seemed, therefore, a
promising alternative approach [5].

Experimental Procedure. The local ethical committee approved the following exper-
iment, and proper sanitary procedures to prevent Covid-19 contamination were applied
[9]. For better immersion and to avoid additional device manipulations, users passed the
pre-test in the virtual environment.

Then the students underwent a training session. This initial phase consisted of pre-
senting the setup in a sandbox “no-task” configuration. General instructions were given
on how to grasp cubes and place them in different locations.

During experiments, participants read all instructions on a virtual blackboard placed
in front of them. In each trial, they could manipulate the cubes at will, with no time
constraint. Participants performed a sorting task and, when a tank was present, made a
prediction (correct answer+2 points, wrong answer−1 point) about the behavior of the
cube in the liquid (sink, stay in the middle, float), before they could observe the actual
behavior. The game stages were identical to those of the 2D game.

The final post-test was a copy of the pre-test but with a reordering of the questions.
Following the VR experiment, participants were asked to undergo a 15-min semi-

directed interview. The objective was to collect some data relative to subjective per-
ceptions regarding the general quality of the environment and the interaction, the task
itself, perceived object affordance, perception of weight, and overall satisfaction with
the experiment.

5 Results

5.1 Online Questionnaire

After analyzing the online questionnaire, we exploited the R factor to structure the
profiles of our respondents’ answers. R computes the similarity of a set of answers and
group them into similarity clusters. The questionnaire was made available on a website
to freshmen physics students at the University Paris Diderot. There were 44 complete
responses. Two respondents stood out strongly from the rest, and all the others were
divided into three groups with similar misconceptions. Most students do not correctly
understand how density, mass, and volume are related, to the point that some of themwill
consider one of these physical characteristics as independent from the others. Only one
participant provided a correct answer to all the questions. Thus, the analysis confirmed
that most of the students shared identical misconceptions, and knowledge is lacking in
the specific field of density.

68% of the participants went over the 50% rate of correct answers. The average
success rate among all participants was 60,31%.

5.2 2D Game

This experiment was performed on a sample of nine participants, all future physics
teachers in the first year studying at the University Paris Diderot. Eight of them had a
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scientific background, and one of them had a background in literature. Also, we asked
them when they last studied the properties of matter: three of them answered “This year
during my studies”, three others “During my graduate studies”, the remaining three said
“During my high school studies”.

Participants spent an average of 28 min. on the game, with a minimum time of 11
min. and a maximum time of 1 h (see Table 1).

Regarding results of pre- and post-test, the efficiency of participants decreased by
4,27%, but the level of confidence increased by 11,5%: some participants made more
mistakes after the experiment than before, but they also gained subjective confidence.
This shows that a self-assessed feeling of success is not always the result of successful
teaching.

Analyzing answers from tests makes it clear that students still do not correctly inter-
pret how mass, volume, and density are related. Also, a problem arose from the relation-
ship between volume and density in conjunction with a flotation situation. Thus, we see
that the concept of density remains challenging to apply to certain practical cases and
that the initial misconceptions of students are not easily dispelled.

Despite the inefficacy of 2D games, some students commented that they positively
describe such a gaming experience in learning, and their impressions were very good.

Table 1. Time for 2D game (unit: minutes)

Sections Min t Max t Average t

Pre-test 3,62 33,04 10,15

Training 0,51 6,37 2,44

Scenario 1 1,15 5,59 2,86

Scenario 2 0,94 3,20 1,66

Scenario 3 0,84 3,45 2,22

Scenario bonus 0,14 1,40 0,64

Post-test 1,98 16,65 5,31

Total game time 11,52 60,02 28,41

Table 2. Time for 3D game (unit: minutes)

Sections Min t Max t Average t

Pre-test 4,54 9,92 6,62

Training 0,33 2,80 1,06

Scenario 1 2,76 6,99 4,34

Scenario 2 1,03 3,96 1,80

Scenario 3 2,03 3,58 2,89

Scenario bonus 0,29 2,91 1,28

Post-test 3,32 7,97 4,65

Total game time 16,23 37,30 24,07

5.3 3D Game

Because of the prevailing sanitary conditions, only preliminary tests could be conducted
on seven participants (Mean age = 23, SD = 2.6) from the laboratory. None of the
participants was involved in the design or in the research of the experiment. Almost all
of them have a scientific background and play video games every day. Also, 4 of them
mentioned that they last studied the properties of matter while in high school and others
in middle school.

Playing the density games increased test accuracy from 73,62% to 81,31%, sowe can
hypothesize that actual 3D manipulations, even with virtual objects, carry more sense
and provide more benefits than simple observation in 2D. Similarly, as in the 2D game,
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the participants increased their confidence by 11,25%. Thus, the actual manipulations
were also helpful to bring awareness of some delusions and dispel them, building a
correct understanding of the concept of density.

Participants spent 6,62 min. on the pre-test and 4,64 min. on the post-test on average
(see Table 2). Analysis answers of tests clearly shows that students have become better
at understanding the ratio of density, mass, and volume, but relative flotation remains a
more complex concept to grasp.

The average playing time decreased compared to a 2D game. Interestingly, time
increased for the Bonus level: Students were more interested because they never tested
quicksilver in real life (it is banned from classrooms due to its dangerosity), and the
behavior of the cubes surprised them (all objects float in this high-density liquid, and if
placed in the middle of it and released, a cube seems to “shoot” out of it).

Also, the salient facts we uncovered were the following:

– General VR scene settings and manipulation procedures were considered satisfactory.
Subjects unanimously positively valued all conditions, finding them fun, easy, and they
felt confident during the games.

– Most of the participants evaluated sound effects as valuable, giving them additional
information and allowing them to focus on a task, and not memorizing which cube is
which. Also, 3D sound helped them to get involved in the game.

– Regarding learning, most users established the relationship between the number of
points on cubes and density and mass. They were able to apply this in the experi-
ment, but the absence of a similar metaphor for the liquid was sometimes perceived
negatively.

– The participants also highly appreciated the proposed learning opportunities by VR
(e.g., playing with quicksilver) and found them helpful.

6 Conclusions

Students routinely experience difficulties when trying to apply theoretical knowledge in
practical situations. They know which formula to use, but they do not develop a deep
understanding of the topic of density.

Although it has never been used for the theme of density, VR has repeatedly proven
its ecological validity and usefulness in other contexts (such as procedural learning).
The results presented in this study showed that immersive serious games could, if not
eradicate students’ false conceptions on this issue, at least shake them and help look
at it from a different viewpoint, allowing them to reconsider their view on the physical
phenomenon.

Comparison of 2D and 3D gaming conditions showed the inefficiency of the former
and the benefits of immersive games for learning. The 2D game does not provide a
sufficient learning experience. On the contrary, the association of VR, serious games,
and didactics led to much better results. We have proven that actual manipulation of
virtual objects is more beneficial than just observing or interacting with a computer
mouse.
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It is difficult to force a student to study well without motivation. The students highly
appreciated the use of VR for teaching, leading to more motivation. The use of VR asso-
ciated with traditional teaching models can be a significant impetus for better learning
and in-depth understanding of certain physics phenomena.
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