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Preface

On behalf of the organizing committee, we are honored and delighted to welcome
you to the 6th Kuala Lumpur International Conference on Biomedical Engineering
(BioMed2021) after a decade-long hiatus. We are proud to be able to host this virtual
conference amidst the global outbreak of the COVID-19 pandemic.

TheBioMed2021 virtual conference aims to promote the latest research and devel-
opments related to the integration of engineering technologies in the fields ofmedical
and life sciences. The virtual conference brings together leading academic icons,
researchers, and industrial representatives to exchange and share their knowledge and
research results in the latest innovations, research trends and concerns, challenges,
and adopted solutions in the field of biomedical engineering.

The BioMed2021 virtual conference is organized by the Department of Biomed-
ical Engineering, Universiti Malaya, in cooperation with the International Federa-
tion for Medical and Biological Engineering (IFMBE) and the endorsement from
Malaysia’s Society of Medical and Biological Engineering (MSMBE). The virtual
conference also received support from the Centre for Applied Biomechanics (CAB)
and the Centre for Innovation in Medical Engineering (CIME). Special thanks go to
our sponsorsAbexMedical SystemSdnBhd,Malaysia, BioApps SdnBhd,Malaysia,
and to Springer for supporting the publication of the conference proceedings.

My highest appreciation goes to all the honorable plenary speakers, the forum
panels, and the expert talk speakers for making this conference a globally recognized
event. I take this opportunity to extend my heartfelt gratitude to the BioMed2021
organizing committee members for their enthusiasm, commitments, dedications, and
hardwork and the distinguished InternationalAdvisoryCommitteemembers for their
invaluable support and assistance. Last but not least, I would like to thank all the
authors, the reviewers, session chairs, and the delegates for their contributions and
participation. The conference will not be a success without your expertise and active
participation.
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x Preface

To all participants of BioMed2021, we hope that this conference will foster the
exchange of new ideas and networking among researchers along with the joyful
academic experience of BioMed2021.

Kuala Lumpur, Malaysia Dr. Juliana Usman
Conference Chair BioMed2021
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Formulation of Sensor Ranking
Associated in Categorical Perception:
A Pilot Study Using Machine Learning

Abdul Rauf A. Bakar , Khin Wee Lai , and Nur Azah Hamzaid

Abstract The concept of categorical perception has been enormously investigated
to digitalize the process of auditory processing when perceiving speech stimulus
at higher brain neurological signal. Despite the nature non-stationary property of
electroencephalography (EEG) during any task processing, scientists and clinicians
find it to be not well fitted in the healthcare setting application without professional
monitoring, and even worst, the hearing aid device functionality was also reported
at a low success rate. In this study, we embraced machine learning technology and
extracting contribution into our auditory research area. The present pilot work aims
to create a robust computational framework to formulate the sensor ranking principle
in auditory speech perception. The ranking for sensors could facilitate in identifying
the minimal set sensor-of-interest (ROI) that are sufficient in specific auditory task
processing using an optimally trained model. The trained Support Vector Machine
(SVM) highest performance reported at random 2 training dataset with scoring of
92.3% using 70% triple-random training dataset. Based on the sensor ranking, the
CZ electrode outperformed the other electrodes with scoring of 96.74%, followed by
PZ and FPZ for the 2nd and 3rd rank (95.66% and 95.34% respectively). Our pilot
study anticipated that the sensor ranking formula able to underline more precise
neural correlates based on current auditory categorical perception response. The
excellence sensor ranking in delivering a minimal set of sensor-of-interest (SOI)
drive the capability of the SVM model in classifying auditory brain response in
high-performance prediction metrics and possible reliability in the healthcare setting
application.
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1 Introduction

The necessity of a structured and accurate auditory brain system when perceiving
sound stimulus is highly determined by an organized speech perception. Categorical
perception (CP) is inherent from speech perception property to underpin how the
process of listening and discrimination were established in auditory neurological
categorization into invariant format [1–4]. Initially, CP predicted as an “isolated
mode” during speech listening process [5] but yet the philosophy changes whenmore
recent researchers discovered wider manifestation of CP in perception of colors [6],
musical chord studies [7] and further in speech vowel continuum processing [3].
The shifting of neurological response from desired auditory signal mapping evident
in daily verbal conversation when the hearing loss population experiences constant
processing disruption, even worst in a noisy environment [3, 8].

It has been well documented that the reliance on electrophysiological data
recorded through electroencephalography (EEG) help to convey attributed informa-
tion in hearing research, including development of high quality hearing aids [9, 10].
Cortical auditory evoked potential (CAEP) refers to the neuronal electrical activity
emanated from the scalp after the onset of auditory stimulus that aremeasured contin-
uouslywith highly specific time-locked characteristics.Many studies showedhow the
contribution of neural mechanism at different perceptual state, morphology, learning
experience, and stimulus acoustical properties and familiarities have complicate the
auditory evaluation process to certain extent [11–14]. For example, it was reported
that the CAEP components experienced response alteration at different stage of age
in life, as a measure of maturational process [14, 15].

Post market survey had concluded that the poor performance of advanced hearing
aids in delivering desired speech sound based on the feedback collected from hearing
aidwearers, and yet the device abandonment contributed as the next step taken as part
of the devices ineffectiveness [16–18]. Significantly, the complexities and existing
influential factors had lead into several challenges in affirming clinical decision at
research setting and healthcare locality. To date, increasing interest has been on
the verge of establishing machine learning computational into healthcare clinical
decision [19, 20]. With the opportunity of future availability of electronic health
data in healthcare sector, scientist have utilized practical application of machine
learningwhich are commonly used inmedical imaging into various sectors of clinical
diagnostic, i.e. in epilepsy studies [21], multiple sclerosis disease [22], sleep study
[23], therapeutic research [24], speech and language [25] and recently in the auditory
assessment [26, 27]. Remarkable work done in 2019 has used CAEP response and
machine learning to distinguish brain response among age-related hearing loss when
processing speech information [27]. Extended work also utilized the same capacity
to classify hearing capability test groups and speech clarity and it is proven to work
more effectively at left hemisphere region [28, 29].

While prior studies have identified the contribution of machine learning in clas-
sification process, we offer a new analysis to formulate how the trained computation
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classifier support sensor ranking in obtaining high level speech perception perfor-
mance. The proposed pilot work could assist in determining the minimal set sensor-
of-interest (SOI) to recognize precise neural correlates of auditory response in terms
of any deficits or abnormalities. We focused to train the classifier algorithm before
using it as a predictive tool. This pilot work would help to shed light on the next
data driven approach in anticipating the brain neuronal response processing among
hearing impairment population. The minimal sensor set that is sufficient for optimal
classification process would develop further avenue on robust framework that could
translate data driven response in hearing research area and development of digital
hearing aid.

2 Research Methodology

2.1 Participants

Eight adult male subjects (age: 20–45 years) participated in the present work. All the
recruited subjects were healthy, right-handed, and having a normal level of auditory
sensitivity for both ears (<20 dBHearing Level (HL) between 250 and 8000Hz based
on audiometry test) [29, 30]. Their health condition was confirmed based on medical
history, medical assessment, and Pure Tone Audiometry (PTA) test by Otorhi-
nolaryngology (ENT) physicians at University Malaya Medical Centre (UMMC),
Kuala Lumpur, Malaysia. A simple Mini-Mental State Examination (MMSE) was
performed to provide an extended measure of the subject’s behavioural, cognitive,
and memory proficiency [8, 31, 32]. All the subjects were briefly explained about
the study protocol and signed written consent was obtained from all participants
before the experiment. The study setup was approved byMedical Ethics Committee,
UMMC (Institutional Review Board (IRB) No.: 1045.22) and conducted in line with
the Code of Ethics (Declaration of Helsinki) by the World Medical Association
(WMA) for research involving human subjects. Figure 1 presented the audiogram
behavioral response of both ears across all participants.

2.2 Stimulus Description and EEG Data Acquisition

Twoconsonants-vowel (CV) speech tokens /ba/ and /pa/with phonemes phonological
contrast in terms of their voicing property (/b/ is voiced, /p/ is voiceless) were applied
as auditory stimuli delivered at 80 dBSound Pressure Level (SPL). The speech tokens
were digitized at 250 ms with 10 ms rise/fall time to minimize the spectral platter
phenomenon. The oddball paradigm setup was implemented for each token using
pseudorandomized manner with 80% probability for standard stimulus and 20%
probability for deviant stimulus at an interstimulus interval of 800 ± 200 ms. The
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Fig. 1 The average (avg: centre point), maximum (max: top point) and minimum (min: bottom
point) chart of both ears behavioral threshold for all recruited subjects using PTA test

speech token /ba/ was fixed as a deviant stimulus on every trial. To minimize the
artifacts or noise from the surrounding, the experimental procedure was carried out
passively in a soundproof chamber and auditory stimuli were presented binaurally
using closed circumaural headphones HD 428 calibrated at ear level. To elevate the
SNR (signal-to-noise ratio), a replication of two successful trials were applied with a
total of 600 CVs were delivered in a clear condition with that of 480 responses from
the standard stimulus and 120 responses from the deviant stimulus. All recruited
subjects were allowed to have a short break between trials. All subjects were advised
to stay awake and focused on the reading material supplied. The design of stimulus
presentation is illustrated in Fig. 2.

Each speech token contained distinct voice fundamental frequency and specific
formant frequencies (/ba/; F0: 217 Hz, F1: 740 Hz, F2: 1481 Hz, F3: 3228 Hz,
F4: 4311 Hz; and /pa/; F0: 866 Hz, F1: 929 Hz, F2: 1523 Hz, F3: 3478 Hz, F4:
4438 Hz). The brain neural activity was recorded using a modified International 10–
20 system of electrode placement via wireless EEG device Enobio 8 channels system

Fig. 2 Pseudorandomized design of speech stimulus presentation on both ears
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(Neuroelectrics, Cambridge, MA, United States) at 500 Hz sampling frequency [8,
33, 34]. Silver-Silver Chloride (Ag/AgCl) electrodes were used on the EEG cap
to continuously captured the EEG signal response from left hemisphere at specific
positioning; FPZ, FZ, CZ, PZ, C3, F7, T7, and P7. Two additional electrodes were
applied as reference (active Common Mode Sense (CMS)) and grounding at the
right mastoid (passive Driven Right Leg (DRL)). A standard computer installed
with Neuroelectrics NIC 1.3 software and MATLAB R2019a was used for the inter-
software communication on stimulus delivery and presentation. The inter-electrodes
impedance were maintained at below 5k�. All the recruited participants were brief
to reduce any avoidable artifacts especially those from physiological and muscle
origin [15, 35]. For instances, present research protocol adopted and developed from
formerly established work on elicitation, acquisition and quantification of CAEP
response in auditory passive listening mode [15, 28, 36].

2.3 CAEP Feature Analysis

The collected EEG signal responses were initially processed and analyzed using
MATLAB R2019a software. The signal pre-processing technique eliminated the
presence of ocular artifacts, power supply noise and baseline correction (at 100 ms
pre-stimulus interval). The signals were bandpass filtered at 1–30 Hz. Any artifact-
contaminated peak response emerged higher than±35 µV were rejected upon anal-
ysis [37, 38]. TheCAEP responsewere interpreted from these continuousEEGsignal.
Based on the two successful trials of EEG recording session, only the deviant CAEP
response were averaged separately at each specific electrode positioning. The 800ms
time domain waveforms of the CAEP emanated after the deviant stimulus onset were
constructed on each trials and were averaged between the trials to obtain the final
individual CAEP waveform. Five components of CAEP amplitude were visually
verified based on their standard windowing latencies namely as P1 (20–100 ms), N1
(60–160 ms), P2 (140–240 ms), N2 (160–300 ms) and P3 (280–470 ms) [15, 39–41]
via automated CAEP components detection algorithm. It is documented that CAEP
waveforms with low SNR were observed as a poor performance signal and excluded
leaving about 95% of the signal data that was retained for further analysis.

2.4 Predictive Model Construction for Sensor Ranking

Themachine learningmodel is a valuable tool in offering predictivemeasure based on
the given training dataset to learn through adaptation, pattern learning and processing
new future data with possible performance measure even in small data sizes [4, 42,
43]. In this pilot study, we trained SVM classifier to create a robust predictive model
in ranking sensors performance at specific brain activity condition from CAEP. The
SVMmodel learned the response function from the training dataset that represented
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in the time-domainwaveform. The study randomly used 70%of the total data sizes as
training dataset and another 30% as testing dataset. A five-fold cross-validation was
iterated in order to fine-tuning on our sample data sizes and catermodel overfitting [4,
44]. The randomized training datasetwas repeated for three trials by evaluating classi-
fier performance metrics, receiver operating characteristics (ROC) curve, area under
the curve (AUC) and F1-score. Once all the triple-random SVM models learned the
discriminant predictors, the 30%unseen datawas submitted for automated prediction
andwere quantified separately. SVMclassifierworks by transforming non-linear data
into higher-dimensional space predictors [45]. SVM developed a hyperplane having
maximummargin to accurately separate the attributed class labels [43]. The accuracy
performance of the trained SVM at each sensor position was calculated and ranked
in comparison with the ground truth class labels.

3 Results and Discussion

The present work supplied the time-domain waveform as an input dataset to train the
SVM classifier. We reported that there is no statistical significant difference between
the trials across all subjects using paired sample t-test (t = 1.14, p > 0.05), thus the
responses were averaged to be collectively known as specific individual response.
Notably, the averaged time-domain waveform responses were used as ground truth
labels in evaluating the model prediction performance. Figure 3 represented on the
averaged CAEP multichannel waveforms across all recruited subjects measured in
800 ms window after deviant stimulus onset. The result showed that the trained

Fig. 3 Averaged CAEPwaveform across all participants recorded on eight channel EEG electrodes
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Fig. 4 Trained SVM with highest accuracy at 92.3%. Left a ROC curve plot. Right b confusion
matrix plot using true positive rates false positive rates function (Predicted class label descriptions;
class 1: FPZ, class 2: FZ, class 3: CZ, class 4: PZ, class 5: C3, class 6: F7, class 7: T7, and class 8:
P7)

SVM achieved maximum tuning of 92.3% based on triple-random training dataset
supplied using five-fold cross-validation. The ROC curve and confusion matrix table
were displayed in Fig. 4.

Our findings proved that the training dataset was capable to develop a potentially
good predictive SVM model with over 90% performance accuracy as recorded in
all triple-random training dataset (Table 1). The mapping achievement corroborates
with former investigations when the training accuracy percentage may reflect as an
indicator on the capability of the model for next decoding label quantification [26,
46]. Therefore, triple-random training dataset have supported the SVM model to
hold-out next testing dataset for the model validation and predictive measure.

We randomly used the 30% of the unseen data from overall hemispheric-specific
data activity to test on the developed model. Figure 5 presented on the testing data
accuracy on each sensor using triple-random trained SVM. As a whole, the fitted
SVM model showed great potential to correctly predict the auditory response based
on their class labels with capacity higher than 85% accuracy. The performance based
on accuracies indexes underline the formulation of sensor ranking in highly specific
auditory task response. Based on the sensor ranking prediction using triple-random

Table 1 Training performance of triple-random trained SVM model

Training data
(K-Fold: 5)

Accuracy (%) Prediction speed
(observation/sec)

Training time
(sec)

AUC (%) F1 score (%)

Random 1 91.4 3500 28.03 98.42 98.00

Random 2 92.3 3500 28.18 100.00 100.00

Random 3 90.8 3600 27.92 98.13 98.00

The ‘bold’ represented on the top performer
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Fig. 5 Sensor ranking prediction using triple-random trained SVM model with error bars

trained classifier, CZ, PZ and FPZ electrodes ranked at the highest top three among
other SOI (96.47%, 95.66% and 95.34% respectively) and the lowest score situated
for P7 electrodes (85.56%). The next 4th and 5th sensors ranking achieved by FZ
and C3 electrodes with scoring of 93.02% and 92.11% respectively. The presented
outperformed sensors resembled with the previous studies when CZ and PZ have
shown clear indications of behavioral speech-in-noise perception involving children
[47, 48], vowel sound susceptivity [49], and medium of benchmark on temporal and
spatial processing deficits in auditory abnormalities affecting speech perception [4,
8, 50]. Here, we conveyed that SVM model could be a great classifier algorithm in
learning the brain neurophysiological speech processing response. The successful of
SVM model aligned with many studies which discussed about the achievement of
SVM model in hearing research classification [27, 51, 52]. It has been further noted
that CZ, PZ, FPZ, FZ, and C3 fulfill the minimal set of SOI that potentially sufficient
and capable to classify auditory brain response in high performancemachine learning
model.

4 Conclusion

In conclusion, the present pilot research built effective computational modelling that
could identify the minimal sensor set through sensor ranking in delivering good
machine learning performance. We demonstrated the capacity of the SVM model to
be trained as a robust classifier. It is suggested that the formulation of sensor ranking
using machine learning model development could equip us to focus on diversity
manifestation of neurophysiological speech processing knowledge in a more precise
SOI. However, the existing limited data size may contribute several challenges to
automate the model at a greater scale, and given recommendation that the elevated
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number of data size would improve the model applicability. The future direction
should look into how the development of robust multi-model assists in the classifica-
tion of auditory speech signal processing at different perceptual states to distinguish
response properties in the auditory process.
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Analysis of Carotid Artery Ultrasound
Images Using Gabor Filter, Maximally
Stable Extremal Regions
and Convolutional Neural Network
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Samiappan Dhanalakshmi , and S. Latha

Abstract Stroke is considered as one of the leading reasons for death at present. The
presence of plaque in the carotid artery (CA) is a factor that can be utilized to foresee
the risk of diseases related to it (such as cerebral ischemia). Due to fat deposition
or plaque formation in the wall of Carotid Artery, blood circulation system gets
damaged resulting change in blood flow to brain. For a period of time, an increase
in deposition can totally obstruct blood flow resulting reduced patency of the lumen.
The purpose of this article is to provide a comprehensive overview of procedures used
to investigate the carotid artery for the aim of detecting stroke, atherosclerosis, and
other cardiovascular diseases which primarily suggests detection of wall thickening
or plaque formation the lumen. For morphological evaluation of CA, ultrasound
imaging has been the most clinically useful process. We go through the strategies
for artery wall monitoring, intima–media segmentation, and lumen segmentation,
which aids in determination of the magnitude of mentioned disease. The report
images tend to contain speckle noise due to the photographic modality’s properties,
which degrades image clarity. For image denoising, the Anisotropic Diffusion Filter
was used. Denoising techniques which prioritize edge preservation and have an edge
seeking function as the diffusion coefficient is more accurate for the files to be
examined for this study. A detailed parametric study of some filtering techniques is
considered as the first step towards the approach. The second step of the process is
feature extraction of the datasets. Two different approaches have been listed to round
out this study. This includesmaximally stable extremal regions (MSER), local binary
pattern (LBP), image matrix study of region of interest (ROI) and application of
Gabor Filter. The supporting argument regarding the recommended feature extraction
process is strengthened by training a Convolutional Neural Network (CNN) model
with the created database.
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1 Introduction

Using theNorthAmerican symptomatic carotid endarterectomy trial process, the fear
of stroke increases by 0.1–1.6% a year in asymptomatic persons with ICA stenosis
of 75–80%. The risk increases to about 2–3% a year for people with higher degrees
of stenosis [1, 2]. The detailed study of human anatomy [3] suggests that the state
of CA is crucially important in this regard. Figure 1 shows a sample Carotid Artery
ultrasound image.

To choose an effective pre-processing [4] and de-speckle filtering [5] framework
detailed analysis of different filters is performed which includes edge preserving
filter, Gaussian Filter [6, 7], Anisotropic Diffusion [8, 9] as mentioned in Sect. 2.1.
These filters are extensively used for image processing in recent years. The defi-
nition of feature extraction [10–12] conveys the important shape and details found
in a pattern, so that a systematic process may make the task of categorization and
classification using the pattern easier. Analysis of two different approaches regarding
the process is performed. One of them proposes conversion of image into a matrix
and analyzing it in a systematic manner, while the other concentrates on the tradi-
tional methodology such as mathematical modelling [13] and implementation of
transform algorithms as described in Sect. 2.2. Furthermore, the use of deep learning
[14] algorithms on a database of extracted features opens up a lot of possibilities for
automating CA stenosis risk prediction [15, 16]. The study and analysis regarding
this are evident in recent times. So, far CNN models are yet to achieve the pinnacle
of accuracy. To improve the existing methodologies, the application of deep learning
algorithms regarding CA report analysis [17–20], characterization classification and
segmentation [21, 22] is performed on the extracted data (from both normal and
abnormal reports) via aforementioned process as depicted in Sect. 2.3.

Fig. 1 Carotid artery ultrasound image
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2 Proposed Methodology for Analysis of Carotid Artery
Ultrasound Reports

The proposed methodology consists of various noise-reduction and image-
improvement filters. Furthermore, the images are subjected to feature extraction
method in order to acquire distinct and manageable segments for processing the
important features for study and testing. Finally, a CNN model is trained with the
processed data.

2.1 Pre-Processing and Fundamental Analysis of Datasets

Pre-processing of an image refers to the reduction of noise that degrades the image’s
quality. To eliminate the speckle noise, guided filter, Gaussian filter and anisotropic
diffusion filter was used in this process. This research and technique entail examining
the behaviour of these filters when applied to ultrasound images of the carotid artery.
Mean squared error (MSE), peak signal-to-noise ratio (PSNR), and signal-to-noise
ratio (SNR) are the chosen parameters used for the thorough analysis of the filters
(Table 1), such as Anisotropic Diffusion Filter, Guided Filter, Gaussian Filter. The
process flow of this study is mentioned in Fig. 2. In Gaussian blurring, the diffusion
coefficient is constant. This is great for eliminating light, but it still blurs edges
randomly. When the diffusion coefficient is used as an edge seeking function (such
as Perona-Malik) the equations that emerge support diffusion within regions and
prohibit it across strong edges. As a result, the image’s edges will be retained when
the noise is removed. The anisotropic diffusion filter works best with images that
have been distorted by additive noise. The results (Table 1) clearly depict that in
case of Gaussian Filter theMSE is very high (204.6272) which is drastically reduced
(6.7085)when anisotropic diffusion filter is applied. Also, for the latter one the PSNR
and SNR value is considerably higher than other filters.

Table 1 Performance of filters when applied to a normal report—right common carotid artery bulb

Filter type Mean-squared error
between reference
image and filtered one
(MSE)

Peak signal to noise
ratio (PSNR)

Signal to noise ratio
(SNR)

Anisotropic diffusion 6.7085 39.8645 25.9748

Guided filter 16.0771 36.0687 22.1790

Gaussian filter 204.6272 11.1314 11.1314

Bold values prove the improved performance of the aforementioned filter compared to the Guided
and Gaussian filter
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Fig. 2 Filter application and analysis process

2.2 Feature Extraction of the Pre-Processed Ultrasound
Images

Feature extraction is described as a method that reduces a large collection of raw data
into discrete and manageable segments for processing which preserves the important
features for the study and analysis. This phase of study involves analysis of two
different approaches mentioned in the following portion.

Approach 1: Analysis of LBP Feature Extraction and Plotting MSER Features

The feature extraction in this case is achieved using the linear binary pattern (LBP)
feature extraction process (The process flow of this approach is depicted in Fig. 3).
Initially, the feature extractionprocess is performedby applyingGaborfilter (includes
specification of optimum phase, bandwidth, wavelength, aspect ratio and orienta-
tion. For this purpose, phase value of 90 is recommended) followed by LBP feature
extraction.

In addition, as a secondary procedure MSER (Maximally Stable Extremal
Regions) features can also be plotted which is a key factor of approach 2 mentioned
in the next section (Fig. 4a, b). This method clearly distinguishes between the
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Fig. 3 Feature extraction process 1

Fig 4 a Original ultrasound image, b outcome of plotting MSER features on Gabor filter output
of the image

artery wall and the lumen, allowing for better data visualization through computer
vision. The data is registered and squared error between two normal images is plotted
vs. histogram bins (Fig. 5). In a similar way, the squared error between a normal and
abnormal picture is measured and for ease of comparison, the data was recorded as
a table. Finally, they are compared to one another (Fig. 5).

0

0.0005

0.001

1 2 3 4 5 6 7 8 9 10

Squared Error (Normal Report 1
vs Abnormal Report)

Squared Error (Normal Report 1
vs Normal Report 2)

Fig. 5 Comparison of squared error (y axis) after LBP feature extraction w.r.t histogram bins (x
axis)
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Approach 2: Image-matrix Analysis for Feature Extraction

As mentioned in the complete process flow (Fig. 6), this method begins with appli-
cation of Gabor filter and filtering ultrasound report image using an anisotropic
diffusion filter. In the next step the MSER regions are plotted and the plotted image
is converted into greyscale again. The “.jpg” file is converted into “.mat” file. This
process is performed to represent the image as a matrix of pixel values. The region of
interest (Fig. 7a, b) is now labelled, and the x and y coordinate values are saved. After
this the boundary condition is applied to the image matrix and a secondary matrix
is prepared containing only the pixel values of that region is created. Now, the mean
for the row elements is calculated, and a M × 1 matrix (Table 2b) is created. The

Fig. 6 Feature extraction process 2

Fig. 7 a Original ultrasound image, b zoomed view of atherosclerotic plaque
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Table 2 a Complete matrix representation of mentioned atherosclerotic plaque (left), b Matrix
representation after generation of average values

Fig. 8 QR code of
atherosclerotic plaque for
detailed matrix

latter method avoids handling large amounts of data and greatly simplifies the QR
code generation process. The derived matrix value (Table 2a) is used to create the
quick response (QR) code for easier data storage (Fig. 8). This makes data storage
effective and reduces ambiguity.

Huge number text data can lead to mismanagement and increases the possibilities
of inaccurate final outcome. QR codes are simple to create and if stored with proper
file nomenclature a simple decoder can readily return the required numerical data.

2.3 Model Training

The data derived via feature extraction is trained with help of Convolutional Neural
Networks. Convolutional Networks (convolutional neural networks, or CNNs) are
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a type of neural network that specialises in data processing with a known grid-like
topology. (Such as time-series data, 1-D grid taking samples at regular intervals
and image-data, that can be described as a 2-D grid of pixels). The term “CNN”
refers to the network’s use of the convolutional mathematical operation Convolution
is a special kind of linear operation. Convolutional networks are essentially neural
networks with at least one layer that uses convolution (1) (2) (A specialised Linear
Operation) instead of general matrix multiplication.

s(t) = ∫ x(a)w(t − a)da (1)

s(t) = (x*w)(t) (2)

At first, database is properly optimized for themodel training purpose. Next phase
is inclusion of library (TensorFlow, Numpy, Pandas, Keras are imported) and then
complete data is read, described and converted into float 32 value. Now, the data is
shaped properly with training and testing data is differentiated (training and testing
of more than 550 data). Then, Activation and dropout are specified and added (Relu
and Sigmoid). Optimizer is ‘sgd’ and loss is ‘binary cross entropy’. The complete
procedure followed regarding the training purpose is mentioned in Fig. 9 and the
performancemetrics of the trainingmodel is depicted in Fig. 10. The essential param-
eters for model training are plaque height and breadth. The plaque’s 2D coordinates
are recorded as a ROI, and the pixel values are evaluated. The model’s operation
can be summarized as the matching of plaque pixel values retrieved from abnormal
reports with lumen region pixel values acquired from the report under investigation.

According to the Table 3 the performance metrics of the CNN model depicts
a 97.45% validation accuracy and a final validation loss of 0.1235. The accuracy

Fig. 9 Summarized flow-chart of the complete process including model training
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Fig. 10 Graphical representation of model training metrics

Table 3 Model training metrics

S. No Value type Accuracy (%) Epoch Loss Epoch Validation loss Epoch

1 Minimum 95.10 12 0.0809 94 0.1199 100

2 Maximum 98.64 94 0.7907 1 0.6250 1

3 Average 97.25 – 0.1189 – 0.1235 –

4 Validation 97.45 1–100 N/A N/A N/A N/A

ranges between 95.10% and 98.64% while the same for loss is 0.0809 (epoch 94) to
0.7907 (epoch 1). The range of validation loss lies between 0.1199 (epoch 100) and
0.6250 (epoch 1). The average accuracy and average loss are recorded as 97.25%
and 0.1189. The same for validation loss is 0.1235.

3 Results and Discussion

The first phase of the research demonstrates how different filters perform when
applied to ultrasound images. The calculatedmean squared error between the original
image and filtered image for the anisotropic diffusion filter is 9.3801, as shown in
Table 1. The value for Guided Filter is 18.9699, while the value for Gaussian Filter
is 220.2986. Anisotropic diffusion filters are clearly very effective in this regard.
The PSNR and SNR values calculated also support the claim (i.e., Both PSNR and
SNR values are greater for Anisotropic Diffusion Filters). The second phase consists
of two different feature extraction approaches. Approach 1 encourages the use of
existing methodologies and the development of a framework by combining them in
logical order so that data visualization and extraction are simple to carry out and
depict. Approach 2 is more detail-oriented. Every pixel value in the ROI (region of
interest) is analysed, and the image matrix is converted into a QR code, resulting in a
modern and sophisticated result. This makes data retrieval easier than ever before. If
more information is required, a simple QR code scanner will return the matrix’s raw
value. In this way the pixel values can be analysed manually also if needed. Before
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the preparation of image matrices, the plotting of MSER on filtered images clearly
separates the wall and lumen portion. If the data is visualized it can be easily inferred
that only lumen region gets excluded from the MSER plot. A CNN model can be
trained if there is a large enough database of ultrasound images.

After 100 epochs, a validation accuracy of 97.45% is achieved. It is apparent that
using the proposed feature extraction approach during pre-processing has enhanced
accuracy and validation accuracy (Fig. 11) compared to reference articles that only
claim 50–60% validation accuracy using CNN model training and 95% via Transfer
Learning. The minimum loss is recorded as 8.09% and the average loss is 11.89%.
After running 100 epochs the final validation loss is obtained as 11.99% (Table 3).
Validation loss is useful because it indicates how much the predictions deviate from
what they ought to be before they are passed through the threshold. If we can obtain
further reports and train them using our proposed method, the accuracy would be
considerably higher than it has been so far. As a result, we will be able to achieve
near-perfect automation. As the epoch is increased to 200 or higher, the loss steadily
decreases.

F1 Score = (2 × Precision × Recall)/(Precision + Recall) (3)

Fig. 11 Model training epoch results (after recommended feature extraction process)
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The study is concludedby calculation pf F1 score or Sørensen–DiceCoefficient (3)
and a 0.9425429471429471 F1 score suggests better precision and recall compared
to the existing methodologies.

4 Conclusion

This sectionprovides a detailed and conclusive reviewofmethods used to examine the
carotid artery in order to diagnose stroke, atherosclerosis, and other coronary disor-
ders, with an emphasis on lumen wall thickening or plaque formation. The methods
have been divided into phases. During phase one of the analysis, it was discovered
that Anisotropic Diffusion filter outputs have less than half the mean squared error of
Guided Filter outputs. Furthermore, they have a PSNR value of 8–12% higher. The
Anisotropic Diffusion filter methodology is clearly superior regarding the aforemen-
tioned purpose. There are two processes in feature extraction stage. In approach 1
LBPFeature Extraction and histogram analysis is performed, which quickly provides
the squared error between two images. These values are simple to plot, but yields
lesser accuracy when used for CNN model training (i.e., 50–60%). The advantage
of approach 2 is the level of detailing and ease of access. This method also allows
for the examination of both the entire image and a specific ROI. The ability to mark
ROI through computer vision adds a customized examination process to ultrasound
reports. Furthermore, this format of final data (i.e., pixel value of MSER plotted
images saved as.csv file) is easier to use as a database for deep learning algorithms
that can predict the occurrence of stenosis or decrease in patency. The results shown in
the previous sections strengthens the fact that the accuracy has significantly increased
compared to the existing methods (97.45%). Also, average loss and validation loss
(11.99% in the 100th epoch) has reduced significantly.
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A Combinational Approach to Generate
Nonlinear Foot Trajectories for Robotic
Prothesis with Elementary Clinical
Results
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Abstract One problem in the field of robotic prostheses’ control is the generation
of dynamic trajectories to be tracked by a low-level control system. In this work we
are suggesting a combinational approach to estimate the foot trajectory for a robotic
below-knee prostheses. The two-stage estimation is to identify foot angular speed
based on tibia angular speed and acceleration using cascade neural network (CNN).
Then, the foot angular position will be estimated from the first stage estimation using
nonlinear autoregressive network with exogenous inputs (NARX). In this paper we
are presenting the elementary results from a clinical trial for long distance tread-
mill walking. The two-stage method shows an average correlation of 0.986 in three
walking speeds. Moreover, the average of root mean square errors (RMSEs) and
mean absolute errors (MAEs) are 0.0517 and 0.0403 (rad), respectively. The result
only shows the performance of the estimation method for one healthy participant.
However, more analysis is required on the method ability to provide generalized
subject-independent trajectories.

Keywords Robotic protheses · Powered ankle–foot · High-level control system ·
ANN · Nonlinear dynamic trajectory

1 Introduction

In the last decade, the number of lower-limb robotic prostheses started increasing
[1]. The task of developing a universal control system proved to be challenging [2],
where the safety measure is the priority. Two main roles that control system must
fulfil are smooth motion and stable transition between terrains, and robust behavior
against mechanical perturbations [3]. The most commonly used is the hierarchical
control structure [2, 4]. However, the hierarchical control system still needs more
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theoretical approach to guarantee control system stability recent works try to achieve
the stability in [5–7]. One of the difficulties still facing the hierarchical control
structure is the dynamic and user-independent high-level controller. One approach
proposed in the literature is based on emulating the nonlinear central biological
signals for transfemoral prosthesis [8]. Authors implemented an artificial recurrent
neural network called central pattern generator (CPG), which is widely used in the
field of bipedal robots. However, designing a specific CPG neural network based on
the height, weight and age is required for each amputee. Moreover, the process of
calibrating CPG’s parameters is quite sophisticated.

In [9, 10], the authors designed a recurrent long short-termmemory neural network
(LSTM RNN) for estimating the ankle angle of the amputated leg on the basis of the
kinematics of the intact limb.Aproblemwith this neural network is that it necessitates
a number of sensors attached to the subject, which increases the computation load
and adds to the cost of the device. In this work we are presenting elementary result
for an AI-based pattern generator for active prosthetic devices.

2 Method

In this section we are presenting the experiment design, sensors and statistical anal-
ysis methods used to study the elementary. The result shown is a part of a wider
clinical study include seven healthy subjects. The participants were to walk on tread-
mill for three walking speeds (self-selected speed ±2%) for 12 min, here we show
the result of using the combination method on the data of one subject only. This
study was granted approval from the Medical Research and Ethics Committee’s
(MREC) (Reference Number: KKM/NIHSEC/P19-2206(11)). All subjects agreed
on participating in the study by signing a consent form. In previous study we show
the ability of NARX (with 3–1 neurons structure) to estimate the angular position of
body segments using the angular speed [11]. Independently we show anNARX (with
structure 3-15-1 neurons) to be used as a pattern generator in three-level hieratical
system [12], where the neural network was used to estimate the angular position
of foot based on the angular speed of tibia. The use of NARX in both studies was
required as an integration procedure requires a recurrent neural network structure.
In order to enhance the estimation error of the pattern generator given in [12], we
are suggesting two estimation steps. First, estimating the foot angular speed using
tibia angular speed. Second, calculating the foot angular position using the estimated
angular speed in step one. Figure 1 shows the block diagram of the suggestedmethod.
Where, Nνt and Nνt are the normalized tibia angular speed and acceleration, respec-
tively. Neural networks weights and biases are donated by w and b (note we used
superscript 2 to differentiate the NARX’s wights and biases).
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Fig. 1 Two-stage estimation technique to generate foot nonlinear trajectory.

2.1 Sensors and Experiment Setup

Four OPAL wearable devices (https://apdm.com/wearable-sensors/) were placed on
the lower body segments as shown in Fig. 2. Each OPAL is equipped with 9 degree
of freedom (DoF) with ability to stream data online with frequency up to 128 Hz.
The subject (with 67 kg and 177 cm) was asked to stand still at the end of the trail
to record data for sensors’ alignment to a global coordinate system. The subject was

Fig. 2 Sensors location as
shown placed on one
participant in the clinical
trial.

https://apdm.com/wearable-sensors/
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asked to walk at the three different speeds (3.6, 4.0 and 4.4 for slow, normal and fast
respectively) The raw data of all sensors was analyzed in MATLAB® (2019a).

The gyroscopes’ data passed through a second order low-pass filter with 24 [rad/s]
cut-off frequency and critical damping (ξ= 1). The data processed only in the sagittal
plane. Accelerometers’ data were used to find the orientation using the complemen-
tary filter (CF) approach [13]. The estimated value of foot orientation is compared
to the measured value using CF.

2.2 Neural Networks Design and Role

In this study we utilized two conventional neural networks (i.e., CNN and NARX).
The CNNmain role is to map the tibia angular speed (νt) and acceleration (αt) to foot
angular speed (νf). As shown in Fig. 3a the functional relationship between the CNN
inputs (νt and αt) and the target. Whereas the NARX main task is to numerically
integrate the estimated foot angular speed (νf) and cancel the gyroscopic drift. As
shown in [11] one can represent the role of the NARX algebraically as demonstrated
in Eq. (1). Moreover, based on Eq. (1) we were able to select the inputs and the
number of delay units required in the NARX structure. Where y[k] is the NARX’s
output, u[k] is the input, ωn is the filter cut-off frequency, and Ts is the sampling
time. Figure 3b illustrates the relation between foot angular position (θf) and speed
(νf).

y[k] = (2+ ωn · Ts) · y[k − 1]
1+ ωn · Ts − y[k − 2]

1+ ωn · Ts +
Ts · (u[k]− u[k − 1])

1+ ωn · Ts (1)

(a) (b)

Fig. 3 Neural networks inputs-outputs relationship. In a the inputs-output relation which the CNN
is required to map, and in b the input–output relation to be mapped by NARX. Self-selected, low,
and high speeds are shown in solid blue line, yellow dots, and detached black line, respectively.
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Table 1 The
hyperparameters for BR
training algorithm

Parameters Value

Maximum number of epochs to train 75,000

Performance goal 0

Marquardt adjustment parameter 0.005

Decrease factor for mu 0.4

Increase factor for mu 10

Maximum value for mu 1e10

Maximum validation failures inf

Minimum performance gradient 1e-18

Note The training of the NARX is done as shown in [11]

A series of 6 gait cycles (8.44 s) is used to train the CNN with single hidden layer
and 12 neurons which can distinguish between 4 different manifolds, the selected
training algorithm is Bayesian Regularization (BR) to avoid overfitting [14]. The
training algorithm’s hyperparameters are shown in Table 1.

2.3 Statistical Analysis Tools

In order to assess the result of the suggested method a number of statistical tools will
be utilized. The estimated result will be compared to the measured values for CNN
the measured value can be obtained directly from the foot gyroscope output in the
global reference frame. However, the NARX output is compared to the fusion of the
gyroscope and accelerometer using CF. We used the root mean square error (RMSE)
and MAE to measure the method precision and accuracy, respectively. To identify
signals’ synchronization and similarity using normalized cross-correlation, the r-
value should be greater than 0.75 to assume that estimations are acceptable. The t-test
was used to identify the nature of the error signals (difference between the measure-
ments and estimation of the two-level structure) where the estimation error should
be a white noise (gaussian distribution). Finally, the model probabilistic consistency
the measured and estimated signals histogram distribution will be analyzed based on
the extreme value distribution.

Note: the statistical analysis is done for all the data set of the three trails (5.52e05

samples).

3 Result and Discussion

In this sectionwe are going to present the result, statistical assessment, and discussion
of the networks’ performance.Both neural networks andCFwas built inMATLABall
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algorithms run using Euler’s discrete time solver. Figures 4 and 5 show the CNN and
NARX performance, respectively. The average of the last 50 gait cycles is illustrated
as solid lines, where the standard deviation is shown as a shadow around the average
value. Table 2 summaries the performance of CNN throughout 12 min trial for three
different speeds best performance is achieved for self-selected speed. The accuracy
and precision dropped during high speed.

Table 3 shows the NARX performance based on the statistical analysis tools
where again the best performance appeared for self-selected speed. However, the
bias increased at low speed. The t-test shows that the NARX error is free of any drift
all the noise is white whit high degree of certainty.

Finally, Fig. 6 illustrates the histograms of theNARX comparedwith CF the result
show that the combined method is able to cancel the steady state error appeared in
the performance of the NARX solely [12].

(a) (b)

(c)

Fig. 4 The average value of foot angular speed and standard deviation of 50 consecutive gait cycles
in three different walking speeds. Themean value and standard deviation of the estimated gait cycles
are shown as a black line and gray shadow, respectively. The mean value and standard deviation of
measured gait cycles are shown in a red line and pink shadow, respectively
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(a) (b)

(c)

Fig. 5 The average value of foot angular position and standard deviation of 50 consecutive gait
cycles in three different walking speeds. The mean value and standard deviation of the estimated
gait cycles are shown as a black line and gray shadow, respectively. The mean value and standard
deviation of measured gait cycles are shown in a red line and pink shadow, respectively

Table 2 Statistical evaluation of CNN performance

Speed Cross-correlation RMSE (rad/s) MAE (rad/s) t-test

Low 0.9856 0.3407 0.2424 h = 0
p = 0.9176

Self-selected 0.9869 0.3155 0.2203 h = 0
p = 1

High 0.9854 0.4192 0.3222 h = 0
p = 0.9056

4 Conclusion

In this paper we presented a method to generate foot pattern based on tibia angular
speed, the suggested method was inspired by two previous work where NARX were
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Table 3 Statistical parameters for NARX evaluation of foot angular position in sagittal plane.

Speed Cross-correlation RMSE (rad) MAE (rad) t-test

Low 0.9654 0.0636 0.0521 h = 0
p = 0.9621

Self-selected 0.9771 0.0420 0.030 h = 0
p = 0.8896

High 0.9748 0.0495 0.0388 h = 0
p = 1

(a) (b)

(c)

Fig. 6 NARX and CF histograms in gray and pink (for the three walking speeds), respectively.
Along with the fitted extreme value distribution

used as pattern generator [12] and orientation estimator [11] The new method shows
a promising result by canceling a static error which reported in [12]. The limitation of
this study is that the CNNwas trained using a 6 s window from the subject data more
test and assessment of the method as a user independent technique. Furthermore, the
method performance should be evaluated for walking with terrain/ speed changes.
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Eye-Controlled Wheelchair Improves
Quality-of-Life on Paraplegic Patients
in Home-Care Setting: A Case Study
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Abstract A powered wheelchair is usually controlled with a joystick, but there are
other input devices that can be used if the user lacks either coordination or the use
of their hands or fingers. This study purposed to evaluate the impact after using the
eye-controlledwheelchair in short term. Two elderly female subjects who suffer from
stroke and spinal cord injury were recruited from a local old folks home-care. Both of
themweremanual wheelchair bounded and needs the assistance of their caregivers to
wheel themaround their home-care. Subjects’QoLafter the eye-controlled usagewas
assessed using a self-designed questionnaire. The data were collected and analyzed
descriptively. The collected data was interpreted as such to show the subjects’ QoL
progress during the 8 weeks of data collection. As in the fourth week, the QoL scores
were: subject A (21/32) and subject B (22/32). In contrast, the QoL score increased
from the 4th week to the 8th week. In the 8th week, the scores were: subject A
(30/32) and subject B (29/32). Interpretation: The final week scores denoted that the
subject’s QoL has increased as in contrast to Week 1 scores with Subject A with 9
scores difference and Subject Bwith 7 scores difference. Therewas visibleQoL score
improvement in both subjects comparatively. In conclusion, this study achieved the
study aim which is to evaluate the impact after using the eye-controlled wheelchair
in short term.
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1 Introduction

1.1 Research Background

A wheelchair equipped with an electric motor is known as a powered wheelchair.
This wheelchair is usually controlled with a joystick, but other input devices can
be used if the user lacks either coordination or the use of their hands or fingers
[1]. This wheelchair eliminates most of the muscle power usage which is basic in a
manual wheelchair, whereby, the steeringmechanism still requires an upright posture
and some upper-body mobility and strength [2].

However, the upper limb strength is necessary to control a poweredwheelchair but
it is not applicable for patients who suffer from paraplegia. A neurological disorder
can be simply defined as any disease which disturbs the physiology of both the
central nervous system and peripheral nervous system will result in the neurological
disorder [3]. In this study, two paraplegic neurological disorders were focused which
are stroke and spinal cord injury.

American Heart Association (AHA) or American Stroke Association (ASA)
had come with an updated definition of stroke, whereby stroke can be included in
both silent hemorrhages and silent infarction (inclusive of retinal, spinal, and cere-
bral) [4]. Whether chronic, relapsing, or remitting, psychological stressors induce
harm in stroke survivors owing to associated stroke recurrence, mortality, disability,
reductions in quality of life (QOL), and cognitive impairment [5–8].

WHO defined spinal cord injury (SCI) as the damage that occurs at the spinal
cord due to trauma (e.g. motor vehicle accident, falls) or due to degeneration/disease
(e.g. malignancies). Secondary impairments of SCI can limit one’s independent
functionality as well as negatively impact the quality of life (QoL) [9–12].

In contemporary terms, any subjective improvement criteria can be simply recog-
nized as QoL considerations [13]. Measurement of QoL assistive devices such as
wheelchairs provides a meaningful way to determine the impact of health care when
cure is not possible before their muscles deteriorate to more severe conditions.

Since there is no study found measuring the QoL in an eye-controlled wheelchair
and the available studies [14–16] were only studied on studies the QoL in either
manual or powered wheelchair users. Therefore, this study purposes to evaluate the
impact after using the eye-controlled wheelchair in short term.

2 Method and Material

2.1 Study Design

This is a qualitative design study as the eye-controlled wheelchairs’ were customized
according to subjects’ needs.
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2.2 Procedure

The experiment began with the subject sat in the wheelchair (refer to Fig. 1). The
Tobii 4C eye tracker is fixed with the laptop and the laptop screen was closely aligned
in a range of 30–50 cm from the subject’s eye level [17]. The Tobii Eye Tracking
v2.9.0 software is installed on the laptop and the built-in “Gaze Trace” option gives
the visual feedback of the user’s focus point.

Prior to the experiment, verbal instructions were given regarding the procedure
of eye-controlled wheelchair navigation and control. During the instruction, subjects
could raise their questions and concerns regarding eye-controlled wheelchair usage.
All queries raised were explained accordingly and once again the verbal consent is
obtained to confirm their participation in this study.

Few trial sessions were allowed for the subjects to familiarize themselves with the
eye-controlled wheelchair system with the presence of the researcher. Once the trials
over, the subjects were allowed to control and navigate the eye-controlled wheelchair
with minimal company by the researcher. This is to ensure an unbiased effect on the
outcome measure with the presence of the researcher. The wheelchair navigation
duration is solely based on the subject’s will to move around and they are free to
stop whenever they want. A minimum of 3 days/sessions per week was attempted
by each subject.

The subjects were instructed to select their desired direction just by looking at
the direction boxes displayed on the laptop screen. Each of the boxes represents
a direction in terms of forward, right turn, left turn, and stop which aids in the
eye-controlled wheelchair navigation and control.

Once a selection made, the wheelchair will drive accordingly. A wheelchair
session was considered valid if the subject moves around the home-care upon selec-
tion using the eye-gaze for at least several minutes. During the wheelchair session,
the subjects were given the freedom to move around the home-care and speak to their
friends, staff, and visitors.

Each subject was accompanied by the researcher for the first 5 sessions, it is
expected that the subjects will be familiarized and developed an ability to navigate
and control the wheelchair by then. This reason lies in safety concerns and as an
effort to encourage the subjects to use the eye-controlled wheelchair as both subjects
have only experienced using the manual wheelchair. To add to the users’ safety, the
wheelchair speed was set at 0.2 m/s.

2.3 Participants

Two elderly female subjects were recruited from a local old folks home-care. The
subjects are denoted as Subject A, 64 years old is suffering from spinal cord injury,
and, Subject B, 75 years old is suffering from stroke. Both subjects had weak upper
limbs and manual wheelchair bounded and required assistance from their caregivers
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Fig. 1 The subject is looking at the direction box on displaced on the laptop screen to navigate the
wheelchair

to wheel them around. Prior to the recruitment, ethical approval was obtained from
the institute and old folk’s home-care. Informed consent was obtained from the
voluntary subjects who were pre-screened according to the inclusion criteria. The
inclusion criteria of the subjects were: (1) mentally stable paraplegic patient and (2)
manual wheelchair-bound. Exclusion criteriawere any subjects who had experienced
using with eye-controlled or brain-computer interface wheelchair.

2.4 Measurement Tools

Baseline assessmentswere conductedbasedon the inclusion criteria in order to follow
the pre-designed standard by the university (UTAR) in conducting the research.

The data collection was performed by the same researcher throughout the
2 months. Since the researcher is also the data collector, therefore, few measures
were strictly followed by the researcher to prevent bias. The measures are: (1) verbal
information was given to the participants that their feedback will never affect their
involvement in this study, (2) to read the questions in the same tone to both the
participants and (3) record subjects’ responses as it is.

The details on the QoL questionnaire as detailed below in Quality-of-Life (QoL)
Questionnaire.

Quality-of-Life (QoL) Questionnaire. Subjects’ QoL after the eye-controlled
usage was assessed using a self-designed questionnaire, Quality-of-Life in Rela-
tion with Wheelchair Questionnaire (QOLRW). QOLRW consists of 16 items and 5
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domains, which are general feeling (4 items), self-esteem (2 items), social interac-
tion/independence (2 items), user-friendly (4 items), and general health (4 items). A
5-point Likert scale ranging from 2 = Strongly Agree, 1 = Agree, 0 = Neutral, −
1 = Disagree and −2 = Strongly Disagree was used in this questionnaire. In order
to ease the subjects’ response, a visual analog scale (VAS) was inserted along in the
questionnaire to ease the scoring. Scoring was done by simply summing all and rate
it as better, unchanged, or worse compared to the previous session. The total score
is 32.

QuestionnaireAdministration. QOLRWwas administered onweekly basis after
the eye-controlled wheelchair navigation and control, however, the data will be inter-
preted as once a month. This is similar to a previous study that measures the QoL
once a month [18]. The data collection duration is 2 months.

The researcher read out this questionnaire to the subjects individually and manu-
ally selected the subject’s verbal answer by clicking to the pre-set Google Form on
the smartphone. The raw data were auto-stored in the Google Drive.

3 Results

The Quality-of-Life (QoL) was measured using a self-designed questionnaire,
Quality-of-Life in Relation with Wheelchair Navigation (QOLRW). Table 1 shows
there is a progressively increase in the subjects’ QoL over the period of study.
Overall, the results revealed a positive impact with the wheelchair navigation on
all domains which are general feeling, self-esteem, social interaction/independence,
user-friendly, and general health as both the subject’s steady QoL increased in
comparison to the 4th week to the subsequent weeks until the 8th week. The results
of QOLRW by domains for Subject A rated most items by domains as agree and
strongly agree for general feeling, self-esteem, social interaction/independence, user-
friendly, and general health domains. Similarly, for Subject B, she rated most items
by domains as agree and strongly agree for general feeling, self-esteem, social
interaction/independence, user-friendly, and general health domains during the first
assessment. The result interpretation by subjects is as briefed in the next paragraph.

The collected data was interpreted as such to show the subjects’ QoL progress
during the 8 weeks of data collection. As in the fourth week, the QoL scores were:
subject A (score: 21/32) and subject B (score: 22/32). Interpretation: Both subjects’
scores were almost similar. In contrast, the QoL score increased from the 4th week
to the 8th week. In the 8th week, the QoL scores were: subject A (score: 30/32)
and subject B (score: 29/32). Interpretation: The final week scores denoted that the
subject’s QoL has increased as in contrast to Week 1 scores with Subject A with
9 scores difference and Subject B with 7 scores difference. There was visible QoL
score improvement in both subjects comparatively.

Next, the differences between week 4 and week 8. The differences were simply
calculated by deducting the week 8 score with week 4 by domains. Score difference
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obtained by Subject A: general feeling (score: 2), self-esteem (score: 2), social inter-
action/independence (score: 2), user-friendly (score: 0), and, general health (score:
3). Followed by the score difference obtained by Subject B: general feeling (score:
2), self-esteem (score: 2), social interaction/independence (score: 2), user-friendly
(score: 1), and, general health (score: 0).

The total score by domains was as: general feeling (score: 8), self-esteem (score:
4), social interaction/independence (score: 4), user-friendly (score: 8), and, general
health (score: 8).

Finally, the improvement of score in each domain (%) was calculated using this
formula:

Improvement in each domain (% ) = Score difference

Total score in the domain
× 100

The percentage of improvement of each domain was calculated in order to find out
the improvements of the QoL score differences in comparison to week 4 and week
8. Improvement of each domain by percentage Subject A: general feeling (25%),
self-esteem (50%), social interaction/independence (50%), user-friendly (0%), and,
general health (38%).While for Subject B: general feeling (25%), self-esteem (50%),
social interaction/independence (50%), user-friendly (13%), and, general health
(0%).

Next, the effect sizewasmentioned according to the improvement of each domain.
Effect size is a statistical concept that measures the strength of the relationship
between two variables on a numeric scale [23]. The effect size for Subject A is small
for the stated domains: general feeling, self-esteem, social interaction/independence,
and general health, and, for the user-friendly domain it is not applicable. While
the effect size for Subject B is, also, small for the stated domains: general feeling,
self-esteem, social interaction/independence, and user-friendly, and, general health
domain it is not applicable. The small effect size shows that there is least difference
is found between the week 4 and week 8 scores for each domain.

4 Discussion

This study purposed to evaluate the impact after using the eye-controlled wheelchair
in short term. Two paraplegic patients were recruited and given the eye-controlled
wheelchair for them to navigate and control to their desired direction in this study
for 2 months duration.

In order to measure the QoL after the eye-controlled wheelchair usage, a ques-
tionnaire is used. Since the available questionnaires are either general health-
related or specific disease-related. General health-related such as Short Form-36
(SF-36), Sickness Impact Profile (SIP), EuroQol Quality of Life Scale (EQ-5D),
and McGill Quality of Life Questionnaire (MQOL) [19–21]. While, the existing
disease-specific questionnaires are such as Stroke Specific Quality of Life (SSQOL)



44 K. Krishnan et al.

[22], Spinal Cord Injury Quality-of-Life (SCIQL-23) [23], Quality of Life in Neuro-
logical Disorders (Neuro-QoL) [24], and Amyotrophic Lateral Sclerosis-Specific
QOL Instrument-Revised (ALSSQOL-R) [25].

However, after reading through these questionnaires. It is found that some of
these questionnaire domains did match with our key domains, however, there are
still lacking to apt for our study purpose, which is to evaluate the impact after using
the eye-controlled wheelchair in short term. Therefore, QOLRW, a self-designed
questionnaire was developed and both face and content validated in accordance with
the aim of the present study. Visual Analogue Scale (VAS) was used along with
this QOLRW and the emoticons had eased the subjects to answer the questionnaires
verbally.

Throughout the study, mobility from one place to another had resulted in a posi-
tive impact on the subjects’ QoL, specifically in the domains of self-esteem, social
interaction/ independence, user-friendly, and general health, and a negative impact
on the domain of general feeling. Initially, Subject A stated that “it’s quite difficult to
get familiarize with the system” while, Subject B stated “it a new type of wheelchair
to get to know”, however, over time they both managed to get a good sense of control
over the wheelchair. This has been expressed by themselves that the wheelchair made
them feel “free and happy to move around” and to “socialize with others while sight-
seeing”, as previously, they depended on their caregivers or friends’ assistance to
wheel them around their home-care.

In day-to-day life, both subjects enjoy going around the home-care and chat with
the other folks, however, their interest was not being able to be fulfilled many of
the times as they need someone to wheelchair them around. This is solely due to
the limited presence of caregivers with more wheelchair dependents in their residing
home-care. In specific, the reduction of QoL is found in terms of independence and
social interaction. This statement is similar to a preliminary study, which studied
the relationship between SCI manual wheelchair users’ satisfaction and QoL and
concluded that social circle and transportation usage were more related to QoL than
to wheelchair users’ satisfaction [15].

In this study, both subjects were taken care of by their caregivers who assist their
activities of daily living (ADL) which include bathing, dressing, wheeling from one
place to another, and so forth. Even though both subjects do have minimal hand
function but they were still limited to control the manual or electric wheelchair due
to their deteriorating health condition.

The functional limitation and quality of life are related to stroke-related impair-
ments. This statement is supported in a recent article whereby this study result found
that quite a number of stroke and spinal code injury (SCI) (type of neurological
disorder) survivors had not fully regained their functional mobility and indepen-
dence in performing their activity of daily life (ADL) [26, 27]. This fact is applicable
for post-stroke patients for more than 2 years [26]. Furthermore, reduction of outdoor
activities will lead to limited social participation as it decreases the subject’s chances
to meet and greet their friends within the home-care. In the worst case, limited
social participation will lead to depression [26]. Mobility-affected stroke and SCI
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patients will be wheelchair dependent in nature, mostly mainly manual and powered
wheelchair.

In contrary to the manual wheelchair, the eye-controlled wheelchair users need
only minimal assistance during the wheelchair setup and later during the system
shutting down at the end of usage. Subject A and Subject B have forwarded their
wish to use the eye-controlled wheelchair almost every day, if possible. However,
due to their disease progression, physiotherapy sessions and hospital visits made
them take a break in between, but, this never stopped their will to use this eye-
controlled wheelchair, whenever possible. Similarly, in a recent study, the QoL was
measured with an independent eye-controlled home system usage [28] and mind-
controlled brain painting application at the subject’s home [29]. Both case studies
had demonstrated improvement in QoL of paraplegic patients over a period of use
of the devices.

5 Conclusion

Even though the subjects have minimal hand function, however, due to their disease
progression, it may deteriorate their health which may reduce their ability to
control and navigate a powered wheelchair via the usual method. Therefore, an
eye-controlled wheelchair may serve as an alternative innovative method to control
and navigate a powered wheelchair. In conclusion, this study achieved the study aim
which is to evaluate the impact after using the eye-controlledwheelchair in short term.
Despite the research were conducted for 2 months duration (short term), however,
there is a positive impact found in both subjects’ QoL where their improvements
were able to be quantified.
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Fusion of Deep Features for Classification
of Breast Cancer Using Multi-Deep CNNs

S. R. Sannasi Chakravarthy, N. Bharanidharan, and Harikumar Rajaguru

Abstract Breast cancer remains a deadly disease that frightens women in several
parts of the world. At the same time, deep learning becomes the widely used and
fast-growing area of traditional machine learning. The work experiments a newer
computer-aided diagnosis (CAD) tool that comprises of feature extrication and clas-
sification through deep learning for assisting radiologists in breast cancer classi-
fication in mammogram images. And this is done by three different experimenta-
tions for determining the optimum way of robust classification. Herein, the first one
makes use of pretrained Deep CNNs namely AlexNet, GoogleNet, Res-Net50, and
DenseNet121. The second one is based on the experimentation of extracting features
using the Deep CNNs and applied to a support vector machine (SVM) model. The
last one is based on fusing the deep features for designing a robust classification
framework. All these experimentations are evaluated using MIAS database. And
finally, the results reveal that the fusing of deep features enhanced the classification
performance of SVM, i.e., this deep feature fusion (feature set_3)with SVMprovides
a maximum classification accuracy of 96.739% than other approach.

Keywords Convolution neural networks · Support vector machine · Deep
learning · Transfer learning · Gaussian · Breast cancer ·Mammograms

1 Introduction

Globally, breast cancer is becoming a deadly and high frightening disease inwomen’s
health. Additionally, this type of cancer is globally witnessed as one of the most
persistent cancer type among women [1]. Thus, earlier detection and diagnosis of
this cancer type is significant to reduce mortality and successful treatment.
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Medical imaging and analysis are the most efficient approach for the cancer diag-
nosis. For breast cancer, there are several distinct image modalities available such as
digital mammographic procedure, magnetic resonance imaging (MRI), ultrasound
(US), thermography, x-ray imaging and fine needle aspiration (FNA). But for the
purpose of earlier detection, mammogram is the widely used procedure for breast
cancer [2]. The mammographic procedure gives us high quality digital mammo-
grams for visualizing the breast anatomy. Herein, several indicators are provided by
mammograms for breast cancer diagnosis, they are: microcalcification, masses, and
architectural distortions. In this, the crucial indicators are masses and microcalcifi-
cations which provide information of tumors in the primary stages whereas the last
indicator is lesser significant as concern with the other two indicators [3]. Radiolo-
gist and clinical people could not provide us the precise evaluation of mammogram
images due to several misconceptions among them during screening. Thus, a CAD
tool is needed to assist them for better diagnosis and successful treatment. This will
enhance the accuracy of diagnostic procedure and so considered as a secondary
opinion for clinical people [4].

The aimof thework lies in designing an efficientCAD tool for breast cancer classi-
fication using deep learning techniques. The novelty lies in achieving the maximum
classification performance by fusion of deep features. In literature, several works
have been proposed [5–7] using fusion of deep features with different DCNNs, but
the appropriate fusion of deep features extracted from distinct DCNNs is analysed in
the paper. The work evaluated on Mammographic Image Analysis Society dataset,
and the overall proposed workflow of the paper is given in Fig. 1.
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Fig. 1 Overall proposed workflow for breast cancer classification
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2 Methodology

2.1 Dataset, Pre-Processing, and Augmentation

The effectiveness of the proposed work is examined using the mammograms of
Mammographic Image Analysis Society (MIAS) database, a standard benchmark
dataset for classification of microcalcification. The dataset is publicly available [8]
andwas developed by a group ofUnitedKingdom (UK) research people. It consists of
322 mammograms where the work considers benign (64) and malignant (51) cases
for severity classification problem. And all these mammograms were acquired at
mediolateral oblique (MLO) views. The pre-processing of mammograms is essential
to provide better classification and precise diagnosis of breast cancer.

The pre-processing steps of mammograms are graphically illustrated in Fig. 2 and
summarised below:

• The dark areas or black part on either side of mammograms are cropped manually
(Fig. 2b).

• Thenoise inmammograms is removedusing adaptivemedianfiltering [9] (Fig. 2b)
• The left MLO view mammograms in MIAS dataset are flipped uniformly so that

all the mammograms will become right MLO view mammograms (Fig. 2c).
• For easy removal of pectoral muscles using pixel intensity, the mammograms are

now enhanced using CLAHE – contrast limited adaptive histogram equalization
[10] (Fig. 2d).

• Based on the pixel intensity and global thresholding [11], the pectoral muscles
are removed as in (Fig. 2e).

The MIAS dataset is a powerful data corpus, but it is a smaller database due to
limited volume of patients. So, image augmentation is performed to provide better

Fig. 2 Pre-processing of mammogram [mias120.pgm]
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results of classification using deep learning. After pre-processing step, the mammo-
grams are then augmented i.e., new mammograms are generated based on the pre-
processed one. This can be done by flipping and rotating the pre-processed mammo-
grams by six distinct angles: 45°, 90°, 135°, 180°, 234°, 270°, and by horizontal and
vertical flipping. Thus, the mammogram of benign and malignant cases is now 64×
8 = 512 and 51 × 8 = 408. The number of cases in each severity before and after
augmentation is illustrated in Fig. 3. After pre-processing, the size of mammogram
input is reduced than the original and they are now cropped according to the deep
CNN type.

2.2 Feature Extraction and Transfer Learning

In several machine learning applications, feature extraction is the challenging task;
the emerging deep learning approaches have drawnmore attention due to their higher
classification performance and consistency [12]. The concept of transfer learning is
used in the work for mammogram feature extraction where the deep CNNs are
trained already with around 1.2 million image inputs (ImageNet dataset) with thou-
sand output classes. The feature extraction is performed by replacing the final fully
connected layer in deep CNNs with a newer layer for the severity classification
of mammograms. Thus, the work utilizes the transfer learning technique to extract
robust features for obtaining optimal representation of mammograms. The detailed
description of deep CNNs used in the work is summarized in Table 1.
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Table 1 Deep CNNs used in the classification of breast cancer

AlexNet GoogleNet ResNet50 DenseNet121

Input image
(227 × 227 × 3)

Input image
(224 × 224 × 3)

Input image
(224 × 224 × 3)

Input image
(224 × 224 × 3)

conv1
pool1
conv2
pool2
conv3
conv4
conv5
pool5

conv1
pool1
conv2
pool2
Inception (3a)
Inception (3b)
pool3
Inception (4a)
Inception (4b)
Inception (4c)
Inception (4d)
Inception (4e)
pool4
Inception (5a)
Inception (5b)
average pooling

conv1
pool1
conv2_x
conv3_x
conv4_x
conv5_x
average pooling

conv1
pool1
Dense block1
Transition block1
Dense block2
Transition block2
Dense block3
Transition block3
Dense block4
average pooling

Fully connected (fc)
(4096 × 2)

Fully connected (fc)
(2048 × 2)

Fully connected (fc)
(1024 × 2)

fully connected (fc)
(1024 × 2)

2.3 Feature Classification

As shown in Fig. 1, in the experimentation (1), four distinct end-to-end deep CNNs
are constructed (as shown in Table 1) using AlexNet, GoogleNet, ResNet50, and
DenseNet121 architectures for classifying microcalcifications in mammograms. In
experimentations (2) and (3), SVM algorithm with Gaussian kernel [13] is used for
classification. The aim of the SVM algorithm is to classify the input features into
targets using hyperplanes [14]. Herein, several hyperplanes are used for classifying
2 data points, but the one with maximum margin is the ideal one. The support vector
is the vector that state the hyperplane [14].

3 Results and Discussion

All the experimentations in the work is done using a system with Intel Core i7
and having GPU of NVIDIA GeForce 940MX, 8 GB RAM on Windows 10 (×64)
with MATLAB R2018b. The standard performance metrics [9] considered for the
problem are sensitivity, accuracy, specificity, precision, and for validating, Cohen’s
kappa (κ) metric [15] is used. All the above metrics are derived from the parameters
of confusion matrix obtained. The splitting of input subject for experimentation (1)
is standard 70:30 training and testing ratio and followed 80:20 ratio for the remaining
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Table 2 The performance of deep-CNNs for experimentation (1)

Deep-CNN Accuracy (%) Kappa score (κ)

AlexNet 60.145 0.211

GoogleNet 73.913 0.479

ResNet50 71.014 0.422

DenseNet121 75.362 0.508

The bold value in the table shows that the corresponding CNN architecture has provided the best
value of classification accuracy

experimentations (2) and (3), because of using fivefold cross-validation. Moreover,
the parameters of SVM are tuned using grid search method [16].

For experimentation (1), the five end-to-end deep-CNNs are retrained after fine
tuning the fc layer, the primary learning rate and the iteration are chosen as 10−3

and 104 [17]. And the momentum and weight decay are chosen as 5 × 10−4 and
0.9 [17]. The mini-batch size and epochs are chosen as 4 and 20. In addition, the
maximum iterations per epoch is chosen as the validation frequency for validating
the results at each epoch. Other than these, all other parameters are set as default.
The results obtained are tabulated in Table 2. As shown in Table 2, the kappa score of
the Deep-CNNs is obtained in the range of 0.2–0.5 whereas the DenseNet121 model
provides a maximum κ score of 0.508 with 75.362% accuracy.

In experimentation (2), the extraction of deep features is done and then fed to
train and test the SVM algorithm with Gaussian kernel. The results obtained are
given in Table 3. As in Table 3, the classification performance of SVM algorithm
fed with deep features of Deep-CNNs has strengthened with the range of accuracy
(77.1–94.022%). In this experiment also, the highest kappa score is obtained for
DenseNet121–SVM algorithm as 0.879 with 94.175% of precision, which is due to
its improved parameter efficiency and deep supervision nature of networks.

The third experimentation is done to determine the result if the deep features are
fused for providing enhanced classification performance than others. For this, the
work utilizes four different feature sets signifying distinct fusion of deep features.
For generating these feature sets, the work makes use of the validated kappa score
obtained in experimentation (1) which can be used for ranking the deep features

Table 3 The performance of deep-CNNs with SVM classifier for experimentation (2)

DCNN Sensitivity (%) Specificity (%) Accuracy (%) Precision (%) Kappa (κ)

AlexNet 83.33 76.83 80.435 81.731 0.603

GoogleNet 79.41 74.39 77.174 79.412 0.538

ResNet50 94.12 91.46 92.935 93.204 0.857

DenseNet121 95.1 92.68 94.022 94.175 0.879

The bold value in the table shows that the corresponding CNN architecture has provided the best
value of classification accuracy
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Fig. 4 Performance comparison of fused feature sets for experimentation (3)

of Deep-CNNs. Accordingly, the feature set_1 is the fusion of DenseNet121 and
GoogleNet features, which have the maximum kappa score as compared with other
models as shown in Table 2. Then the GoogleNet and ResNet50 features are fused
due to their next highest kappa score (Table 2) to create the feature set_2. Now the
deep features of DenseNet121 are added to feature set_2 to create the feature set_3.
And finally, the feature set_4 is created by fusing the feature set_3 with the AlexNet
features. The classification performance of these fused feature sets is compared and
analyzed in Fig. 4, which reveals that the maximum of 96.739% accuracy is obtained
for feature set_3 fed with SVM algorithm. And this was better than the accuracy of
94.022% attained using the DenseNet121 in experimentation (2). Furthermore, the
precision and kappa score have increased to 97.059% and 0.934 respectively, which
were better than the 94.175% of precision and 0.879 of validated κ score. Moreover,
the next highest performance is achieved for feature set_4 which combines all the
features of four Deep CNNs.

4 Conclusion, Limitations and Future Work

The precise and earlier breast cancer diagnosis is much needed for reducing the
mortality and controlling the progression of tumor cells. Thus, the work focused to
design a robust computer aided diagnostic tool for severity classification problem,
where a novel CAD tool is proposed and explored different fusion of feature sets and
chosen the one that provides the better classification performance. All these experi-
mentations are carried out using digital mammograms taken from the MIAS dataset.
The first experimentation was based on the classification using four fine-tuned end-
to-end Deep-CNNs namely AlexNet, GoogleNet, ResNet50, and DenseNet121. To
increase the performance, the second experimentation is done that used deep feature
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classification using SVM with Gaussian kernel. The results revealed that the classi-
fication performance obtained in experimentation (2) was better than that of exper-
imentation (1). The third experimentation was done to investigate the fusion of
appropriate deep features from different CNNs for further improvement where the
performance of end-to-end Deep-CNNs was utilized for ranking the features. That
is, fusion of GoogleNet, ResNet50, and DenseNet121 features (feature set_3) and
fed with SVM provided a maximum accuracy of 96.739% with a validated kappa
score of 0.934. Consequently, the work includes the analysis of above three exper-
imentations for obtaining better classification performance for the problem. Thus,
the results revealed that the proposed CAD model is competent of effectively clas-
sifying mammogram lesions. However, the study noted that the computational cost
is increased when the deep features are combined for classification improvement
of breast cancer. A feature reduction technique such as linear discriminant anal-
ysis (LDA) or principal component analysis (PCA) might be useful for getting rid
of this increased computational cost. The future action of the work involves the
experimentation on larger datasets such as Digital Database for ScreeningMammog-
raphy (DDSM) with different preprocessing techniques, with the consideration of
feature reduction usingLDAorPCA, andwith different pretrained convolution neural
network models.

References

1. Miller, K.D., Fidler-Benaoudia, M., Keegan, T.H., Hipp, H.S., Jemal, A., Siegel, R.L.: Cancer
statistics for adolescents and young adults. CA: Cancer J. Clin. 70(6), 443–459 (2020)

2. Duffy, S.W., Tabár, L., Yen, A.M.F., Dean, P.B., Smith, R.A., Jonsson, H., & Chen, T.H.H.:
Mammography screening reduces rates of advanced and fatal breast cancers: results in 549,091
women. Cancer 126(13), 2971–2979 (2020)

3. Dibden, A., Offman, J., Duffy, S.W., Gabe, R.: Worldwide review and meta-analysis of cohort
studies measuring the effect of mammography screening programmes on incidence-based
breast cancer mortality. Cancers 12(4), 976 (2020)

4. Pisano, E.D.: AI shows promise for breast cancer screening. Nature 577(7788), 35–36 (2020)
5. Jiang, F., Liu, H., Yu, S., Xie, Y.: Breast mass lesion classification in mammograms by

transfer learning. In: Proceedings of the 5th International Conference on Bioinformatics and
Computational Biology, pp. 59–62 (2017)

6. Ragab, D.A., Sharkas, M., Marshall, S., Ren, J.: Breast cancer detection using deep
convolutional neural networks and support vector machines. Peer J, 7, e6201 (2019)

7. Mendel, K., Li, H., Sheth, D., Giger, M.: Transfer learning from convolutional neural networks
for computer-aided diagnosis: a comparison of digital breast tomosynthesis and full-field digital
mammography. Acad. Radiol. 26(6), 735–743 (2019)

8. Suckling J.P.: Themammographic image analysis society digitalmammogramdatabase.Digital
Mammo, 375–386 (1994)

9. Chakravarthy, S.S., Rajaguru, H.: Automatic detection and classification of mammograms
using improved extreme learning machine with deep learning. IRBM (2021). https://doi.org/
10.1016/j.irbm.2020.12.004

10. Sahu, S., Singh, A.K., Ghrera, S.P., Elhoseny, M.: An approach for de-noising and contrast
enhancement of retinal fundus image using CLAHE. Opt. Laser Technol. 110, 87–98 (2019)

11. Sannasi Chakravarthy, S.R., Rajaguru, H.: Detection and classification of microcalcification
from digital mammograms with firefly algorithm, extreme learning machine and non-linear

https://doi.org/10.1016/j.irbm.2020.12.004


Fusion of Deep Features for Classification of Breast Cancer … 57

regression models: a comparison. Int. J. Imaging Syst. Technol. 30(1), 126–146 (2020). https://
doi.org/10.1002/ima.22364

12. Sannasi Chakravarthy, S.R., Rajaguru, H.: Deep-features with Bayesian optimized classifiers
for the breast cancer diagnosis. Int. J. Imaging Syst. Technol. (2021). https://doi.org/10.1002/
ima.22570

13. Xue, Y., Zhang, L., Wang, B., Zhang, Z., Li, F.: Nonlinear feature selection using Gaussian
kernel SVM-RFE for fault diagnosis. Appl. Intell. 48(10), 3306–3331 (2018)

14. Keerthi, S.S., Lin, C.J.: Asymptotic behaviors of support vectormachineswithGaussian kernel.
Neural Comput. 15(7), 1667–1689 (2003)

15. Kraemer, H.C.: Kappa coefficient. Wiley StatsRef: Statistics Reference Online, 1–4 (2014)
16. Syarif, I., Prugel-Bennett, A., Wills, G.: SVM parameter optimization using grid search and

genetic algorithm to improve classification performance. Telkomnika 14(4), 1502 (2016)
17. Gao, F., Yoon, H., Wu, T., Chu, X.: A feature transfer enabled multi-task deep learning model

on medical imaging. Expert Syst. Appl. 143, 112957 (2020)

https://doi.org/10.1002/ima.22364
https://doi.org/10.1002/ima.22570


Improved Bald Eagle Search
Optimization for Enhancing
the Performance of Supervised
Classifiers in Dementia Diagnosis

N. Bharanidharan, S. R. Sannasi Chakravarthy, and Harikumar Rajaguru

Abstract Evolutionary algorithms are widely used to improve the performance of
machine learning techniques through various approaches. This paper focuses on
increasing the accuracy of the machine learning techniques in diagnosing dementia
through the usage of Improved Bald Eagle Search Optimization as a transformation
technique. In the proposed Improved Bald Eagle Search Optimization, the control
parameters are updated using the entropy-based gradient to reduce the error rate
of the classification algorithm. Magnetic resonance images of 52 dementia and 52
non-dementia subjects obtained from the OASIS database are considered in this
research work. Raw intensity values are taken as features and given as input to the
transformation technique based on Improved Bald Eagle Search Optimization. Then
the transformed values are classified through one of the three different supervised
classifiers namely Naïve Bayes, Linear Discriminant Analysis, and Support Vector
Machine. The accuracy of Support Vector Machine is 64% when no transformation
technique is used and it is increased to 88% when Improved Bald Eagle Search
Optimization is used for transforming the features.

Keywords Dementia · Machine learning · Improved bald eagle search
optimization

1 Introduction

Various machine learning algorithms are developed in the last few decades to act
as decision support systems in various fields [1]. Particularly in the medical field,
computerized decision support systems will be very useful in diagnosing a disease.
But in the medical field, the decision of machine learning algorithms should be
accurate otherwise the ill-effects will be severe [2]. To improve the accuracy of
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machine learning algorithms various approaches are used such as feature selection,
dimensionality reduction, transformation techniques, etc.

Dementia—a syndrome that affects memory, behavior, thinking, and the response
of a human. Dementia is one of the common diseases in older people but still, it is not
due to normal aging and so it is detected even in mid-aged people [3]. According to
World Health Organization, more than fifty million humans are possessing dementia
currentlyworldwide and around tenmillion humans are detectedwith dementia every
year.MagneticResonance Imaging (MRI) of the brain regionwill be generally used in
the diagnosis of dementia. Due to a large amount of data and the nature of complexity,
a computerized decision support system with high accuracy will be very useful for
dementia diagnosis [4].

Optimization algorithms are widely classified into gradient and non-gradient opti-
mization algorithms [5] and they are extensively used in enhancing the accuracy of
machine learning techniques in decision support systems. For example, gradient-
based optimization algorithms namely Stochastic Gradient Descent, Adam optimizer
are commonly used in training neural networks. On the other hand, non-gradient opti-
mization algorithms are simple, possess derivation-free mechanisms, and belong to
the meta-heuristic techniques category. Meta-heuristic algorithms comprise evolu-
tionary algorithms, swarm-based algorithms, physics-based algorithms, bio-inspired
algorithms, and nature-inspired algorithms [6]. Some of the meta-heuristic algo-
rithms include genetic algorithm, Particle Swarm Optimization (PSO), harmony
search,Tabu search, elephant herdingoptimization, cuckoo search,BaldEagleSearch
(BES), etc.

Meta-heuristics are mostly used to enhance the performance of machine learning
algorithms through feature selection andneural network training [7]. In some research
works, meta-heuristics are used as a transformation technique to improve the accu-
racy of machine learning algorithms [8, 9]. To the best of our knowledge, BES is not
reported as a transformation technique and so this research work focuses on imple-
mentation and improvisation of the BES as transform. Control parameters (weights)
of BES are updated through an entropy-based gradient in the proposed Improved
Bald Eagle Search (IBES) and this can be considered as the main novelty of this
paper.

The remaining paper is structured as follows: the original BES algorithm is
presented in the next section; dataset and methodology will be explained in the
third section; implementation of BES and IBES algorithms will be dealt in fourth
and fifth sections respectively; final results are discussed in the sixth section and
conclusion is presented in the last section.

2 Bald Eagle Search

BES optimization algorithm is proposed through the inspiration from the hunting
behavior of Bald Eagles [10]. During their hunting process, three stages can be
witnessed: select space, search space, and swooping. During the select stage, the
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Eagles will choose the best area for hunting and this mathematically modeled as:

pi,new = pbest+ ∝ ∗r ∗ (pmean − pi ) (1)

Here pi,new and pi are new position and old position positions of ith Bald Eagle
respectively; pbest refers to the search space currently chosen based on previous
experiences and pmean denotes the mean position of previous iterations; α is a control
parameter that decides the position change and usually it will be varied from 1.5 to
2; r is a random value in the range [0,1].

During the search stage, Bald Eagles use spiral movement to search for prey in
the selected search space and this is represented using the following equations:

pi,new = pi + y(i) ∗ (pi − pi+1) + x(i) ∗ (pi − pmean) (2)

Here x(i) and y(i) present in Eq. (2) are given by,

x(i) = xr(i)

max(|xr |) (3)

y(i) = yr(i)

max(|yr |) (4)

xr(i) and yr(i) present in Eqs. (3) and (4) are given by,

xr(i) = r(i) ∗ sin(θ(i)) (5)

yr(i) = r(i) ∗ cos(θ(i)) (6)

θ(i) and r(i) present in Eqs. (5) and (6) are given by,

θ(i) = a ∗ π ∗ rand (7)

r(i) = θ(i) ∗ R ∗ rand (8)

In the last stage of hunting, the bald eagles swoop towards the food from its best
position and this is represented using the following equations:

pi,new = rand ∗ pbest + y1(i) ∗ (pi − c2 ∗ pbest ) + x1(i) ∗ (pi − c1 ∗ pmean) (9)

Here x1(i) and y2(i) present in Eq. (9) are given by,

x1(i) = xr1(i)

max(|xr |) (10)
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y1(i) = yr1(i)

max(|yr |) (11)

xr1(i) and yr1(i) present in Eqs. (10) and (11) are given by,

xr1(i) = r(i) ∗ sinh (θ(i)) (12)

yr1(i) = r(i) ∗ cosh (θ(i)) (13)

θ(i) and r(i) present in Eqs. (12) and (13) are given by,

θ(i) = a ∗ π ∗ rand (14)

r(i) = θ(i) (15)

Here a and R are control parameters that decide the spiral motion and rand is the
random number in the range [0,1].

3 Methodology

OASIS database contains dementia brain MRI images and 52 demented and non-
demented subjects are considered in this study. Raw intensity values are considered
as features in this research work and they are given as input to the IBES based
transformation technique as shown in Fig. 1. Then the transformed values are given
as input to any one of the supervised classifiers namely: Naïve Bayes Classifier
(NBC) [11], Linear Discriminant Analysis (LDA) [12], and Support Vector Machine
(SVM) [13]. Then the popular metrics namely Accuracy (ACC), Error Rate (ER),
Sensitivity (SENS), Specificity (SPEC), False Positive Rate (FPR), and Precision
(PREC) are used to quantify the classification performance [14].

During the implementation of supervised classifiers, 80% of MRI images are
considered for training, and the remaining is considered for testing. Stratified
sampling is used to split the dataset into training and testing sets. To avoid overfit-
ting and better performance, tenfold cross-validation is used. To find the best control
parameters for supervised classifiers, a randomized search is utilized.

MRI  
Images 

IBES  
Transform 

NBC / LDA / 
SVM 

Performance 
metrics 

Fig. 1 Flowchart depicting the proposed methodology
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4 BES Transform

To train neural networks and to solve feature selection/numerical optimization prob-
lems, the positions of Bald Eagles are initialized randomly. But to use BES as trans-
form, the raw intensity values are assigned as positions of Bald Eagles initially. Then
using Eqs. (1) to (15), the positions will be updated iteratively. The best position pbest
is identified through fitness function. The inverse of Euclidean distance between the
target and current position of Bald Eagle is considered as the fitness function.

Through experiments, it is found that the ideal value for the target is equal to 300.
BES possess three control parameters namely α, a and R. Through experiments [10],
the ranges of these control parameters are stated as below: α – [1.5, 2]; a – [5, 10];
R – [0.5, 2]. The ideal value for these control parameters can be found using the
trial and error method. But before finding the ideal values for control parameters, the
ideal value for the maximum number of iterations will be found as shown in Fig. 2.
During this process, the control parameter values are fixed with their median value
according to the range mentioned above. Through a similar process, ideal values for
control parameters α, a and R can be found as depicted in Figs. 3 and 4. The ideal
values are: maximum number of iterations = 10, α = 1.9, a = 6 and R = 1.7.

Fig. 2 Searching the ideal
value for maximum number
of iterations

Fig. 3 Searching the ideal
value for control parameter
‘α’

Fig. 4 Searching the ideal
value for control parameters
‘a’ and ‘R’
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5 IBES Transform

Through Figs. 3 and 4, the importance of the control parameters can bewitnessed i.e.,
sometimes even a small change in control parameter has a huge effect on accuracy.
In the BES transform, the ideal values for the three control parameters are found
using the trial and error method. Then these values are fixed for all iterations. It will
be more beneficial to change the control parameters value in each iteration in an
appropriate manner. Hence this research paper proposes the usage of gradient-based
control parameter change in each iteration as shown in Eq. (16).

wt+1 = wt + ε ∗ ∂L

∂wt
(16)

Here wt+1 and wt are the new and old control parameters and ε is the learning
rate. ∂L

∂wt
is the loss function with respect to change in control parameter value and

in the proposed method it is found using Eq. (17).

∂L

∂wt
= E(t) − E(t − 1)

w(t) − w(t − 1)
(17)

In Eq. (17), E represents the entropy, w represents the control parameter and t
represents the iteration number. In each iteration, a change in entropy with respect to
change in control parameter is calculated and this value is used to update the value
of the control parameter in the next iteration.

6 Results and Discussion

The six popular classification metrics mentioned in the third section are calculated
for all the three classifiers without any transform and those results are mentioned
as NB, LDA and SVM in Table 1. Then BES and IBES are used as a transform
for all the three classifiers using the methodology mentioned in sections four and
five respectively. To justify the performance of BES and IBES, another popular
meta-heuristic technique, PSO [15] is used as transform. The accuracy of various
classifiers and transforms are plotted in Fig. 5. From Fig. 5, the efficiency of the
proposed IBES based transform can be witnessed clearly. When the SVM classifier
is considered, the IBES transform usage provides the highest accuracy of 88% while
the BES transform usage provides the accuracy of 78% and when no transform is
used, the accuracy of the SVM classifier is 64% only. It should be also noted the
proposed transform has produced a significant increase in accuracy for both NB
and LDA. This improvement is primarily due to the change of control parameter
iteratively using the entropy-based gradient technique. On the other hand, PSO and
IPSO based transform failed to provide any significant performance enhancement
for the supervised classifiers; it is just providing some slight accuracy increment.
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Table 1 Performance metrics of various techniques used

ACC ER SENS SPEC FPR PREC

NB 62 38 62 62 38 56

LDA 62 38 69 57 43 56

SVM 64 36 63 65 35 59

BES-NB 74 26 79 69 31 67

BES-LDA 72 28 77 68 32 66

BES-SVM 78 22 79 77 23 73

IBES-NB 78 22 83 74 26 72

IBES-LDA 79 21 83 77 23 74

IBES-SVM 88 12 90 86 14 84

PSO-NB 59 41 60 58 42 53

PSO-LDA 63 37 69 58 42 57

PSO-SVM 61 39 52 68 32 56

IPSO-NB 62 38 67 58 42 56

IPSO-LDA 64 36 69 60 40 58

IPSO-SVM 65 35 54 74 26 62

Fig. 5 Accuracy comparison of various techniques

7 Conclusion

This research paper mainly concentrated on the implementation of BES and IBES
transform to improve the accuracy of three supervised classifiers namely NB, LDA,
and SVM in diagnosing dementia. In IBES, the entropy-based gradient method is
proposed to update the control parameters iteratively since the ideal value for the
control parameters is found using the trial and errormethod in BES and notably, these
values are fixed for all iterations in BES. In classifying the dementia images, IBES
transform has improved the accuracy of NB, LDA and SVM classifiers significantly
when compared to BES, PSO and IPSO transforms. Remarkably 88% accuracy
is attained for the SVM classifier when IBES transform is used. Our future work
will be in the direction of using different statistical measures instead of entropy for
calculating the appropriate control parameter in each iteration.



66 N. Bharanidharan et al.

References

1. Osisanwo, F.Y., Akinsola, J.E.T., Awodele, O., Hinmikaiye, J.O., Olakanmi, O., Akinjobi, J.:
Supervised machine learning algorithms: classification and comparison. Int. J. Comput. Trends
Technol. 48(3), 128–138 (2017)

2. Riddhi, S.K., Dr. Salankar, S.S., Babar, M.: Literature survey on detection of brain tumor from
MRI images. IOSR J. Electron. Commun. Eng. (IOSR-JECE) 10(1), 80–86 (2015)

3. International statistical classification of diseases and related health problems. In: 10th Revision.
Geneva, World Health Organization (1992)

4. Paraskevaidi, M., Martin-Hirsch, P.L., Martin, F.L.: Progress and challenges in the diagnosis
of dementia: a critical review. ACS Chem. Neurosci. 9(3) (2018)

5. Mirjalili, S., Mirjalili, S.M., Lewis, A.L.: Grey wolf optimizer. Adv. Eng. Softw. 69, 46–61
(2014)

6. Dhiman, G., Kumar, V.: Spotted hyena optimizer: a novel bio-inspired based metaheuristic
technique for engineering applications. Adv. Eng. Softw. 114, 48–70 (2017)

7. Koumi, F., Aldasht, M., Tamimi, H.: Efficient feature selection using particle swarm optimiza-
tion: a hybrid filters-wrapper approach. In: 10th International Conference on Information and
Communication Systems (ICICS), Irbid, Jordan (2019)

8. Bharanidharan, N., Rajaguru, H.: Dementia MRI image classification using transformation
technique based on elephant herding optimizationwithRandomizedAdammethod for updating
the hyper-parameters. Int. J. Imaging Syst. Technol. 1–25 (2020). https://doi.org/10.1002/ima.
22522

9. Bharanidharan, N., Harikumar, R.: Modified grey wolf randomized optimization in dementia
classification usingMRI images. IETE J. Res. (2019). https://doi.org/10.1080/03772063.2020.
1715852

10. Alsattar, H.A., Zaidan, A.A., Zaidan, B.B.: Novelmeta-heuristic bald eagle search optimisation
algorithm. Artif. Intell. Rev. 53, 2237–2264 (2020)

11. Sanchis, A., Juan, A.: A word-based naïve Bayes classifier for confidence estimation in speech
recognition. IEEE Trans. Audio Speech Lang. Process. 20(2), 564–565 (2012)

12. Tharwat, A., Gaber, T., Ibrahim, A., Hassanien, A.E.: Linear discriminant analysis: a detailed
tutorial. AI Commun. 30(2), 169–190 (2017)

13. Magnin, B., Mesrob, L., Kinkingnéhun, S., Pélégrini-Issac, M.: Support vector machine-based
classification ofAlzheimer’s disease fromwhole-brain anatomicalMRI.Neuroradiology 51(2),
73–83 (2008)

14. Fielding, A.H.: Cluster and Classification Techniques for the Biosciences. Cambridge Univer-
sity Press, Cambridge (2006)

15. Kennedy, J., Eberhart, R.: Particle swarm optimization. IEEE International Conference on
Neural Networks, Australia 4, 1942–1948 (1995)

https://doi.org/10.1002/ima.22522
https://doi.org/10.1080/03772063.2020.1715852


Classification of Walking Speed Based
on Bidirectional LSTM

Wan Shi Low, Chow Khuen Chan, Joon Huang Chuah ,
Khairunnisa Hasikin , and Khin Wee Lai

Abstract Walking speed is a powerful predictor of health events which are related
to musculoskeletal disorder and mental disease. One of the established computerized
technique which employed to perform the gait analysis is motion analysis system.
This system allows researchers to perform quantification or estimation on human
pose and body shape from multiple camera with or without markers. However, it
was reported that the high degree of variability within the data representation of
gait has resulted important patterns to be undetectable. Through this study, we have
developed a stacked bidirectional LSTM (Bi-LSTM) to interpret human walking
speed based on kinematic data. A Bi-LSTM has higher training capability compared
to a unidirectional LSTM, whereby it enables additional training by traversing the
data forward and backward. We employed this model to classify the gait patterns
of different walking speeds from 27 sets of gait data with total of 453 gait cycles
collected from the walking trial, captured via via Vicon Motion System (Vicon MX,
Oxford Metrics, UK). Kinematic parameters of the gait cycles were employed as the
input layer of the Bi-LSTM deep learning architecture. Our proposed framework has
achieved a prediction accuracy of 77% to classify different speed (slow, normal and
fast) conditions. It was also observed that with the prediction accuracy is improved
with an increased number of stacked Bi-LSTM layers.

Keywords Walking speed ·Motion analysis system · Bidirectional LSTM
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1 Introduction

The correlation between walking speed with functional decline has made it a widely
used predictor for various health issue. Generally, higher risk of disability, cognitive
impairments [1], falls, mortality [2], cardiovascular disease [3] and dementia [4] are
found among individualswith slower gait speeds. Previous studies has concluded that
the ability to maintain maximum walking speed was found to be reduced with age
[5]. Such a condition can be resulted from numerous physiological factors, including
joint problems [2], muscle weakness [6], reduction in hip flexor flexibility and neuro-
logical diseases [1]. Furthermore, results from some recent research have shown that
the proximal redistribution of joint work found at elderly became more apparent
with faster walking speed. In light of that, exploration on the impact of gait speed
on biomechanical variables is critical for clinicians who frequently depend on the
outcomes of gait analysis to predict functional conditions and optimize patient care.

Over the last decades, the technological advancements have given rise to the inven-
tion of computerized measurement method in gait analysis. These methods enable
accurate quantification of whole-body pose thus provide clinicians with a compre-
hensive understanding of underlying condition which affect patient’s mobility. One
of the established technique of computerized gait analysis is motion capture system.
It acquires the spatio-temporal data of a moving human via sensors and processes the
acquired data by using mathematical model [7]. Generally, a motion capture system
can be categorized into 2 groups which are optoelectronic system and markerless
motion capture system. An optoelectronic system employs the emission or detec-
tion of infrared light to deduce a 3D position [8]. The system used in conjunction
with retro-reflective markers whereby these markers are mounted upon the area of
interest according to marker placement protocols. Multicamera setups will localize
markers in a predefined 3-dimensional volume, allowing relative markers’ position
to be identified using output coordinate frame for individual body segments [9]. A
marker-based technology is typically utilized by biomechanical and clinical studies
for adapting the analysis techniques to the complexity necessary of an underlying
research question. On the contrary, a markerless method estimates the pose and body
shape of a person from multiple camera views without markers [10]. To achieve
highly robustmotion capture in unconstrained video, the predefined articulatedmodel
will be matched against multiple image sequence and iteratively refined to determine
the best fit model of the data. Its major application area includes smart surveillance,
human identification, and character animation. Despite the fact that motion anal-
ysis has been proven to be therapeutically beneficial, the routine clinical use of gait
analysis is found with limited growth. Various variables, such as the variability of
human’s body appearance, the nonlinear and non-rigid nature of human motion, and
self-occlusion [11], cast doubt on its therapeutic use. As a result of these circum-
stances, data representations of gait tend to be vast and contain a high degree of
variability, rendering potentially important patterns within the data to be unrecog-
nizable. To filter these data, it is crucial to develop a data-driven method which can
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extract the intrinsic and distinguishable gait patterns from camera or sensor measure-
ment. A deep learningmethodwhich equipped with the attribute to learn and uncover
the underlying distribution of data, are well suited for achieving this objective.

Machine learning, is a paradigm that focus on devising analytical models, which
built on the foundation of human faculties of learning, adapting, memorizing and
recognising [12]. It allows the computer system to automatically learn from data and
make predictions based on the past experiences rules and observation. A machine
learning has proved its important in gait-phase detection. In this case, using a learning
system to understand and classify human physical activities such as sitting, walking,
running and others [13, 14], enable clinician to assess the biomechanical and physio-
logical variables of a patient on long-termbasis. Furthermore, the learning algorithms
can reveal hidden relationships between sensor data and biomechanical variable, in
particular time series model of humanmotion [14]. For example, Luo et al. employed
a support vector machines (SVM) algorithm to automatically produce a set of rules
that identify normal and abnormal gait based on the sequence of detected gait phases
[15]. Begg and Kamruzzaman applied SVM for the automatically identification of
young-old gait types from their respective gait parameters which recorded using
PEAK 3D motion analysis system and force platform [16]. Despite its higher classi-
fication accuracies, SVMs require high computational cost, which strongly discour-
ages its usage when facing large-scale and real-time gait classification problems. To
combat this issue, convolutional neural networks (CNNs), whose attributes include
local feature extraction, weight sharing, and pooling, are employed [17]. In liter-
ature, researches has applied CNN methods using kinematics and kinetic features
to forecast other kinetic parameters, but also infer additional gait kinematics. It is
widely applied on data which was collected via wearable sensors to estimate the
reference joint angle [18]. For instance, Gholami et al. used CNN as a regression
model to evaluate the performance of single shoe-mounted accelerometer in moni-
toring the lower extremity running kinematics in the sagittal plane [19]. Zhao and
Zhou proposed a CNN model for gait labelling and authentication [20]. However,
CNNs has presented some challenges when deal with the temporal information of
input data It is because CNN can only learn the short-term motion features between
the adjacent frames rather than the periodic motion cue of gait sequence. As human
gait is highly individual, CNN based algorithm might not be able to generalize when
the threshold values are needed to be adapted to each user individually [20]. In
this case, a recurrent neural network (RNN) which has achieved promising results
in automatic speech recognition and machine translation, is reported to be domi-
nant in gait sequence modelling tasks. Recently, a research team from University
Carlos III of Madrid employed RNN as feature extraction algorithm on the smart-
phone scenario [21]. In their study, the gait data were fragments into gait cycles,
and transformed into feature vectors by mean of RNN. It was found that an error
rate for the tested algorithm would be lower (EER = 7.55%) when more users were
added into the tested database. Noteworthy, for standard RNNs models, the range of
contextual information that can be approached is limited as it can only catch time
dependency in rather short sequences of data. Consequently, the earlier layers will
learn very little for a longer input sequences. This issue is referred to as varnishing
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gradient. To address this problem, a modified version of RNN has been invented:
long short-term memory (LSTM). These networks are distinguished by the presence
of a memory space controlled by various gates, which allows for the modelling of
temporal dependencies in sequential data [22]. The effectiveness of these methods
for gait event detection was also proven, using a LSTM network to categorise gait
events in children [23]. Feng et al. trained a LSTM model on human joints data to
characterize the gait sequence representation, which can be used for gait recognition
[24]. Liu et al. used a one-layer LSTM to learn the inherent spatial–temporal corre-
lations of gait characteristics and detect the aberrant knee joint trajectories based on
other joint [25]. Notably, a hidden state of LSTM takes information from the past
without any prior knowledge about the future. A bidirectional LSTMmodel can take
into account of any arbitrary amount of context on both sides of the sequences and
eliminate the problem of limited context [26].

The aim of this work is to develop learning algorithm in advancing automatic anal-
ysis of human gait and interpreting human walking speed using kinematic data. For
this purpose, we propose a bidirectional LSTM model for supervised classification
whereby themodel is trained to capture the temporal dependencies and characteristics
of human gait data for classification of walking speed.

2 Methods

2.1 Data Labelling

There were 27 sets of gait data with a total of 453 gait cycles collected from
the walking trial using Vicon Nexus. It consisted of kinematic parameters, which
included the ankle, hip and knee angles from sagittal, frontal and transverse planes.
These parameters were employed as cores to differentiate the gait speed in our
proposed neural network training. To train themachine learningmodel, data labelling
were performed on each set of gait cycle. The sequential data of our studied walking
speed were re-labelled such that “Slow” = 0, “Normal” = 1, and “Fast” = 2 (Table
1).

Table 1 Gait cycles for
various walking speed

Categories Numerical representative Amount of gait cycle

Slow 0 151

Normal 1 155

Fast 2 147
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2.2 Deep Learning Framework Development and Validation

In this study, the neural networks were trained using Keras and TensorFlow as its
backend, with Google Colab on free Tesla K80 GPU. The Bi-LSTM network was
used as classifier to capture the sequential relationship in the acquired kinematic
data. The proposed model consisted of an input layer, 3Bi-LSTM layers, a softmax
layer and a classification layer. It has the ability to learn forward and backward
temporal dependencies by characterizing the probable correlation within the data
sequence. Due to the presence of repetitive action within the individual gait, the
proposed network can extract the common temporal characteristic from periodic
gait patterns. For sequential gaits, the network can learn the dependencies associated
with the gait’s sequence. In this case, the transition between the two distinct gait
patterns is crucial for reinforcing the inter-connections among the cells on Bi-LSTM
layers. The network employed a batch size of 500 with the Adam optimizer to run for
2500 epochs. A learning rate of 0.0001 was set as the default parameter. A dropout
of 0.2 was applied to all BiLSTM layers to prevent the data from overfitting. The
rectified linear unit (ReLU) was adopted in the densely connected layer as non-linear
activation function to improve the learning algorithm of the model. In the output
layer, a softmax activation function was used to calculate the probabilities of each
walking speed over the studied speed classes. The developed model was validated
by evaluating the prediction accuracy of different gait speeds from testing data of
20%. The impact of the number of stacked Bi-LSTM layers will too be discussed in
the study.

3 Result and Discussion

3.1 Classification Performance of the Proposed 3 Layers
Bi-LSTM Deep Learning Framework

As showed in the Figs. 1 and 2, the training epochs for training and test data are
represented by blue and orange lines respectively. Both plots show good convergence
of the model across epochs with regard to loss and classification accuracy. From
Fig. 1, the accuracy is found to be increased drastically at around 350th epochs and
the increment is slowing down after this point. At 1000th epochs, the percentage for
both training and test increases to 79.7% and 77.2% respectively, and does not show
an increase in accuracywith higher iterations. Therefore, 1000 epochs are considered
as the ideal value for the training epochs of this model. The plot of test loss decreases
to a point of stability and has a small gap with the training loss. Therefore, it can be
deduced that a good fit is achieved in our model. Both test and training loss stops at
1000th epochs respectively.
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Fig. 1 Training and validation accuracy of proposed Bi-LSTM model

Fig. 2 Average loss of proposed Bi-LSTM model
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Table 2 Table captions
should be placed above the
tables

No. of stacked Bi-LSTM layers Loss Accuracy (%)

1 0.39873 69.9

2 0.33423 72.3

3 0.28904 77.2

3.2 Impact of the Number of Stacked Bi-LSTM Layers

Table 2 depicts the prediction accuracy and loss valueswhen themaximumprediction
accuracy values of 1, 2, and 3 layers, respectively, are attained. With the addition of
more stackedBi-LSTM layers, the prediction accuracy improveswhile the prediction
loss decreased. The capacities of the network increase when stacking more layers
as it can help to extract more features. However, it should be noted that there is a
tradeoff between the number of layers and the computational complexity to achieve
a boost in accuracy with feasible network training time.

4 Conclusion

This paper presented the supervised classification of various walking speed by
extracting features based on kinematic data. Preliminary result obtained using
BiLSTM networks are capable of accounting for the temporal backward and forward
correlations within the sequences of the gait data. The training and testing accuracy
of our proposedmodel were 70.7% and 77.2%, respectively. In future, wewill further
investigate the effectiveness of BiLSTM model with kinetic data. Different network
architectures and component will be studied for better modelling and improving the
learning capacity of current model.
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Automated Segmentation of Metal
and BVS Stent Struts from OCT Images
Using U-Net
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Abstract Percutaneous Coronary Intervention (PCI) is an effective treatment for
coronary artery diseases. PCI treatment is usually carried out with stent implan-
tation to provide structural support to balloon dilated blood vessel, reducing risk
of re-narrowing. Intravascular Optical Coherence Tomography (OCT) can provide
a series of cross-section images depicting the internal structure of the artery and
residing stent during PCI treatment. Stent struts segmentation for OCT images is
necessary to provide quantitative data regarding quality of stent deployment during
PCI and severity of restenosis during follow-up examination. Manual segmenta-
tion of stent struts is not efficient and infeasible due to large number of stent struts
presented in each pullback of OCT images. Thus, automated stent struts segmenta-
tion is necessary to help clinicians in getting quantified data fromOCT images within
intraoperative time frame. In this paper, an automated stent strut segmentation algo-
rithm was developed, utilizing 3D information of stent structure and state-of-the-art
U-Net. The implementation of the algorithm preserves the spatial resolution of the
full-size OCT images without down-sampling. The algorithm was trained and tested
on both Bioresorbable Vascular Scaffold (BVS) and metal stent images. It achieved
Dice’s coefficient of 0.82 for BVS images, precision of 0.90 and recall of 0.85 for
metal stent images. This algorithmworks for both BVS andmetal stents OCT images
and adapts to different stent conditions.
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1 Introduction

According to the report from American Heart Association in 2018, heart diseases
are the main killer of humans in the United States. Among the heart diseases, coro-
nary artery disease contributed to the highest percentage (43.8%) of death annually
[1]. Percutaneous Coronary Intervention (PCI) is one of the commonmethods for the
treatment of the coronary artery disease, inwhich stent implantation is used to expand
the narrowed vessel. Restenosis is the possible complication of PCI treatment, which
is the recurrence of vessel blockage. Current clinical assessment of stent deployment
and restenosis through an imaging modality, known as intravascular Optical Coher-
ence Tomography (OCT), is by visual inspection. This assessment is subjective and
suffers from high inter-observer variability. On the other hand, manual assessment
is very tedious and time consuming, which is infeasible to complete within intraop-
erative time frame. Automated stent struts segmentation in OCT images can help to
resolve these problems.

2 Literature Review

Previous research utilized the special signature of metal stent struts, i.e. each indi-
vidual strut has a trailing shadow, to perform stent struts detection in OCT images.
The intensity profile of polar OCT images was used to determine the position of stent
struts. Afterwards, different researchers introduced different methods for false posi-
tive removal, for instance, to remove guide wire that can appear similar to metal stent
struts with shadow using common guidewire’s properties [2], bagged decision trees
[3], Bayesian network and 3D information of stent [4], and artificial neural network
[5]. Some research teams focused on metal stent struts covered by neointimal tissue,
whereby metal stent struts have unusually low intensity and no trailing shadow. Xu
et al. [6] used ridge detector based on Hessian matrix to segment this kind of stent
struts. This team sought for approximation of stent area rather than localization of
each strut. Thus, an ellipse was fitted on the stent struts segmented by ridge detector.
Tsantis et al. [7], on the other hand, used strut scale-space signatures derived from
local maxima of Laplacian of Gaussian responses across consecutive scales for metal
stent struts detection. Probabilistic neural network was further utilized for feature
extraction and classification to optimize the detection of stent strut position. Recently,
researchers adapted machine learning technique to overcome the variabilities in the
appearance of metal stent struts in the OCT images. ‘You Only Look Once’ version 3
(YOLOv3), Region-based Fully Convolutional Network (R-FCN) [8] and U-Net [9]
were example ofmachine learning techniques adapted formetal stent struts detection.

Apart from metal stent, Bioresorbable Vascular Scaffold (BVS) is implemented
and used for implantation during PCI. It has the advantage in terms of better biocom-
patibility thanmetal stent.Despite having similar functionality in PCI treatment, BVS
struts appear very different from metal stent struts in OCT images. Thus, different
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efforts are needed to implement BVS struts detection inOCT images.Wang et al. [10]
used intensity profile and gradient profile to differentiateBVS struts frombackground
while Bologna et al. [11] used intensity thresholding for segmentation. Other groups
of researchers adopted machine learning technique for BVS struts detection, for
example, cascade classifier trained by AdaBoost algorithm with dynamic program-
ming [12], U-Net [13], and convolutional neural network with weakly supervised
localization [14].

Most of the studies had worked on segmenting one type of stents solely. In this
paper, we aim for a deep learning algorithm, which can work on both metal and
BVS stents. The algorithm adopted in this work is modified from U-Net framework.
To preserve resolution of the original image, the OCT images were not resized, but
were cropped into subimages before feeding into the neural network for training and
testing. 3D information of stent in the form of neighboring images was provided to
improve correctness of stent struts segmentation.

3 Research Methodology

3.1 IVOCT Data Preparation

A total of 26 pullbacks (each consisting of ≈370 images) from 16 patients were
pre-labelled manually to prepare the ground truth data. These pullbacks consisted of
either metal stents or BVS stents. These images were acquired from the University
of Malaya Medical Center (UMMC) catheterization laboratory using Illumien Optis
IVOCT Systems (St. Jude Medical) and the study were approved by University of
Malaya Medical Ethics Committee (Ref: 20, 158–1554). These data were randomly
divided into training and testing sets, which meant 20 pullbacks for training and 6
pullbacks for testing. Labelling was performed using ImageJ software. A contour
was drawn manually on each stent strut in the OCT images under the supervision of
a clinical expert. These contours were then converted into binary masks.

3.2 Training and Testing Implementation

While using the binarymasks as labels of the stent struts, it is challenging for the deep
learning training as the size of stent struts is very small compared to the size of the
whole OCT image. The imbalance between the area of white (stent struts) and black
(non-stent pixels) in binary masks is high. This may lead to bias in the learning of
the neural network as it might always deliver output of a background label regardless
of the input, as the overall accuracy metric will be dominated by large quantity of
background pixels. To avoid this problem, rather than feeding the whole OCT image
as the input into the neural network, the 3DOCT imageswere cropped into subimages
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Fig. 1 Overview of algorithm for automated stent strut segmentation

of size 128× 128× 3 (Fig. 1). Cropping of images can resolve problem of imbalance
data, at the same times, preserve the spatial information. However, cropping resulted
in the loss of the full-view information of the images that can be originally learned
by the neural network. Nevertheless, this loss of information is offset by including
3D information of stent (i.e. including both subimages before and after the slice of
interest) for network training based on the property of stent wire continuity along
the longitudinal direction of the OCT images.

The subimages for training were thereafter randomly cropped from struts, tissue
and dark lumen areas in proportion of 5:4:1, in order to force the neural network to
learn the variation in areas with rich texture rather than the textureless area of dark
lumen. Manually delineated binary masks were provided as reference for the neural
network to learn and to predict the stent struts.

During the testing phase, the testing images were cropped into subimages of the
same size as the training subimages using a sliding window (128 × 128 × 3) before
passing into the neural network. The stride size was set to half of the window size.
The neural network outputs predicted masks of size 128× 128× 1, which were then
stitched back to produce the full-size image (Fig. 1).

3.3 Convolutional Neural Network Architecture

The architecture of deep learning neural network (U-Net) used for the segmentation
of stent struts is presented in Table 1.

U-Net is a fully convolutional neural network that is commonly applied for
biomedical image segmentation. In this study, the input of the neural network was
3-channel grayscale image of size, 128 × 128 × 3 while the output was a binary
image of size, 128× 128× 1. The kernel size was 3× 3 for convolutional layers, 2×
2 for deconvolutional layers and 1× 1 for the last convolutional layer. The number of
filters in the convolutional or deconvolutional layers were increased or decreased by
a multiple of 16 starting from 64 across the convolutional neural network. The acti-
vation function for all convolutional or deconvolutional layers was Rectified Linear
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Table 1 Convolutional neural network (CNN) architecture for stent strut segmentation of each
OCT subimages of size, 128 × 128 × 3. The final output of this CNN is a binary mask of stent
struts of size, 128 × 128 × 1

Encoding Repeat Output size Decoding Repeat Output size

Input No 128 × 128 × 3 DeConv1 No 32 × 32 × 256

Conv1 Yes 128 × 128 × 64 ConCat1 No 32 × 32 × 512

MaxPool1 No 64 × 64 × 64 Conv5 Yes 32 × 32 × 256

Conv2 Yes 64 × 64 × 128 DeConv2 No 64 × 64 × 128

MaxPool2 No 32 × 32 × 128 ConCat2 No 64 × 64 × 256

Conv3 Yes 32 × 32 × 256 Conv6 Yes 64 × 64 × 128

MaxPool3 No 16 × 16 × 256 DeConv3 No 128 × 128 × 64

Conv4 Yes 16 × 16 × 512 ConCat3 No 128 × 128 × 128

Conv7 Yes 128 × 128 × 64

Output No 128 × 128 × 1

Units (ReLU) except that for last layerwith usage of a sigmoid function. Zero padding
was applied for all layers. To down-sample the images to half of their size, the size of
max pooling window was set to 2 × 2. During up-sampling process, skip connection
was performed via concatenation to retain information from earlier layers. Output
from each deconvolutional layer (in decoding path) was concatenated with output
from convolutional layers (in encoding path) of the same matrix size. Dropout was
performed at the rate of 0.5 after each convolution process to reduce overfitting
during training.

The loss function used for this neural network was weighted binary cross entropy.
A higher weight was placed on the minority class (in this case, the stent pixels). This
is another effort to resolve the problem of imbalanced data in the binarymasks. Adam
optimization algorithm was used to optimize the output of neural network to be as
close as possible to the ground truth binary masks provided to it. The optimization
was performed based on the loss calculated from the weighted binary cross entropy
function. The learning rate was set to be 0.001.

3.4 Validation

The accuracy of the deep learning neural network for automated stent struts segmen-
tation was evaluated against manually delineated ground truth stent struts in the
testing sets. Consistent with the published works in literature review [4, 12], for
a fair assessment, the performance of the segmentation algorithm in segmenting
the two types of stents (i.e. metal stents and BVS stents) were assessed using two
different metrics. The performance on BVS stents were assessed using Dice’s coef-
ficient, which measures the amount of overlap between ground truth struts and the
predicted struts. Dice’s coefficient is more suitable to be used for BVS stent struts as
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it has larger cross-section in OCT images, i.e. 10 times greater than the metal stent
strut. Dice’s coefficient was computed using Eq. (1)

Dice = (2 × TP)/((TP + FP) + (TP + FN)) (1)

whereby TP, FP and FN correspond to true positive, false positive and false negative
pixels, respectively.

For metal stents, precision and recall were used to access the accuracy. They were
calculated using TP, FP and FN as well, as shown by Eqs. (2) and (3), except that TP
was defined differently. Centroids of the metal stent struts were extracted from the
predicted and ground truth mask and the Euclidean distance between their centroids
was calculated. A Euclidean distance of less than or equal to 50 µm [5] was used
as a threshold to decide on the TP strut. A predicted strut with centroid outside this
tolerance with any ground truth strut was considered a FP, whereas a ground truth
strut with centroid outside this tolerance with any predicted strut was considered a
FN. Since metal stents constitute a rather small cross-section in the OCT image, this
point-based assessment is a better choice.

Precision = TP/(TP + FP) (2)

Recall = TP/(TP + FN) (3)

4 Results and Discussion

4.1 Results

Figure 2 shows the sample polar OCT images with segmented BVS and metal stent
struts. The BVS stent struts were freshly implanted whereas the metal stent struts
were covered by a layer of neointimal tissue signifying restenosis. The predicted stent
struts were shown tomatchwell with the gold standard stent struts. Both images show
the feasibility of the proposed implementation of U-Net framework to segment both
BVS andmetal stent strut without specific customization for either one as in previous
publications [2, 4, 6, 10, 12, 13].

Table 2 shows the overall accuracy of the proposed segmentation framework on
the testing images. Overall Dice’s coefficient, for all 3 pullbacks of testing OCT
images with BVS was 0.82. Overall precision and recall for all 3 pullbacks of testing
OCT images with metal stent struts were 0.90 and 0.85 respectively.
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Fig. 2 OCT imageswith,aBVSstruts andbmetal stent struts, overlaidwith predicted segmentation
(red) and gold standard segmentation (blue)

Table 2 Accuracy of U-Net
on stent strut segmentation

Type of stents Dice’s coefficient Precision Recall

Metal – 0.90 0.85

BVS 0.82 – –

4.2 Discussion

In this paper, the automated stent strut segmentation algorithm used binary masks
as labels because binary masks would not be restricted by the types, numbers and
locations of stent struts in OCT images during segmentation. The algorithm was
modified from U-Net, which is a fully-convolutional network originally developed
for biomedical image segmentation purposes. It suits our stent struts segmentation as
it can input images (OCT images) and output images (binary masks). Functions like
dropout regularization and skip connection introduced to further enhance the basic
U-Net can prevent overfitting and improve training efficiency.

Although U-Net is appropriate for biomedical images, we may need to consider
different conditions in our case of segmentation. Our targets of segmentation, i.e.
stent struts, are small features in OCT images. Thus, we decided to crop the OCT
images into subimages to reduce the proportional difference in size. Meanwhile, this
kept us from needing to resize the images, retaining full resolution of OCT images.
Neighboring 3D information of stent structure was provided to the neural network
to compensate for the loss of full view information.
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The automated algorithm achieved high accuracy for stent strut segmentation.
Compared to published methods [2–14] that required selective application based on
stent type, the proposed technique is proven to work on OCT images irrespective of
the stent types (metal stent orBVS) residing in the images. Besides, this algorithmcan
segment stents of different levels of apposition, i.e. malapposed, freshly implanted
and embedded. This increased the clinical usability of the algorithm compared to
other studies as it has less restriction, for example, Cao et al. [12] only proved their
works over baseline data or team Wang et al. [10] needed prior knowledge of data
as baseline or follow-up. Thus, this algorithm provides a means for accessing stent
deployment and restenosis accordingly.

5 Conclusion

In conclusion, this paper presented a deep learning algorithm for automated stent
struts segmentation in OCT images. It aimed for segmenting both metal stents and
BVS. The results show the algorithm working for different stent types and different
levels of stent apposition, it is thus more applicable to clinical implementation. In
future, the generality of the neural network can be improved by involving larger
amounts of training data.
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in Patient-Specific Left Coronary
Arteries with Varying Degrees of Stenosis
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Abstract For computational analysis, it is essential to select a suitable blood model
to depict the blood flow of healthy and atherosclerotic arteries uniquely as they tend
to differ. In this study, four different blood models—Carreau, Casson, Herschel-
Bulkley, and non-Newtonian power law have been compared by performing compu-
tational fluid dynamics (CFD) simulations in healthy and atherosclerotic patient-
specific arteries. Hemodynamic parameters—wall shear stress (WSS), relative resi-
dence time (RRT), and global non-Newtonian importance factor (IG factor) were
analyzed for evaluating the blood models. All the blood models exhibited noticeable
changes in the hemodynamic parameters with an increasing degree of stenosis. WSS
had a similar distribution over a cardiac cycle for all models but showed different
magnitudes. Casson and non-Newtonian power lawmodel exhibited risk-identifying
RRT range for high and low stenosis degrees. Analysis of the IG factor revealed
that the Carreau model represented blood viscosity more appropriately by exhibiting
both Newtonian and non-Newtonian behavior of blood in both healthy and diseased
arteries. Extensive analysis of the concerned parameters demonstrated that Carreau
and Herschel-Bulkley models could predict the variation of blood flow in healthy
and diseased arteries more precisely than Casson and non-Newtonian power law
models, which either overestimated or underestimated the values of these parameters
at different degrees of stenosis.

Keywords Blood rheological models · Hemodynamic parameters ·
Patient-specific geometries

N. Anan · N. S. Khan · T. Hossain
Department of Biomedical Engineering, Military Institute of Science and Technology (MIST),
Dhaka 1216, Bangladesh

S. T. Mahmud · M. T. Arafat (B)
Department of Biomedical Engineering, Bangladesh University of Engineering and Technology
(BUET), Dhaka 1205, Bangladesh
e-mail: tarikarafat@bme.buet.ac.bd

© Springer Nature Switzerland AG 2022
J. Usman et al. (eds.), 6th Kuala Lumpur International Conference on Biomedical
Engineering 2021, IFMBE Proceedings 86,
https://doi.org/10.1007/978-3-030-90724-2_9

85

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90724-2_9&domain=pdf
mailto:tarikarafat@bme.buet.ac.bd
https://doi.org/10.1007/978-3-030-90724-2_9


86 N. Anan et al.

1 Introduction

The pathophysiology of atherosclerosis is highly influenced by blood flow dynamics,
as dysfunctions of the blood vessels tend to occur in oscillatory and low wall shear
stress (WSS) regions [1]. Therefore, hemodynamic parameters: WSS and other
WSS-based descriptors significantly impact the onset and distribution of atheroscle-
rosis. Computational fluid dynamics (CFD) is a non-invasive, low-cost, and efficient
tool to predict plaque initiation and progression by investigating the local hemo-
dynamics of the blood vessels [1, 2]. However, the performance of CFD models
depends on the precise depiction of blood rheology since the blood viscosity fluctu-
ates with the flow shear rate [3, 4]. For instance, blood flowwithin larger and straight
arteries has a higher shear rate with Newtonian properties compared to bifurcated or
stenosed arteries where shear rate decreases due to downstream flow, demonstrating
altered rheological properties [1, 5]. Thus, different rheological blood models can be
numerically simulated in CFD to investigate which model renders the most realistic
hemodynamics to effectively predict atherosclerosis progression.

In the past, very few studies have considered diseased coronary arteries to study
the effects of different blood rheological models using CFD. To illustrate, a research
study investigated the hemodynamics only in healthy right coronary artery models
using nine non-Newtonian models and stated that the Newtonian model is valid at
a medium shear rate [6]. Moreover, in most studies, atherosclerotic patients with
varying degrees of stenosis were not considered while studying the behavior of
blood models. This is significant as the local hemodynamics are largely impacted
by stenosis severity, which is the basis of most clinical decisions [7]. Although a
recent study has evaluated the effects of some non-Newtonian models on the patient-
specific stenosed left anterior descending (LAD) branch of the left coronary artery
(LCA) with different stenosis severities, they have not considered the influence of
bifurcation which is vital for analyzing any branch of the LCA [8]. To date, no study
has been carried in both healthy and atherosclerotic patient-specific left coronary
arteries with varying degrees of stenosis to assess the outcomes of different blood
models corresponding to the patient-specific artery geometry.

The goal of our present study was to compare the four blood rheological models-
Carreau, Casson, Herschel-Bulkley, and non-Newtonian power law, on both healthy
and diseased patient-specific bifurcating branches of the left coronary artery and
assess which blood model gives the most accurate result for different degrees of
stenosis. For this regard, we numerically investigated the effect of each rheological
model on the hemodynamic descriptors—WSS, relative residence time (RRT), and
global non-Newtonian importance factor (IG factor).
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2 Materials and Methods

2.1 3D Reconstruction and Mesh Generation

Two patient-specific geometries, one having 0% stenosis (healthy) and the other
having 30% stenosis in LAD and 80% stenosis in left circumflex (LCx) were gener-
ated from CT angiogram images using 3D reconstruction software MIMICS (Mate-
rialise Inc., Belgium). The 3D reconstructed geometries had approximate measure-
ments of 9.2 mm along left main stem (LMS), 11.97 mm along LAD, and 9.72 mm
along LCx [9]. The models were discretized by tetrahedral meshes after performing
the mesh independence test with pressure drop (�P) and wall shear stress (WSS) at
the artery wall as the control parameters. Element sizes were varied between 0.5 and
0.1mm and by analyzing the trend of control parameters, finemeshes were generated
considering the appropriate element size. Additionally, an inflation of about 1/10th
of the inlet diameter of the models was generated.

2.2 Blood Models and Boundary Conditions

The bloodwasmodeled as a laminar and incompressible fluidwith four different non-
Newtonian viscosity models as summarized in Table 1 with a density of 1060 kg/m3.
As the inlet boundary condition, a pulsatile velocitywaveformwas applied at the inlet
of LCA, whereas for the outlet boundary condition, a pulsatile pressure waveform
was imposed at the outlets of the LAD and LCx [12, 13].

Table 1 Different blood viscosity models [6, 10, 11]

Blood model Effective viscosity, μ Parameter values

Carreau model μ = μ∞ +
(μ0 − μ∞)

[
1 + (λγ̇)2

] n−1
2

λ = 3.313 s
n = 0.3568
μ0 = 0.056 Pa.s
μ∞ = 0.0035 Pa.s

Casson model μ = μ2∞
γ̇

+ 2μ∞N∞√
γ

+ N2∞

N∞ =
√

μp(1 − HCT)−0.25

μ∞ = √
0.625 HCT

μ∞ = 0.00145 Pa.s
HCT = 0.4

Herschel-Bulkley model μ = kγ̇η−1 +
(

τ0
γ̇

)
) τo = 0.0175 Pa

η = 0.8601
k = 8.9721 ×
10–3 kg sn−1 m−1

Non-Newtonian power law
model

μ = kγ̇η−1 η = 0.7
k = 0.00622 kg sn−2 m−1
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2.3 Numerical Methods

The continuity and Navier–Stokes equations governing the fluid motion into the left
coronary artery were numerically solved using Ansys Fluent (Ansys Inc., USA). A
first-order central-difference scheme was used to discretize the diffusion term of the
Navier–Stokes equation. Pressure velocity couplingwas performed by implementing
the semi-implicit method for pressure linked (SIMPLE) algorithm and hybrid initial-
ization was applied. CFD simulations were performed with 64 steps having a step
size of 0.0125 s and 100 iterations per time step. In each patient-specific LCAmodel,
the result was converged to a residual target of less than 1 × 10–5 per time-step.

3 Result and Discussion

The diseased patient had plaques located at the LAD and LCx regions proximal to the
bifurcation. Thus, for both the patients, WSS was measured taking a definite point
at the proximal regions of the LAD and LCx. In the LAD region for 30% stenosed
artery, WSS was observed to decrease in comparison with the healthy artery for all
the blood models, as shown in Fig. 1. The formation of plaque creates backflows
decreasing the velocity at that region, resulting in decreased WSS [1, 14]. Carreau,
Herschel-Bulkley, non-Newtonian power law models showed 60%, 58%, and 61%

Fig. 1 WSS distribution for 0% (healthy) and 30% (diseased) stenosis at proximal LAD regions
using different blood models: a Carreau model, b Casson model, c Herschel-Bulkley model and d
non-Newtonian power law models
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Fig. 2 WSS distribution for 0% (healthy) and 80% (diseased) stenosis at proximal LCx regions
using different blood models: a Carreau model, b Casson model, c Herschel-Bulkley model and d
non-Newtonian power law models

average decrease of WSS at 30% stenosis, respectively. However, the Casson model
showed a 10%higher variation inWSSvalues from the other bloodmodels exhibiting
a 70% decrease in WSS. In Fig. 2, the comparison of WSS at the proximal LCx
regions of a healthy artery and an 80% stenosed artery exhibited an increasing pattern
in the case of the stenosed artery for all the blood models. At a higher degree of
stenosis the velocity of flow increases owing to the severe decrease in lumen diameter,
inhibiting backflow and increasing the value of WSS [15]. Carreau and Herschel-
Bulkley models exhibited a 218% and 201% average decrease in WSS, respectively.

Casson model overestimated the WSS with the maximum average increase of
294%, whereas the non-Newtonian power law model underestimated it with the
minimum average increase of 192%. Thus, at a lower degree of stenosis, Casson
and non-Newtonian power law were observed to be more suitable for performing
simulations, whereas at a higher degree of stenosis Carreau and Herschel-Bulkley
models would give better results.

Region of high RRT reflects the intimal accumulation of lipids due to oscilla-
tion and flow recirculation, causing progression of atherosclerosis and areas having
greater than 8 Pa−1 of RRT are prone to plaque formation [2]. These risk zones and
the benign range within 0–8 Pa−1 have been focused on in Fig. 3. In the healthy
artery, higher RRT was observed in the bifurcation region due to abrupt change in
geometry. However, in the atherosclerotic artery, bifurcation and the LCx region
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Fig. 3 RRT contour plots for each patient-specific geometry at cardiac cycle, t = 0.79 s

with severe stenosis of 80% had higher RRT where the lumen size decreased due
to stenosis. In this case, the Carreau model was capable of showing values closer
to the threshold of 8 Pa−1 (between 15 and 22 Pa−1) comparing to the values found
in the other three models (22–84 Pa−1). In the case of LAD (30% stenosis), Casson
and non-Newtonian power law blood models identified the post stenotic region as
the risk-prone region for plaque progression. However, this region was captured as
low-risk prone region (1.6–3.2 Pa−1) by Carreau and Hershel-Bulkley blood models.

For distinct boundary condition andLCAgeometry global non-Newtonian impor-
tance factor IG is defined in Eq. (1), where N = total number of nodes on the artery
wall, i= grid node index combining the cells on the arterial wall,μ = actual dynamic
blood viscosity and μ∞ = Newtonian blood viscosity, 0.00345 Pa.s [6].

IG = 1

N

[∑N
i=1(μ − μ∞)2

] 1
2

μ∞
(1)

Table 2 represents the IG factors for the bloodmodels at 0.3 and 0.6m/s inlet veloc-
ities. Non-Newtonian blood properties influence the stress on artery walls, which can
promote the onset and progression of lesions and its effects become important at low
velocities of blood flow [16]. Previous studies anticipated that at the low velocity
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Table 2 Global non-Newtonian importance factor IG at inlet velocities 0.3 m/s and 0.6 m/s for
healthy and diseased patient

Inlet velocity (m/s) Patient Carreau Casson Herschel-Bulkley Non-Newtonian
power law

0.3 (systole) Healthy 0.20 0.21 0.13 0.30

Diseased 0.26 0.41 0.13 0.44

0.6 (diastole) Healthy 0.18 0.24 0.11 0.25

Diseased 0.19 0.32 0.16 0.23

the IG value is high whereas at high velocity it is low [1]. Low IG values point to the
Newtonian behavior of blood. A scheme similar to Johnston et al. study was applied,
to decide the cut-off IG 0.2 and 0.25 above which blood flow was considered to be
non-Newtonian for the healthy and diseased artery, respectively [6, 11]. In the case of
the healthy patient, among the four bloodmodels studied, theCarreaumodel depicted
the non-Newtonian and Newtonian behavior of blood. Casson and non-Newtonian
power law blood models were more sensitive to the non-Newtonian fluid nature as
they showed higher values of IG. Hershel-Bulkley showed IG values less than 0.2,
representing more sensitivity to Newtonian property. IG value decreased with the
increase of velocity for Carreau, Hershel-Bulkley, and non-Newtonian power law
models. However, in the case of the Casson blood model, there was a slight increase
in IG. This might be due to the applied boundary condition and the artery geometry
corresponding to a specific patient. In the case of the diseased patient, the three blood
models except Casson showed a reduction in IG during diastole, thus approached the
Newtonianmodel. During systole, these models showed an increase in IG, and hence,
exhibited the importance of Newtonian behavior.

4 Conclusion

Our study aimed at analyzing the outcome of four different blood models, Carreau,
Casson, Herschel-Bulkley, and non-Newtonian power law in imitating blood flow
through healthy and atherosclerotic arteries and elucidating how the use of a specific
blood model differentiates the flow profile of an atherosclerotic artery from a healthy
one. Analysis of the hemodynamic parameters showed that the Carreau model was
able to portrait differences between the healthy and atherosclerotic arteries more
vividly than the remaining three models. Next to the Carreau model, the Herschel-
Bulkley model presented better outcomes though the values were slightly lower than
the Carreaumodel. On the other hand, Casson and non-Newtonian power lawmodels
gave much-deviated results, where the values of the parameters were either under-
estimated or overestimated. Overall, it can be concluded that Carreau and Herschel-
Bulkley models were able to depict the changes in a flow profile better than the other
two models.
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Wall Stress Analysis of Patient-Specific
Left Ventricular Hypertrophy Models
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Shoon Hui Chuah, Einly Lim, and Yih Miin Liew

Abstract Left ventricular hypertrophy (LVH) is a complex heart disease charac-
terised by abnormal heart wall. A wall stress analysis may provide insight on ventric-
ular wall mechanics, and it should be conducted with patient-specific geometry for
accurate assessment. This study aims to investigate the distribution of stress on the left
ventricular (LV)wall of LVHpatients in diastolic filling phase using the finite element
method. The patient-specific LV geometries of two LVH patients were compared
with two healthy subjects. The effect of individual factors in contributing to wall
stress was also studied by adapting the model settings for investigation. Our results
showed that the excessive wall stress observed in LVH patients (σ_c: 6068±342 Pa,
σ_z: 3785 ± 161 Pa, σ_r: 384 ± 649 Pa), when compared to healthy subjects (σ_c:
2662±82 Pa, σ_z: 1486±239 Pa, σ_r: 0.1±47 Pa), were mainly contributed by the
elevated filling pressure. Besides, an abnormal stress variation was also observed in
LVH patients, especially near the region with wall thickening and distinct local wall
curvature. A high convexity area was observed to have high circumferential stress
and low longitudinal stress, while the opposite was noted at the local high concavity
area. These findings indicate the importance of patient-specific models in wall stress
assessment of LVH patients.
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1 Introduction

Left ventricular hypertrophy (LVH) is an abnormal increase in left ventricular (LV)
mass due to thickening and enlargement of the heart wall [1], and it has been proven
to be a strong predictor of cardiovascular disease complications [2]. One of the main
causes of LVH is the continuous pressure overload on the LV wall of the heart,
which triggers a compensatory response of increasing thickness in the heart tissue
to cope with the condition. As the wall thickens, the heart will lose its elasticity
and efficiency in pumping blood throughout the body, leading to congestive heart
failure and irregular rhythms. This pressure overload is typically caused by aortic
stenosis, aortic coarctation or systemic hypertension [3–5]. LVH is more common
in people who have high blood pressure and treating the disease may ease the symp-
toms and reverse the hypertrophy. However, cardiovascular patients with LVH in the
early stages may not even be aware of their condition because it develops gradually.
Measuring the ejection fraction (EF) is not a good predictor of LVH development
[5, 6] since the percentage of blood pumped out by the diseased heart could still be
maintained despite the LV wall thickening [7].

The wall stress analysis may be used as a potential indicator to predict the occur-
rence of LVH. Using the Laplace analysis, LV wall stress has been quantified based
on the assessment of the heart wall geometry. But the method involves geometry
assumption and is not able to present the varying stress on the wall [8]. Although
the influence of LV wall thickness and curvature on wall stress has been studied
[9], the wall features are assumed to be uniformly distributed in the geometry, even
though the wall thickness of LVH patients is heterogenous and local curvatures
are present [10]. An accurate assessment of LV wall stress is only feasible with
patient-specific modelling [11]. Recent studies developed personalised 3D models
to evaluate the wall mechanics of LVH patients by utilising the information from
magnetic resonance imaging [1, 10]. However, the information of wall mechanics
relies on the temporal and spatial resolution of the imaging modality. To overcome
this limitation, a patient-specific finite element model has emerged as a useful assess-
ment tool. Existing finite element LV models were predominantly focused on other
heart diseases, such as myocardial infarction and aortic diseases [12–14], while
development of LVH patient-specific model using finite element method is limited.

The present study aims to develop patient-specific finite element models of LVH
patients to investigate wall stress distribution. The finite element models of healthy
subjects are also constructed to serve as a baseline comparison. It is hypothesized
that abnormal wall stress may occur in LVH patients and a patient-specific model is
required to accurately determine the stress variation.
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Table 1 List of parameter values for healthy (control) and LVH conditions

LV models Ejection fraction (%) Early diastolic
volume (ml)

End diastolic volume
(ml)

α μ (Pa)

Control 1 67.8 33.8 105.0 9.7 230

Control 2 72.2 34.1 122.6 9.7 200

Patient 1 35.1 211.4 325.9 20 1720

Patient 2 31.4 184.3 268.7 20 2400

2 Methodology

2.1 Patient-Specific Geometries

Four cases (two LVH patients and two healthy subjects) were simulated using the
finite elementmethod to investigate the stress distribution on the LVwall. The healthy
subjects served as the baseline control. The LV geometry of two control subjects and
two LVH patients at early diastole were reconstructed from previous work [1]. The
LVvolume andEFof all subjectswere obtained from themotion correctedLVmodels
as stated in Table 1 [15].

2.2 Material Properties

The LV wall was modelled with hyperelastic behaviour material using first-order
Ogden constitutive equation as stated in (Eq. 1),

W = u

α

(
λ

α

1 + λ
α

2 + λ
α

3 − 3
)
+ K/2(J − 1)2 (1)

where λp(p = 1, 2, 3) are the principal stretches, μ and α are material constants, J
is the volume ratio and K is the bulk modulus of 28 kPa [16]. Table 1 also recorded
the material constants (α and μ) for each subject. These material constants were
selected so that the specific-end diastolic volumewas achievedwith predefined filling
pressure, i.e. 8 mmHg for the controls [17] and 24 mmHg for LVH patients [18]. The
wall stiffness was assumed to be constant throughout the model.

2.3 Discretisation and Implementation

The initial state of the LV model was at early diastole, which was assumed to have
zero orminimal residual stress. To simulate diastolic filling phase, a uniform pressure
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Fig. 1 Implementation of
boundary conditions on
patient-specific LV model: a
filling pressure applied on
endocardium (red surface), b
fixed constraint on wall basal
edge (blue line)

was applied onto the endocardial surface to inflate the LV cavity. To prevent rigid
body motion, the degree of freedom of the LV basal edge was suppressed in all
directions. The implementation of boundary conditions was illustrated in Fig. 1.

The LV wall of each model was discretised using 10-node tetrahedral quadratic
elements. Mesh independence study was performed on each model, and the final
meshes (33–40 K elements) were chosen with an acceptance criterion of less than
five percent change in radial stress. The finite element models were solved using
ANSYS Mechanical R2020 and simulations were conducted on an Intel i5 7th Gen
processor with 8 GB RAM.

2.4 Effects of Individual Contributing Factors on Wall Stress

In this study, the patient models demonstrated a combined effect of increased filling
pressure and enhanced wall stiffness. As such, the impact of individual factors on
wall stress was examined. The abnormal conditions (increased filling pressure and
wall material parameters) were implemented on Control 1 whilst normal conditions
were applied on Patient 1 (Table 2). The stress results of these adapted models
were analysed by comparing to the patient-specific models from Table 1. The effects
of wall thickening and local curvature of LVH patients were studied by assessing
the models under same settings (i.e. Control 1 vs. Patient 1_normal pressure and
stiffness; Patient 1 vs. Control 1_abnormal pressure and stiffness).

Table 2 Adapted models of Control 1 and Patient 1

Adapted model Pressure (mmHg) α μ (Pa)

Control 1_abnormal pressure and stiffness 24 20 1720

Control 1_abnormal pressure 24 9.7 230

Patient 1_normal pressure and stiffness 8 9.7 230

Patient 1_normal pressure 8 20 1720
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3 Results and Discussion

This study presents the discrepancy of wall stress between controls and LVH patients
using patient-specific finite element models. The patient-specific conditions of two
healthy and twoLVHpatientswere simulated, and their LVwall stresswere examined
in circumferential, longitudinal, and radial directions.

Figure 2 illustrates the distribution of wall thickness in each model. The end-
diastolic wall thickness varied among the patient-specific geometries. The controls
showed a normal wall thickness with more uniform distribution (<9 mm) while the
LVH patients exhibited localised wall hypertrophy (>9 mm) [1]. Particularly, Patient
1 (Fig. 2c) had thicker LV wall at the basal and mid regions, while a greater wall
thickness was observed at the mid and apical regions of Patient 2 (Fig. 2d). The
maximal wall thickness of LVH patients (12.5 ± 0.5 mm) was substantially larger
than the controls (8± 1.2 mm) at end diastole.

Due to the complex LV geometric curvature and inconsistent wall thickness in LV
geometries, the accuracy of Laplace analysis was often compromised [11]. Hence,
patient-specificmodels with sufficient spatial resolution would be useful in obtaining
the variations of wall stress. Figure 3 shows the distribution of longitudinal, circum-
ferential and radial stress across the LV wall of a control and LVH patient. In the
control, the circumferential wall stress varied transmurally, with the greatest stress
observed at the endocardium and the lowest at the epicardium, whereas it was vice
versa for radial stress. However, this result trend was not always observed in LVH
patients, particularly near the region with wall thickening (short-axis base level of
Patient 1). From the results of longitudinal stress distribution, both control and patient
groups showed remarkably high stress at region with high concavity, whereas the
high convexity area demonstrated low stress.

The averagewall stress at the short-axis basal, mid, and apical levels of all subjects
are depicted in Table 3. Overall, the average wall stress in LVH patients (σ_c: 6068±
342 Pa, σ_z: 3785 ± 161 Pa, σ_r: 384 ± 649 Pa) were substantially greater than
controls (σ_c: 2662±82 Pa,σ_z: 1486±239 Pa,σ_r: 0.1±47 Pa). The circumferential
stress was highest in all subjects, followed by longitudinal stress and radial stress.
The circumferential stress had the most significant role in counteracting elevated
chamber pressure in these patients. Although the implementation of filling pressure
and wall stiffness were comparable in each group, there was a discrepancy in average
wall stress due to the anatomical features of individual LV geometry.

Fig. 2 End-diastolic wall thickness in controls (a, b) and LVH patients (c, d). The colour bar
indicates wall thickness in mm
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Fig. 3 Contour plots of longitudinal stress (long-axis), circumferential and radial stresses (short-
axis) at end-diastole for Control 1 (top) and Patient 1 (bottom)

Table 3 Average end-diastolic circumferential, longitudinal and radial stresses at the short-axis
basal, mid, and apical levels of each model

Model Circumferential stress, σc
(Pa)

Longitudinal stress, σz
(Pa)

Radial stress, σr
(Pa)

Base Mid Apex Base Mid Apex Base Mid Apex

Control 1 1932.1 2467.3 3411.3 933.5 1570.6 1448 −4.6 −233.9 138.3

Control 2 1953.8 3302.1 2903.1 1803.5 2017.4 1143.5 −82.0 −151.1 333.9

Patient 1 4450.6 7066.7 7412 3440.2 4527.0 3047.5 391.0 −918.0 301.7

Patient 2 4127.6 6639.4 6711.8 4514.2 4986.6 2197.1 2620.6 −875.6 782.8

Figure 4 shows the circumferential stress of Control 1, Patient 1 and adapted
models in long-axis view. From the results, an analogous circumferential stress
distribution was observed between the models with different filling pressure (i.e.
Control 1 vs.Control 1_abnormal pressure;Patient 1 vs.Patient 1_normal pressure).
However, the stress magnitude was elevated in models with abnormal high pressure.
The same happened for longitudinal and radial stress. Compared with different wall
stiffness (Control 1_abnormal pressure vs. Control 1_abnormal pressure and stiff-
ness; Patient 1_normal pressure vs. Patient 1_normal pressure and stiffness), the
models with more compliant wall showed greater wall stress because the LV wall
had to withstand a larger filling volume. Irrespective of the difference in filling pres-
sure andwall stiffness, themaximal circumferential stresswas noticed in both control
and LVH patients at the endocardial region with high convexity. This indicated that
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Fig. 4 Circumferential stress of Control 1, Patient 1, and the adapted models in long-axis view.
The colour bar represents stress magnitude in Pa

wall stress variation was dependent on geometrical shape, and this distinct feature
was characterized by the patient-specific LV geometry. The local convexity was even
more significant in LVH patients with hypertrophic cardiomyopathy [19].

Figure 5 summarizes the effects of individual factors onwall stress. In bothControl
1 and Patient 1, the radial stress (σ_r) changed three-fold to act against the same
pressure change. The impact of wall stiffness was less significant than the filling
pressure in diastolic filling. With three-fold higher filling pressure, the maximal
longitudinal (σ_z) and circumferential stress (σ_c) in Control 1 had substantially
increased about five times. Interestingly, Patient 1 only showed three to four times
(instead of five) increase in the two wall stress when subjected to three-fold filling
pressure change. This could be due to the LV wall thickening in Patient 1, which
caused the stress to be distributed transmurally across wall. The local wall curvatures
of the patient might also contribute to this observation. A previous study had reported
the correlation of wall thickness and curvatures with wall stress in the left atrium,

Fig. 5 Comparison of filling pressure and wall stiffness effects on maximal wall stresses for a
Control 1 and b Patient 1
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where the thickness had a predominant role than curvatures [20]. More detailed
investigations into this correlation would be required in LVH patients with regard to
its relevance to LV remodelling.

One of the limitations of this preliminary study was the non-inclusion of myocar-
dial fibre orientation in the finite element model. An isotropic wall expansion was
assumed, thus the LV wall untwisting motion was not considered. Therefore, all the
types of wall stress were studied in cylindrical coordinate, but not along the fibre
direction. Furthermore, the model implementation was restricted to diastolic filling
phase with constant pressure. The LVH patients in this study appeared to have the
phenotype of hypertensive heart disease, with both systolic and diastolic dysfunction.
Future work could consider improving the patient-specific model with inclusion of
diastolic transient filling, systolic simulation and myocardial fibre incorporation for
more realistic wall movement. More subjects and patients with varying degrees of
disease severity and phenotypes should also be included for better result validity.

4 Conclusion

This study investigated the end-diastolicwall stress distribution inLVHpatients using
a patient-specific finite element model. Excessive wall stress experienced by LVH
patients in this study was mainly due to elevated filling pressure during diastole. In
addition, an abnormal diastolic wall stress variationwas also observed due to LVwall
thickening and distinct local geometrical curvatures in LVH patients. This highlights
the importance of using a patient-specific model in wall stress assessment of LVH
patients. Further investigations would be required to correlate the local geometrical
features with regional wall stress and remodelling in LVH patients.
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Computational Analysis of Newtonian
and Non-Newtonian Rheological Models
for Patient-Specific Intracranial
Aneurysm

Farhan Muhib and M. Tarik Arafat

Abstract This computational study is conducted to compare different bloodmodels
using a patient-specific intracranial aneurysm. A proper blood rheological model
with varying viscosity gives different analytical results than assuming blood to be of
constant characteristic. Computational analysis is done on a patient-specific intracra-
nial aneurysm model to compare the results of the Newtonian model with the non-
Newtonian power-lawmodel (NNPL) andHerschel-Bulkley (HB)model. The results
are presented in terms of wall shear stress (WSS), oscillatory shear index (OSI),
dynamic viscosity, and strain rate. The peakWSS inside the aneurysm for the Newto-
nian model is 65.84% higher than the peak value obtained for the non-Newtonian
power-law model. Moreover, the area percentage of the aneurysm covered with low
WSS (less than 5 Pa) for the HB model is 6.28% lower than that of the Newto-
nian model. On the contrary, 6.55% of the aneurysm shows OSI values higher than
0.45 for the HB model, and the area percentage is 6.72% for the Newtonian model.
Three different viscous models showed that viscous models influence the outcome of
computational analyses to a great extent, and an appropriate viscous model must be
identified, which can be used to simulate proper blood behavior during computational
analysis.

Keywords Intracranial aneurysm · Non-Newtonian blood models · Patient-specific

1 Introduction

An intracranial aneurysm is a pathological outgrowth of the vascular wall in a cere-
bral blood vessel. Intracranial aneurysms are relatively common compared to the
occurrence of an aneurysm in other vasculatures. According to a study conducted in
China, rupture of these aneurysms may result in hemorrhagic stroke, which causes
death in 46% of the cases [1]. Patients, who survive the stroke, often suffer from
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paralysis and 50% of those become permanently disabled [2]. However, the conven-
tional medical imaging modalities do not provide much information regarding the
rupture risk of aneurysms. To predict aneurysm rupture risk, physicians are consid-
ering using image-based computational fluid dynamics (CFD), which is supposed to
go through a lot of developments within the next few years.

One of the most important factors while developing CFD models of biological
organs is mimicking the properties of blood. Characteristics of blood flow depend on
several rheological properties like viscoelasticity, deformation rate, and shear stress.
However, a common issue in previous works was that researchers modeled blood
as a Newtonian fluid [3]. In reality, blood is a shear-thinning, Bingham plastic fluid
because of the disaggregation of the stacks of red blood cells and the orienting of
individual red blood cells. The assumption of the blood being a Newtonian fluid is
often impractical and only correct for limited scenarios like flow through a narrow
channels. As mentioned in previous studies, blood flowing through vessels has an
erythrocyte-free peripheral plasma layer, a Newtonian fluid, and the core region of
suspension of all erythrocytes, which is non-Newtonian fluid [4]. This suggests that
it is appropriate to model blood during simulation that has two-fluid nature, where
its property will change depending on the inlet velocity condition and strain rate.

A recent study challenged the commonly used assumption of neglecting non-
Newtonian effects in CFD simulations of intracranial blood flow and concluded that
the Newtonian assumptionmight be inappropriate tomimic blood flow [5]. However,
the discrepancies among viscous models were not shown through any computational
simulation in the study. With this in mind, we designed our current study to find a
proper rheological model that can mimic the non-Newtonian behavior of blood flow.
The non-Newtonian models considered in our study are the non-Newtonian power-
lawmodel (NNPL) andHerschel-Bulkley (HB)model, as previous studies used these
models to compare blood behavior in the coronary artery [6]. Simulations are done
on a patient-specific model of anterior communicating artery aneurysm for different
phases of a cardiac cycle. A comparative analysis is done among different hemo-
dynamic parameters to identify the extent to which the hemodynamic parameters
depend on viscous models used while conducting computational analyses.

2 Methodology

2.1 Three-Dimensional Model Generation

CT scan images of an aneurysm at the anterior communicating artery were used
to create a three-dimensional vasculature model (see Fig. 1). A three-dimensional
model of the intracranial aneurysm was generated from the DICOM images using
MIMICS Medical software (see Fig. 1).
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Fig. 1 a CT-DSA of an anterior communicating artery aneurysm (white arrow); b processed 3D
model of the aneurysm; c meshing of the aneurysmal artery; and d inflation on the artery wall

2.2 Meshing

ANSYS meshing tools were used for the finite-volume meshing of the three-
dimensional geometry (see Fig. 1). A mesh independence study was conducted to
determine the optimum meshing parameters. The minimum size of mesh was set
to a mesh setting with 0.07 mm, and five layers of inflation were implemented at
the walls of the geometry with a total thickness of 0.2 mm and 1.2 growth rate
for accurate calculation of WSS and other parameters. The meshing was completed
with 1,597,153 elements. The skewness of 90% of the elements less than 0.75 and
orthogonal quality of all elements above 0.1 with this setting indicates a good mesh
quality.
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Fig. 2 Velocity waveform profile at the inlet (left) and pressure waveform profile at the outlets
(right)

2.3 Boundary Conditions and Material Properties

The density of blood was assumed to be 1060 kg m−3. The mass flow profile through
the artery should be similar to anatomical flow in the carotid artery, which is pulsatile
and changes with different phases of the cardiac cycle. The velocity profile for the
anterior communicating artery was adopted from Ku et al. [7].

A pulsatile pressure waveform was imposed at the outlets, which was adopted
from the works of Lee et al. [8]. Assuming the patient had a normal blood pressure
condition, the outlet pressure range was approximately 80–130 mmHg, where the
maximum pressure was during peak systole, and it decreased through the diastolic
part (see Fig. 2). The vessel walls were assumed to be rigid, and a no-slip condition
was applied to the walls.

2.4 Non-Newtonian Blood Models

To compare different rheological models of blood, computational analyses were
performed using Newtonian, non-Newtonian power-law, and Herschel-Bulkley
models. Previous research works determined the input parameters for these models
based on theoretical studies and by parameter fitting to experimental viscosity data
obtained under steady-state and at certain shear rates [9]. Those parameters were
used in this experiment to create the rheological models and run the numerical anal-
yses. The characteristic equations and the input parameters used are shown in Table
1.
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Table 1 Blood viscosity models with input parameters

Model name Equations and input parameters

Newtonian model μ = 0.0035 Pa s

Herschel-Bulkley model μ = κγ̇ n−1 +
(

τo
γ̇

)

Where, consistency index, κ = 8.9721 × 10–3 kg sn−2 m−1,
n = 0.8601, yield stress, τo = 0.0175 Pa

Non-Newtonian power-law model μ = κγ̇ n−1

Where, κ = 0.012171 kg sn−2 m−1, n = 0.7991

The values of variables used to model blood using the equations were obtained by theoretical
knowledge and experimental analyses. It appears that viscosity is denoted by μ (Pa-s), shear rate is
denote by γ̇ (s−1)

2.5 Simulation Setup

ANSYS FLUENT was used to numerically solve the 3D incompressible Navier–
Stokes equation and rheological model equations. The ‘SIMPLE’ solution method
was used in the CFD solver with second-order accuracy to solve the flow-governing
Navier–Stokes equation. The second-order upwind differencing scheme was applied
for solving the momentum equations. The absolute convergence criteria for residuals
were 10–4. A total simulation of 1.6 s was performed for two cardiac cycles with a
time step size of 0.01 s.

3 Results and Discussions

3.1 Viscosity and Strain Rate

Blood, being a Bingham fluid, shows different viscosity values depending on strain
rate. At a lower strain rate, the viscosity is higher, and the viscosity is lower at a
higher strain rate. Figure 3 shows the change of strain rate and viscosity at a point on
the most burgeoned region of the aneurysm changing with time. This figure clearly
shows that the strain rate is highest during the systolic period of the cardiac cycle
(t = 0.07 s), and at that time, the viscosity is lowest for NNPL and HB models.
NNPL model shows a relatively lower viscosity value compared to the HB model
throughout the cardiac cycle, which becomes 20.36% lower during systole. However,
the viscosity of blood should not be much less than 0.0035 Pa-s, and based on that,
the NNPL model does not perform as a viable choice for modeling blood.

Figure 4 shows the viscosity distribution contour along the aneurysmal wall for
three rheological models. The Newtonian model shows constant viscosity at every
region, where the viscosity value for the NNPL and HB models varies at different
regions of the aneurysm depending on varying strain rates.
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Fig. 3 Change of strain rate (left) and viscosity (right) value with time at an arbitrary point inside
the aneurysm

Fig. 4 Contour plots of the viscosity (top) and WSS distribution (below) during peak systole for
three different rheological models

3.2 Wall Shear Stress Distribution

Wall shear stress (WSS) is one of the most important hemodynamic parameters in
assessing the risk of rupture of aneurysms. Many previous studies proved that lower
WSS regions inside the aneurysms indicate vulnerability, and the value can be as
low as 0.01 Pa in the growing regions during systole [10, 11]. Figure 4 shows the
WSS distribution inside the aneurysm for different models during peak systole.WSS
value for the Newtonian model ranges from 0.06 to 85.4 Pa inside aneurysm (see
Fig. 5(i)). The maximum WSS for the NNPL model is around 51 Pa which is about
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Fig. 5 i The bar chart shows the maximum value of WSS inside the aneurysm, ii WSS value at
an arbitrary point inside the aneurysm for three different viscosity models, iii area percentage of
aneurysm covered with low WSS

20.8% lower than that of the HB model. This is the result of underestimating the
blood viscosity of the NNPL model observed in Sect. 3.1.

The discrepancy among the three viscosity models is more cogent from the graph
shown in Fig. 5(ii), where the change of WSS value with time is displayed. To
generate the graph, an arbitrary point was selected at the most burgeoned region of
the aneurysm. From the graph, we can see that the value of WSS for the Newtonian
model is higher than the other twomodels for most of the parts of a cardiac cycle. The
other two models, the non-Newtonian power-law and the Herschel-Bulkley models,
show almost the same value throughout the cardiac cycle. However, the second bar
chart in Fig. 5(iii) shows that for the Newtonian model, the lowest percentage of
area, 38%, is covered with a lower than 5 Pa WSS value during peak systole, which
agrees with the previous observations. On the contrary, 43.7% and 41% of the area is
covered withWSS values less than 5 Pa for NNPL and HBmodels, respectively. The
values of the WSS distribution of the HB model are more acceptable compared to
the NNPL model as it shows viscous behavior similar to the actual viscous property
of blood.

3.3 Oscillatory Shear Index

Oscillatory shear index (OSI) is another important hemodynamic parameter used for
assessing aneurysm rupture risk. The areas inside the aneurysm with a higher value
of OSI indicate the reverse flow of blood in those regions, and according to previous
studies, these regions have a higher risk of rupture in the future [12]. Figure 6 shows
the area percentage of the aneurysm and its branches during peak systole covered
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Fig. 6 Area percentage of
aneurysm covered with high
OSI

with a higher value of OSI, regions more susceptible to rupture. More than 6.7% of
the aneurysm is covered with a high OSI value for the Newtonian model. The other
two models show almost similar results, which are about 2.4% less than that of the
Newtonian model (see Fig. 6). The higher viscosity values during systole compared
to the other two rheological models is the main reason behind the higher value of OSI
inside the aneurysm for the Newtonian model. Fluid with the higher viscous property
during systole created vortices and reversed flow within the aneurysm, which may
lead to damage of the internal layer of the artery and stimulate the growth of the
aneurysm. NNPL and HB models showed lower viscosity during systole, which led
to a lower amount of areas with reverse flow.

4 Conclusion

In this study, we identified clear distinctions between Newtonian, non-Newtonian
power-law, Herschel-Bulkley viscosity models in terms of wall shear stress, oscil-
latory shear index, and strain rate. Whereas most of the previous studies focused
solely on a specific stage of the cardiac cycle, we showed the effect of using different
viscous models throughout a complete cardiac cycle. The values of these parameters
can be assessed for any point of a cardiac cycle from the graphs. Based on the results
discussed above, we can conclude that the HB model showed more similarity to the
actual characteristic of blood compared to the other two rheological models and can
be used to model blood in future computational studies. However, this study, too,
had some flaws. Using more aneurysm models and using patient-specific boundary
conditions would provide more accurate and reliable results. Further studies should
address this issue and conduct a more expanded study to find the proper viscosity
model to simulate the model in a computational setting.
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Electro-Mechanical Finite Element
Model of Left Ventricular Hypertrophy

Zhi Chin Hew, Bee Ting Chan, Wan Naimah Wan Ab Naim, Socrates Dokos,
Wah Yen Tey, and Yih Miin Liew

Abstract Left ventricular hypertrophy (LVH) is one of the common heart diseases
that contribute to global morbidity and mortality. LVH can be further classified
into concentric LVH (cLVH), eccentric LVH (eLVH) and concentric left ventricular
remodeling (cLVR) based on the changes in wall structure and cardiac function.
This study simulated LVH cases by using an electro-mechanical left ventricular (LV)
model. The simulationwas performed on three LVH cases, with a healthymodel used
for baseline reference. The pressure–volume loops, LV wall thickening index (TI),
shortening strain (SS) and thickening strain (TS) were evaluated. Although all LV
models had a preserved ejection fraction, differences inTI, SS andTSwere noted. The
cLVH (TI: 24.4%, SS:−20.2%,TS:−52.5%) and eLVH (TI: 10.3%, SS:−81.2%,TS:
9.4%)models showed remarkable difference compared to the healthymodel,whereas
less significant discrepancy was noted in cLVR (TI: 5.1%, SS: −0.6%, TS: −7.3%).
Distinct geometric features of increased wall thickness and chamber enlargement
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were observed to affect the operative chamber stiffness in cLVH and eLVH. The TI,
SS and TS results indicate wall mechanics impairment in cLVH and eLVH patients.

Keywords Hypertrophy · Strains ·Wall thickening

1 Introduction

Left Ventricular Hypertrophy (LVH) is one of the common heart diseases that
contribute tomorbidity andmortalityworldwide [1]. It is characterised by the appear-
ance of abnormal left ventricular (LV) wall thickness and mass. LVH may be further
classified into concentric LVH (cLVH), eccentric LVH (eLVH) and concentric LV
remodeling (cLVR). cLVH occurs due to pressure overload, where the LVwall thick-
ness and mass will increase to preserve heart function. In eLVH, there is decreased
wall thickness in patients with deteriorating cardiac function due to volume overload
[1]. Compared to a healthy heart, cLVR has no significant effect on LV wall struc-
ture, but there is notable increase in wall concentricity. Although LVH is usually
reversible when the underlying cause is treated, the geometrical changes caused by
the condition will affect cardiac performance and influence disease outcome.

Clinically, left ventricular ejection fraction (LVEF) is a standard assessment for
heart function. Although LVEF is strongly associated with impaired heart function,
studies have reported that it may not be a good outcome predictor for LVH patients
[2], as an enlarged heart may still pump out a constant volume of blood. To overcome
this limitation, myocardial wall mechanics have been developed as a potential tool to
detect cardiac dysfunction. Imaging modalities, such as tissue doppler imaging and
speckle tracking echocardiography, arewidely used to assessmyocardial deformation
[3]. Nevertheless, the quantification of complete 3D deformation of the heart poses
a challenge because the assessment is based on selected 2D chamber views, and the
process is largely dependent on the observer’s expertise. Although recent advanced
imaging modalities are able to provide 3D assessment, but there is a trade-off in
image quality due to limited frame rate and spatial resolution, besides taking a long
acquisition time [3]. In addition, the high variability of patient characteristics also
poses a challenge to determine the impact of individual risk factors onwallmechanics
using imaging techniques.

On the other hand, computational modelling has emerged as a useful tool in under-
standing the mechanisms of cardiac disease and predicting the outcome. Computer
models have been shown to be useful in studying the impact of individual risk factors
in heart disease [4]. Numerous computational heart models have been developed to
comprehend the pathophysiology of heart diseases, such as myocardial infarction
[5], cardiomyopathy [6] and heart valve diseases [7]. However, there is a lack of
attention in the development of LVH models through the investigation of myocar-
dial wall mechanics and cardiac performance. This study aims to simulate various
LVH models using the electro-mechanical finite element models adapted from fluid
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structure studies [4, 8]. The wall mechanics of LVH models are described as wall
thickening index, shortening and thickening strains.

2 Methodology

2.1 LV Wall Geometry and Simulation Cases

The LV geometry was modelled as a 3D half prolate spheroid with height h, diam-
eter D and wall thickness t as illustrated in Fig. 1 (left). Myocardial fibre varied
continuously across the myocardium, oriented from +60° at the epicardium to −
60° at the endocardium. The incorporation of myocardial fibre and its orientation in
the LV wall was shown in Fig. 1 (right). The LV wall geometry was further divided
into 17 segments according to the American Heart Association (AHA) model [9] for
post-processing of results.

Three LVH models (cLVH, eLVH and cLVR) and a healthy counterpart were
constructed based on measurements from published literature on the human heart
[10–14]. The selected geometrical dimensions and characteristics of each LV model
were listed in Table 1. The relative wall thickness was determined as two times of
wall thickness t divided by the endocardial diameterD [9, 10]. These LV geometries
were constructed at the original zero-stress configuration.

Fig. 1 3D left ventricular (LV) wall with labelled geometrical dimensions (left) and incorporation
of fibre orientation (right) in an American Heart Association 17-segment heart model. Colour bar
represents the fibre angle (degrees)
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Table 1 Geometrical dimensions and characteristics of left ventricular hypertrophy (LVH) models

Model parameters Healthy cLVH eLVH cLVR

Height, h (mm) 70 68 70 70

Diameter, D (mm) 45 45 50 41

Wall thickness, t (mm) 9 15 9 10

Relative wall thickness 0.4 0.6 0.3 0.4

2.2 Boundary Conditions and Simulation Protocol

The simulation protocol was adapted from previous fluid–structure model studies [4,
8]. A pressure loadwas imposed on the endocardium of the LVgeometry until the end
diastolic volume (EDV) was achieved. Subsequently, the simulation starts at systole
(isovolumetric contraction (IVC) and ejection), where an active stress induced by
electrical impulses across the myocardium was coupled with the mechanical model
to generate myocardial contraction during systole. This was followed by diastole
(isovolumetric relaxation (IVR) and filling). The basal surface of the LV model was
constrained in all directions to prevent rigid body motion. During IVC, LV volume
was held constant while LV pressure, Plv (mmHg), was solved concomitantly. IVC
phase would end when LV pressure reached 80 mmHg. In ejection phase, a three-
element Windkessel model was used to compute the Plv associated with the effect of
blood ejection as stated in Eq. 1 and 2 [15].

Plv = Psys + QaRa (1)

C
dPsys
dt

+ Psys
Rsys

− Qa = 0 (2)

where Psys (mmHg) denotes the systemic pressure and Qa (mL·s−1) represents
the ejected flow rate or rate of LV volume change. The values of Windkessel
parameters were set as follows: systemic impedance, Rsys = 1.25 mmHg·s·mL−1,
aortic impedance, Ra = 0.06 mmHg·s·mL−1 and peripheral capacitance, C =
2.75 mL·mmHg−1 [4]. The ejection phase stopped when Psys is greater than Plv

and that indicates the aortic pressure is greater than the pressure in LV wall.
During IVR phase in diastole, the LV volume was held constant while Plv was

solved concurrently, which was the same as the implementation in IVC. IVR was
terminated when LV pressure dropped to 0 mmHg and that indicates LV relaxation.
In the final phase (i.e. filling), Plv at the end of IVR phase had increased from zero
to end diastolic pressure (EDP) as the load was imposed on the endocardium. The
EDP was 12 mmHg in the healthy model and slightly increased at 13 mmHg in all
LVH models with preserved LVEF.



Electro-Mechanical Finite Element Model … 117

2.3 Model Discretisation and Implementation

The 3D LV wall geometry was discretised into quadratic tetrahedral elements. Mesh
convergence study was performed until the changes of LV pressure and volume
were within five percent. A total of 5212 elements with an average element size of
6.9 mm were used in this study. The finite element analysis was performed using the
COMSOL Multiphysics software (v5 COMSOL AB, Sweden). A PARDISO fully
coupled solver was used to solve the equations with maximum time step of 20 ms
in diastole and 10 ms in systole. All software calculations were carried out using an
Intel(R) Core TM i5-5200 2.7 GHz processor with 12 GB RAM.

2.4 Assessments of Myocardial Wall Mechanics

The myocardial wall mechanics were evaluated using wall thickening index, longi-
tudinal and radial strains. Wall thickening index (TI) was calculated as the amount
of maximal changes in wall thickness from end systole (ES) to end diastole (ED)
[16] using Eq. (3):

T I (mm) = 1

11

17∑

i=7

[
(tES)i − (tED)i

]
(3)

The shortening strain (SS) that characterised the myocardial shortening of base-
apex on the endocardial surface was calculated using Eq. (4).

SS(%) = 1

11

17∑

i=7

[
(d_maxES)i − (d_maxED)i

d_maxEDi
× 100%

]
(4)

and thickening strain (TS), which represented the myocardial wall thickening or
thinning, was calculated using Eq. (5).

T S(%) = 1

11

17∑

i=7

[
(t_maxES)i − (t_maxED)i

t_maxEDi
× 100%

]
(5)

where i represents the number of segments, t represents an average wall thickness of
the segment, d_max is the maximal base-apex distance, t_max is the maximal wall
thickness, ES and ED represents end systole and end diastole, respectively.

The endocardium was used in SS calculation because the maximal global longi-
tudinal strain occurred on this surface [17]. The basal segments (1–6) were excluded
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from calculations because the basal surface was constrained in this implementa-
tion to prevent a rigid body motion, while basal segments usually showed minimal
contractility [16].

3 Results and Discussion

This study evaluated the TI, SS and TS of LVH models using the electro-mechanical
finite element model. A healthy model was used as the baseline reference. Table 2
records the model conditions obtained from the implemented protocol. The concen-
tricity was calculated as the ratio of LV mass to EDV [18], in which the LV mass
was calculated as the product of the wall volume and myocardial tissue density
(1.05 g/cm3) [19]. All LV models showed a preserved LVEF (>50%), but the LVH
models had larger LV mass and concentricity than the healthy model.

The model implementation was verified with the result of pressure–volume (PV)
loops (Fig. 2). Compared to the healthy model, the PV loops of both cLVH and cLVR
were skewed to the left, while the diastolic filling curveswere raised slightly upwards.
An increased LV pressure was also observed in cLVH throughout the systolic phase
and in late systole for cLVR. On the contrary, the PV loop of eLVH was skewed to
the right, and the diastolic filling curve and systolic pressure were slightly below the
healthy model. The results of PV loops were in agreement with a study by Warriner
et al. [20].

Myocardial tissues would shorten and lengthen throughout the cardiac cycle
because of the contraction and relaxation of the heart muscle. Therefore, LV perfor-
mance could be affected by the presence of wall abnormality. In this study, all LVH
models had preserved LVEF, but the results of TI, SS and TS indicated that there was
a heart abnormality, especially in cLVH and eLVH. The results of TI, SS and TS for
each model are shown in Fig. 3.

A different trend was noted between TI and TS, although both results were calcu-
lated from wall thickness. TI characterised the overall score of myocardial contrac-
tility, whereas TS represents the deformation degree of themyocardial wall. Based on
the healthy control, cLVH exhibited significant TI increment (24.4%) with a remark-
able reduction in TS (−52.6%) and SS (−20.2%). Meanwhile, eLVH showed incre-
ments in TI (10.3%) and TS (9.4%), but SSwas significantly impaired (−81.2%). The

Table 2 Model conditions obtained from the implemented protocol

Healthy cLVH eLVH cLVR

End systolic volume, ESV (mL) 45 40 54 36

End diastolic volume, EDV (mL) 112 107 123 94

LV ejection fraction, LVEF (%) 60 63 56 62

LV mass (g) 94 181 105 99

Concentricity 0.8 1.7 0.9 1.1
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Fig. 2 Pressure–Volume (PV) loops retrieved from the LVH models and healthy control

Fig. 3 Results of thickening index (TI), shortening strain (SS) and thickening strain (TS) in healthy
and LVH models. The negative value of SS represents myocardial shortening

result trends were in line with the previous study that reported wall strain impairment
on LVH patients, while hypertrophic cardiomyopathy patients (cLVH) exhibited an
excessive TI when compared to the healthy subjects [16]. An excessive TI occurred
in cLVH due to increased wall thickness and LVmass, which was followed by eLVH.
The TS calculation was normalised to ED wall thickness. Therefore, the eLVH with
smallest EDwall thicknesswould show the greatestTS,while cLVHhad the lowestTS
when ED wall thickness was the highest. Meanwhile, the cLVR had the least differ-
ence from the healthy model in TI (5.1%), SS (−0.6%) and TS (−7.3%). Further
investigations were required to identify the impact of these mechanics impairment.

Figure 4 indicates the regional wall deformation of LVH models at the short-axis
taken from two-thirds of the LV height-level from base during ES and ED. From all
the models, the sub-endocardial layer contributed greatly to the wall displacement
as compared to the mid and subepicardial layer. This observation was in agreement
with a previous study [21]. In terms of deformation degree, cLVH showed the largest
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Fig. 4 Wall deformation at the apical region during ES (top) and ED (bottom). The colour bar
represents total displacement (mm)

ES displacement, while the greatest ED displacement occurred in eLVH, and vice
versa. This was because the increased LV mass (wall thickening) in cLVH would
elevate the operative chamber stiffness during systolic contraction, but impair dias-
tolic relaxation. The opposite happened in eLVH, which had a more compliant oper-
ative chamber stiffness due to chamber dilation. The regional deformation contours
in Fig. 4 might imply that myocardial fibre orientation could play a role in wall
deformation, which demanded further analysis on LV twisting and untwisting.

Study limitations. This study characterised LVH in simple geometries only with
uniform wall thickness. The top basal surface of the LV model was fixed to prevent
rigid body motion. This implementation would introduce high stress and thus, affect
the strain on the wall near the constrained site. However, the result analysis was
careful to exclude the affected area at basal regions. The LVHmodels were simulated
for one full cardiac cycle only, and these could be improved by simulating for more
cycles and using finer mesh sizes to compare the validity of result parameters (TI,
SS and TS).

4 Conclusion

This study evaluated the wall mechanics in LVH geometries using the electro-
mechanical finite element model. The models were validated based on the PV loops
while intrinsic wall impairment of eLVH and cLVHwere disclosed by the distinctive
TI, SS and TS. The wall thickening of cLVH had elevated the operative chamber stiff-
ness to enhance systolic contraction, but impair diastolic relaxation and vice versa
in eLVH due to the chamber dilation. Future works would incorporate the patient
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specific LVH geometries, which had varying geometrical shape and non-uniform
wall thickness.
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Modified Spotted Hyena Optimizer
Based Leukemia Microscopic Images
Classification

S. Aswath, N. Bharanidharan, R. S. Valarmathi, and Harikumar Rajaguru

Abstract Applications of accurate machine learning techniques in medical field
are increasing every day. This research paper proposes a novel Modified Spotted
HyenaOptimizer as transformation technique to improve the performance of popular
machine learning algorithms in classifying the Leukemia microscopic images. In
the proposed transform, control parameter of Spotted Hyena Optimizer is found
using Weightless Swarm Algorithm iteratively. Microscopic images of 26 leukemia
and 26 normal subjects are obtained from C-NMC website and considered in this
study. Statistical features namelymean, variance, skewness and kurtosis are extracted
from microscopic images and given as input to the proposed transform. Then the
transformed values are given as input to any one of the four supervised classifiers: K-
Nearest Neighbor, Decision Trees, Random Forest, and Stochastic Gradient Descent.
When the Modified Spotted Hyena Optimizer is for transforming the features in
Stochastic Gradient Descent classifier, highest accuracy of 90% is achieved while
the accuracy offered is only 65% when no transform is used.

Keywords Leukemia · Modified spotted hyena optimizer · Stochastic gradient
descent

1 Introduction

Machine Learning can be used in various fields either to predict or to detect. Machine
Learning is used as a prominent tool in data analytics, Natural Learning Processing,
Computer vision, Speech Recognition, Medical Image analysis, etc. [1]. Many
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Machine Learning algorithms are available which can be used for the related appli-
cation. Though the learning done by the computer has to be accessed periodically
with testing, all models developed for any application will have both training as well
as testing. Therefore, the performance of that particular model can be tweaked with
some modifications to achieve the desired results. Nowadays in the medical field
machine learning algorithms are been widely used for diagnosis purposes.

Acute Lymphoblastic Leukemia (ALL) is amalignant disorder in the bonemarrow
and different blood-forming organs producing elevated numbers of bizarre or imma-
ture leucocytes. These leucocytes suppress the manufacturing of regular blood cells,
resulting in anemia and some other symptoms. It is very important to detect leukemia
very early to save the patient’s life. In the diagnosis of blood-related diseases and
disorders, Microscopic images play a pivotal role [2]. Manually checking the blood
samples is time-consuming and tedious work. Moreover it is also limited by the risk
of human error. Therefore, to avoid these kinds of risks and cons, a computer-assisted
detection system that can distinguish cancerous cells from normal cells is needed.

Metaheuristic techniques are mostly categorized as evolutionary-based, physics-
based, and swarm-based. Apart from the other optimization techniques, Swarm Intel-
ligence (SI) holds a very big advantage as they are nature-inspired optimization algo-
rithms. These algorithms are designed with the base of the collective intelligence of
the social behavior of the social creatures and it is the most preferred one due to its
adaptability, non-derivative structure, and choosing the features carefully to avoid
local optima [3]. To name a few SI algorithms: Ant Colony Optimization, Particle
Swarm Optimization (PSO), Artificial Bee Colony, Bat algorithm (BA), Dragonfly
algorithm (DA), Spotted Hyena Optimizer (SHO), etc. [4–6].

SI algorithms are mostly used to enhance the accuracy of supervised classifiers
algorithms through feature selection andneural network training [7]. In some research
works, SI algorithms are used as a transform to improve the performance of super-
vised classifiers [8, 9]. To the best of our knowledge, SHO is not reported as a transfor-
mation technique and so this research work focuses on implementation of SHO and
Modified Spotted Hyena Optimizer (MSHO) as transformation techniques. Control
parameters (weights) of SHO are updated through Weightless Swarm Optimization
(WSO) in the proposed MSHO.

The remaining paper is structured as follows: the methodology used in this
research work is presented in the next section; original SHO implementation will
be explained in the third section; implementation of MSHO algorithm will be dealt
in fourth section; results are discussed in the fifth section and conclusion is presented
in the last section.

2 Methodology

A microscopic image dataset named C-NMC is collected from the cancer imaging
archives website. The microscopic images of 26 cancer subjects and 26 normal
subjects which comprises 2699 ALL images and 3389 normal B-lymphoid
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Fig. 1 Proposed
methodology Microscopic images 

Feature Extraction

MSHO based 
transformation technique 

KNN/DT/RFC/SGD 

Performance Metrics

precursor’s images are considered in this analysis. The overall methodology followed
in this work has been described in Fig. 1.

Each microscopic image is divided into 25 sub-divisions. Statistical features
namely mean, variance, skewness and kurtosis are extracted from each sub-division.
So the number of features obtained per microscopic image will be 100 (25 sub-
divisions * 4 features). Since the SHO is a population-centered technique, the number
of points of the feature under consideration should be large and for this purpose, the
input image is divided into 25 sub-divisions. The ideal value for the number of sub-
divisions in a single microscopic image is calculated through experiments and found
as 25.

The extracted statistical features are given as input to the MSHO transform. After
reaching the maximum number of iterations in MSHO, the transformed feature
values will be given as input to any one of the four supervised classifiers: K-
Nearest Neighbor (KNN), Decision Trees (DT), Random Forest Classifier (RFC),
and Stochastic Gradient Descent (SGD). Finally the images will be categorized as
either normal or leukemia and six performancemetrics are calculated for comparison.

During the implementation of supervised classifiers, 80% of MRI images are
considered for training, and the remaining is considered for testing. Stratified
sampling is used to split the dataset into training and testing sets. To avoid overfit-
ting and better performance, tenfold cross-validation is used. To find the best control
parameters for supervised classifiers, a randomized search is utilized.
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3 Spotted Hyena Optimizer

Based on the inspiration from social relationship and aggressive behavior of spotted
hyena, SHO is developed [10]. The following equations represent that hunting
behavior of the spotted hyena.

Dh = A · Lh − Lk (1)

Lk = Lh − E · Dh (2)

where Dh is the distance between the prey (target) and spotted hyena, Lk represents
the position of all the other spotted hyenas except the first spotted hyena and Lh

represents the location of the first spotted hyena, A and E are control parameters
which can be represented as follows,

A = 2 · rd1 (3)

E = 2h · rd2 − h (4)

where

h = 5 − (it ∗ (5/Maxit)) (5)

Here “it” represents the number of iterations. Moreover the iteration value starts
from 1 and goes on increasing to a limit when the closest match to the target is
achieved. rd1 and rd2 are random vectors in [0,1]. The group of clusters with N
number of optimal solutions is given by,

Ch = Lk + Lk+1 + Lk+2 + . . . . . . . + Lk+N (6)

Here N represents the total number of spotted Hyenas which can be calculated by
using the below equation

N = No. of count(Lh,Lh+1,Lh+2, . . . . . . ,Lh+M) (7)

where M is a random vector in [0.5, 1]. Once the prey is located and all the hyenas
are surrounded it then it can start attacking the prey. The mathematical formula to
model that attack is given below

L(x + 1) = Ch

N
(8)
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where L(x+ 1) saves the best solution and updates the location of other search agents
with respect to the location of the best search agent. Therefore, the SHO algorithm
let all the search agents to update their position with respect to the position of the
target and attack towards the target or prey.

4 SHO Based Transformation Technique

The positions of Spotted Hyenas are usually initialized randomly to train the neural
networks and to solve feature selection problems. But to use SHO as transform,
the statistical features are assigned as positions of Spotted Hyenas initially. Then
using Eqs. (1)–(8), the positions will be updated iteratively. The best position pbest
is identified through fitness function. The inverse of Euclidean distance between the
target and current position of Spotted Hyena is considered as the fitness function.

Through experiments, it is found that the ideal value for the target is equal to 260.
SHO possess two control parameters namely A and E and the values for these two
control parameters are updated iteratively using Eqs. (3) and (4). Maximum number
of iterations is used as termination criterion and ideal value for maximum number
of iterations is found as 7 using trial and error method as shown in Fig. 2.

5 MSHO Based Transformation Technique

From Eq. (1), it is very evident that the control parameter A plays a significant role in
finding the distance between the prey and the spotted hyena whereas the coefficient
vector E is not needed there. Moreover, E depends upon the iteration number and A
is independent of the number of iterations. So A is considered as more significant
than E and the same is verified through experiments also. Hence the value of A is
altered in the MSHO using Weightless Search Optimization (WSO) [11] as depicted
in Fig. 3.

In WSO, 100 particles are initialized randomly and the position of those particles
will be updated using equations of WSO and this will be repeated until maximum
number of iterations are reached for WSO (maxit_WSO). Then mean of the 100
particles will be used to decide the value of weight, w and with respect to MSHO,
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Fig. 3 Flowchart of proposed MSHO algorithm

control parameter A is considered as w. Using the new value of A, spotted hyenas
positions will be updated and then the final transformed values are given as input
to classifier. From the result of classifier, Error Rate (ER) will be computed and
based on ER, the target of WSO (Targ_WSO) will be changed. This process will be
repeated until maximum number of iterations for the total process (MAXIT_total)
is met.



Modified Spotted Hyena Optimizer Based Leukemia … 129

6 Results and Discussion

The performances of all the classifiers are quantized using the six different commonly
used metrics namely Accuracy (ACC), F1 score, Mathews Correlation Coefficient
(MCC), Error Rate (ER), Sensitivity (SENS) and Specificity (SPEC) [12]. These
metrics are computed for all the four base classifiers without any transform and
mentioned as KNN, DT, RFC and SGD in Table 1. To substantiate the results
produced by SHO and MSHO, another popular SI technique, PSO is used as trans-
form. The capacity of the proposed MSHO transform can be clearly seen in Fig. 4
through accuracy comparison. The highest accuracy of 90% is achievedwhenMSHO
is used as transform for SGDwhile 83% and 65% accuracies are achieved for SGD in
case of SHO transform and no transform usage respectively. It is also worthy to note
that, the proposed MSHO enhances accuracy of all the four classifiers significantly.

Table 1 Simulation results

ACC F1 MCC ER SENS SPEC

KNN 54 50 8 46 46 62

DT 60 57 19 40 54 65

RFC 63 63 27 37 62 65

SGD 65 63 31 35 58 73

PSO-KNN 58 56 15 42 54 62

PSO-DT 65 64 31 35 62 69

PSO-RFC 69 69 38 31 69 69

PSO-SGD 69 68 39 31 65 73

SHO-KNN 67 67 35 33 65 69

SHO-DT 75 75 50 25 73 77

SHO-RFC 77 77 54 23 77 77

SHO-SGD 83 83 65 17 85 81

MPSO-KNN 65 64 31 35 62 69

MPSO-DT 71 71 42 29 69 73

MPSO-RFC 75 75 50 25 77 73

MPSO-SGD 77 76 54 23 73 81

MSHO-KNN 79 78 58 21 77 81

MSHO-DT 85 85 69 15 85 85

MSHO-RFC 87 86 73 13 85 88

MSHO-SGD 90 91 81 10 92 88
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Fig. 4 Accuracy comparison

7 Conclusion

Toclassify the leukemiamicroscopic images,machine learning techniques arewidely
used. But the accuracy of the machine learning technique is a biggest issue and
researchers are searching for the ways to improve it. This research work implements
the MSHO algorithm as transform for increasing the performance of four machine
learning techniques namely KNN, DT, RFC, and SGD in leukemia microscopic
image classification. The control parameter of SHO namely A is updated usingWSO
in the proposed MSHO transform and it offers better results comparatively. Notably
highest accuracy of 90% is attained for SGDwhenMSHO transform is used. Through
Table 1, the capacity of MSHO to improve all the four classifiers’ performance can
be witnessed clearly. In future, other optimization algorithms need to be tested.
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A Strategic Corrective Maintenance
Prioritization Assessment for Medical
Equipment

Aizat Hilmi Zamzam, Ayman Khallel Ibrahim Al-Ani,
Khairunnisa Hasikin , and Ahmad Khairi Abdul Wahab

Abstract The utilization of effective medical equipment significantly contributes to
the quality of healthcare services. Breakdown of medical equipment can jeopardize
healthcare delivery, maintenance expenditure, and resources. The implementation
of equipment assessment for corrective maintenance throughout the equipment life
cycle during the maintenance phase may enhance the medical equipment reliability
and availability. The study aims to develop the corrective maintenance prioritiza-
tion assessment system in managing the rectification work of breakdown medical
equipment. The proposed system was developed by considering nine medical equip-
ment features, which involve 1028 equipment with 19 categories located in public
health clinics. The assessment of medical equipment uses the machine learning of
k-Means clustering technique to analyze the equipment database to generate priority
levels. The assessment by applying the k-Means clustering algorithm classifies the
medical equipment into three priority levels. The corrective maintenance prioritiza-
tion assessment system can assist the clinical engineers in managing the rectifica-
tion expenditure, reporting, preparation, workforce, and material. This prioritization
system can be incorporated with a real-time asset management database system in
healthcare institutions for continuous supervision.

Keywords Medical device · Unsupervised machine learning · Prioritization

1 Introduction

The efficacy of healthcare services significantly depends on the medical equipment
[1]. Nowadays, the production of high technological medical equipment plays a
more vital part in modern healthcare [2]. Furthermore, the achievement of healthcare
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institution cost-effectiveness and the quality of healthcare delivery hinge on the
management ofmedical equipmentmaintenance effectiveness throughout the service
life [3]. Hence, it is important to keep the equipment up, maintain safety, andmitigate
the breakdown rate [4].

Lack of maintenance, preparation, and management are the common basis of
medical equipment failure [5]. The breakdown of the equipment substantially jeopar-
dizes the delivery of healthcare services to the community and affects the profitability
of the healthcare institution. A strategic corrective maintenance program may assist
the clinical engineers in rectifying the breakdown equipment in an effective way.

This paper aims to develop the corrective maintenance prioritization assessment
system in managing the rectification work of breakdown medical equipment. The
assessment of medical equipment applies the machine learning technique to analyze
and measure the equipment database to generate priority levels. The application of
machine learning can overcome themanual involvement inmathematical approaches
in determining the criteria weightages. Besides, the proposedmodel in this studymay
assess various types of medical equipment utilized in healthcare institution.

This proposed model may assist the clinical engineers to prioritize the medical
equipment corrective maintenance and strategize a better preparation on the rectifi-
cation activities. Identification of priority degree in preparation process contributes
to a better execution work planning [6].

2 Methods

The proposed model of the medical equipment corrective maintenance prioritization
assessment system is presented in Fig. 1.

The model comprises several processes, which are dataset requirement, data pre-
processing and organizing, feature extraction, data normalization, cluster analysis
and prioritization clusters. To begin the process of achieving the corrective mainte-
nance prioritization clusters, there are nine features of medical equipment involved.
These nine features are associated with equipment in terms of purpose, maintenance
history, and condition. The cluster analysis and measurement of corrective mainte-
nance prioritization assessment system on these features use the k-Means clustering

Dataset Data pre- 
processing 

Feature 
extraction 

Data
normalization

Cluster  
analysis 

Corrective Maintenance 
Prioritization

Fig. 1 Block diagram of the corrective maintenance prioritization assessment
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technique [7]. This k-Means technique is an approach of separating and partitioning
the specificdataset into pre-determinednumbers. The selectionof this clustering tech-
nique is done based on several related studies made and it is observed as a suitable
partitioning method [8–10]. The development tools of corrective maintenance prior-
itization assessment model use MATLAB R2020b with several toolboxes, which
are Statistics and Machine Learning Toolbox, Classification Learner Toolbox and
Optimization Toolbox.

2.1 Dataset

The dataset of 1028 units with various types of medical equipment is the sample of
this model development. The several medical equipment types comprised of emer-
gency, laboratory, imaging, and physiology equipment were acquired from the asset
management record of public health clinics in Malaysia. The records of 19 cate-
gories were taken from the year of 2015 to October 2020 as a cut-off period. Table
1 tabulates the category and quantity of medical equipment involved in this study.

Table 1 Category and
quantity of medical
equipment

Medical equipment Quantity

Automated chemistry analyzer 4

Laboratory Bilirubinometer 59

Automatic external defibrillator 62

Manual external defibrillators 47

Densitometers 8

Infant incubators 7

Infusion pumps 2

Laryngoscopes 25

Physiologic monitoring systems 31

Nonheated nebulizers 158

Pulse oximeter 77

Phototherapy units 5

General Xray machine 37

Manual pulmonary resuscitator 38

Pharmacy weighing unit 3

Ultrasonic scanner 121

Sensitometers 7

Autoclave unit 321

Treadmills 16
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Table 2 Medical equipment
features and criteria

Features Criteria

Function Life support (5); therapeutic
(4); diagnostic (3);
analytic (2); miscellaneous (1)

Request to repair time
(response time)

Time to respond to the
breakdown equipment
(average/day)

Maintenance complexity Extensive maintenance (3);
average maintenance (2);
Visual inspection and basic
check (1)

Repair time Duration of the equipment
repair (average/day)

Number of failures Frequency of equipment
failures (vary)

Asset status Functioning (0);
malfunctioning (1)

Backup or alternative unit Yes (0); No (1)

Operations Criticality (6–1)

Maintenance cost Accumulation of repair
expenses (vary)

* (5)—ranges of rating

The inputs of nine medical equipment features involve various criteria in light of
the medical equipment descriptions. Table 2 shows the medical equipment features
and criteria.

Function. Refers to the medical equipment service intention [3, 4], which consists of
five criteria. Life support refers to highly essential equipment, which could harm the
patient life and cause of death if the unit fails to operate properly. The remediation and
treatment of a patient’s illness refer to the therapeutic equipment, whereas detecting
any possibility of diseases refers to diagnostic equipment. Any laboratory process of
taking human samples for further analysis refers to the analytical equipment and any
equipment used to assist themainmedical activity refers tomiscellaneous equipment.

Request to Repair Time. Time taken by the maintenance personnel to attend any
equipment breakdown after receiving a report from the users [3]. The longer response
time can cause a healthcare service disruption.

Maintenance Complexity. Comprises of extensive maintenance, average main-
tenance, and basic inspection [11, 12]. Extensive maintenance requires highly
skilled workers to upkeep and troubleshoot the medical equipment. Checking and
testing procedures, which involve safety and performance tests refer to average
maintenance whereas visual examination, functional test, cleaning, and battery
replacement are duties in basic maintenance.
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Repair Time. Also known asMean Time to Repair (MTTR). This feature is the dura-
tion of undertaking the equipment repair, recondition and overhaul works [3, 4]. The
longer duration of repairs may disrupt the healthcare services to the patients.

Number of Failures. The number of failure events throughout the equipment service
life [13, 14]. Require further attention for the higher number of failure events.

Asset Status. It consists of functioning and non-functioning status. The equipment is
considered malfunctioning when it fails to operate as specified by the manufacturer.

Backup or Alternative Unit. Refers to temporary substitute equipment during the
breakdown of main unit [15, 16]. The allocation of temporary substitute equipment
is beneficial to avoid discontinue of medical services due to the failure of main
equipment.

Operations. This segregation of this feature comprises six utilization levels and has
been registered into asset management record.

Maintenance Cost. The maintenance cost refers to the rectification and overhaul
expenses [17], which covers materials, workmanship, and administration.

2.2 Corrective Maintenance Prioritization Assessment System

The ultimate objective of this corrective maintenance prioritization assessment
system is to assign the medical equipment into specified groups based on the features
and criteria obtained. The groups are divided into three, which are high, medium, and
low. The application of the k-Means clustering technique on the equipment dataset
partitions the medical equipment into these three groups and turns the list of data to
labelled dataset. From the labelled dataset, the priorities of corrective maintenance
exercise can be recognized.

The data pre-processing involves the raw dataset conversion into the medical
equipment features elements. At this process, only the equipment status of malfunc-
tioning is considered. Then, the dataset requires a normalization process, where the
values of every feature and criterion are significantly wide-ranging. The normal-
ization of the dataset is important to ensure the distance of every feature value is
weighted proportionately to avoid measurement domination and outlier creation.
Therefore, the dataset is scaled with mean is equal to 0 and standard deviation is
equal to 1, where the calculations are based on the following formulas:

z − score = χ − μ

σ
(1)

σ =
√
√
√
√

1

n − 1

n
∑

i=1

(χ i − X) (2)
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whereχ is the equipment data,μ is mean, σ is standard deviation, and n is the number
of equipment. The configuration of k-Means parameters has been fined-tune, where
the distance metric is set to Squared Euclidean and replicate is set to 5 before
proceeding to clustering analysis. The distance metric calculation is based on the
following formulation:

d(x, c) = (x − c)(x − c)′ (3)

where d is the distance, x is the equipment feature value, and c is the centroid.

3 Results

The corrective maintenance prioritization assessment system results, which consists
of three priority levels is tabulated in Table 3. The corrective maintenance prior-
itization assessment system involves eight features of medical equipment, which
considers only breakdown equipment before normalization data and subsequently
the process of clustering measurement. Thus, all functioning and good condition of
the equipment have been omitted in this process. The total of 1028 units of medical
equipment are segregated into three priority levels for the purpose of correctivemain-
tenance prioritization and the numbers of unit at every level are presented in Table
3.

Table 4 summarizes the results of the clustering analysis onmedical equipment for
the correctivemaintenance prioritization system.The systemonly considersmalfunc-
tioningmedical equipment and thus, asset status at all priority level ismalfunctioning.
The low priority medical equipment of corrective maintenance prioritization demon-
strates that the highest readings of response time are six days, the time taken to
repair the equipment is 29 days, and the highest number of breakdowns is eight
times. Furthermore, there is a substitute temporary equipment and the maximum
accumulation of repair cost is MYR8k. The medium corrective maintenance prioriti-
zation level indicates that the longest response time and rectification time are 69 and
253 days, respectively. Besides, the equipment classified under this level requires
performance and safety tests, or basic routine inspection. There is no temporary
substitute unit and the highest rectification total cost is MYR10k. The high priority
of equipment requires vital attention for correctivemaintenance. In this priority level,
the highest response time is 148 days, time to repair is 478 days, and the number
of failures is up to 29 times throughout its service life. The high priority equipment

Table 3 Priority levels of
medical equipment

Level of priority

High Medium Low

No. of medical equipment 375 651 2
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Table 4 Corrective maintenance prioritization system findings

Equipment features Level

Low Medium High

Asset status response
time (max. days)

Malfunctioning
6 days (average)

Malfunctioning
69 days (average)

Malfunctioning
148 days
(average)

Maintenance
complexity

– 1–2 (Basic check and
average maintenance)

3 (Extensive
maintenance)

Repair time (max.
days)

29 days (average) 253 days (average) 478 days
(average)

Number of failures
(max.)

8 times 9 times 26 times

Backup and alternative
unit

Yes No No

Maintenance cost Highest cost: MYR8k Highest cost: MYR10k Highest cost:
MYR86k

needs extensive technical work duringmaintenance activity.Moreover, no temporary
substitute unit is provided and the most expensive repair work is MYR86k.

By considering eightmedical equipment features and its criteria, it summarizes the
total number of 1028 malfunctioning medical equipment are successfully prioritized
by using the k-Means clustering method. Table 4 shows that the high priority level
comprises of high characteristics of medical equipment compared to medium and
low priority equipment. Furthermore, the low priority level significantly shows that
the substantial indications of medical equipment fall under this category can be seen
on its response time, repair time, backup and alternative units, and maintenance
expenditure.

4 Discussion

The configuration of Squared Euclidean distance with replication number to 5 by
applying the k-Means method is capable to develop a practical corrective main-
tenance prioritization assessment system of medical equipment. The priority levels
generated from this system can assist clinical engineers who oversee and monitor the
performance of medical equipment by prioritizing the corrective maintenance work-
load. Furthermore, the identification ofmedical equipment priority level in corrective
maintenance is purely dependent on the database, where there is no user’s involve-
ment which requires great expertise and comprehensive knowledge. The analysis
of patterns and trends in the medical equipment database determine the degree of
priority. As a result, the outcomes of the system harmonize three aspects of manage-
ment, clinical, and technical, and the priority level output can be generated rapidly
and consistently.
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The system could assist clinical engineers in understanding the actual failure
of the equipment. This understanding leads the clinical engineers in preparing the
appropriate report on correctivemaintenance,which can cover scheduling,workforce
and material to restore the malfunctioning equipment. Connecting and interacting
among profession is difficult in the healthcare sector [18]. Through the effective
report, this difficulty could be mitigated.

The application of this system could assist clinical engineers in managing the
medical equipment corrective maintenance especially related to financial matters.
The expenditures of replacement parts, third party service providers, materials, and
tools can be managed from the indication of equipment priority level for correc-
tive maintenance. In addition, the clinical engineers may control the regular and
daily assignment by planning the effective program of corrective maintenance in
accordance with the equipment priority level. The higher level may alert the clinical
engineers to perform a thorough examination of the breakdown equipment in iden-
tifying the root-cause. Hence, the clinical engineers may devise a better corrective
maintenance strategy for better equipment reliability and safety to use.

5 Conclusion

This study established the medical equipment corrective maintenance prioritization
assessment system using the k-Means clustering technique. It can be a supportive tool
during the maintenance phase of the equipment life cycle, which involves restora-
tion, rectification and overhaul activities. This clustering method seems to be appro-
priate in prioritizing the medical equipment into three priority levels. This parti-
tioning technique appears to be adequate in categorizing the medical equipment into
three priority degrees. The system may avoid manual involvement in mathematical
measurement, which need substantial expertise in clinical, technical and managerial
aspects. Moreover, it can be applied in any kind of medical equipment stationed
in the healthcare facility. This supportive tool can assist in terms of maintenance
schedule, expenses control, resources handling, and reporting preparation. Thus, the
reliability, availability and safety aspects of medical equipment can be achieved in
delivering better healthcare services to the community. The corrective maintenance
prioritization assessment system can be integrated with the existing real-time archive
to provide a comprehensive function to the asset management system.
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Detection of Knee Osteoarthritis
and Prediction of Its Severity Using
X-ray Image Analysis and Patients
Assessment Data: A Hybrid Design

Hamidreza Mohafez , Hamza Sayed , Maryam Hadizadeh ,
Lai Khin Wee , and Siti Anom Ahmad

Abstract Knee osteoarthritis (KOA) is a degenerative disease associated with carti-
lage loss, causes limitations in the range of movement, and known to be one of
the most disabling age-associated diseases around the world. It is vital to predict
its presence and severity at early stage to tailor the interventions and treatments
properly. Traditionally, X-ray Images are graded by radiologists to quantify KOA
severity; however, this approach suffers from high levels of subjectivity due to the
semi-quantitative nature of grading systems. Numerous attempts have been made to
recruit automated X-ray image analysis to quantify KOA severity, but few studies
have used pertinent assessment data such as symptoms and medications being used
to establish accurate predictive model. So, we proposed a statistical model built on
combination of features extracted fromX-ray images and patients’ data using ordinal
regression analysis. The results revealed that the developed model based on combi-
nation of KOA X-ray key features and patient assessment data is able to predict
the severity of KOA with high level of accuracy (89.2%) and acceptable level of
inter-rater reliability with quadratic weighted Cohen’s Kappa coefficient (QWK) of
0.8337. The study outcomes suggested that variables showing impaired knee func-
tions are the best indicators to quantify knee OA presence and severity that may be
used in conjunction with X-ray biomarkers for developing intervention and targeted
treatment.

Keywords Knee osteoarthritis · X-ray image analysis · Kellgren-Lawrence ·
Model development · Early detection · Joint space width · Patient assessment data
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1 Introduction

Knee osteoarthritis (KOA) is a rheumatic disorder that causes the degeneration of
articular cartilage in the knee joint and is the most common type of OA as it affected
263 million people worldwide [1]. There is no specific cause of the disease, however,
several factors such as obesity, age, joint trauma can increase the possibility of having
KOA. Moreover, female gender seems to be associated with higher prevalence and
severity ofKOA thanmale gender Pain is themost prominent symptomofKOAwhich
can ranges from hardly perceptible to agonizing and further immobilizing. Other
symptoms include stiffness, restrictedmovement of the knee and impairment between
the healthy knee and the diseased knee [2, 3]. KOA treatment strategies aim only to
relive pain and restore mobility through using treatment plans usually include weight
loss, exercise, injections of pain killers and anti-inflammatory medications, physical
and occupational therapy and finally, surgeries such as arthroplasty, osteotomy or
joint replacement [4]. There is a high demand to quantify the severity of KOA at
early stages owing to its deniable impacts on disability and patient’s economic status.
Knowing the severity level of knee OA facilitates the determination of appropriate
intervention to be taken and helps monitoring of its progression over time. In the state
of art, the gold standard procedure for the diagnosis of KOA is a clinical examination
followed by X-ray imaging analysis of the knee. Knee radiographs are evaluated by
a trained radiologist to detect changes in the cartilage by evaluating joint space width
(JSW), presence of changes in the bone structure such as the formation of osteophytes
and subchondral sclerosis and grading the severity of the condition usingwidely used
grading system, Kellgren and Lawrence (KL) [5]. However, KL grade system only
provides a semi-quantitative scale, which causes ambiguity and uncertainty; and
suffers from subjectivity leads to disagreement among raters [6]. In addition, the
X-ray images are insensitive at early stage and in case that only acquired one time
[7].

So, computer aided diagnosis has been used to overcome the subjectivity of KOA
quantification through X-ray image analysis. Several attempts have been made to
develop automated and semi-automated prediction of KOA severity using X-ray
image analysis [7–9]. However, all these attempts could not manage to solve the
subjectivity of KL grading system due to lack of patients’ data being used in predic-
tion of KOA severity [2]. As a result, developing a statistical model based on patients’
data such as functional impairment, pain, symptoms, and whether being under
medication may strengthen prediction ability by introducing variables that strongly
contribute towards KOA prediction and offer additional advantages by reducing the
cost of treatment and early-stage interventions. Moreover, fusion of patients’ data
and features extracted from X-ray images may diminish the subjectivity of available
grading systems.
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2 Materials and Methods

2.1 Data Collection

We used the Osteoarthritis Initiative (OAI) database collected from multi-center
longitudinal and observational study of knee OA which is accessible at https://nda.
nih.gov/oai/.

2.1.1 Database and Data Screening Procedure

The OAI dataset holds X-ray images (from both knees) of 4796 patients and their
questionnaire data at baseline which contains 92 variables (binary, ordinal, and
continuous) such as medication history, functional impairment, their vital signs, and
symptoms of KOA such as pain. The database was manually inspected to select a
subset of candidate predictors clinically relevant and formerly known as risk factors
for KOA [3, 10]. Then, the completeness of the data in terms of missing values for
each candidate features was checked and those with less than 10% missing values
were kept for further analysis. Initial screening revealed that only 2951 individ-
uals with the mean age of 60.5 ± 9.1 years, have sufficient questionnaire data on
the 16 potential candidate features. To make the manual delineation of ROI by an
experienced radiologist feasible, it’s required to reduce the number of subjects to a
manageable amount of X-ray images. The priori power analysis using G-power soft-
ware was performed by setting effect size to medium (f2 = 0.15), the significance
level (α) to 0.05, the power ((1− β) to 0.8, and number of predictors to 16 (Number
of clinically relevant candidate features from patient’s characteristics) with the esti-
mated required sample size of 143 (number of knees). So, 72 individuals from 5
patient groups (0–4 grades) were randomly selected with respect to their distribution
in OAI database. Table 1 shows the distribution of KOA severity in OAI database
and our experimental setup.

Two experts independently assessed, blinded to each other’s rating, all images
in OAI database using KL grading system; and disagreements between them were
adjudged in a consensus sessionwith the presence of a third reader. In case the ratings
were not adjudged, a senior expert radiologist made the final decision.

Table 1 Distribution of KOA
severity within OAI database
and used dataset

Level of severity OAI database Used dataset

Level 0 (Normal) 1251 30

Level 1 (Doubtful) 520 13

Level 2 (Mild) 730 18

Level 3 (Moderate) 370 9

Level 4 (Severe) 80 2

https://nda.nih.gov/oai/
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2.1.2 Image Processing Chains

The OAI database includes bilateral posteroanterior (PA) fixed flexion view X-ray
images acquired at an irradiation angle of 10° tilt in the caudal direction such that the
anterior thigh contacted with the cassette, tips of the toes placed on the same plane
as of the cassette, and the feet externally rotated 10°.

Joint space width (JSW) is mainly used as a determinant quantitative feature
in monitoring extremity and progression of knee osteoarthritis [11, 12]. Although
the segmentation of tibiofemoral joint as the region of interest (ROI) commonly
was preformed manually through using hand drawn contours and cropping of the
joint area, it’s time consuming and tedious. So, lots of semi-automated and fully
automated algorithms were proposed [8, 13, 14]. We designed a protocol for manual
segmentation of tibiofemoral joint by developing a graphical user interface (GUI)
in MATLAB which helped the radiologist to manually select the tibiofemoral joint
and crop it from the pre-processed X-ray images using a hand-drawn rectangular
contour, followed by delineating the femur and tibial edges and identifying themedial
condyle and lateral condyle of tibial plateau. Then, the radiologist identified the
minimum vertical distance between the tibial plateau and femur edge of medial and
lateral sides to calculate the medial joint space width (JSWM) and lateral joint space
width (JSWL), respectively (Fig. 1). In our experiment, an experienced radiologist
applied the delineation protocol on 144 X-ray images repeatedly, 5 times with at

Fig. 1 Manual segmentation of tibiofemoral joint. a Pre-processed KOA X-ray bilateral images; b
delineation of the femur and tibial edges and identification of the medial condyle and lateral condyle
of tibial plateau; c The minimum vertical distance between the tibial plateau and femur edge of
medial and lateral sides was identified by a radiologist and then calculated
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least 20-min intervals between delineations to avoid learning. It’s reported that the
best repeatability will be achieved if a single clinician delineates all knee images,
each one, if possible, several times [15]. The pre-processing chain and delineation
protocol for manual segmentation of ROI can be found in supplementary material 1.

The estimated repeatability coefficient (RC) and Intra-class Correlation Coef-
ficient (ICC) were used as a measure of intra-operator repeatability and intra-
operator reliability, respectively. In other words, the consistency of single radiologist
in segmentation of tibiofemoral joint for all 144 X-ray images (72 subjects) was
evaluated through above mentioned parameters using SPSS for Windows, version
24.

2.2 Data Analysis

The research final goal was to develop a reproducible, accurate and objective
method for prediction of knee osteoarthritis presence and severity through infor-
mation obtained from X-ray images and patient’s data. So, 3 statistical models were
developed based on features extracted from X-ray images (JSWM and JSWL), from
patients’ data, and combination of these two types of information. We used K-fold
cross validation approach to evaluate and compare the three developed models, and
the same training and testing sets were used in all 3 models to have valid comparisons
among them. Then, the error is averaged across all “K” trials. The details of model
development and performance evaluation are as follows.

2.2.1 Model Development Based on X-ray Features, Patients’
Questionnaire Data, and Their Combination

AlthoughKL grade score suffers from subjectivity, it’s required to build the statistical
models based on KL grade score (ordinal scale 0–4) as there is no gold standard to
predict KOA severity. Due to having an ordinal outcome, severity ofKOA, the ordinal
logistic regression analysis was used to build the predictive model. So, the ordinal
logistic regressionmodelwasfitted on training data set and its prediction performance
was tested on validation set. That is to say, the coefficients of two predictors, JSWM

and JSWL, were estimated using training set, followed by performance evaluation of
developed model using validation set.

The patient’s questionnaire data at baseline contains 92 variables (binary, ordinal,
and continuous) such as medication history, functional impairment, their vital signs,
and symptoms of KOA such as pain. After manual inspection of questionnaire data,
16 clinically relevant candidate predictors were selected (supplementary material 2),
followed by checking their possible multicollinearity to avoid information redun-
dancy by using Pearson correlation, polychoric correlation, and polyserial corre-
lations between continuous variables, between categorical predictors, and between
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continuous and categorical variables, respectively. Then, the ordinal logistic regres-
sion was fitted on the whole dataset (144 images) to determine which of independent
variables (out of 16) have statistically significant effect on our outcome variable,
KOA severity; and to identify how well our model was able to predict the outcome.
Afterwards, the ordinal logistic regression model was fitted on training data set
(coefficient estimation of candidate patients’ questionnaire data) and its prediction
performance was tested on validation set using the K-fold cross validation technique.

Finally, using patients’ questionnaire data together with features extracted from
X-ray images may lead to identify key variables with higher predictive performance,
compensate the subjectivity of KL grading system, and be useful in monitoring the
patients over time and designing early treatments. So, we combined the candidate
predictors from patients’ data, those had statistically significant effect on outcome
variable, with JSWM and JSWL taken from X-ray images, followed by developing
statistical model using ordinal logistic regression as detailed above.

The performance of the three developedmodelswas validated and compared using
three measures: accuracy (ACC), mean absolute error (MAE), mean and quadratic
weighted Cohen’s Kappa coefficient (QWK) [16, 17].

3 Results and Discussion

3.1 Manual Segmentation of Tibiofemoral Joint Collection

The estimated RC (i.e. measure of agreement between delineationsmade on the same
image) was 0.062 ± 0.02 mm and 0.081 ± 0.03 for JSWM and JSWL, respectively
meaning that difference between any two delineations of individual image by that
individual operator was estimated to be no more than 0.062 mm and 0.081 mm (for
JSWM and JSWL, respectively) on 95% of occasions and laid on the confidence
interval 0.042–0.082 mm and 0.051–0.11 mm. Based on the rule of thumb proposed
by Fayers and Machin [18], the ICC = 0.816 for JSWM and ICC = 0.835 for JSWL

are considered high as a measure of intra-operator reliability of manual segmenta-
tion. This means 8.4 and 6.5% of variability in measurement of JSWM and JSWL,
quality measure of manual delineation, were estimated due to the error of measure-
ment process and the operator involved. So, the results indicated that the proposed
protocol for manual segmentation of tibiofemoral joint can properly work in case of
manageable number of X-ray images.

3.2 Meaningful Predictors from Patient Assessment Data

The deviance goodness-of-fit test indicated that the regression model fitted to the
observed data, χ2(364) = 182.723, p = 0.860. We ran the GENLIN procedure to
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estimate the parameters of the model. Out of eight categorical candidate predictors,
the following five had statistically significant effect on outcome variable, severity of
KOA: Sex (p= 0.023), used medication for pain, aching or stiffness past 12 months
(p = 0.041), having surgery on right knee (p = 0.031), having surgery on left knee
(p= 0.039), and ever Dr. said patient has rheumatoid arthritis or other inflammatory
arthritis (p= 0.015). In addition, the following continuous predictors had statistically
significant on outcome variable: Right knee pain during walking (p = 0.027), left
knee pain during walking (p = 0.034), left knee symptoms: knee catch or hang up
when moving (p = 0.038), and right knee symptoms: knee catch or hang up when
moving (p = 0.026). So, we managed to determine the patient assessment variables
with the highest predictive ability of KOA (9 out of 16) whichmay help the clinicians
to design and implement appropriate intervention at early stage. The results revealed
that variables showing impaired knee functions are the best indicators to quantify
kneeOApresence and severity thatmaybeused in conjunctionwithX-raybiomarkers
for developing early intervention and targeted treatment which were in line with the
findings of previous studies [3, 10].

3.3 Model Evaluation and Comparison

Table 2 illustrates the performance of three developedmodel using ordinal regression
analysis on validation data set for different K values during K-fold cross validation.
The results indicate that the highest accuracy of 89.2% and 88.7% belongs to model
3 which is built on combination of patient assessment predictors and X-ray features
for K= 8 and K= 6, respectively. Similarly, model 3 performed the best among the
three with QWK of 0.8837 for K= 8 and 0.8321 for K= 6. The mean average error
(MAE) of model 3 was the least among all models with the value of 0.374 for K =
6, followed by model 2 with the value of 0.378 for K = 6. In summary, the model
3 that’s built on combination of meaningful features extracted from X-ray images,
JSWM and JSWL, and variables from patient assessment data that had the highest
predictive ability had the best performance among three developed models.

Table 2 Comparison of ACC, MAE, and QWK among three developed models built on X-ray
features, patients’ questionnaire data, and their combination for different K values

K = 4 K = 6 K = 8

ACC (%) MAE QWK ACC (%) MAE QWK ACC (%) MAE QWK

Model 1 82.7 0.451 0.7957 84.2 0.436 0.8018 83.8 0.418 0.8119

Model 2 83.1 0.396 0.8015 85.6 0.378 0.8116 84.3 0.385 0.8223

Model 3 88.4 0.382 0.8274 88.7 0.374 0.8321 89.2 0.380 0.8337

Model 1: Built on X-ray features; Model 2: Built on patient assessment data; and Model 3: Built
on combination of X-ray features and patient assessment data
The bold values represents the key values for which the best performance occurred
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Clinicians commonly use the X-ray images for assessment of KOA severity and
functional impairment. It is expected that theX-ray image analysis provides objective
and accurate impairment measure, while indeed not all impairments lead to knee
anatomical transformation. So, prediction of KOA severity still relies on subjective
perception of physician and patient side by side. Our aim was to find out whether
statistical model based on combination of X-ray features and patient assessment data
is capable to predict the KOApresence and severity, that was achievedwith high level
of accuracy (89.2%).

We also found that the performance of statisticalmodel built on patient assessment
data is comparable to the model built on the features extracted from X-ray images
as highlighted in previous findings [2, 19, 20]. Using a single cohort database in
building statistical models is one the potential limitations in our study that can be
addressed by analyzing longitudinal cohort [17].

4 Conclusion

The study outcomes revealed that the patient assessment data is able to predict the
KOAseveritywith high level of accuracy, and in particularwhen combinedwithKOA
X-ray key features, joint space width. Additionally, they can be used to design effec-
tive intervention at early stage and to monitor the patient’s improvement throughout
the treatment. That is to say, we may identify the individuals currently using pain
killers and experiencing limited knee functions in their daily activity by observing
the variables with higher predictive ability; and develop early intervention. More
importantly, we managed to address a potential limitation of any statistical model
that is only developed based on assessing X-ray images through using KL grading
system, by combining the X-ray features and patient assessment data as suggested
by Abedin [2].
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Depression Detection Using Natural
Language Processing on Bahasa
Malaysia Non-clinical Text

Nur Aiman Mohd Fuad and Nik Nur Wahidah Nik Hashim

Abstract Depression is viewed as the largest cause of the world mental illness
statistic, and it keeps increasing globally including Malaysia. Two main issues that
prevent early diagnosis of depression in Malaysia are the limited number of psychol-
ogist ratios to patients and the stigma from the society that relates depression with
insanity. In addition, research have shown that technology using bio-signals can be
an alternative method that supports clinician’s decision for early diagnosis of depres-
sion. Themain objective of this study is to develop an automatic detection depression
via the language usage in written text using Natural Language Processing (NLP).
This work will be examining the text file of 51 subjects with depression and 53
non-depressed subjects. In the initial investigation, we identified the common and
frequently used word used by each class. Subjects in the depressed group often use
the word such as words “penat” and “bosan”. These texts were then classified using
common classifier models. Using Term Frequency-Inverse Document Frequency,
Multinomial Naïve Bayes produces the best accuracy of 95%.

Keywords Detection depression · Natural Language Processing (NLP) · Text
classification

1 Introduction

Depression is one of the types of mental health illness that deals with the feeling
of anger, loneliness, sadness, despair, and hopelessness. These feelings will inter-
fere with the patients’ daily activities. Therefore, it is important to have a reliable
method to detect depression. There is various type of assessment to detect depressive
symptoms such as BDI-II, PHQ-9, and HAMD. These assessments are a bunch of
question that will be asked to the potential patient, and they must complete it.

N. A. Mohd Fuad · N. N. W. N. Hashim (B)
Department of Mechatronics, Faculty of Engineering, International Islamic University Malaysia,
Kuala Lumpur, Malaysia
e-mail: niknurwahidah@iium.edu.my

© Springer Nature Switzerland AG 2022
J. Usman et al. (eds.), 6th Kuala Lumpur International Conference on Biomedical
Engineering 2021, IFMBE Proceedings 86,
https://doi.org/10.1007/978-3-030-90724-2_17

153

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90724-2_17&domain=pdf
mailto:niknurwahidah@iium.edu.my
https://doi.org/10.1007/978-3-030-90724-2_17


154 N. A. Mohd Fuad and N. N. W. N. Hashim

There are so many reasons why we are trying to develop an automatic depres-
sion detection. The first issue is there is a problem in early diagnosis due to the
limited number of psychologist ratios to patients. This happens because the number
of depressed patients increases year by year. In Malaysia, about thirty per cent of
the netizens are diagnosed to suffer from depression. This percentage is expected to
be increased significantly in 2020, due to a pandemic. Secondly, the stigma or the
mindset of the patient. They do not want to be seen as “crazy” by society. Hence, they
are more inclined to hide their depression until the end and suffering alone by them-
selves. Lastly, depression detection can be detected through technology. For example,
using a bio signal. This can be proved due to the application electrocardiogram (ECG)
and electroencephalogram (EEG) in detecting depression.

As the number of potential depression patients increases among Malaysian, the
way or method to detect the depression needs to be improved. Instead of meeting a
psychiatrist and performing several tests maybe there is another alternative method
which can detect the depression accurately. This paper will focus on how to detect
depression among Malaysian through the linguistic traces of depression in Bahasa
Malaysia faster and efficiently.

2 Literature Review

2.1 Depression and Text

Text Classification for Early Depression Detection. First of all, the text classifica-
tion by using Naïve Bayes for the EDD. This type of text classification is the most
used algorithm. As opined by Nadeem [1], the Naïve Bayes classifier is one of the
machine learning text classifications. Next, the Support VectorMachine (SVM). This
is another machine learning text classification that is able to give an accurate result
without too much training data [2].

Last of all, Deep Learning. This method is inspired by the neural networks of
the humans, and it is divided into two types: The Convolutional Neural Networks
(CNN) and the Recurrent Neural Networks (RNN) [2]. In their paper, Tadesse et al.
[3] mentioned that by using CNN can increase the accuracy and the performance of
text classification which contains the neurons.

CommonWords Used by Depressed People. There are many common words used
by depressed people as described by the reviewed literature and all of them show the
symptom of depression. All the words are showing the symptoms of depression such
as “loneliness”, “feel alone”, “worth” and “blame” whereas these examples of words
show the signs of depression which are loneliness and hopelessness as highlighted by
[4]. It should be noted that most texts or posts are written in the first-person pronouns
like “I”, “me” and “myself” instead of “we”, “us” [5]. The depressed people also
show their negative emotionmore than positive emotion, as the result they tend to use
negative words such as “hate”, “ugly” and “unhappy”. According to Oyong et al. [6],
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they found the same thing by analyzing the Indonesian Twitter posts. The Indonesian
use the words that indicate their loneliness, anxiety, depressed and negative emotion.
For example, “bimbang” (worry), “putus asa” (give up), “sunyi” (lonely), and “panik”
(panic).

In Malaysia, the common words used by the depressed Malaysian are “memang”,
“kena”, “mesti” [7]. In English, these words mean “have to”, “must” and “should”.
As highlighted by Nadzirah, a clinical psychologist in IIUM Kuantan Hospital [7],
these words are the common words used by the depressed patient in Malaysia that
indicate they have a narrow mind. She also stated that many words that have been
mentioned by the patient show their negative emotion, anxiety, and overthinking.
Based on her experience in interviewing her depressed patients, the patients tend to
filter out the positive emotion. The example of words that have always been used by
them to indicate their negative feelings are “mati” and “kosong”.

2.2 Depression Text Corpus

Based on the reviewed papers, certain researchers take the free-text clinical docu-
ments. Thiswas done byZhou et al. [8] which took the clinical documents of the 1200
patients’ discharge summaries, used 600 of them for the training and the remaining
as the testing data. Other researchers also collected about 1,800,000 clinical docu-
ments from 13,000 patients [9]. Lastly, Stasak et al. [10] used Black Dog Institute
Affective Sentences (BDAS) corpus for their research. BDAS is an institute dealing
with various types of mental health.

On the other hand, many researchers also obtained their depression text corpus via
online platforms for such as Twitter and Reddit. Nadeem [1] and Oyong et al. [6] take
the tweets as their text corpus. The text corpus needs to be corrected its text-spelling
before it can be used. The study must include the lexicon symptom that contains the
regional jargon and the slang used by social media users in Indonesia and English
[6]. Meanwhile, in the paper of Wolohan et al. [11], they took about 12,106 Reddit
users’ posts which contain about 149,089,719 words to detect the depressed user.

Lastly, the customized or individualized depression text corpus which the corpus
has to be obtained by collecting the data by ourselves.

2.3 Performance of Text Automatic Depression Detection

Free-Text Clinical Documents. Zhou et al. [8] database is based on the free-text
clinical document of discharged ischemic heart disease patients who had been hospi-
talized between early year 2011 and the end of year 2013 at different hospitals in the
United States. They choose 1200 patients’ discharge summaries randomly and divide
the documents into two datasets. Six hundred training datasets and six hundreds of
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documents that will be used for testing. The discharge summary contains the infor-
mation regarding the hospital course, medication releases upon the discharge and
care plan.

Reddit Post. According to Tadesse et al. [3], they train their model based on the
dataset that had been built and it consists of the list of non-depressed users and
depressed users. Based on these users, the data corpus is divided into two, depression
indicative posts (1293) and the standard posts (548) which are written by the non-
depressed users.

Using Social Media Post. Asad et al. [4] used two datasets containing user’s SNS
posts (Facebook and Twitter). The depression detection in the paper is based on the
post of 100 Twitter users’ tweets in one week and 50 Facebook users’ last year posts.

3 Research Methodology

3.1 Database Collection

All procedures performedwere in accordance with the ethical standards and has been
approved by the IIUM Research Ethical Committee (IREC 2019-006). The database
was divided based on gender and diagnostic groups of depressed and healthy. A total
of 51 depressed and 53 healthy subjects were required to sign an informed consent
and to be neither under the influence of alcohol, toxicity, nor experiencing respiratory
problems.

Using online platform, subjects were also asked to report whether they have
received a diagnosis ofMajor DepressiveDisorder (MDD) by any hospital’s psychia-
trist and also required to fill in the Malay Beck Depression Inventory-II (Malay BDI-
II) and Patient Health Questionnaire-9 (PHQ-9). One recording from each subject
answering the question about what situation that usually causes them to feel stressed
were gathered and transcribed.

3.2 Data Pre-processing

Test and Train Data. The obtained data will be divided into the training dataset and
the testing dataset by using the ratios of 80:20 from each group of research subjects.
43 transcribed speech from depressed research subject and 40 transcribed speech
from healthy are selected to be used as train dataset. Thus, 83 transcribed speeches
will be used as a training dataset and the remaining data will be the testing dataset.

Noise Cleaning. The gathered data should be cleaned to remove the unwanted text
through many rounds to avoid the inaccurate result. According to Ameisen [12], the
good rule thumb is to look at the collected data first, then, clean it up so that you
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know what you should clean [12]. Zhao [13] stated that the commonly used cleaning
steps for all the text data are:

1. Make each of the words lower case.
2. Eliminate the punctuation.
3. Get rid of the numerical values.
4. Take out certain words based on the listed stop words.
5. Deal with the typo.

Stop words. After dealing with noise cleaning or data cleaning, both the training
data and testing data should be filtered and remove the stop words. Stop words is a
list of frequently used words or vocabularies in any language. By removing the stop
words, the accuracy of the classification model can be increased as there are only
meaningful and valuable tokens left. And it also can reduce the size of the dataset
and decrease the time taken for the training as well.

3.3 Feature Extraction

Tokenization. The assembled database is a text file that contains a series of words.
Hence, this file needs to be converted into the numerical feature vector in order to
run the machine learning algorithm [14]. This can be achieved through the process of
tokenization. Tokenization is the process of replacing data with the generated number
that will be decided by the algorithm, token.

TermFrequency, Inverse Document Frequency (TF-IDF). Without TF-IDF, there
is some favouritism attached as the current tokenization [15]. In order to enhance
the tokenization step and make the model focus more on meaningful words, TF-IDF
has been introduced to the picture. TF-IDF give the weightage on words by how
infrequent they are in the data set [12]. In other words, the worth of a worth rises
proportionally to the count, however, the value of it inversely proportional to the
frequency of the word in the text file [16]. With this, to separate and classify two
groups become easier.

3.4 Classification Model

Five common classification models were implemented in this study on the extracted
features from the texts. These classifiers are listed below.

1. Extra Tree Classifier. A classifier which sums up the results of multi cross-
correlation decision trees collected in “forest” to give out the result of the the
classification.

2. AdaBoost Classifier. A classifier which is a short form for Adaptive Boosting.
This classifier combines multiple classifiers in order to increase the accuracy



158 N. A. Mohd Fuad and N. N. W. N. Hashim

by re-assign the weights to each instance with higher weight to categorize the
instances incorrectly.

3. Random Forest Classifier. One of ensemble learning methods that build a
collection of decision trees at the training time.

4. Multinomial NaïveBayes. NaïveBayes algorithm is suitable for large data sets.
Its algorithm is the fittest one as it studies every feature separately, computes
for each category its probability and then does the prediction about the category
based on the highest probability.

5. Logistic Regression. According to Logistic Regression (LR) is the commonly
preferred classifier to classify the data due to its adaptability, explainability, and
it is very simple to train.

4 Result and Discussion

4.1 Data Processing

After the first round of data cleaning by eliminating the punctuation, making each
of the words lower case and getting rid of the numerical values, and the feature of
data is extracted using the feature of Bag of Words (BOW). One of the objectives of
this paper is to analyze the common word used by the depressed subjects and their
text pattern. Then, by using the BOW and the words frequency for each text file, we
can obtain the common word used by depressed subjects. The common words can
deliver by each of the research subjects regarding their feelings for the past of three
days are represented in Word Cloud as shown in Figs. 1, 2, 3, and 4.

Based on the Word Cloud, certain observations can be made. Firstly, the majority
of non-depressed female participants mention the word “stress” in their transcribed
speeches compared to the other research subjects and this shows that the frequency of
word “stress” in the text file is not related to depression. Next, it can be observed that
the non-depressed participants are likely to mention how happy they are; however,
the depressed participants tend to talk about dark emotions such as sadness, worry,

Fig. 1 Word Cloud of
non-depressed female
subjects
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Fig. 2 Word Cloud of
depressed female subjects

Fig. 3 Word Cloud of
depressed male subjects

Fig. 4 Word Cloud of
non-depressed male subjects

pressure, and tiredness. Moreover, at least one in both male and female depressed
participants will mention “ubat” in their transcribed speech. Last observation that can
be seen is that the male depressed participants never talk about the playing game and
having fun, in their transcribed speech, unlike the non-depressed male participants.
All these observations are related to the depression symptom such as medication
description and negative feelings.

4.2 NLP Classification Analysis

TF-IDF feature was then input into classifiers model to identify subjects with depres-
sion and healthy. The performance of the classifiers was compared based on these
parameters,
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Table 1 Results of classification model

Classifier Precision Recall F1-score Accuracy (%)

Extra Tree 0.58 0.56 0.53 57

AdaBoost 0.67 0.60 0.57 62

Random Forest 0.71 0.65 0.64 67

Multinomial Naïve Bayes 0.96 0.95 0.95 95

Logistic Regression 0.89 0.85 0.85 86

i. Accuracy of estimations (Acc.): The rate of accurate classification.
ii. Precision (P): Estimation of true positive identified samples.
iii. Recall (R): Approximate the number of positive samples that was accurately

detected.
iv. F1-score (F1): Harmonic average of P and R.

Referring to Table 1, there are fivemodels of classifier that were implementedwith
NLP features. Each of them has precision, recall, F1-score and accuracy values as the
result. The best classification model is the Multinomial Naïve Bayes classification
model with an accuracy of 95% and 0.95 F1 score. The second-best model is the
model with Logistic Regression as its classifier with the accuracy of 86% and 0.85
F1 score. Meanwhile, for the other three classification models, their accuracy is less
than the targeted value which is 80%.

5 Conclusion

We have identified common words that are used by depressed subjects. Evaluating
the performance of all five classification models, the model with Multinomial Naïve
Bayes classifier and Logistic Regression are more suitable for this type of database,
the transcribed speeches in BahasaMalaysia. This also shows the possibility of using
text to classify between the depressed and healthy for Bahasa Malaysia language.
However, in the future, more data should be gathered to strengthen and conclude this
finding. It should be noted that there is also a possibility that if other features such as
Word2Vec instead of TF-IDF were to be implemented, the performance of the model
can be enhanced.

Acknowledgements This work is supported by the Fundamental Research Grant Scheme
(FRGS19-051-0659).



Depression Detection Using Natural Language … 161

References

1. Nadeem, M.: Identifying depression on Twitter, pp. 1–9 (2016). Available: http://arxiv.org/abs/
1607.07384

2. MonkeyLearn: text classification (2020). https://monkeylearn.com/text-classification/
3. Tadesse, M.M., Lin, H., Xu, B., Yang, L.: Detection of depression-related posts in reddit social

media forum. IEEE Access 7, 44883–44893 (2019). https://doi.org/10.1109/ACCESS.2019.
2909180

4. Al Asad, N., Mahmud Pranto, M.A., Afreen, S., Islam, M.M.: Depression detection by
analyzing social media posts of user. In: IEEE International Conference on Signal Processing,
Information, Communication and Systems, SPICSCON 2019, pp. 13–17 (2019). https://doi.
org/10.1109/SPICSCON48833.2019.9065101

5. Burdisso, S.G., Errecalde,M.,Montes-y-Gómez,M.:A text classification framework for simple
and effective early depression detection over social media streams. Expert Syst. Appl. 133,
182–197 (2019). https://doi.org/10.1016/j.eswa.2019.05.023

6. Oyong, I., Utami, E., Luthfi, E.T.: Natural language processing and lexical approach for
depression symptoms screening of Indonesian twitter user. In: 2018 10th International Confer-
ence on Information Technology and Electrical Engineering: Smart Technology for Better
Society, ICITEE 2018, pp. 359–364 (2018). https://doi.org/10.1109/ICITEED.2018.8534929

7. Nadzirah, Interviewee, Depression among Malaysian. 30 Dec 2020
8. Zhou, L., et al.: Identifying patients with depression using free-text clinical documents. Stud.

HealthTechnol. Inform.216(Aug), 629–633 (2015). https://doi.org/10.3233/978-1-61499-564-
7-629

9. Vaci, N., et al.: Natural language processing for structuring clinical text data on depression
using UK-CRIS. Evid. Based. Ment. Health 23(1), 21–26 (2020). https://doi.org/10.1136/ebm
ental-2019-300134

10. Stasak, B., Epps, J., Goecke, R.: Automatic depression classification based on affective read
sentences: opportunities for text-dependent analysis. Speech Commun. 115(September), 1–14
(2019). https://doi.org/10.1016/j.specom.2019.10.003

11. Wolohan, J.T., Hiraga, M., Mukherjee, A., Sayyed, Z.A.: Detecting linguistic traces of depres-
sion in topic-restricted text: attending to self-stigmatized depression with NLP. Workshop,
pp. 11–21, 2018. Available: https://doi.org/10.18653/v1/P17

12. Ameisen, E.: How to solve 90% of NLP problems: a step-by-step guide (2019). https://www.
kdnuggets.com/2019/01/solve-90-nlp-problems-step-by-step-guide.html

13. Zhao, A.: Github: adashofdata. Github Web site (2020). https://github.com/adashofdata
14. Shaikh, J.: Machine learning, NLP: Text Classification using scikit-learn, python and NLTK.

towards data science Web site (2017). https://towardsdatascience.com/machine-learning-nlp-
text-classification-using-scikit-learn-python-and-nltk-c52b92a7c73a

15. Elboukkouri, H.: Text classification: the first step toward NLP mastery. Medium Web
site (2018). https://medium.com/data-from-the-trenches/text-classification-the-first-step-tow
ard-nlp-mastery-f5f95d525d73

16. Pietro, M.D.: Text Classification with NLP: Tf-Idf vs Word2Vec vs BERT (2020). https://tow
ardsdatascience.com/text-classification-with-nlp-tf-idf-vs-word2vec-72vs-bert-41ff868d1794

http://arxiv.org/abs/1607.07384
https://monkeylearn.com/text-classification/
https://doi.org/10.1109/ACCESS.2019.2909180
https://doi.org/10.1109/SPICSCON48833.2019.9065101
https://doi.org/10.1016/j.eswa.2019.05.023
https://doi.org/10.1109/ICITEED.2018.8534929
https://doi.org/10.3233/978-1-61499-564-7-629
https://doi.org/10.1136/ebmental-2019-300134
https://doi.org/10.1016/j.specom.2019.10.003
https://doi.org/10.18653/v1/P17
https://www.kdnuggets.com/2019/01/solve-90-nlp-problems-step-by-step-guide.html
https://github.com/adashofdata
https://towardsdatascience.com/machine-learning-nlp-text-classification-using-scikit-learn-python-and-nltk-c52b92a7c73a
https://medium.com/data-from-the-trenches/text-classification-the-first-step-toward-nlp-mastery-f5f95d525d73
https://towardsdatascience.com/text-classification-with-nlp-tf-idf-vs-word2vec-72vs-bert-41ff868d1794


A Preliminary Study of IVOCT-Based
Atherosclerosis Plaque Classification
Technique
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Abstract Atherosclerosis is a type of cardiovascular disease (CVD) that affects
the coronary artery by build-up of plaque, which can potentially cause stroke or
ischemic damage to the surrounding tissue. Intravascular Optical Coherence Tomog-
raphy (IVOCT), an imaging modality, is able to capture detailed images of arteries
affected by atherosclerosis that contain identifiable characteristics. These character-
istics can assist clinicians to differentiate certain plaque types such as, fibrous, calcific
and lipid, and provide diagnosis appropriately. However, clinicians face challenges in
manual visual plaque identification from IVOCT images such as fatigue and IVOCT
artifacts. Hence, the aim of this study is to produce an automated IVOCT-based
plaque segmentation method to assist clinicians in their diagnosis. This preliminary
study investigated only two plaque types, which are fibrous and calcified plaque as
they are much more prominent to be labelled manually. The image dataset was pre-
processed with Gabor filters before training the Random Forest (RF) and XGBoost
models. The results demonstrated that the XGBoost model performed slightly better
than the Random Forest model with 82.0% and 80.9% accuracy respectively. This
shows that machine learning techniques can be applied conveniently to assist, auto-
mate and reduce the time for clinician’s visual assessment in the overall diagnosis
workflow.
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1 Introduction

According to the World Health Organization (WHO), cardiovascular disease (CVD)
are among the main cause of deaths globally in 2016. Ischemic heart disease is also a
prevailing cause of Malaysian deaths in 2018 [1]. Atherosclerosis is a type of cardio-
vascular disease that affects the coronary artery in which the artery is narrowed down
with plaque build-up [2]. Among various imaging methods introduced to assist clin-
icians in diagnosing atherosclerosis is Intravascular Optical Coherence Tomography
(IVOCT), which can be considered as a highly detailed light-based counterpart to
Intravascular Ultrasound (IVUS). IVOCT provides high resolution imaging of the
coronary artery of about 10–20 µm, which is approximately 10 times higher than
IVUS [3].

Objective grading criteria has been established based on certain visual and
morphological characteristics from IVOCT images to primarily identify three main
types of atherosclerosis plaque in the coronary artery, which are fibrous, calcified and
lipid. Although classification criteria can be established to identify plaque, IVOCT
image interpreters and pathologists may not reach immediately reach a consensus
[4]. Additionally, speckle noise and image artifacts present in IVOCT images may
complicate visual assessment of plaque [5]. Therefore, expert assessment of IVOCT
images can often be time-consuming and burdensome for clinicians.

IVOCT-based classification methods have been previously implemented before
to tackle the challenge of plaque classification. Plaque characterization utilizing
optical coefficients, such as attenuation and backscattering coefficients, have been
successfully carried out [6, 7]. Machine learning techniques such as, Support Vector
Machines (SVM) and Random Forest (RF), has also been used for plaque classi-
fication with decent accuracy [8–10]. Although there are published methods, there
is still much to explore in terms of implementation and further improving large-
scale consistent plaque assessment of IVOCT pullbacks. This objectives of this
study are threefold; (1) to analyze output of image enhancement methods that high-
light atherosclerotic plaque characteristics from IVOCT images, (2) measure effec-
tiveness of segmentation methods for atherosclerosis plaque from IVOCT images
and (3) determine viability of machine learning implementation towards automated
atherosclerotic plaque segmentation. This preliminary study serves to highlight the
capabilities of machine learning techniques as viable plaque segmentation methods
in terms of accuracy.
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Fig. 1 a Original image, b labeled image/Ground truth produced with MATLAB labelling tool in
which the white and grey regions represent fibrous and calcified plaque respectively

2 Methodology

2.1 Dataset

Three IVOCT pullbacks, each containing approximately 370 frames, were obtained
from Universiti Malaya Medical Centre (UMMC). The pullbacks contain images
of coronary arteries with fibrous and fibrocalcific plaque. All the IVOCT pullbacks
have been provided with the approval of an ethics committee and personal patient
information was not included. For this preliminary study, 30 frames were prepared
for training while 20 frames were only selected for testing.

Manual segmentation was carried out to label the fibrous and calcified plaque
appropriately according to the guidance of UMMC cardiologists using the image
labelling tools provided in MATLAB 2020b. MATLAB’s Video Labelling Tool
provides the ability to label pixel areas accordingly to the type of plaque corre-
sponding in the image. Figure 1 below illustrates a sample of the labelling result and
its original image.

2.2 Pre-processing

Pre-processing was carried out to facilitate image processing through the machine
learning models. Gabor filters are used for feature extraction and its usage in the
2D image domain is described by a sinusoidal plane wave contained within a 2D
Gaussian envelope [11, 12]. These filters have shown effectiveness at edge and texture
discrimination similar to Canny, Roberts, Sobel, Scharr and Prewitt filters [11, 12].
Parameters such as frequencies and orientations are defined in Gabor filters as well
[11].
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2.3 Training and Validation

The features extracted using the Gabor filters were fed into the classifier model for
training and testing. Grayscale conversion was performed and the images reshaped
into one dimension prior to training. The labelled ground truth images were not
processed using Gabor filters as performed with the original images for training.

2.3.1 Performance Metrics

Confusion matrix was used to evaluate the classifications. Class 1 and Class 2
are labelled as fibrous and fibrocalcific respectively. The confusion matrix can be
described in terms of true positive (TP), true negative (TN), false positive (FP) and
false negative (FN) pixels. The confusion matrix format can be observed in Table 1.

Training and validation dataset size were defined by allocating 30% for training
and the remaining 70% for validation. The number of estimators,maximumdepth and
random state was iteratively adjusted to find optimal performance for the XGBoost
classifier. Average accuracy can be defined using the formula below:

Accuracy = T P + T N

T P + T N + FP + FN
(1)

Accuracy metrics are meant to indicate classification performance across all
classes and the ratio of correct prediction over total number of predictions. Higher
average accuracy can indicate classification result [13].

The average accuracy however does not reflect the model’s individual classifica-
tion class scores accurately. Each segmented class accuracy can also examined by
calculating their precision, recall and F1-score. Formula for precision class can be
defined below:

Precision = T P

T P + FP
(2)

Precision is used to calculate pixels that were correctly classified (TP) over total
number of positive pixels correctly (TP) or incorrectly classified (FP). Anothermetric
that can is used is recall, which calculates the number of positive pixels correctly
classified (TP) over total number of positive samples correctly classified or negative

Table 1 Confusion matrix
table format

Ground truth Predicted

Class 1 Class 2

Class 1 True +ve False −ve

Class 2 False +ve True −ve

Positive (+ve) and negative (−ve) classified pixels are indicated
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samples incorrectly classified. The closer the recall score is to one indicates better
classification effect [13]. The formula that defines recall is as follows:

Recall = T P

T P + FN
(3)

An additional metric used in this study to validate accuracy is Intersection over
Union (IoU) which calculates the predicted segmented area over the labelled ground
truth image. The IoU formula can be defined as follow:

I oU = Area of Overlap

Area of Union
(4)

2.3.2 Random Forest and XGBoost Classifiers

The Random Forest (RF) model is based on an ensemble of decision trees, whereby
each split in every decision tree is based on a feature. The generalization error mini-
mizes as the number of trees in an RFmodel increases and this characteristic enables
the RF model to perform well over a dataset [14]. On the other hand, bootstrap
aggregating or bagging is a training technique used to improve the classification
capabilities of the RF model whereby random sampling is performed on the dataset
with replacement and done in parallel [14]. Boosting, however, is a training tech-
niquewheremodels are trained sequentially. The error weights are optimized accord-
ingly to the loss function from model to model trained each time [15]. In compar-
ison, XGBoost utilizes boosting while Random Forests typically utilize bagging for
training. XGBoost also features regularization and exact greedy algorithm to acquire
optimal classification results [15].

3 Results

The segmentation results can be illustrated in Figs. 2 and 3 in comparsion with the
ground truth label (Tables 2, 3, and 4).

The above results indicate thatXGBoost classifier achieved slightly higher average
accuracy and theprecision compared toRandomForestwith 82.0%and80.9%overall
respectively. Additionally, the same number of decision trees and random state were
used for both classifiers.

Onemethod to cross check the average accuracywas by comparing it against Inter-
section over Union (IoU) score across both classifiers. Fibrous and calcified plaque
segmentation performance in terms of IoU score and average accuracy obtained
were similar. Therefore, the above classification report is consistent between these
two metrics for comparison purposes.
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Fig. 2 Ground truth image (left), XGBoost segmentation result (middle), Random Forest segmen-
tation result (right) of frame/slice number 14 shown. Grey and white colour areas represent calcified
and fibrous respectively in the ground truth image. Red arrows and black arrows indicate fibrous
and calcified plaques segmented areas respectively for the segmentation results

Fig. 3 Ground truth image (left), XGBoost segmentation result (middle), Random Forest segmen-
tation result (right) of frame/slice number 269 shown.Grey andwhite colour areas represent calcified
and fibrous respectively in the ground truth image. Red arrows and black arrows indicate fibrous
and calcified plaques segmented areas respectively for the segmentation results

Table 2 Intersection over
Union for each plaque across
both classifiers

Class Intersection over Union (%)

Random Forest XGBoost

Fibrous 61.5 63.5

Calcified 72.7 73.7

Table 3 Model classification performance

Model Class No. of pixels Precision Recall F1 score

XGBoost Calcified 34,501 0.73 0.83 0.78

Fibrous 21,787 0.89 0.81 0.85

Random Forest Calcified 34,501 0.72 0.81 0.76

Fibrous 21,787 0.87 0.81 0.84

The significance of the bold is to reveal the respective classification performance is the highest for
a particular model. For instance, with XGBoost, fibrous plaque classification with the no of pixels
of 21,787 reported the highest precision compared with other models and no of pixels
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Table 4 Confusion matrix for both models result

Model Predicted

XGBoost Ground truth Fibrous Calcified

Fibrous 51,835 10,626

Calcified 19,217 83,618

Random Forest Fibrous 50,291 12,170

Calcified 19,251 83,584

4 Discussion

Machine learning techniques, such as Random Forest and XGBoost, in this prelim-
inary study show promising results as the average accuracy alongside other metrics
such as precision, recall and F1 score indicate promising segmentation ability. It is
seen that Random Forest and XGBoost models have similar performance and that
XGBoost performs only slightly better compared to the Random Forest model.

The results shown are limited in dataset size and testing should be expanded over a
larger dataset. Additionally, this preliminary study has utilized Gabor to pre-process
the dataset for training and has not made a comparison between the performance of
feeding the classifier models non pre-processed data or using different pre-process
methods. Both mentioned aspects can be taken into account as this study continues.

5 Conclusion

In conclusion, machine learning techniques such as XGBoost show promising
atherosclerostic plaque segmentation and classification capability on IVOCT images.
It has been shown although the difference in between performance capabilities
between Random Forest and XGBoost classifier models were minimal, XGBoost
performed better in terms of average accuracy, precision, recall and F1-score overall.
Further research should include testing the whole dataset as to determine the viability
of machine learning techniques to be included into clinical settings. Additionally,
deep learning methods, a subset of the machine learning field, can be implemented
to further explore the viability of utilizing deep learning models, such as U-Net and
State-of-The-Art (SOTA) CNNs, in classifying and segmenting plaque from IVOCT
images.
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During Walking on Different Types
of Surfaces: A Preliminary Study

Nur Amira Adlan, Nooranida Arifin, Noor Azuan Abu Osman,
Hasif Rafidee Hasbollah, Saari Mohamad Yatim, Yusniza Mohd Yusof,
and Chan Chow Khuen

Abstract Individuals with transfemoral amputation continue to face mobility chal-
lenges despite the advancements in prosthetics technology. Generally, a mechanical
prosthetic knee joint is prescribed to replace the important role of the anatomic knee
joint in providing an effective walking process. However, research on assessing the
biomechanical advantages or disadvantages of variousmechanical knee joint designs
is yet to be conducted. The objective of this study was to analyze the dual-task gait
assessment of transfemoral amputees between two groups of prosthetic knees (poly-
centric, TFAP; and fluid-controlled, TFAFC) on different types of surfaces (even and
uneven), by comparing them to the age-matched able-bodied group. All participants
walked at their self-selected pace along a 5-m walkway. Primary outcomes consisted
of temporal-spatial, kinetics, kinematics of the lower limb and descriptive analysis
was performed in this study. The findings demonstrated that people with TFAwalked
slower with longer stride and step times, shorter stride and step lengths, with reduced
vertical GRF and range of motion compared to the able-bodied participants in all
conditions. The effects were much greater in the TFAP group than the TFAFC group
in most conditions. In comparison between types of surfaces, the performance in
dual-task gait assessment on the even surface is better than the uneven surface for
all participants. The stance phase duration of the prosthetic leg was shorter than
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the able-bodied. Results indicated that the quality of gait deteriorates in challenging
walking conditions for both able-bodied and people with TFA, but fluid-controlled
prosthetic knee users have better performance compared to polycentric prosthetic
knee users.

Keywords Transfemoral · Dual-task · Gait analysis

1 Introduction

People with transfemoral amputation (TFA) experience mobility restrictions due to
the loss of a lower limb. The severe consequence of the missing limb completely
alters the physical anatomy of the leg. Even though the development of the modern
prosthetic device has been performed to imitate and replace the missing physical
limb due to amputation, it still could not afford to restore the peripheral or sensory
feedback of the users.

The lack of information affecting the walking ability of people with TFA in terms
of biomechanical aspects such as kinetics and kinematics [1]. The assessment of
walking ability in prosthetics users usually involves walking speed, symmetry in
gait, and energy expenditure [2–6].

People with lower limb amputation often prevent themselves from doing activities
due to the fear of falling and it stated that at least one fall per year was reported [7].
Stability and control of movement during standing are also reduced due to the loss
of the knee joint [8]. Adaptations of the prosthetic device and beneficial treatment
based on individuals with TFA need to be improved to obtain satisfactory walking
stability.

An individual with TFA needs to have a functional prosthetic knee. Previous
research has shown a connection between technical advancements in prosthetic knee
design and better gait dynamics [9, 10]. The development of prosthetic knee joints
is crucial in helping people with TFA to accommodate their daily life necessities
while achieving normative gait. Over time, prosthetic knees have progressed signif-
icantly, including the variable-damping, computer-controlled knees [10]. Neverthe-
less, passive prosthetic knee devices are still a huge market and especially suited for
people in developing countries when it comes to financial value [11, 12].

The main purpose of rehabilitation after amputation is to ensure the amputee to
be able to ambulate successfully with the use of a prosthesis. Walking is a chal-
lenging task for amputees, and it is one of the demanding activities of daily living.
When people with TFA learned to ambulate with the prosthetic device during the
rehabilitation process, they will eventually need to adapt to the more challenging
environmental factor, such as uneven surfaces.

Walking on an uneven surface involves unpredictable circumstances such as
inclines, declines, while concurrently performing cognitive or motor interference
tasks. Biomechanical assessment based onwalking on an uneven surface is still insuf-
ficient contrary to the assessment of walking on an even surface and other conditions
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such as over obstacles, stairs, ramps, etc. The research of walking assessment on
even surface, however, extensive gait research on an uneven surface is needed to test
lower limb amputees’ ability to navigate more difficult terrains that mimic outdoor
walking [13].

This study investigated the effects of prosthetic knee joints during dual-task
walking on even and uneven surfaces in people with TFA wearing a non-
microprocessor-controlled prosthetic knee compared to age-matched controls. The
uneven surface was designed to simulate the regular outdoor walking condition in
daily life that would distort subjects’ peripheral sensory feedback. Dual-task gait
assessment involves in this study will determine the effects of a cognitive process
during walking in terms of temporal-spatial, kinetic, and kinematics parameters.

The lack of information affecting the walking ability of people with TFA in terms
of biomechanical aspects such as kinetics and kinematics [1]. The assessment of
walking ability in prosthetics users usually involves walking speed, symmetry in
gait, and energy expenditure [2–6].

People with lower limb amputation often prevent themselves from doing activities
due to the fear of falling and it stated that at least one fall per year was reported [7].
Stability and control of movement during standing are also reduced due to the loss
of the knee joint [8]. Adaptations of the prosthetic device and beneficial treatment
based on individuals with TFA need to be improved to obtain satisfactory walking
stability.

An individual with TFA needs to have a functional prosthetic knee. Previous
research has shown a connection between technical advancements in prosthetic knee
design and better gait dynamics [9, 10]. The development of prosthetic knee joints
is crucial in helping people with TFA to accommodate their daily life necessities
while achieving normative gait. Over time, prosthetic knees have progressed signif-
icantly, including the variable-damping, computer-controlled knees [10]. Neverthe-
less, passive prosthetic knee devices are still a huge market and especially suited for
people in developing countries when it comes to financial value [11, 12].

The main purpose of rehabilitation after amputation is to ensure the amputee to
be able to ambulate successfully with the use of a prosthesis. Walking is a chal-
lenging task for amputees, and it is one of the demanding activities of daily living.
When people with TFA learned to ambulate with the prosthetic device during the
rehabilitation process, they will eventually need to adapt to the more challenging
environmental factor, such as uneven surfaces.

Walking on an uneven surface involves unpredictable circumstances such as
inclines, declines, while concurrently performing cognitive or motor interference
tasks. Biomechanical assessment based onwalking on an uneven surface is still insuf-
ficient contrary to the assessment of walking on an even surface and other conditions
such as over obstacles, stairs, ramps, etc. The research of walking assessment on
even surface, however, extensive gait research on an uneven surface is needed to test
lower limb amputees’ ability to navigate more difficult terrains that mimic outdoor
walking [13].
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This study investigated the effects of prosthetic knee joints during dual-task
walking on even and uneven surfaces in people with TFA wearing a non-
microprocessor-controlled prosthetic knee compared to age-matched controls. The
uneven surface was designed to simulate the regular outdoor walking condition in
daily life that would distort subjects’ peripheral sensory feedback. Dual-task gait
assessment involves in this study will determine the effects of a cognitive process
during walking in terms of temporal-spatial, kinetic, and kinematics parameters.

2 Methods

2.1 Participants

Seven individuals, all males, who had undergone a transfemoral amputation were
recruited in the study. The eligible criteria for people with TFA were one-sided
amputation, 18 years of age or older, able to walk without any aid assistance, and
average hearing ability. Fifteen able-bodied participants (8 males, 7 females) were
selected as controls. Participant details are presented in Table 1. Transfemoral partic-
ipants had been amputated for an average of 4.86 years (range: 2–8) due to trauma.
All transfemoral participants were selected based on their passive mechanical pros-
thesis and were categorized into two groups: polycentric (TFAP) and fluid-controlled
which consisted of pneumatic and hydraulic (TFAFC). Among the seven subjects,
four wore polycentric knee joints whereas the other three wore fluid-controlled knee

Table 1 Participant demographics/characteristics

Subject Sex Age (y) Mass (kg) Height (cm) Time since
amputation (y)

Aetiology Prosthetic
knee

Transfemoral

T1 M 24 96 169 2 Trauma Polycentric

T2 M 21 58 163 2 Trauma Polycentric

T3 M 44 68 168 2 Trauma Polycentric

T4 M 27 105 176 5 Trauma Pneumatic

T5 M 25 54.5 165 8 Trauma Hydraulic

T6 M 35 76 178 5 Trauma Polycentric

T7 M 29 77 174.5 8 Trauma Pneumatic

Mean 29.29 76.36 170.29 4.86

SD 7.85 18.67 5.88 2.61

Able-bodied

Mean 29.33 79.73 163.80

SD 5.31 20.80 9.21



The Effects of Prosthetic Knee Joints During Walking … 177

joints, respectively. The study was approved by the Medical Research and Ethics
Committee (MREC) [Reference Number: KKM/NIHSEC/P19-2206(11)].

2.2 Procedure

All participants attended one session of a lab visit. The participants were given forms
that contain study details, and consent before conducting the research. Demographic
information of participants was collected beforehand to characterize participants.
The participants were verbally informed about experiment protocols and were given
forms such as participant information sheet and consent formwere distributed before
the data was collected. All participants were required to wear shoes and transfemoral
amputees wore their prostheses during gait analysis.

Motion data were collected using a 5-camera motion capture system (Vicon
Nexus, Oxford, UK) with two Kistler force plates. The sampling rate used for force
measurement and marker trajectories were 1000 Hz and 100 Hz, respectively. Total
16 reflective markers were attached to the torso over the iliac crest, and to the hips,
thighs, knees, shanks, ankles, and feet of both lower limbs as well as to the pros-
thesis for amputees using self-adhesive, non-allergenic tape. Participants performed
straight-line walking along five meters walkway (even and uneven surfaces) in the
laboratory at their self-selected walking speed by wearing their own prosthetic feet
and shoes. The force plates are located at the center of the walkway.

The gait assessment consisted of twomain conditions: single task (walking alone),
and dual-task (walking while performing a cognitive task) for both even and uneven
surfaces. The uneven surface was performed over a 65 kg/m3 density of foam surface
as a base, layered by 50 mm thickness of grass and gravels in random order. The
length and width of the designed surface were 5 m × 2 m, respectively. Adequate
rest between walking trials was allowed if necessary. Three successful trials were
recorded and processed for each assessment.

The Auditory Stroop Test (AST) was selected as the cognitive assessment in this
study [14]. The stimuliwere programmedusing a customPsychoPyprogram (Version
3.1.5, Jonathan Peirce, UK) and were administered using a Bluetooth headset (to
produce the AST; Sony CH500). The auditory stimuli contained the words “high
and “low” pronounced in either a high or low pitch. Participants were instructed to
verbally name the pitch as quickly and accurately as possible after each stimulus was
produced. The assessment was performed during single-task (while participants were
seated) and dual-task (while participants were walking) conditions. Three successful
trials were collected and extracted for further analysis. Descriptive analysis was
performed for biomechanical assessment.
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3 Results

3.1 Temporal-Spatial

Participants with TFA had lower walking speed and cadence, longer stride and
step times, shorter stride length, and step length for temporal-spatial measurement
compared to the able-bodied group under both even and uneven walking conditions.
The results shows also that subjects with fluid-controlled knee joints obtained overall
higher values compared to the subjects with polycentric knee joints (Table 2).

3.2 Joint Kinematics of the Lower Limb

The illustration of joint kinematic parameters of the hip, knee, and ankle in the sagittal
plane are represented in Fig. 1 and summarized in Table 2. Individuals with TFA had
a shorter stance phase and longer swing phase compared to able-bodied subjects.
The amputee group with fluid-controlled knee joints had an almost similar range of
hip extension at HA1, while the amputee group with polycentric knee joints had a
lower hip extension at that phase.

The hip extension for the able-bodied groupdid not showmuchdifference between
even and uneven surfaces, however, the difference between the amputee group can
be observed when walking on both surfaces. People with TFA had lower maximum
early-stance knee flexion [KA1] compared to the able-bodied group. The maximum
swing ankle plantarflexion [AA3] in people with TFA also very minimal and the
value is closer to neutral.

3.3 Joint Kinetics of the Lower Limb

In comparison to the able-bodied group, the joint moments and powers in people with
TFA were reduced. The prosthetic leg of the TFA group had reduced hip moments,
at HM1 and HM2, reduced knee moment range at KM3, plantarflexion moment, at
AM2, compared to the controls in all conditions (Fig. 1; Table 2). The prosthetic leg
when walked on the even surface had reduced knee power range and reduced hip
power generation, at HP1 and HP3, and reduced hip power generation at HP1 and
HP2 compared to the able-bodied.

However, the able-bodied group and amputee group with polycentric prosthetic
knee joints had greater power generation during the early-stance phase [HP1] when
walking on the uneven surface. The amputee group with fluid-controlled knee joints
had power absorption during walking on the even surface, contradict to power gener-
ation of the able-bodied group during the early-stance phase [KP1], and the amputee
group had less power absorption during the early-swing phase [KP3] and late-swing
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Table 2 Means of temporal-spatial, kinematic, and kinetics parameters for all participants during
walking on even and uneven surfaces

Even surface Uneven surface

Parameter AB TFAP TFAFC AB TFAP TFAFC

Temporal-spatial

Walking speed (m/s) 1.01 0.68 0.81 0.87 0.59 0.63

Cadence (steps/min) 99.34 86.96 92.08 84.52 78.68 81.71

Stride time (s) 1.13 1.38 1.306 1.232 1.54 1.48

Stride length (m) 1.16 0.93 1.053 1.14 0.88 0.95

Step time (s) 0.58 0.77 0.744 0.62 0.89 0.89

Step length (m) 0.58 0.45 0.544 0.58 0.45 0.52

Kinematic

HA1 (°) 9.10 4.65 8.26 10.13 4.98 3.51

KA1(°) 29.58 38.78 21.28 30.67 29.37 62.24

KA2 (°) 62.24 48.41 38.79 75.06 47.51 42.75

AA1 (°) 5.19 18.67 3.42 2.69 12.04 1.59

AA2 (°) 11.78 19.94 8.15 10.47 23.23 8.74

AA3 (°) 10.85 0.34 0.48 8.68 5.25 0.16

Kinetic

HM1 (Nmm) 875.88 229.13 274.65 940.25 444.16 444.80

HM2 (Nmm) 1194.35 643.38 604.89 283.41 343.45 352.88

HP1 (W) 0.89 0.31 0.36 1.67 2.68 0.41

HP2 (W) 0.60 0.27 0.33 0.94 0.37 0.16

HP3 (W) 1.10 0.22 0.19 0.95 0.37 0.16

KM1 (Nmm) 46.30 142.82 28.18 8.76 148.34 30.43

KM2 (Nmm) 149.18 40.64 125.79 5.89 186.39 149.18

KM3 (Nmm) 455.82 51.38 89.29 364.22 66.56 143.94

KP1 (W) 0.12 0.05 0.39 0.20 0.14 0.05

KP2 (W) 0.04 0.03 0.06 0.02 0.02 0.07

KP3 (W) 2.00 0.23 0.36 1.30 0.24 0.24

KP4 (W) 1.18 0.20 0.33 1.18 0.22 0.21

AM1 (Nmm) 27.76 181.04 81.25 25.57 13.40 43.74

AM2 (Nmm) 1107.91 365.48 731.71 900.47 424.56 564.24

AP1 (W) 0.43 0.07 0.33 0.18 0.05 0.11

AP2 (W) 1.27 0.21 0.40 0.49 0.14 0.11
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Fig. 1 The comparison of the kinematics and kinetics of the prosthetic leg TFAFC (red and dash),
TFAP (blue and dash), and the able-bodied leg (grey and dash). A plot of themean of the able-bodied
limb in the angle, moment, and power for hip, knee, ankle joints as a percentage of a gait cycle,
where 0% is initial contact and 100% is subsequent initial contact

phase [KP4]. The dominant leg of the able-bodied group had less power generation,
at AP2, when walked on the uneven surface, and the amputee group had much lesser
ankle power generation, at AP2 than the able-bodied group, coinciding with toe-off.

For the kinematic parameters: HA1, maximum hip extension; KA1, maximum
early stance knee flexion; KA2, maximum swing knee flexion; AA1, maximum
early stance ankle plantarflexion; AA2, maximum stance ankle dorsiflexion; AA3,
maximum swing ankle plantar flexion.

For the kinetic parameters: HM1, maximum stance hip extension moment; HM2,
maximum hip flexion moment; HP1, maximum early-stance hip concentric power;
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HP2, maximum late-stance hip eccentric power; HP3, maximum swing hip concen-
tric power; KM1, maximum stance knee extension moment; KM2, maximum stance
knee flexion moment; KM3, maximum swing knee flexion moment; KP1, maximum
early-stance knee eccentric power; KP2, maximum stance knee concentric power;
KP3, maximum early-swing knee eccentric power; KP4, maximum late-swing knee
eccentric power;AM1,maximumankle dorsiflexionmoment; AM2,maximumankle
plantarflexionmoment;AP1,maximumankle eccentric power;AP2,maximumankle
concentric power [15, 16].

3.4 Ground Reaction Forces

Time-histories for vertical GRF in the stance phase are presented in Fig. 2 and their
peaks are summarized in Table 3. The vertical GRF patterns of the dominant leg of the
able-bodied and transfemoral group at their preferrable speeds show the typical M-
shape (two-peak pattern) found in human walking. TFAP and the able-bodied groups
had a higher active peak [FZMax2] than the impact peak [FZMax1] whenwalking on the
even surface, opposite to the TFAFC group which had a larger FZMax2 than FZMax1.

All groups have larger FZMax1 than FZMax2 when walking on uneven surfaces. The
prosthetic leg had a significantly decreased vertical GRF at FZMax1 during weight
acceptance. People with TFA had decreased vertical GRF at FzMax1 and FzMax2,
compared to the controls during the stance phase. The spike at heel contact can be
observed for the TFA group when walking on the even surface. The vertical GRF

Fig. 2 Average vertical ground reaction force when walking on even and uneven surfaces



182 N. A. Adlan et al.

Table 3 Means of vertical ground reaction forces for all participants during walking on even and
uneven surfaces

Even surface Uneven surface

Parameter AB TFAP TFAFC AB TFAP TFAFC

vGRF

FzMax1 (N) 794.53 706.20 613.50 682.90 765.91 614.30

FzMin (N) 643.53 652.86 543.17 577.37 608.40 526.07

FzMax2 (N) 797.55 721.74 606.97 663.67 686.84 588.21

of the able-bodied increased steeper compared to the amputees with fluid-controlled
knee joints in both conditions. The difference of vertical force maxima [FzMax] can
be observed when all subjects walked on the different types of surfaces.

4 Discussion

The goal of the present study was to assess the gait pattern of amputees with different
types of prosthetic knee joints, by comparing them to the able-bodied participants
in terms of temporal-spatial, kinetics, and kinematics. The effects of a cognitive and
mechanical disturbance such aswalking on an uneven surfacewere investigated apart
from walking on an even surface.

People with TFA were hypothesized to be affected by the cognitive and mechan-
ical perturbation compared to the able-bodied group with more irregularity and less
stability [1]. The effects were observed to be greater in the amputee group with the
polycentric knee joints.

In comparison between the transfemoral amputees and able-bodied individuals’
gait, the cadence was found to be decreased resulting from the increased cycle time
as the duration of the stance phase seemed to be shorter while the swing phase
was longer on the amputated side. It indicated that individuals with TFA have less
stability compared to normal healthy people and therefore spend longer time in the
swing phase during the gait cycle.

The previous study reported that the duration of the stance phase of the prosthetic
leg in people with TFA was shorter than the sound leg, which is suggesting that the
sound leg bears most of the load duringwalking [17–20]. The stance phase for people
with TFA in this study seemed to be shorter during walking on the uneven surface.
In comparison between different types of prosthetic knee joints, the amputee group
with polycentric knee joints had a shorter stance cycle than the amputee group with
fluid-controlled knee joints.

The measurement of walking speed in gait assessment is proven to be reliable and
people with lower extremity amputation were reported to have lower speed when
performing dual-task conditions. Participants with TFA walked slower with shorter
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step lengths and longer step times, which is related to the walking speed of subjects
[21].

Forces play a large role in influencing the motions. In the case of walking, it is
both the supporting force which would be the vertical ground reaction force as well
as the frictional force which enables us to walk the way we do. Supporting the body
weight, in static and dynamic conditions, is one of the main functions of the lower
limb. Symmetrical weight shifting over the limbs during stance and gait is a relevant
clinical problem for people with a lower limb amputation. Through limb loss, the
center of gravity is shifted laterally to the side of the non-amputated limb, a shift
that is not fully compensated for by the mass of the prosthesis. Thus, the decrease in
vertical loading on the amputated side is not only related to the difference between
the weight of the prosthesis and the weight of the anatomical segment.

For kinematic findings in this study, the knee range during loading response or
maximum early-stance knee flexion [KA1] among amputees with passive prosthetic
knee joints was reported to be limited in the previous literature. The knee flexion
at the swing phase was closer to normal. Similar results were shown for the hip
movement, however, there was a sudden increment of flexion in the swing phase, as
the component comes to its expansion halt and the energy of the swinging prosthetic
leg was exchanged to the femur. The heel-rise phase of individuals with TFA during
the stance phase also appeared to be earlier than in the able-bodied group, due to the
ability to dorsiflex using their prosthetic ankle were reduced.

The ankle range of motion during the gait cycle in people with TFA was very
restricted, with no plantarflexion around toe-off [AA3]. The moment shows that
the prosthesis attempted to retain a neutral position, resisting plantarflexion during
the loading response phase, resisting dorsiflexion during the mid-stance phase and
terminal stance phase, when the ankle absorbed a little power in becomingmaximally
dorsiflexed. Part of this was returned in power generation as the moment reduced
and the ankle returned towards the neutral position. However, the power generation
involved was very small, when compared with the able-bodied group.

The loss of active plantar flexion at the end of the stance phase showed that
the muscle power cannot be used to provide an active ‘push off’ and the effective
length of the prosthetic leg is shorter than the able-bodied so that it had to be lifted
clear of the ground sooner. The ankle angle was also nearly normal, although the
movement into plantarflexion at the end of the stance phase was the relatively low
magnitude and occurred a little late. This is because of passive movement which
resulting from the removal of loading from the elastic foot mechanism, rather than
the active plantarflexion seen in able-bodied subjects.

This preliminary study was limited to a small sample size of the homogeneous
amputee group. The significant effect between groups could not be determined. The
increase in sample size may show the greater effect of dual-task gait assessment on
the performance of amputees with different types of prosthetic knees.

Hence, the preliminary results from this study may act as supplementary evidence
for gait rehabilitation of the transfemoral amputees by analyzing the performance of
prosthetic leg based on dual-task walking assessment. Applying these measures to
larger patient populations may enhance fundamental gait analysis and could provide
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a useful diagnostic tool to reveal differences in the gait patterns between patients and
controls and their responses.

5 Conclusion

Results of this quantitative gait analysis study evaluate the way prosthetic users walk
compared to healthy individuals. It is well known that bodyweight transfer over the
prosthesis when standing and walking is an important goal in the rehabilitation of
people with a lower limb amputation. Based on the preliminary results in this study,
it can be concluded that kinetic measures of walking are useful because they convey
information that cannot be discerned visually by an observer, and they may directly
relate to what the prosthetic user perceives while they walk.

Changes in terrain modify the gait characteristics of able-bodied and transfemoral
amputee subjects. In both subject groups, self-selected walking speed and cadence
decreased. The amputee’s locomotion disability becomes a significant factor when
exposed to a particularly difficult environment, such as uneven ground where the
transfemoral amputees walked slightly slower with a reduced range of motion.
This study reports a preliminary result on the effects of transfemoral amputees
with different types of prosthetic knees while performing dual-task walking on the
different types of surfaces. Further research should be prioritized on the effects
between dual-task activities and different types of surfaces with a larger sample size
of people with TFA.
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Ground Reaction Force of Trilateral
Amputee During Walking With
and Without Upper Limb Prosthesis:
Case Report
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Abstract Background: Human walking has been extensively studied but less
research has been done on the gait of trilateral amputee. Trilateral amputee is a person
with three missing limbs. This study investigates the effect of upper limb prostheses
on vertical ground reaction force of a trilateral amputee during level walking. A
subject with bilateral transradial and unilateral transtibial amputation participated
in this study. The subject wore prostheses both for upper and lower limb. Kristler
force platform was used to collect data while the subject walked with and without
upper limb prosthesis. The determined mean values of normalized components of
trajectory of vertical ground reaction force were compared with able-bodied data.
Three vertical GRF measures (F1, the first peak force; F2, minimum force; and F3,
the second peak force) were extracted and analyzed. Ground reaction force, loading
rate and unloading rate generated by the trilateral amputee is greater than able-bodied
person. When donning upper limb prosthesis, the value of F1 and F3 increased by
11.93% and 9.90% respectively, but the value of F2 reduced by 8.75%. The gait of
trilateral amputee wearing upper limb prosthesis were characterized by high impact
peak, low force value during mid stance and steeper loading rate and unloading rate.
The use of upper limb prostheses affects the vertical ground reaction force of trilateral
amputee subject in this study during walking.

Keywords Adaptive gait · Amputee gait · Ground reaction force · Multiple
amputation · Prosthetic hand · Trilateral amputee

1 Introduction

The prevalence of limb loss in the United States was estimated to be 1.6 million in
2005 and is anticipated to more than double by the year 2050, at which point it will
affect nearly 1 in every 120 individuals [1]. The most common causes of amputation
include vascular disease, trauma, cancer, and congenital deformities [2] and it is
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estimated that approximately 7.3%of individuals with trauma-associated amputation
have multiple limb loss [3]. Although there are large number of pathologies in which
the effectiveness of gait analysis was assessed, high quality literature evidences exist
only for cerebral palsy, acquired lesions of the central nervous system such as stroke,
traumatic brain injury and lower limb amputations [4]. Multiple limb amputation
is one of the interesting topics that received less attention. There have been few
reports about a multiple amputee because such cases are very uncommon [5–10] and
very few of them discussing about gait analysis. The effect of upper-limb loss on
lower-limb gait biomechanics is not fully understood [11]. Monitoring human gait
is essential to quantify gait issues [12] associated with fall-prone individuals as well
as other gait-related movement disorders [13].

In this article, the gait analysis of 33 years old trilateral amputee donning upper and
lower limbprosthesiswas discussed. Trilateral amputee is a personwithmultiple limb
amputations who had three limbs amputated. This paper aims to examine the effect
of upper limb prostheses on vertical ground reaction force of a trilateral amputee
during walking. In order to access the influence of upper limb prostheses on trilateral
amputee during walking, this study compares the data of vertical ground reaction
force (GRF) of a trilateral amputee who walks with and without prosthesis with
able-bodied gait data from the previous study by Winiarski et al. [14].

2 Methods

The experiment was carried out at Human Performance & Motion Analysis Lab,
Faculty Engineering University of Malaya. The research protocol of this study was
approved by the Medical Research Ethics Committee and the Ministry of Health
Malaysia, with an Approval ID: NMRR-16-2106-32880. The Medical Research
Ethics Committee decided that the data collection for this study would involve phys-
ical evaluation. The subject was required to sign a written consent form prior to the
tests. The study was conducted under the supervision of Certified Prosthetist and
Orthotist Category 1.

2.1 Participants

A 32 years old trilateral amputee, who has a bilateral transradial and a unilateral
transtibial (left) amputation was selected to participate in the study (Fig. 1). The
subject was amputated from electrical injury in 2010 and started to use prosthetic
hands and leg two months after amputation until now, 2021. The amputation of
both upper limbs was made at approximately 40% of level of short below elbow
amputation. The subject had changed his prosthetic hands and leg twice after his first
prosthesis. For upper limb prothesis the subject use MyoHand VariPlus Speed from
Ottobock, made of aluminium and plastic, weighted 632 g, with 2 internal socket
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Fig. 1 Trilateral amputee subject with two upper limb prostheses

electrodes, 1 myo battery on the laminated forearm, and a terminal device without a
myo-glove.Meanwhile for lower limb prosthesis, subject used patella tendon bearing
socket with locking liner and Solid Ankle Cushioned Heel type of feet. Recently,
the subject stopped using one of his prosthetic hands for about five months due to
the problem with the sensors. The subject has the ability to walk 10 m without an
assistive device or undue fatigue, and no other reported conditions or medication use
that would affect walking or balance.

2.2 Data Collection

The goal of this study is to compare the vertical ground reaction force of a trilateral
amputee during walking with and without upper limb prosthesis. The participants
performed six successful walking trials (barefoot walking) and the mean data were
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used for analysis. The subject was asked towalk leisurely, according to their comfort-
able speed of walking at two conditions of wearing and not wearing upper limb pros-
thesis. The subject was asked to practice walking for 3 m, and the walking speed was
monitored using a timer in order to ensure the speed would be similar for every trial.
The measurements of vertical GRF were obtained with two 6-degrees of freedom
force plates, Kistler 9286A (Kistler, Switzerland) embedded in the middle of the
pathway. Force plates were able to measure the GRF generated by a body moving
across them, in order to quantify balance, gait and other parameters of biomechanics.
The system was calibrated at every session to ensure its accuracy. The GRF were
calculated using the Vicon clinical manager software (Oxford Metrics). The average
data for all the trials were normalized with respect to the body weight (BW) of
subject to objectively compare the results with the data from able-bodied subject
from Winiarski et al. [14]. Relative difference was conducted to compare the GRF
parameters of able-bodied subject found from previous study byWiniarski et al. [14].
The vertical component of the GRF [15] vector was parameterized by the following
indicators:

• FHS—magnitude of force at heel strike.
• F1—maximal value of force between 0 and 40% of stance time.
• F2—minimal value of force between 40 and 60% of stance time.
• F3—maximal value of force between 60 and 100% of stance time.
• FTO—magnitude of force during toe off.
• tF1—the time occurrence of F1.
• tF2—the time occurrence of F2.
• tF3—the time occurrence of F3.

3 Results

The analysis revealed a close correspondence between themeasured parameters. The
parameters F1, F2 and F3 followed by loading rate (LR) and unloading rate (ULR)
demonstrated some differences (Table 1). For the trilateral amputee, the GRF value
at the end of initial double stance (FHS) was greater (4.88%) than normal person. No
differences were noted between FHS of person wearing and not wearing upper limb
prostheses.

Similar relations were found in the GRF value at the beginning of terminal double
stance (FTO). The force during toeoff by trilateral amputee subjectwas slightly greater
than the normal person both when wearing (3.66%) and not wearing prosthesis
(2.44%). Compared to able-bodied data, trilateral amputee produced 4.27% more
F1 when walking with upper limb prosthesis but 6.84% less without upper limb
prosthesis. The first maximal value of GRF (F1) increased considerably (11.93%)
when the subject walked with upper limb prosthesis. The local minimum of GRF
in the middle of single stance (F2) of trilateral amputee was less than able-bodied
person.
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Table 1 Comparison of gait parameter between able-bodied individual and trilateral amputee

Indicators Able-bodied Trilateral Relative difference (%)√a Xb Normal
versus

√a
Normal
versus Xb

√a versus Xb

FHS [BW] 0.82 (SD
0.05)

0.86 (SD
0.16)

0.86 (SD
0.25)

−4.88 −4.88 0.00

F1 [BW] 1.17 (SD
0.09)

1.22 (SD
0.05)

1.09 (SD
0.11)

−4.27 6.84 −11.93

�tF1 [s] 0.15 (SD
0.05)

0.19 (SD
0.08)

0.18 (SD
0.03)

−26.67 −20.00 5.26

LR [BW/s] 8.0 (SD 0.1) 23.72 (SD
0.05)

10.31 (SD
0.04)

−196.50 −28.88 56.53

F2 [BW] 0.81 (SD
0.05)

0.73 (SD
0.01)

0.80 (SD
0.03)

9.88 1.23 8.75

F3 [BW] 1.11 (SD
0.03)

1.11 (SD
0.05)

1.01 (SD
0.10)

0.00 9.01 −9.90

Tsw—tF3 [s] 0.16 (SD
0.01)

0.16 (SD
0.04)

0.15 (SD
0.05)

0.00 6.25 6.25

ULR [BW/s] 7.0 (SD 0.1) 13.64 (SD
0.07)

10.13 (SD
0.05)

−94.86 −44.71 25.73

FTO [BW] 0.82 (SD
0.08)

0.85 (SD
0.11)

0.84 (SD
0.09)

−3.66 −2.44 1.18

a√: trilateral amputee walks with upper limb prosthesis
bX: trilateral amputee walks without upper limb prosthesis

The value of F2 reduced (8.75%) when the subject walked with upper limb pros-
theses. Second maximal value of GRF (F3) were similar for both able-bodied and
trilateral amputee with upper limb prostheses but decreased considerably (9.90%)
when trilateral amputee subject walked without upper limb prostheses. The LR
demonstrated clear difference between normal and trilateral amputee subject. Steeper
LR was noted for the trilateral amputee. Without upper limb prostheses, trilateral
amputee subject’s LR increased about 28.88% but 196% with upper limb prostheses
when compared to able-bodied LR. Upper limb prosthesis affected subject’s gait as
its LR doubled (56.53%) when subject walked with upper limb prosthesis. Similar
relations were found for ULR force. ULR for trilateral amputee was greater than
able-bodied data but it increased only 25.73% when the subject walked with upper
limb prostheses.

4 Discussion

The The three-dimensional kinematic gait analysis was conducted on trilateral
amputee subject when the subject walked with and without upper limb prostheses.
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This studymeasure howdifferent this study from the parameter of able-bodied subject
found from previous study by Winiarski et al. [14]. The vertical GRF data collected
from able-bodied were selected to be compared with the data from this experiment.

Two obvious peaks were observed in vertical GRF called the Impact peak (F1)
and Active peak (F3) which separated by valley (F2). The impact peak corresponded
to the time just after the heel touched the force plate and at the same time the centre
of gravity travelled down towards the ground caused increased force from the ground
in vertical direction meanwhile active peak corresponded to the toe pushing off the
ground. The value of vertical GRF reduced between the 1st and 2nd peaks. This dip
(F2) occurred as the centre of gravity was moving away from the ground. Impact
peak occurred in phase I (0–40% St), the dip in phase II (40–60% St) and active peak
in phase III (60–100 St).

In Wang et al. [16] study proved that increased mass of carriage lead to increased
peak GRF and reaction LR during walking while assessing the influences of load
carriage and muscular fatigue on GRF and ground reaction LR during walking.
The result from this study is corresponded to the findings of the research. When
the subject wore upper limb prosthesis, it was clear that the mass of the carriage
increased. Although the additional weight is less than 1 kg, this could be the reason
of the increments of F1 and F3 value during walking.

Mathematically, based on impulse I = ∫
F dt formula, impulse was calculated by

multiplying the impact force by the time over which the impact force acted. Subject
reported that he was less stable while walking with upper limb prostheses andwalked
3.58% faster as seen in Fig. 2. The kinematic and kinetic characteristics were proven
to be influenced by the gait speed [17]. It has been stated that the margins of stability

Fig. 2 The vertical ground reaction force (vGRF) of trilateral amputee walking with and without
both upper limb prostheses
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can be increased by increasing walking speed or decreasing stride length [18, 19].
As the subject increased the speed to increase margin of stability, the stance time
reduced. Reduced stance time leads to less time to produce an impulse to the ground,
so the peak forces (F1 and F2) became greater.

The LR of the GRF in human gait was the degree of the slope of the GRF curve
determined by the change of force (�F) divided by the time interval at which the
change of force occurred. LR occurred at the time interval�tF1 while ULR occurred
measured at the time interval�tF3. As expected, the LR andULR of trilateral subject
proved to be greater than the able-bodied subject also because of shorter support time
at �tF1 and �tF3. This can be reduced by shock absorbing material to compensate
for the absence of impact-absorbing mechanisms in an amputee’s lower limb [20].

Investigators have further observed that increased gait variability was associated
with significantly higher energy expenditure during walking [21]. Walking required
metabolic energy, primarily to generate muscle force and work for body weight
support, propulsion and leg swing [22]. It was reported that increase in vertical GRF
and LR result in increased muscle activities [23]. These changes were accompanied
by increase in energy cost as an attempt to enhance gait stability and/or the selection
of alternative balance control strategies. From the results, it can be said that the usage
of upper limb prosthesis requires extra energy during walking.

The limitation of this studywas that the subject reported that hewasmore comfort-
ablewalkingwith his shoes compared to barefootwalking. In order to followcommon
approach in the literature to have participant walking barefooted, however this may
not accurately represent their naturalmovement patterns in everyday life. The conclu-
sions drawn from this case study may not be transferable to other settings as it deals
only with one person. In addition, different prostheses weight will influence the gait
of a trilateral amputee differently. Although it is not convenient to find the similar
sample of a trilateral amputee, further study should incorporate greater number of
participants. With that, an adequately powered statistical analysis of the main effect
can be performed.

5 Conclusion

This result obtained in this paper discovered that the gait of a trilateral amputee was
influenced by upper limb prosthetic usage. The gait of trilateral amputee wearing
upper limb prosthesis were characterized by high impact peak, low force value during
mid stance and steeper LR andULR. The data collected from this experiment showed
that the trilateral amputee utilized more energy when walking with upper limb pros-
theses. The authors believed that this gap can be minimized with reduction of upper
limb prosthesis mass.
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A Low-Cost Human Gait Analysis
System

Siow Cheng Chan, Yu T’ng Chan, and Yu Zheng Chong

Abstract To analyze the gait movement in detail, assistance of software-based
motion analysis systems is required as some parameters such as forces and moments
of the joints are not directly measurable. However, most of the software systems
require certain level of technical expertise to operate and expensive tools such as
motion capture systems to collect the input parameters. The goal of this project is
to develop a simple and cost-effective gait analysis system to compute the ankle
joint moments of lower extremities in the sagittal plane with available tools and
software. The proposed gait analysis system involves three devices which are a
digital camera, an instrumented treadmill embedded force plates (H/P Cosmos™
Instrumented Treadmill), a personal computer equipped with Gaitway software and
SkillSpector software. The digital camera and SkillSpector software were served as
motion capture system to acquire the trajectories of the markers and perform knee
and ankle kinematic analysis to obtain linear and angular kinematic parameters. The
ankle joint moment was calculated based on the coordinates of the markers and
the vertical ground reaction force (VGRF) data measured from the treadmill. Two
healthy subjects (one male and one female) were recruited and the outputs of the
system were then validated against existing data. In overall, the system produces
kinematic and kinetic results comparable to those experimental results.
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1 Introduction

Human gait is a pattern of locomotion associated with their posture, and gait analysis
refers to research related to human walking. It is a way to disclose how human walk
by evaluating factors that controls the performance of the lower extremities.

Gait studies have two main tracks: clinical gait analysis and biometric goal of
human gait analysis. Clinical gait analysis depends on data acquisition in controlled
environment [1] while biometric goal of human gait analysis performs data acquisi-
tion in different areas and scenario [2]. Clinical gait analysis includes five elements:
videotape examination, temporal-spatial analysis, kinematic analysis, kinetic anal-
ysis and electromyography [3]. Temporal-spatial analysis identifies the parameters
such as step length, stride length, cadence, walking speed etc. Kinematic analysis
describes the motion of the joints in the lower limb without any reference to forces
and kinetic analysis determines the power and moment exerted by the joints while
walking [4].

In recent years, numerous gait models have been developed to study the behavior
of human locomotion in different application such as biomechanics research,
ergonomics, sport biomechanics, medical device design and orthopedics [5–8]. The
major reason behind this development is due to the possibility of quantitative predic-
tion, hypothesis testing and estimation of dynamic parameters such as forces and
moments of the joints that are not directly measurable [9].

Software-basedmotion analysis plays an important role in assessmotion ormove-
ment in a quicker and more reliable way. To achieve this, motion data needs to be
processed, and maps the tracked information to motion description [10]. Over the
years, numerous software systems such as AnyBody, Kinovea, MSMS, OpenSim,
SIMM, SkillSpector and Visual3D that offer the capability to performmodelling and
analysis gradually emerge in the market.

Unfortunately, most of the systems are either not freely available [11, 12] or do
not provide complete source code to public which causes the researches difficult to
improve their capabilities [13] as well as require 3Dmotion data as input. 3Dmotion
capture systems are expensive, space consuming and require technical expertise to
operate. The systemproposed in this research aims to produce quantitative kinematics
andkinetic data of humangait using simple and affordable tools. Theproposed system
can assist in future research in better understanding of the experimental subject’s gait
pathology and the activity occurred at the joint during gait.

2 Methodology

2.1 Subjects Recruitment

Two young (between age of 20 and 25) and healthy subjects were recruited in the
experiment. One female subject (height of 163 cm and mass of 49.0 kg) and one
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Fig. 1 Marker placement

male subject (height of 170 cm and mass of 58.3 kg). Both do not suffer from any
cardiovascular disease and any postural deformity.

2.2 Experiment Protocol

Before the experiment, fourmarkers were placed on theMTP5, ankle joint, knee joint
and hip joint respectively as shown in Fig. 1. Then, the subject was instructed to walk
at his own preferable speed (2.5 km/h for female subject 3.2 km/h for male subject)
on the treadmill for 30 s. The paths of the markers were then recorded through a
digital camera located at 1.0 m away from the treadmill providing a sagittal view
of the subject. At the same time, the VGRF data were acquired using the Gaitway
software.

2.3 Kinematic Analysis

SkillSpector software was used as a motion capture system to acquire the trajectories
of the markers and perform kinematic analysis to obtain linear and angular kinematic
parameters such as joint angle, velocity and acceleration. Before performing the
kinematic analysis, the human model and object calibration need to be defined.
The number of marker points attached at the joints as well as the movement need



200 S. C. Chan et al.

to be digitized. Due to the presence of noise caused by skin movement artefacts
and improper digitization of markers [14], the kinematic data are filtered at cut-off
frequency of 6 Hz. The linear and angular data produced in the kinematic analysis
were then export as text file for further analysis.

2.4 Kinetic Analysis

Newton–Euler equations and the sagittal plane link-segment model combined with
free body diagram (FBD) of the right leg proposed by Kirtley [15] was adopted in
this work to calculate proximal joint moment. The FBD consists of three segments
(foot, shank and thigh) linked together by the joints where the markers were located
at the MTP5, ankle, knee and hip.

Rxp = mzax − Rxd (1)

Ryp = mzay + mzg − Ryd (2)

Mzp =Izαz − Mzd − Rxp
(
Yp − YCoM

) + Ryp
(
XCoM − X p

)

− Rxd(YCoM − Yd) − Ryd(Xd − XCoM) (3)

where mz = segment mass (kg); R = reaction force (N); x = x-direction; y = y-
direction; p = proximal; d = distal; a = acceleration of CoM

(
m
s2

)
; g = 9.81m/s2;

Mz = joint moment (Nm); Iz = segment mass moment of inertia (kg m2); αz =
segment angular acceleration

(
rad
s2

)
; CoM = Centre of Mass; CoP = Centre of

Pressure; X = x-coordinate; Y = y-coordinate. Before substitute these parameters
into the inverse dynamics method, some of the anthropometric parameters such as
segment mass, length, distance of segment CoM to proximal or distal joint were
estimated [16].

3 Results and Discussion

The graphs of ankle joint angle against gait cycle plotted from analysis are shown
in Fig. 2. Initially the ankle experience plantarflexion and slowly convert into dorsi-
flexion until midstance to move body forward. Maximum dorsiflexion is achieved at
the middle of push off period. Although the magnitude of angles might be different
due to age of the subjects, gender of the subjects and gait speed [17], it is more
important to focus on changes of variables, rather than the absolute values.

The changes of knee joint angle against gait cycle plotted from analysis is shown
in Fig. 3. The curve pattern describes the knee joint angle during where initially
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Fig. 2 The graph of ankle joint angle against percentage of gait plotted from analysis for female
(left) and male (right) subjects

Fig. 3 The graph of knee joint angle against percentage of gait plotted from analysis for female
(left) and male (right) subjects

the knee joint experience flexion and maximum extension during at the heel rise.
Maximum flexion is achieved during swing phase and maximum knee extension at
second heel strike. Both female and male subjects showed maximum knee flexion
during swing phase and maximum knee extension at the second contact of foot with
ground.

Figure 4 shows the graphs of ankle joint moment against gait cycle plotted from
analysis. From the curve patterns, it was observed that after initial contact, there is a
small ankle dorsiflexion moment due to eccentric contraction of ankle dorsiflexors
to pull the foot towards the shank to avoid foot from slapping onto the ground. A
negative valuewas used to represent this anticlockwise rotation dorsiflexionmoment.
Then followed by ankle plantarflexion moment as the shank move towards the foot.

Fig. 4 The graph of ankle joint moment against percentage of gait plotted from analysis for female
(left) and male (right) subjects
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During toe-off, large ankle plantarflexion moment was observed. The large ankle
plantarflexion moment was due to concentric contraction of the ankle plantarflexors
to push the body upwards.

4 Conclusion

In a nutshell, the system proposed in this paper comprise a digital camera, a
split-belt instrumented treadmill (H/P Cosmos™ Instrumented Treadmill) and a
personal computer equipped with Gaitway software and SkillSpector Software.
Inverse dynamicmodel was incorporated to perform the kinetic analysis. This project
provides an alternative method for human gait modelling and analysis using low
cost resources. Nevertheless, the proposed model can reproduce the outputs that are
comparable to the existing results.
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Qualitative Study of Prosthetic Liner
Materials on Transtibial Amputees’
Satisfaction in Term of Positional Pain
and Discomfort

M. A. Mohamed Nizam, N. A. Abd Razak, N. A. Abu Osman,
and R. A. Mohd Jaladin

Abstract Objectives: The objective of this study is to find out the relationship of the
type of prosthetic liner materials and the usage of the prosthesis on the satisfaction
of the transtibial prosthesis user in term of positional pain and discomfort. Patients
andMethods: This study included 50 transtibial amputees that using transtibial pros-
thesis (29 males, 21 females; mean age 55.4± 14.7 years; range, 18–78 years). The
respondents were required to answer a set of questionnaire regarding the types of
liner used, the prosthesis usage, and the positional pain experienced. Results: Based
on the result obtain, the most prone area that experienced pain and discomfort is
the end of the residual limb for both liners. Which Pelite liner users shows a greater
amount over silicone liner users by 18% and 6% respectively. Prosthetist can reduce
the discomfort and pain experienced by the user by prescribing softer material as
the prosthetic liner. This study gathered that silicone liner users rate their prosthesis
higher than Pelite liner user, 18% silicone liner users rate 5 for their prosthesis and
only 8% for Pelite liner user. Conclusion: The prosthetic liner materials is one of the
factors affecting the satisfaction with prosthesis use which in this study shows that
the user prefer silicone liner over Pelite liner.

Keywords Discomfort · Positional pain · Prosthetic liner · Transtibial prosthesis ·
User satisfaction

1 Introduction

Prosthesis is a device that acts as an artificial extension that replaces a missing limb;
upper or lower body extremity [1]. Hence, the prosthesis should be comfortable to
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wear, light weight, durable, offer easymaintenance and serve the function well [2]. A
transtibial prosthetic limb characteristically consist of a liner, a socket, a pylon and a
prosthetic foot as the main parts. The prime objective for any prosthesis is to provide
function in a comfortable manner, but comfort is mainly subjective and difficult to
standardise [3]. Comfort primarily involves the pressures between the socket and
residual limb. The socket fit, type of prosthetic suspension, and alignment of the
prosthesis can alter pressures on the residual limb [4]. But the most important factor
that affect user’s comfort is the type or material of the liner. Therefore, the liner
design and materials are the most important in determining the satisfaction of the
user while wearing the prosthesis.

Advanced technologies, environmental, social, and economic factors have led
to considerable improvements in prostheses. There are various types of prosthetic
liner currently used globally. The most common material used as prosthetic liner
in Malaysia are Pelite foam and silicone. The differences between Pelite foam and
silicone despite of their materials are; the practicality and the cost. In the production
of the prosthesis, it is easier for the prosthetist to work with silicone rather than Pelite
foam. In addition, the time consume for prosthesis with silicone liner is relatively
short than Pelite foam. But in term of the cost, Pelite foam is way cheaper than
silicone [5]. A prosthetist should be wise in prescribing type of liner to the patient.

Malaysia is located near the equator making the weather hot and humid. So it is
important for the user to use a liner that can withstand the weather and not making
them uncomfortable. Pelite foam relatively more suitable for transtibial prosthesis
user than silicone liner. It is because silicone liner tends to make the residual limb
sweaty [6].

The type of suspension also affect the user’s comfort and satisfaction [7]. Mainly
there are three different type of suspensions that commonly used; anatomical suspen-
sion, pin and lock suspension, and vacuum suspension. Different suspension caters
for different individuals. As an example, for an active user, it is appropriate to
prescribe pin and lock suspension other than anatomical or vacuum suspension. In
addition, the socket fitting also important when user ambulating with the prosthesis
[8].

Most of transtibial prosthesis users always experience pain sensation at the distal
of the residual limb [9–11]. The main cause of this phenomenon is the present of
bony prominences and nerve endings at the residual limb. Many initiatives have been
taken to resolve this problem which include using softer material such as silicone or
gel liner and by designing a distal off load prosthetic socket [11, 12].

The prosthesis is worn by the user everyday with the maximum of time in a day
to carry activities of daily living [13]. The average period of wearing the prosthesis
is 12 h a day [14]. Hence, the prosthesis should be comfortable and caters the needs
of the user. The average lifespan of a transtibial prosthesis is 3 years [15]. So the
user is required to change the prosthesis after that period of time or when some
components of the prosthesis are no longer working normally. In addition, it is
extremely dangerous for the user to use the defected prosthesis.

Based on the previous literature in this field, the most common method to over-
come the pain is to prescribe a liner with softer materials to the users [16]. There are
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various types of softmaterials that have been used as prosthetic liner, such as silicone,
gel and polyurethane foam [17]. However other method such as pain management is
also encourage for the user to ease the pain. The objective of this study is to find out
the relationship between the type of prosthetic liner materials and the satisfaction of
the transtibial prosthesis user in term of positional pain and discomfort.

2 Patients and Methods

2.1 Ethics Approval

This research is conducted with the approval of permission by National Medical
Research Register Secretariat 37,912.

2.2 Subject Recruitment

This study included 50 transtibial amputees (29 males, 21 females; mean age 55.4±
14.7 years; range, 18–78years). The respondentswere randomly chosen fromUniver-
sity Malaya Medical Centre. The study required the respondents to meet certain
criteria to be considered as respondents for the study. The study was conducted under
the supervision of the Certified Prosthetics and Orthotics (CPO) of the International
Society of Prosthetics and Orthotics (ISPO) Category 2.

The 50 respondents were randomly selected from all ages and genders and regard-
less of left or right amputation side. The selection was selected only after the
participants met the following criteria:

1. Transtibial amputee.
2. Were able to communicate efficiently.

2.3 Questionnaire

Data were collected using a set of questionnaires which were filled in by the respon-
dents. The types of information included in the questionnaire was: demographic data
(age and sex) (Refer Appendix A for the set of questionnaire).

The second parts of the questionnaire consist of the information about the respon-
dents’ usage. The first question is about how many prostheses the respondents had
worn after the amputation. The second question asked how long in term of years
had the respondents worn their current prosthesis. Next, followed by how long the
respondents wear the prosthesis in a day. Other questions asked include the type of
liner the respondents currently used and had used previously.
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In addition, the respondents were also asked about the pain or discomfort expe-
rienced while using the prosthesis. After that the respondents need to choose which
the area that experienced pain or discomfort at the residual limb as shown in Fig. 1
and Table 1. The areas are; (A) the patellar tendon bearing, (B) the end of the residual
limb, (C) the fibula head, (D) the suprapatellar, and (E) the medial and lateral parts
of the residual limb. The area selected were chosen after verbal interview with the
transtibial prosthesis user.

Then the respondents were asked for any complaint and future recommendation
about the prosthesis. Finally the respondents were required to rate the prosthesis
from 1–5 scale, which 1 is very poor and 5 is very good.

Fig. 1 The areas at the residual limb that prone to experience pain and discomfort (A: the patellar
tendon bearing; B: the end of the residual limb; C: the fibula head; D: the suprapatellar; E: the
medial and lateral parts of the residual limb

Table 1 Areas at the residual limb that experienced pain and discomfort

Area Pelite Silicone

The patellar tendon bearing (A) 1 (2%) 0 (0%)

The end of the residual limb (B) 9 (18%) 3 (6%)

Fibula head (C) 1 (2%) 1 (2%)

The suprapatellar (D) 0 (0%) 1 (2%)

The medial and lateral parts of the residual limb (E) 1 (2%) 0 (0%)
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3 Results

The respondents chosen are transtibial prosthesis user with different demographics
and characteristics. Majority of the respondents are first time user, 69% of Pelite liner
user and 58% of silicone liner user portrays it. As shown in Table 2 data obtained,
2 of silicone liner user have used 5 transtibial prostheses within 20 years. While the
others are second and third times users. But none of the respondents were forth times
users.

Typically a transtibial prosthesis user usually wears the prosthesis number
maximum 3 years prior changing into a new one. Based on the data obtained in
Table 3, most of the respondents have used their prosthesis for one year. However,
only one respondent have used the prosthesis for 3 years.

Based on Table 4, 60% of respondents used their prosthesis more than 8 h in a
day to conduct their daily activities which both Pelite liner and silicone liner users

Table 2 Information about
prosthesis usage comparing
Pelite liner and silicone liner
users in term of number of
prosthesis used

Number of prosthesis used Pelite Silicone

1 18 (36%) 14 (24%)

2 6 (12%) 7 (14%)

3 2 (4%) 1 (2%)

4 0 (0%) 0 (0%)

5 0 (0%) 2 (4%)

Table 3 Information about prosthesis usage comparing Pelite liner and silicone liner users in term
of period of using the prosthesis after amputation

Period of using the prosthesis after amputation (n = year) Pelite Silicone

<1n 9 (18%) 5 (10%)

1n 6 (12%) 10 (20%)

2n 2 (4%) 5 (10%)

3n 0 (0%) 1 (2%)

>3n 9 (18%) 3 (6%)

Table 4 Information about prosthesis usage comparing Pelite liner and silicone liner users in term
of prosthesis wearing duration in a day

Prosthesis wearing duration in a day (n = hour) Pelite Silicone

<4n 1 (2%) 1 (2%)

4n to 6n 2 (4%) 2 (4%)

6n to 8n 8 (16%) 6 (12%)

>8n 15 (30%) 15 (30%)
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Table 5 Pain and discomfort
experienced by the
respondents

Variables Pelite Silicone

Pain Yes 5 (10%) 3 (6%)

No 21 (41%) 21 (41%)

Discomfort Yes 8 (16%) 5 (10%)

No 18 (36%) 19 (38%)

Table 6 Rating of the
prosthesis by the respondents

Rate Pelite Silicone

1 0 (0%) 0 (0%)

2 0 (0%) 0 (0%)

3 5 (10%) 3 (6%)

4 17 (34%) 12 (24%)

5 4 (8%) 9 (18%)

shows 30%. While only 2 respondents used their prosthesis less than 4 hours. This
is more likely because they are first time prosthesis user.

In this study we gathered that the Pelite liner user experienced pain more statis-
tically than silicone liner user. Based on the data obtained in Table 5, 10% Pelite
liner user experienced pain while using the prosthesis while the rest 90% did not
experienced it. On the other hand, only 6% silicone liner user experienced pain and
94% of the did not. The pain experienced by the user while using the prosthesis can
be at various parts of the stump. In addition, we obtained that Pelite liner user expe-
rienced discomfort when using the prosthesis more than silicone liner user. 16% of
Pelite liner user experienced discomfort and only 10% of silicone liner experienced
discomfort while using the prosthesis.

Furthermore, the respondents were asked to rate from 1 to 5 how comfortable the
prosthesis is. This study gathered that silicone liner users rate their prosthesis higher
than Pelite liner user, 18% silicone liner users rate 5 for their prosthesis and only 8%
for Pelite liner user as shown in Table 6.

4 Discussion

A prosthesis should be serve the function well but at the same time provide comfort
to the user since it will be worn the majority of time in a day. Sometimes comfort
could affect the function as well, when the user feel uncomfortable or pain, they will
not wear the prosthesis. Prosthetic satisfaction is a multifactorial issue [7, 18]. These
aspects mainly include prosthetic alignment, prosthetic components, prosthetist’s
skill, residual limb condition, level of activity, and socket fit [7].

Two type of liners that discussed in this study are Pelite liner and silicone liner.
Pelite foam is a polyethylene closed cell foam that widely used as a prosthetic liner
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[19]. Pelite is usually prescribed to a patient that have water retention due to vascular
disease. The residual limb of the user will fluctuate in size throughout the day. By
using Pelite liner, the user can add on stump socks when the residual limb shrinks.
On the other hand, silicone liner is commonly prescribed to a patient with bony
prominences at the residual limb because of the soft nature of silicone that lessen the
shear pressure onto the skin [20].

Pelite liner can last longer than silicone liner [2]. Based on the data obtained,
silicone liner user tends to change their liner more frequent in a short period of
time. In this study, two of the respondents who use silicone liner had changed their
prosthesis within average of 12 years. This means that one prosthesis was roughly
used for 2.4 years. While the average of transtibial prosthesis is 3 years [15]. This
shows that silicone liner is not sustainable as Pelite liner. Plus silicone liner cost
more than Pelite liner [21].

The wearing duration of the prosthesis is matter to the transtibial prosthesis user.
Most of the transtibial prosthesis user prefer to wear the prosthesis as maximise
as they can since the prosthesis function is to replace the missing limb. Based on
the study by Morlock et al., the average period of wearing the prosthesis is 12 h a
day [14]. But discomfort and pain can affect the wearing duration. When the user
experienced discomfort or pain they prefer not towear the prosthesis which can affect
their quality of life [22].

The condition has significant impacts on the prosthesis users. Based on Fig. 2a,
more Pelite liner user experienced pain at the residual limb than silicone liner user.

Fig. 2 a Pain experienced at the residual limb; b discomfort experienced at the residual limb; c
prosthesis wearing duration in a day (A: Less than 4 h; B: 4 to 6 h; C: 6 to 8 h; D: More than 8 h); d
area at the residual limb that experienced pain and discomfort (A: Patellar tendon bearing; B: End
of the residual limb; C: Fibula head; D: Suprapatellar; E: Medial and lateral sides of the stump)
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The presence of the pain at distal part of the residual limb may prevent them from
achieving optimum prosthesis usage. The reason for this is that the pain disrupts the
gait of the users which could lead to a number of complexities during walking, such
as gait deviations [23, 24].

Moreover, in this study we found out that the majority of transtibial user experi-
enced discomfort and pain at the end of the residual limb [4]. The data in Fig. 2a,
b shows that Pelite liner users are more likely to experienced pain and discomfort
rather than silicone liner user. The pain and discomfort experienced are more likely
because the presence of tibia bone at the end of the residual limb [25, 26]. When
the user donning and ambulating using the prosthesis, there will be pressure pushed
at the end of the residual limb that can cause discomfort and pain. Prosthetist can
reduce the discomfort and pain experienced by the user by prescribing softer material
as the prosthetic liner [5].

The temperature of the residual increases when the user is wearing the prosthesis
causing moisture buildup and sweating inside the liner [23]. In addition, Demir et al.
also reported that more than half of the subjects experienced excessive perspiration at
the residual limb when using the prosthesis [6]. The sweating and moistures buildup
inside the liner can cause a major effect on user comfort and satisfaction. Based on
previous literatures, Pelite liner user experienced less sweating compared to silicone
liner user [4]. This condition is similar with one of silicone liner user in this study,
she complained about the sweat build up in the liner and she had to doff the prosthesis
regularly to remove the sweat.

There are various areas that a prosthesis user experienced pain and discomfort at
the residual limb. Based on Fig. 1, the areas are the patellar tendon bearing, the end of
the residual limb; which end of tibia bone located, the fibula head, the suprapatellar,
the medial and lateral parts of the residual limb. It is not abnormal for a transtibial
prosthesis user to experience pain and discomfort at those areas. This is because the
residual limb is not designed to bear weight as the sole of the foot is. In addition, the
end of the residual limb is more likely to experienced pain and discomfort because
of the presence of end of tibia bone. In fact, one of the respondents had to change his
Pelite liner to silicone liner because he had blister at the distal end of the residual limb.
Based on Fig. 2 (D), most of the respondents from both Pelite liner and silicone liner
users experienced pain and discomfort at the end of the residual limb. But the pain
and discomfort experienced by the user can be overcome by prescribing a suitable
prosthetic liner to the transtibial prosthesis user [27].

5 Conclusion

The prosthetic liner materials is one of the factors affecting the satisfaction with
prosthesis use which in this study shows that the user prefer silicone liner over Pelite
liner. In addition, the most prone area to experienced pain and discomfort is the end
of the residual limb for both liners.
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Appendix A

Transtibial (below knee) prosthesis user survey.
Personal information.

1. Name: 
________________________________________________________
__________

2. Age: ______________

3. Sex: Male    Female

Prosthesis experience.
1. How many prostheses have you used?

1            2            3           More than 3 (state :______)
2. How long have you used your current prosthesis?

Less than 1 year 1 year  2 years  3 years More than
3 years (state :_____)

3. How many hours in a day you use the prosthesis?

Less than 4 hours   4 to 6 hours  6 to 8 hours    More
than 8 hours

4. What type of liner you currently use?

Pelite   Silicone  Others (state
:_________________________)

5. If you had used more than one prosthesis, state previous type of liner.

______________________________
6. Is there any pain experienced while using current prosthesis?

Yes          No
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9. Any complaint for your current prosthesis?

______________________________
10. Any future recommendation?

______________________________
11. Rate your prosthesis. (1=very poor, 5=very good)

1              2             3            4             5 

7. Is there any discomfort experienced while using current prosthesis?

Yes                    No
8. Please choose the areas that you feel pain or uncomfortable if any.
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Restoration of Gait Spatio-temporals
After Anterior Cruciate Ligament
Reconstruction

Maryam Hadizadeh , Hamidreza Mohafez , Khin Wee Lai ,
and Saidon Bin Amri

Abstract The purpose of this study was to evaluate symmetrical alternations in
gait spatio-temporal parameters among athletes after ACL reconstruction. Motion
analysis was used to analyze the gait of 22 athletes with ACL reconstruction at three
different times of rehabilitation programand 15 healthy subjects.Asymmetry indexes
of cadence, step length,weight acceptance time, and stance time (STT)were assessed.
One way and repeated measure multivariate analyses of variance were applied to
analyze the data. There was a significance difference (P = 0.007) in combination of
measured variables of patients comparing to control group. Stance time asymmetry
index was the only parameter that demonstrated a significant reduction from initial
to final test (P = 0.004). By performing the rehabilitation program, asymmetry
restoration of the gait spatio-temporal parameters towards the range of control group
was achieved three months after ACL reconstruction. The results also suggested to
consider the inter-correlation of parameters for gait improvement evaluation.

Keywords Step length · Stance time · Cadence ·Weight acceptance time ·
Symmetry · ACL reconstruction

1 Introduction

Anterior cruciate ligament (ACL) provide an important role in the knee joint biome-
chanics as it restricts the sliding of anterior tibial over the femur and prevent knee
joint hyperextension [1]. One of the common knee injuries in sport activities is ACL
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tear [2] that cause instability of the knee thereby surgical reconstruction is required to
help subjects for returning to active sport life [3, 4]. Following anACL reconstruction,
usually subjects experience gait abnormalities, knee kinematic and kinetic alteration
which lead to lack of stability during gait [5, 6]. Commonly, rehabilitation program
after ACL surgery is to reduce the risk of re-injury, increase the chance of return to
sport successfully [7–9] and knee stability [10]. Typically, by using clinical tests it is
assumed that on completion of three- months rehabilitation program gait of subjects
with ACL reconstruction should become normal [11]; However, such measures do
not quantify the biomechanical changes of lower extremity during walking and may
lead to uncertain evaluation regarding the appropriate time for releasing athletes to
progressive activities of rehabilitation, post reconstruction.

Gait analysis has recently become more prevalent as a reliable technique to quan-
tify baseline gait measurements and symmetry in athletes with ACL reconstruction
before advancing to progressive activities. Among multiple parameters have been
used to describe the gait, the spatio-temporals are indicative of appropriate human
gait specifications. Although in the past studies changes of gait spatio-temporals has
been reported in different time intervals post ACL reconstruction [5, 6, 11–14], but
comprehensive evaluation of gait changes in athletes shortly after ACL reconstruc-
tion has not been investigated yet. Gait asymmetry may have serious indications
for re-injury; hence, quantifying asymmetry of gait parameters may predict the risk
of second injury and helps clinical experts in following up recovery after surgery.
Moreover, no study was found to consider the inter-relationship exists between gait
variables which may increase the power of the analysis. The purpose of this study
was quantitative assessment of changes in asymmetry index of gait spatio-temporals
in athletes with ACL reconstruction during rehabilitation program, using motion
analysis system and considering the correlation among variables.

2 Details Experimental

2.1 Participants and Rehabilitation

Twenty-two athletes (13 males, 9 female) with ACL reconstruction (hamstring graft)
were recruited for the study (mean age: 23.6(±5.4) years, mean height: 168.8(±8.8)
cm, mean body weight: 66(±13.7) kg, and average time since injury to surgery:
65(±15) days. Theywere included if never had history of knee and other ligamentous
injuries and were free from neurological injury. They were excluded if they had
fractures and posterior cruciate ligament injury; however, presence of some cartilage
damage and meniscal injury was acceptable. Fifteen healthy athletes (9 males, 6
female) were also recruited as the control group (mean age: 21.5(±1) years, mean
height: 166.3(±7.1) cm, and mean body weight: 61.71(±11.3 kg)). All subjects
provided informed consent form to sign before participation. The patients completed
a similar rehabilitation program for the first three-months post reconstruction and
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none of them went through any more surgery after the reconstruction process. The
aim of exercises was to obtain painless range of motion (ROM), full weight bearing,
and the knee joint stability; increase the muscle strength and endurance; perform
activities of daily living; and walk at least 20 min without pain. The study was
approved by the Ethics Committee of University PutraMalaysia (Reference number:
FPP(EX14)P036).

2.2 Data Collection Procedure

Both control and patient groups participated in the same testing protocol once and
three times respectively. Gait analysis of patients was performed at the end of the 1st,
2nd, and 3rd months post ACL reconstruction using 8-camera three-dimensional (3-
D) motion analysis system (CORTEX 2.5) at 60 Hz. Twenty-four markers were
attached on the subjects’ bony landmarks [15] (Fig. 1). After capturing a static

Fig. 1 Marker placement (Cortex 2.5 reference manual)
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trial, subjects walked barefoot along x-axis walkway which two force plates were
embedded in its center, until they reached to a constant walking speed. In each test,
fifteen walking trials were captured bilaterally. Cortex software was used to digitized
reflective markers from right heel contact prior to the force plate until left heel
contact after the force plate. To process the 3-D trajectory outputs as Excel profile an
Orthotrak software (6.6) was used. Timing for all measurements was normalized as
percentage of a gait cycle (100%). The spatio-temporal parameters, including stance
time (STT), step length (STL), weight acceptance time (WAT%GC), and cadence
were derived from foot contact events. Step length was measured as the distance
from initial contact of one foot to the initial contact of the opposite foot and stance
time was measured as the period of time from heel contact to toe off of the same foot.
WAT during the stance phase was measured from initial contact to peak knee flexion.
The number of steps taken in a minutes was evaluated as cadence. The parameters
were calculated from all successful walking trials for both limbs of subjects. For
each subject, seven best trials were averaged for further analysis. Asymmetry index
(AI) equation was used to measure the gait asymmetries [16].

2.3 Statistical Analysis

SPSS, version 24 was used to perform statistical analyses. One-way multivariate
analysis of variance (MANOVA)was used to determine the differences of the studied
parameters between control and patients group. A repeated measure MANOVA was
used to assess the changes of variables within three tests. Post hoc comparisons were
used to find out the differences between the tests.

3 Results and Discussion

Table 1 presents mean and standard deviation of the studied variables for the control
group and the three tests of patients. A significantmean differencewas found between
control group and patients’ test 1 on combination ofAIs of gait parameters.Among all
studied variable, stance timeAIwas the only that demonstrated remarkable difference

Table 1 Mean and standard deviation of gait spatio-temporals

Measurements Test 1 Test 2 Test 3 Control

AI of STL 5.04 ± 3.8 4.4 ± 2.5 3.1 ± 2.6 2.9 ± 1.4

AI of cadence 1.8 ± 0.6 1.6 ± 1.2 1.6 ± 0.96 1.37 ± 0.6

AI of STT 2.8 ± 1.6 1.97 ± 0.9 1.5 ± 0.9 1.65 ± 1.2

AI of WAT 10.7 ± 5.3 9.8 ± 4.4 8.75 ± 6.2 8.33 ± 4.1

AI Asymmetry index, STL Step length, STT Stance time,WAT Weight acceptance time
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among groups at significant level of 0.0125 (P = 0.01) (Table 2). No significant
difference was found in AIs of STL, cadence, and WAT among groups confirmed
compensatory motion pattern of the unaffected limb in order to adjust to the affected
limb. It can be also concluded that the combination of AIs of gait variables was
significantly affected due to ACL surgery, but not individual ones. The results of test
1 were not in line with the study that reported significant differences in AIs of STL
andWATbetween control group andACLpatients twoweeks after surgery [14]. Time
from injury to surgery and surgery to data collection, and patients’ characteristics
might be highlighted as the factors for differences in findings. The reason that we did
not find asymmetry in some of spatio-temporalsmight be because of the enough body
preparation of subjects who were athletes and limited time (<3 months) from injury
to surgery which may cause to provide better recovery following reconstruction.

Results of multivariate analysis demonstrated significant effects of time on AIs of
the measured variables (P < 0.05). From the univariate analysis only stance time AI
showed significant improvement across three tests at 0.0125 alpha level, with 30.63%
at test 2 and 46.48% at test 3. Post hoc comparison of this variable demonstrated
significant difference between tests 1 and 3 (P = 0.017) (Table 3). Asymmetries
of cadence, WAT, and STL reduced by 10.87%, 38.3%, and 17.84% from initial
to final test respectively; however, since both limbs showed increment the value of
both limbs increased simultaneously lead to negligible alterations in the value of AI.

Table 2 Results of one-way MANOVA for test 1 and control

Results Variables F Sig η2p

Multivariate 4.4 0.007* 0.41

Univariate AI of STL (%) 5.96 0.021 0.17

AI of cadence (%) 4.7 0.04 0.14

AI of STT (%) 5.3 0.011** 0.26

AI of WAT (%) 1.9 0.184 0.06

*P < 0.05
**P < 0.0125

Table 3 Results of repeated measure MANOVA

Results F Sig Post hoc η2p

Multivariate 3.6 0.04* 0.78

Univariate

AI of STL (%) 4.0 0.029 0.2

AI of cadence (%) 0.4 0.69 0.02

AI of STT (%) 6.6 0.004** Tests 1 and 3 (P = 0.017) 0.31

AI of WAT (%) 0.5 0.59 0.03

*P < 0.05
**P < 0.0125
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Table 4 Results of one-way MANOVA for test 3 and control

Results Variables F Sig η2p

Multivariate 0.23 0.92 0.04

Univariate AI of STL (%) 0.11 0.75 0.004

AI of cadence (%) 0.86 0.36 0.03

AI of STT (%) 0.33 0.57 0.01

AI of WAT (%) 0.05 0.83 0.002

(Sig. value >0.05)

Simultaneous improvement in the affected and unaffected limbs may suggest bilat-
eral adaption as a result of unilateral injury. The findings were in harmony with the
outcomes of the previous study revealed a decrement in AI of spatio-temporal param-
eters 12 weeks after reconstruction [14]. However, the large variation in surgical and
rehabilitation procedures, patients’ characteristics and their adaptation with rehabil-
itation, and methodological differences such as measurement techniques limit the
comparison of the results. Such differences have become more highlighted when the
inter-relationship between variables has been taken into account. After 12 weeks, no
significant difference was found among patients and control group on combination
of AI of gait variables (P > 0.05) (Table 4).

Findings of the study revealed that gait spatio-temporal of athletes can be restored
in three months following ACL reconstruction using gait motion analysis system.
Access to quantitative gait measures affected by ACL reconstruction and evalu-
ating their changes through three-months rehabilitation, may highlight gait deficits of
athletes and provide a proactive rehabilitation program which enables rehabilitators
to modify the early return protocol based on the improvement in gait spatio-temporal
parameters. While this research provided valuable results regarding the changes of
gait spatio-temporal parameters among athletes with ACL reconstruction, the type of
sport that they were involved prior to the injury was not same for all. Future studies
with considering the type of sport is needed to support the current results.

4 Conclusion

The study outcomes revealed that ACL reconstruction leads to alteration in symmetry
of studied gait parameters of athletes. However, by applying the rehabilitation
program, they could improve the parameters toward the normal values and restore
normal gait spatio-temporal characteristics three months following reconstruction.
Considering the characteristics of the study subjects who were athletes, it can be
summarized that the best results regarding the gait spatio-temporals is assured within
the first three months of rehabilitation, before to start aggressive strengthening.
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Surface Electromyography: A New
Indicator of Fatigue Level

Fauzani Jamaluddin, Fatimah Ibrahim, and Siti Anom Ahmad

Abstract Prolonged high intensity physical activity induces fatigue at the central
and peripheral system, and inadequate recovery process lead to the emergence of
maladaptation symptoms. Usually in tracking fatigue level, lactate test, heart rate
and self-evaluation questionnaire are utilized. Surface EMG is known as one of the
electrophysiological techniques, which physiological information of human body
can be extracted from sEMG signals. This paper proposes a new indicator known
as surface electromyography (EMG) to track fatigue level with the existence of
maladaptation symptoms muscle soreness, unexplained lethargy and performance
reduction. An experiment has been conducted on twenty participants to investigate
the behavior of surface EMG during five days of intensive training that was based on
Bruce Protocol treadmill test. The intension was to induce maladaptation signs on
biceps femoris (BF), rectus femoris (RF), vastus lateralis (VL) and vastus medialis
(VM). Results demonstrate that �Fmed of BF, RF, VL and VM tend to decrease
under normal fatigue condition, and increase under fatigue with maladaptation signs
(P < 0.05) for RF and VL. Thus, this study successfully demonstrated that inception
of maladaptation signs can be observed based on surface EMG.
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1 Introduction

In general, physical activities involve central and peripheral mechanism chain
processes. It starts with the brain (central) giving commands for movements, to the
formation of actin-myosin (peripheral) in producing a movement [1]. The periph-
eral system refers to the motor units, which consists of motor neurons and muscle
fibers. Prolonged physical activity or force induces fatigue at the central and periph-
eral system. First, fatigue at the central system occurs when neurochemical in the
brain are altered and stress hormones [2] are secreted. When this happens, central
gives command to modify peripheral information in the contracting muscles. The
modification causes muscle to lose the recruitment of high threshold motor units,
decreases the force output and reduces the discharge of motor neurons [3]. This
reflex phenomenon occurs as a protective mechanism to prevent organ failure if the
physical activity continues at the same intensity [4].

Second, fatigue at the peripheral system takes place. It refers to the alteration
or failure of neuromuscular transmission and muscle action potential propagation
[3]. During muscle contraction, a biological process within muscle fiber emerges,
which is known as peripheral regulation. Fatigue at the peripheral system arises from
the muscle itself when there is an impairment of the peripheral mechanism due to
high-intensity exercise.

Prolonged fatigue occurs due to inadequate rest and recovery.Whenhormone level
during physical activity is unable to return to its normal condition, this hormonal
change leads to maladaptation on musculoskeletal, psychological, physiological,
immunologic and endocrine elements [3]. The situation may get worse and destroy
an individual’s life if the maladaptation signs keep accumulated, prolonged, persis-
tent and are not treated. In sports, this is known as chronic fatigue or overtraining
syndrome.

Diagnosing chronic fatigue syndrome is a complex procedure; in fact, there is no
specific tools to identify it [5, 6].Most of themethods utilized to identify fatigue level
include blood test, biopsies, heart rate, and self-evaluation questionnaire. Among
those, blood test and biopsies are considered as reliable indicators.Nevertheless,most
subjects find them invasive, uncomfortable and painful. Moreover, these methods
require numbing medicine and cannot be applied frequently. The non-invasive avail-
able method used currently is questionnaires. It is used to monitor training stress and
response. However, it demands high cooperation between subject and health profes-
sional. In addition, some of the terms are impossible to quantify like the amount of
stress and emotion. Hence, identifying fatigue level is getting more complex since
individual fatigue responses are substantially variable [6, 7]

Other than blood test and questionnaire, surface electromyography (EMG) can
also be used to measure fatigue level. Surface EMG, which was discovered in 1912,
records electrical energy of muscles from human skin. This recording is able to indi-
cate fatigue. The electrical energy changes due to ionic diffusion within muscle and
mechanical responses during muscle force to contract [8]. As a result, surface EMG
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behavior indicates the stage of fatigue as experienced by the subject. There are advan-
tages of using surface EMG in fatigue detection. These include its features of being
non-invasive, inexpensive, simple and easy procedure, not requiring lab environment
or applicability, enabling real-time fatigue monitoring and enabling specific muscle
fatigue monitoring and its correlation with biochemical and physiological changes
in muscles during [9].

Unfortunately, limitation discovered from previous findings does not encourage
surface EMG to be the main choice in fatigue identification. However, new findings
demonstrate that strong characteristic of surface EMG is able to identify fatigue
with maladaptation signs. Therefore, the aim of this paper is to investigate surface
EMG behavior under mild maladaptation symptoms. Nonetheless, the mechanism
of fatigue and its relation to surface EMG signals are discussed in the earlier sections
of the paper.

2 Methodology

A sample of twenty participants (Age ± standard deviation (SD): 24.2 ± 3.74 years
old, body mass index ± SD: 22.7 ± 2 kgm2) had participated in the study. Physical
Activeness questionnaire (Par-Q and You) was employed as a screening tool. It was
utilized to detect cardiovascular, pulmonary disease and orthopedic problems. Only
participants who answered ‘NO’ to all questions in Par-Q and You were allowed
to participate in the study. The participants who had diabetes, high blood pressure,
heart disease, any of the chronic diseases, joint or bone problem and were on any
medication to control blood pressure and blood sugar were excluded from the study.
It is important to note that the experiment protocol was approved by the institution’s
ethical committee.

2.1 Experiment

The experiment was conducted based on Bruce Protocol treadmill test. The protocol
chosen as it may provide high intensity of training and induce maladaptation signs
faster. The total duration of the protocol was 21 min. In the protocol, inclination and
speed of the treadmillwere increased for every threeminutes, and itwas start from10°
with speed 2.7 km/h. The participants were required to improve their performance on
a daily basis. As individual fatigue response is highly variable; no specific distance
and time duration are fixed.

Physiological measurements collected from the participants to determine the
intensity of the running activities and maladaptation condition. The intensity of
training will indicate running effort performed by the participants. It was deter-
mined based on percentage of maximal heart rate (HRmax) during running. Running
at >80% of HRmax is consider as hard and very exhausting, and may cause muscular
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fatigue. The maladaptation symptoms of the participants observed in the study was
muscle soreness, endurance time, and unexplained lethargy. These symptoms were
determined by using short interview and training log. Due to ethical reasons and
potential risk endured by the participant, only five-day experiment was allowed by
the Ethical Committee.

Throughout the experiment, four muscles were observed via custommade surface
EMG acquisition system. These muscles were biceps femoris (BF), rectus femoris
(RF), vastus medialis (VM) and vastus lateralis (VL). These muscles were selected
based on the criteria that they were the most activated muscles during running and
suffered the highest rate of injury in sports [10, 11]. In the experiment, electrodes
placement was according to SENIAM recommendation. Data were collected from
the aforementioned muscles during the pre and post exercises. Participants were
asked to stand and flex left knee to activate BF muscles, and sit on chair and extend
left knee to activate RF, VL and VM muscles.

2.2 Signals Analysis

Surface EMG then analyzed the input using stationarywavelet transform to eliminate
20Hz corner frequency andbaseline noises. Information, such asmean absolute value
(MAV) andmedian frequency (Fmed), was extracted from the collected data. Fatigue
was traced due to the changes of features between post and pre-exercise:

�Feature = Feature(post exercise) − Feature(pre - exercise)

Then, features were normalized before statistical analysis. Afterwards, the
extracted features were differentiated to two groups: Maladapted (features during
the existence of maladaptation symptoms) and Adapted (features during the non-
existence of maladaptation symptoms). All the extracted parameters were tested
using paired t-test to investigate the significant difference between ‘Maladapted’
and ‘Adapted’ signals. Daily trends of �Fmed and �MAV were also plotted for
‘Adapted’ and ‘Maladapted’ signals to investigate the behavior.

3 Results and Discussion

Table 1 indicates the mean of �Fmed and �MAV between adapted and maladapted
groups based on the combination of individual muscles of BF, RF, VL and VM, and
daily average value of the four muscles. While Table 2 shows the results of statistical
analysis namely paired T-test of the muscles.

Results in Table 1 demonstrate that�Fmed under maladaptation condition tended
to shift towards positive value compared to the adapted condition. As shown in Table
2, this characteristic was only significant at p < 0.05 for features with the combination
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Table 1 Mean of �Features between adapted and maladapted condition

Muscle(s) Feature Adapted (mean) Maladapted (mean)

Combination of individual muscles �Fmed −0.11 0.90

�MAV −0.19 0.24

BF �Fmed −0.10 0.44

�MAV 0.01 −0.32

RF �Fmed −0.11 0.83

�MAV 0.2 0.81

VL �Fmed −0.08 1.03

�MAV −0.32 0.13

VM �Fmed −0.04 0.46

�MAV −0.06 −0.01

Daily average value �Fmed −0.19 1.89

�MAV 0.15 0.74

Table 2 p-values based on
paired T-test

Muscle(s) Feature p-value

Combination of individual muscles �Fmed *p < 0.00001

�MAV *p is 0.000987

BF �Fmed p = 0.05491

�MAV p = 0.248165

RF �Fmed *p = 0.00027

�MAV *p = 0.029631

VL �Fmed *p = 0.000119

�MAV *p = 0.049458

VM �Fmed p = 0.071109

�MAV p = 0.801501

Daily average value �Fmed *p < 0.00001

�MAV *p is 0.005276

*Significant at p < 0.05

of individual muscles, RF, VL and daily average value of muscles. On the other hand,
the results on BF and VM muscles were not significant although both demonstrate
similar trends. The different features between adapted and maladapted conditions on
�MAV also indicate that it was significant for features combination of individual
muscles, RF, VL and daily average value of muscles, but it was insignificant for
BF and VM muscles. Table 1 illustrates that �MAV had more positive value during
maladaptation compares to �MAV under adapted condition.
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Different statistical results presented by the respective muscles demonstrate that
everymuscle had different capabilities and projects different responses [12]. Insignif-
icant outcomes of previous studies on maladaptation sign in Hedayatpour et al. [13]
and Bajaj et al. [14] may due to the fact that they studied the wrong muscles. Mean-
while, different experimental design performed by Hedayatpour et al. [13] and Bajaj
et al. [14] also might have contributed to similar findings.

Although stages of fatigue proposed by Dimitrova and Dimitrov [21] did not
include frequency shifting towards positive value as part of fatigue stages, results
demonstrate that center of frequency have increased. However, the increasing center
of frequency was similar to the findings by Petrofsky [15] and Osborne [16]. The
increasing center of frequency was proposed to have caused by temperature incre-
ment, accumulation of lactic acid and glycogen reduction in the muscle [15, 16]. In
Tenan [17], it was mentioned that there was a weak relation to correlate potassium
concentration to surface EMG, but therewere possibilities [17]. Results in Tenan [17]
demonstrate that the recovering duration period taken for potassium and frequency
to return at resting value was quite similar.

�Fmed and �MAV for Adapted and Maladapted daily trends had merged as
shown in Fig. 1. The trend indicates that median frequency had shifted on lower value
earlier, and tended to shift to positive value during the emergence of soreness, unex-
plained lethargy and performance decrement. The negative changes showed an agree-
ment with previous studies on the center of spectral during fatigue, while positive
changes caused by biochemical changes in response to maladaptation condition.

It was a slightly different trend showed by the amplitude behavior. The trend
showed that the participants had ran on treadmills under maximal voluntary contrac-
tion from the first day of the experiment. It was demonstrated by the negative of
�MAV as shown in ‘Adapted’ trend. �MAV showed negative changes on the first
day of maladaptation, and followed by the positive changes. The positive changes
at this stage showed that muscles were unable to contract at maximum voluntary

Fig. 1 Daily trend of
�Fmed and �MAV
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contraction. The positive changes also might have caused by the elevation of lactate
concentration as suggested by Loss et al. [18] or due the glycogen reduction as
proposed by Tenan [18, 19]. These behaviors may also refer to protective adaptation
to response for harmful stimuli [20].

At the moment, stages of fatigue proposed by Dimitrova and Dimitrov [21] is as
follows:

Stage 1: Spectral shifted to lower, Amplitude increase.
Stage 2: Spectral shifted to lower, Amplitude increase.
Stage 3: Spectral shifted to lower, Amplitude unchanged.
Stage 4: Spectral shifted to lower, Amplitude decrease.

Trend in Fig. 1 also demonstrated that, new fatigue index can be added to update
stages of fatigue profile suggested byDimitrova andDimitrov [21]. Therefore, this
paper proposes two more stages to indicate fatigue level based on surface EMG
behavior, with the assumption that maladaptation signs observed in the study are
the highest level of fatigue at the moment.
Stage 5: Spectral shifted to upper, Amplitude decrease (indicate really heavy
exercise and sign of early mild maladaptation may have developed).
Stage 6: Spectral shifted to upper, Amplitude increase (more maladaptation signs
may have developed).

4 Conclusions

Results presented in the paper indicate that surface EMG can be used to indicate
fatigue level. The combination of individual features and average features of inves-
tigated muscles demonstrate significant results compared to individual muscle. This
study also shows that the experimental design based on Bruce Protocol is suitable to
observe surface EMG behavior for maladaptation investigation. The study also indi-
cates that both frequency and amplitude information are significant in determining
fatigue level. Every change of the center of frequency and amplitude of surface EMG
may demonstrate fatigue experience by the subject.
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Relationship Between Handedness
and Cognition Performance of University
Undergraduates

Yin Qing Tan, Si Yun Tee, and Hong Kiat Ooi

Abstract Human were born to be left-or right-handers. Left-handedness is rare
and only consists of around 10% of population. Some lefties facing problems in
daily life and may need to declare their left-handedness as one of the disabilities,
however, there are also some lefties show excel in music and mathematics. One of
the common theories about left-handers is their brain are structure differently than
common right-handers, and thus resulted in different cognition ability. This study
aimed to investigate the relationship between handedness and cognition performance
among 108 young adults in a local university using MATRICS Consensus Cognitive
Battery. Results are considered to support the hypothesis that handedness may have
significant impact on two cognition tests, Symbol Coding and Maze test, with p-
value 0.04 and 0.005, respectively. There was no significant difference has been
found on Trail Making Test, Working Memory and Social Cognition test. This study
suggested that right-handed participants able to complete the timed cognition tests
faster than left-handers which indicates their better ability in speed of processing and
problem-solving skills.

Keywords Handedness · Cognition ·MCCB

1 Introduction

There are myths that passed on from the older generations which saying that the
left-handed is unique and smarter than the right-hander. There are many famous left-
handers that excel in various field, such as philosopher Aristotle, French emperor
Napoleon Bonaparte, physicist Albert Einstein, artist Leonardo da Vinci, scientist
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Nicola Tesla, former US president Barack Obama, Microsoft founder Bill Gates, and
many more.

Smart is not only referring to intelligence, but also can be related to the cogni-
tion. Cognition is defined as the mental performance that involve in memory, under-
standing, acquiring knowledges and problem-solving. As our hand motions are
control by left and right hemisphere of motor cortex, it may be interesting to find out
is there any differences among left- and right-hander in their cognition performance?
It is also a need for more studies to correct (or may be to confirm) the myths of lefties
with convincible statistical data.

1.1 Handedness

According to the study, there are about 10% of individual are left hand preference for
most of their daily activities, and 1% have no hand preference which can used both
hands to perform certain task, the rest of about 89% of individuals are right hand
preference [1]. In general, individuals can be classified into 3 groups of handedness:
the left handers, right handers and mixed handers [2].

1.2 Cognition

Thedefinitionof theword “cognition” that definedbyOxfordLanguages is themental
action or process of acquiring knowledge and understanding through thought, expe-
rience, and the senses. Tomake it simple, cognition refer to the ability to think, learn,
comprehend and remember. Therefore, cognition or cognitive process is extremely
important in routine life. There are a fewmajor domains of cognition which included
judgement, memory, attention, intelligence, social cognition and executive functions
[3].

There are various cognitive performance tests available, some of the tests can
easily assess online, and some were launch as cognition test kits. The MATRICS
Consensus Cognitive Battery (MCCB) was developed in 2004 by the National Insti-
tute of Mental Health (NIMH) and has been recommended by the United States
Food and Drug Administration (FDA) to assess cognitive impairment as the primary
outcome measure in the registry trials of Schizophrenia [4]. Yet, MCCB is also been
widely use not only to improve cognition performance of various mental health
patients but also to assess the cognition performance of healthy subjects.
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1.3 Handedness Versus Cognition

There are a lot of studies had been carried out to investigate the relationship
between handedness and health. Left-handedness has been connected with inno-
vative [5], homosexualism [6], diseases e.g., hearing disability [7], cerebral palsy
[8], Schizophrenia [9] and other mental health issues [10–12].

As early from 1960s, various studies had been carried out to investigate the
differences between left- and right-handers’ intelligence and cognition performance.
However, there are various outcome been found from these studies. Some studies had
confirmed that right-hander beat left-handers in the cognition test [13–16], in oppo-
site, some studies support the theory that left-handers can perform better [17–20]
and also studies proof there is no significant differences due to handedness [21–23].

Still there is no firmconclusion on the relationship between handedness and cogni-
tion performance. One of the reasons may due to the cognition tests use by previous
studies are not standardize. Since the MCCB had served as a standardized battery
of cognitive tests to use in clinical trials for schizophrenia and healthy controls, we
present a study to examine the cognition performance of healthy young undergradu-
ates inMalaysia usingMCCBCognitive Tests. Our goal is to investigate the influence
of handedness on test performance.

2 Methodology

Study was conducted in a local university; ethical approval had been obtained from
University Scientific and Ethical Review Committee (U/SERC/02/2019).

2.1 Subject Recruitment

Targeted population were undergraduate students, thus able to avoid the biasing due
to age and education level. There was total 108 undergraduates participated the study,
demographic data as show in Table 1. All participants were self-declared in good
health without any mental health illness. Exclusion criteria include those who had
suffered serious accident, trauma, hospitalized, surgery or had loss of consciousness
in the past sixmonths, alcohol and / or substance abuse.Written consent was obtained
from participants prior the conduct of test.

Table 1 Demographics of
participants

Left-hander (LH)
(N = 47)

Right-hander (RH)
(N = 61)

Age (year old) 21.00 ± 1.68 21.61 ± 1.54

Education level (years) 17.36 ± 2.01 17.61 ± 1.72
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2.2 Cognition Test

Five cognition tests from MCCB were adapted to the study, as shown in Table 2.
In Trail Making Test, participant is requested to connect the numbers from 1 to

25 using pen as fast as possible, without lifted the pen from paper throughout the
process, raw data collected from this test is total time (in seconds) to complete the
task.

There are 9 pairs of Symbol-Number Keys been given under Symbol Coding test,
participant is required to fill in the number base on the given keys, complete as much
as they can in 90 s, 1 mark is given for each correct answer.

There are 7 paper-and-pen maze tests, increasing in difficulties been provided.
Participant been requested to keep they pen on the paper throughout the test, if they
find the wrong way in the maze, they must trace back to find the correct way, and
total time needed to complete each maze is recorded. Scoring is based on the time
recorded, for example, if participants able to complete the Maze Set G in less than
99 s, 5 marks will be rewarded, 4 marks for 100–129 s, 3 marks for 130–168 s, 2
marks for 169–201 s, 1 mark for 202–240 s, if participants complete in more than
240 s, no mark been given.

In Working Memory test, a block with 10 cubes place in irregular pattern put in
between coordinator and participants, participants need to tap the cubes in same.

sequence as coordinator, start from 2 cubes in a row, gradually increase until
9 cubes in a row, then restart the test by tapping the cube in reverse sequence
as the coordinator, 1 mark will be rewarded for each correct answer given by the
participants.

A paper-and-pencil multiple-choice test is provided for Social Cognition test,
participants choose the answer base on their own judgement after reading the text,
then coordinator will key in the answer into the MCCB scoring program, to convert
the data to numbering score.

2.3 Data Analysis

Raw score collected will then key into the MCCB Scoring Program to convert to
standard t-score for further data analysis, which range between 0 and100.

Statistical test was performed with SPSS. Comparison between LH and RH
group is carried out with independent sample t-test, to determine significant different
between LH and RH cognition performances, significant level was set at p < 0.05.
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Table 2 Cognition tests

Test Task Example

Trail making test Link the number according
to the sequence as soon as
possible

Symbol coding Pair the symbol with their
corresponding number as
many as possible in 90 s

Working memory The coordinator taps the
cubes of a series of numbers,
participants need to repeat to
tap the cubes correctly, and
then in reverse order

Maze There were 7 mazes in this
test, from easiest to hardest.
Participants need to
complete the maze in the
given time as soon as
possible

Social cognition Participants choose the
action after read the passage
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3 Results and Discussions

The results of this study shows that left-handers can perform better than right-handers
in Trail Making Test and Social Cognition, but right-handers beat lefties in another
3 cognition tests, which are Symbol Coding, Working Memory and Maze. Among
these 5 cognition performances, only Symbol Coding and Maze shows significant
differences between the handedness group (Table 3).

Three of the cognition test Trail Making Test, Symbol Coding and Maze were
timed, participants were requested to complete the task as fast as they can, this
will indirectly give pressure to the participants. According to the instruction given in
MCCB, participants were requested to keep the pencil on the paper while completing
the tasks Trail Making Test and Maze, therefore the participants may block the view
with their own hand. In trail making test, the next sequence number will appear at
the right side for 11 times, while appear at the left side for 9 times, in other words,
the right-handers will face more vision blocking during the test compared with left-
handers, to accommodate the problem the participants will need to raise their hand
from the paper or shift their hand position to have more complete view, and thus may
delay the time to complete the test. The result from this study shows left-handers
score slightly better than right-handers in Trail Making Test, and this result may due
to the vision blocking and not to present the cognition ability. The same observation
also been reported by Beratis et al. [20] and Bracken et al. [24].

Maze is a cognition test where participants need to plan and foresight the pathway
in 2D maze. This test able to train the spatial ability, organization and problem-
solving skill. Study had confirmed that left-handers have a more developed right
hemisphere cerebrum than right-handers [25], and thus had advantages in spatial
reasoning [26] such asMathematics problem solving ability [27, 28]. However, some
recent studies had overturned this theory, suggested that there is no relationship in
between handedness and spatial ability [23, 29, 30]. However, the result current study
shows significant different between handedness group, where right-handed beat the

Table 3 MCCB cognitive test score

Group N Mean ± S.D p-value

Trail making test LH
RH

47
61

45.26 ± 5.72
43.83 ± 5.92

0.29

Symbol coding LH
RH

47
61

48.54 ± 5.90
51.19 ± 5.54

0.04*

Working memory LH
RH

47
61

72.16 ± 7.37
74.37 ± 7.25

0.209

Maze LH
RH

47
61

47.13 ± 5.95
51.27 ± 6.48

0.005*

Social cognition LH
RH

47
61

50.36 ± 7.41
48.05 ± 8.52

0.231

*significant difference p < 0.05
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left-handers in speed. This may due to the vision blocking problem like Trail Making
Test as explained above. Even though the both left- and right-handers will face the
same blocking issue during the test, but most of themaze were started at the right side
and participants need to trace the way out towards left side, thus no surprise to reflect
in the result where left-handers will complete the task with longer time requested
compared with right-handers. Study from Jones et al. [31] states that handedness is
not a predictor or indicator of creative thinking and problem-solving ability.

Right-handers had shown significant better performance than left-handers in
Symbol Coding, combined with the result of Maze, which also timed test, we may
suggest that right-handers are generally perform better in the timed cognition tests
than left-handers. The results indicate their better ability in speed of processing and
problem-solving skills.

Result ofWorkingMemory shows that there are no significant differences between
the handedness group, but right-handers are generally performed slightly better than
left handers, which is tally with the previous findings [32, 33].

Social cognition refers to how an individual deal with others members, the
processes involve are encoding, storage, retrieval and processing. From our finding,
there is only slightly different in Social Cognition score and not able to give any
conclusive evidence. However, this result is persuasive as all human are unique,
right-handers are not all identical in their pattern with others right-handers and left-
handers are probablymore variable in nature to adapt to the environment, as suggested
by study [34]. Therefore, handedness should not able to predict an individual’s
reaction, but the social cognition ability is more depends on culture, education and
environment.

3.1 Limitations

There are number of limitations in the current study. The participants were recruited
from same university, even though this is to limit the effect of age and education level,
but also limited the demographics which not representative of the population. The
relatively small sample size also might be reflected in the not significant different
presented in result. The study does not check the effect of gender on cognition level,
which according to studies, gender may correlate with certain cognition abilities.

3.2 Future Works

Since cognition performance test could not represent significant indicators for hand-
edness, the study may be expanded to genetic profiling to investigate the impact of
handedness and genetic variance. As known, genetics is one of the major factors
contribute to human handedness, thus it may be an interesting topic to study the
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correlation between handedness, genetic variance and cognition performance, for
both males and females.

4 Conclusion

In conclusion, the finding of this study indicate there is a significant effect of
handedness on certain cognition test, namely Symbol Coding and Maze, which
engage processing time and problem-solving skills. These cognition functions may
contribute in a person’s daily life to manage well with daily goal, organizing lifestyle
and decision making. Current study result may help in better understanding about
the relationship among handedness and cognition ability or behavioral pattern.
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Abstract The need to promote genuine interest for learning is especially required
for STEMbased understanding, knowledge and skills in very young learners. Parents
involvement in STEM learning has been established as a critical factor that would
move the students’ interest and adoption into STEM field and STEM related careers
later in the future. This is critical even in the early childhood years where curiosity
and interest are at its peak. Play based learning at home and in informal settings are
one of the most effective way to experience STEM and this has been reflected in the
literature especially where parents are involved. While the efficacy and usefulness of
play-based learning is clear among children, the acceptance and thorough adoption
among parents still requires clearmethod and direction. This research aims to explore
and identify key factors of effective STEM learning for young children. Parents’
background and STEM career could influence their children’s interest and ability
in STEM, while utility values by parents are key in nurturing children’s interest
as children are independently evoked and may be influenced by their perceived
utility-values by the parents.
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1 Introduction

1.1 The Move Away from Examination-Based Assessments

The need for non-examination-based assessmentwas highlighted to promote genuine
interest for learning. This is especially true and required even more for science,
technology, engineering and mathematics (STEM)-based understanding, knowledge
and skills in very young learners. The adoption of play-based learning with 3H
principle (Heads on, Hands on, Hearts on) in young children has been established as
one of the most effective approach in instilling the passion and curiosity [1] to build
solid foundation to master future STEM disciplines.

While the efficacy and usefulness of play-based learning is clear among children,
the acceptance and thorough adoption among parents are still weak and lacks clear
method and direction. Parents, while with good intentions may impose route learning
exercises for their children, could be open to more authentic learning approach and
scaffolding roles [2].

This research explored and identified key factors of effective STEM learning for
young children, and model the most significant approach. Mixed-method investi-
gation was conducted with children in primary schools and their parents. Parents
interview and case studies were crucial observations to extract real interaction and
responses with the children.

2 Methodology

2.1 Participants

Thirty (30) respondents were recruited for this study. The participants were recruited
by invitation through emails and through the WhatsApp platform. The inclusion
criteria for participation in the study were: 1. Must be a parent, 2. Have at least
one child, and 3. Since the questionnaires are in English language, participants must
have a basic understanding in English Language. The respondent’s participation in
this study is entirely voluntary. The study was approved by the Universiti Malaya
Research Ethics Committee (UMREC) UM.TNC2/UMREC_1157.

2.2 Study Instrument and Procedures

A series of questionnaires were used during the study. The questionnaires were
adapted and adopted from A Validation of the Family Involvement Questionnaire-
High School Version [3], Family-Friendly Science: Increasing Family Engagement
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in STEMEducation [4], ‘Ikigai’ in older Japanese people [5] and Sense of LifeWorth
Living (Ikigai), Mortality in Japan: Ohsaki Study [6] and Ikigai Worksheets [7].

There are two parts of questionnaires. Part I of the questionnaires are related to
Science, Technology, Engineering and Mathematics (STEM) while Part II of the
questionnaires are related to Ikigai which is the “Sense of Life Worth Living”. A
total of 50 questions were used with 25 questions in both parts, respectively. The
questionnaires were distributed to the participants online via Google Form. Once
completed, the participants were given the “Bermain dengan STEM” e-book [8] as
a token of appreciation. The average and standard deviation (SD) was obtained and
analysed for each question.

3 Results

After data preprocessing, 25 responses were used for data analysis. Figure 1 shows
the demographic of the participants. The participants were parents of young children.

Fig. 1 Participants’ demography
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The majority of the parents’ age is 30–39 years old. As for gender, 76% of mothers
and 24% of fathers participated in this survey. The majority of parents were of Malay
ethnicity. 88% of the participants’ children are aged between 7 and 12 years old. 12%
of the children are 6 years and below. From the 25 children, 72% and 24% goes to
government and private schools, respectively. 4% is not schooling yet.

Tables 1 and 2 show the average and standard deviation for each question in
the Part 1 and 2 of the questionnaires, respectively. The overall average for Table
2 is higher than Table 1. Parents definitely have high desires for their children’s

Table 1 Parents present involvement in STEM

Questions Ave SD

Part I: STEM (Science, Technology, Engineering and Mathematics) 3.2 0.4

(1) I attend meeting/parents-teacher meeting to discuss about my child’s learning
behavior

3.4 0.8

(2) I make contact with school (teacher or principal) to get information regarding my
child

3.3 0.8

(3) I converse with my child’s teacher 3.4 0.6

(4) I monitor my child’s TV and Internet usage 3.5 0.6

(5) I review my child’s school work OR I ensure my child’s school work are reviewed 3.6 0.6

(6) I send my child to school 3.5 0.7

(7) I keep a regular schedule (studying, morning, bedtime) for my child 3.3 0.6

(8) I praise my child for doing/completing his/her schoolwork 3.8 0.4

(9) I share my experience of studying back in my time 3.1 0.9

(10) I take my child to other learning centers to learn specific things 2.8 0.9

(11) I contact the school when my child tells me something about school that
concerns me

3.2 0.6

(12) I participate and volunteer in my child’s classroom 2.6 0.8

(13) I praise my child for his/her accomplishments 3.7 0.5

(14) I read and do STEM-related activity with my child 2.8 0.9

(15) I participate in my child’s school activities 3.0 0.8

(16) I ask about my child’s day / difficulties at school 3.6 0.6

(17) I discuss with other parents about my child’s school events 2.6 1.0

(18) I ask my child to do home chores 3.3 0.6

(19) I do singing, drawing and storytelling with my child to enhance her/his
creativity

3.1 0.8

(20) I help my child with work and problem solving related to Science, Technology,
Engineering, Mathematics skills

3.3 0.8

(21) I do STEM activities with my child and we enjoy it 2.8 0.8

(22) I attend my child’s school STEM event(s) 2.7 0.9

(23) I believe that by joining school events in STEM, I can contribute to my child’s
STEM education

3.3 0.6

(24) I prepare more home resources to engage STEM learning with my child 2.9 0.7

(25) I have the desire to see my child pursue a STEM-related field 3.4 0.6
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Table 2 Parents desire for their children’s future

Questions Ave SD

Part II: Ikigai or “Sense of Life Worth Living” 3.7 0.2

(1) I want my child to grow up with a healthy lifestyle 4.0 0.0

(2) I want my child to grow up with a sense that ‘life is worth living’ 4.0 0.2

(3) Creativity is related to a person’s well being 3.7 0.5

(4) I want my children to grow up feeling that their lives are valuable 4.0 0.2

(5) I want my child to be concerned with his/her future 3.8 0.4

(6) I want my child to have a desire or goal for the future 3.8 0.4

(7) I want my child to willingly do spontaneous activities 3.8 0.4

(8) I want my child to behave/take actions which they are forced to take 3.6 0.6

(9) I want my child to reflect their inner self and express it honestly/faithfully 3.8 0.4

(10) I want my child to be able to establish a unique mental world in which
he/she can feel at ease

3.8 0.4

(11) I want my child to grow up and experience the pleasure of living through
EITHER work, family or communication with neighbors

3.8 0.4

(12) I want my child to be able to go through the process of cultivating his/her
inner potential that makes his/her life significant

4.0 0.2

(13) I believe we should consider how our lifestyle effects our functional,
societal and psychological well-being

3.9 0.3

(14) I believe that the sense of “life worth living” is associated with mortality
risks

3.5 0.8

(15) I believe that health, socioeconomic status or health-related lifestyle are
not associated with the negative psychological factors and mortality risk

3.0 1.0

(16) I believe that sense of “life worth living” reflects an individual’s
motivation for living or “purpose in life” or “reason for living.”

3.8 0.4

(17) I want my child to have a sense of “joy and a sense of well-being from
being alive”

3.8 0.6

(18) I want my child to have a sense of “realizing the value of being alive” 4.0 0.2

(19) I believe that the lack of ‘ikigai’ or the sense of “life worth living” was
associated with poorer psychosocial status and poorer physical health status

3.4 0.7

(20) I believe my child should be able to grow up doing what he/she loves 3.9 0.3

(21) I believe that my child should be able to grow up doing what he/she is
good at

3.9 0.3

(22) I believe that my child should be able to grow up doing what the world
needs

3.2 0.9

(23) I believe that my child should be able to grow up doing what he/she can be
paid for

3.4 0.6

(24) I believe that my child is able to achieve all of the above in item 20, 21,
22, 23

3.6 0.5

(25) I believe that my child should have a strong personal value 3.8 0.4
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future and wellbeing. However, their actual involvement in STEM activities with
children and school is rather low. As shown in Table 1, parents scored highest for
praising their children’s achievement. Parents are also committed to review their
children’s homework and monitor their media usage. Parents pay attention to their
children’s account on their daily school activities. The parents seem to be lacking
in communication with other parents about school events, as the score is the lowest.
Subsequently, the scores for attendance to STEM events in school and classroom
were also low.

4 Discussion

From the results obtained through this study, parents who intend for their children to
have a good future will focus on several of these considerations. Parents might go to
the extent of registering and sending their children to the best school possible. Parents
seem to prefer a school with good academic achievement and reputation. Other
considerations by parents were distance from home to school, finances (low expenses
and availability of financial aids and scholarships), and school philosophy ormission.
Our findings show that there are slight differences though between parents of private
school going children and government school-goer children (Fig. 2). Responses of
parents’ STEM involvement were more varied compared to their Ikigai responses,
which indicate that both groups have undoubtedly greater desire for their children’s
future and wellbeing compared to their actual involvement in their child’s learning.

From our study, parents could play a role in contributing to the learning curve of
their children. Nonetheless, there are challenges that might appear from the parents’
viewpoint. One of the obstacles for parents in contributing significantly to their
children’s learning-related activities is to find the time to attend school events or
support their children. This is significantly shown in families with low economic

0.0

1.0

2.0

3.0

4.0

STEM Involvement Ikigai

Government School Private School

Fig. 2 Types of schools and parents responses respectively
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resources, which causes the parents to work hard to make ends meet. Moreover,
teachersmight face difficultieswhen the children are expected to perform in academic
while receiving less to no effort from their parents.

Another challenge is the socioeconomic statuses of the family. It could not be
denied that some of the parents are illiterate, or perhaps using their mother tongues
in educating or communicating with their children. Hence, this makes the parents
feel uneasy and not comfortable when attending events and meetings in school.
Hence, parents would feel unwelcomed or unaccepted in schools, which will further
make the parents put in less effort in educating their children. Due to this, children
might feel that their parents are not interested in their well-being, contribution, and
achievement in schools.

Parents who contribute sufficiently to their children’s learning-related activities
will positively influence the children’s future. Parents can ask how the children fair
in school and attend school meetings as well as annual school events. Additionally,
the best indicator of a student’s accomplishment is the extent to which families are
involved in their education. Children will be more motivated and cultivate affection
in learning if there is support from their parents.

The learning environment in classes will change accordingly when there is
involvement from parents. Additionally, working together with parents can assist in
determining the needs and objectives that parents may consider contributing towards.

Hence, involvement fromparentswould contribute to the advantages for everyone,
including the school, the teachers, the parents, and students.

5 Conclusion

In conclusion, parents are concerned of their children’s wellbeing. They have high
hopes for their children to live a happy and fulfilling life. However, parents’ actual
involvement toward ensuring promising future, needs more effort. The convenience
sampling conducted in this study clearly shows some intervention is needed to
increase parents involvement in STEMactivitieswith their children, both at home and
in school. The paper is concluded with some Ikigai quotes for readers consumption.

Ikigai refers to situations whereby the following quotes apply [9]:

Existential crisis, is typical of modern societies in which people do what they are told
to do, or what others do, rather than what they want to do. They often try to fill the gap
between what is expected of them and what they want for themselves with economic power
or physical pleasure, or by numbing their senses.

Those who give up the things they love doing and do well will lose their purpose in life.
That’s why it’s so important to keep doing things of value, making progress, bringing beauty
or utility to others, helping out, and shaping the world around you, even after your ‘official’
professional activity has ended.

The happiest people are not the ones who achieve the most. They are the ones who spend
more time than others in a state of flow.
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In order to achieve this optimal experience, we have to focus on increasing the time we
spend on activities that bring us to this state of flow, rather than allowing ourselves to get
caught up in activities that offer immediate pleasure.
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Practice Analysis: The Service Delivery
and Domains of Prosthetic and Orthotic
Practitioners in Malaysia

Hasif Rafidee Hasbollah and Nooranida Arifin

Abstract Malaysia has a database for physiotherapist and occupational therapist,
however, the statistic for manpower in Prosthetic and Orthotic (P&O) practitioners
are yet to be reported. The aim of this research is to establish the database of P&O
practitioners in Malaysia according to the Standards of Prosthetics and Orthotics
of service delivery and domains using Practice Analysis (PA). PA is a strategy or
technique used to explore and expand the content and description of the profes-
sion P&O practitioners. A total of fifty-one (51) respondents were selected in this
research by using purposive sampling via hospitals and private practices companies
inMalaysia. This number of respondents are divided into twowhichwere twenty-one
(21) Certified Prosthetists Orthotists (CPOs) and thirty (30) technicians. The data is
collected using a questionnaire adapted from American Board for Certification in
Orthotics, Prosthetics and Orthotic. The findings of the questionnaire are analyzed
and interpreted via descriptive statistics such as percentages and frequency. Prosthetic
Fabrication (PF) has recorded the highest total frequency of CPOs and Technicians
with 48 practitioners. The result of this study showed that the top three domains
are patient assessment (Domain 1), implementation of the treatment plan (Domain
3), promotion of competency and enhancement of professional (Domain 4) were
the most domains performed by the practitioners. These elementary findings of this
study are useful for higher education and training providers in planning for a proper
clinical and technical programme for future and existing practitioners as well as
serve as a support evidence for the policy maker in ensuring the high quality of P&O
service provision. This study has concluded that, P&O Practitioners have practiced
the PAaccording to the Standards of Prosthetics andOrthotics of nine primary service
delivery based on the four main domains.
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1 Introduction

Since 1937, Prosthetic and Orthotic (P&O) in Malaysia has started when the
orthopaedic appliance workshop in the National Leprosy Control Center in Sungai
Buloh was established by British. The first P&O centre was built at University
Hospital (currently known as University of Malaya Medical Centre) in 1967. After
1969, theGeneralHospitalKualaLumpur has administered theNational LimbFitting
Centre [1].

P&O is the combination between policy (financing), products (parts andmaterial),
practitioners, prepares the suitable prostheses, orthoses and others related treatment
that is aimed to achieve the good quality services in manufacturing and fitting P&O
devices [2, 3].

In general, P&O practitioners were divided into clinicians and non-clinicals. For
the clinicians, the practitioner is required to have a deep understanding of medical
and technical subjects, where in non-clinicals, the practitioner is required to able to
use and handle tools, machines, and material for plastic, metal and plaster for manu-
facturing the devices [4]. Only prosthetists, orthotists and assistants were involved
in clinicians, where technicians and support staff are in non-clinicians [3].

Each year, the demands of P&O practitioners increased especially in low-income
and developing countries. Over than six (6) million amputees need P&O devices in
Africa, Asia and Latin America. However, it is estimated about 180,000 practitioners
are needed in P&O services. Conversely, it is only 40,000 trainedCertified Prosthetist
Orthotist (ISPO Category I) and technologist (ISPO Category II) are available [5].

Therefore, the availability of competent and well-trained clinicians and non-
clinicians are vital to achieve a high-quality P&O practitioner as stated in the Stan-
dards of Prosthetics and Orthotics, the services must conduct by competent and
adequately trained personnel in the related areas [3].

Each of the country provides the P&O services, but it may differ in terms of
quantity and quality of services and devices. Unfortunately, certain practitioners of
P&Owere not practicing patient safety as their priority due to the insufficient number
of practitioners [6, 7].

Malaysia has a database for physiotherapist and occupational therapist, however,
the statistic for manpower in P&O practitioner is yet to be reported. Thus, the aim of
this research is to establish the database of P&O practitioners in Malaysia according
to the Standards of Prosthetics and Orthotics of service delivery and domains using
Practice Analysis (PA).

American Board for Certification in Orthotics, Prosthetics and Orthotic stated
that Practice Analysis (PA) is a strategy or technique used to explore and expand
the content and description of the profession. In the other word, practice analysis
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Fig. 1 Steps in service delivery of P&O practitioner

comprises a group of job analysis, role analysis, role delineation study and the process
analysis [8].

According toUN there are the four (4) steps in service delivery of P&Opractitioner
in ensuring the consistency, successful and competent at all level of care [9] (Fig. 1).

For the first step, P&O practitioner should assess the patient (user) holistically
with taking into account the user lifestyle, living environment condition and physical
condition of the user. Then, the P&O practitioner must stress on the fabrication and
fitting process. The caregiver must abide every instruction meticulously from the
manufacturer and supplier regarding the instructions on the use of components and
materials to ensure the device is beneficial towards the user and thereby reducing
the danger. Next step is providing sufficient training towards the user in order to
increase the benefits of using the device. The final step is, P&O practitioner must
check all the features of the device in the best quality and well-function before
delivering prostheses and orthoses service. Evaluation of the result of medical care
and in follow-up sessions will allow real benefits of prostheses and orthoses service,
thus the achieved the objective of treatment is achieved. The aim of this research is to
establish the database of P&O practitioners in Malaysia according to the Standards
of Prosthetics and Orthotics of service delivery and domains using Practice Analysis
(PA).

2 Methodology

This study adopted quantitative method in order to collect data the practice analysis
of P&O practitioners in Malaysia. The function of quantitative method is to find the
answer to every question based on the facts, general knowledge and their intention
[10].

A total of fifty-one (51) respondents were selected in this research by using purpo-
sive sampling via hospitals and private practices companies inMalaysia. This number
of respondents are divided into twowhichwere twenty-one (21) Certified Prosthetists
Orthotists (CPOs) and thirty (30) technicians. Purposive sampling is a non-random
technique that does not need any theories and a set number of participants to find
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people who are willing to provide the information based on their knowledge and
experience [11].

The data is collected using a questionnaire. The collection of data conducted based
on the set time and it is cost effective when using a questionnaire.

The findings of the questionnaire are easily identified and quantified [12]. The
questionnaire was adapted fromAmerican Board for Certification in Orthotics, Pros-
thetics andOrthotics which is stress on the Practice Analysis of certified practitioners
in the disciplines of orthotics and prosthetics. It is then analysed and interpreted via
descriptive statistics such as percentage and frequency in order to report the general
outcomes of the study.

3 Results and Discussion

Based on the Table 1, the result indicated the frequency of P&O practitioners
according to the primary service delivery performed according to the function of
the position. While, Fig. 2 showed the comparison of primary service performed for
CPO and technician.

Prosthetic Fabrication (PF) has recorded the highest total frequency of CPOs
and Technicians with 48 practitioners. It is clear that, most of the Prosthetic and
Orthotic (P&O) service centre in Malaysia were focused on the Primary Work in
PF. From this number, 28 of them are Technicians and the rest of this task is done
and monitored by CPOs. After the Primary Work in PF, Orthotic Fabrication (OF)
is a common field of work in the P&O. The findings showed that number of CPOs
are fewer (19) than Technicians (27) who were engaged in OF. There were three
types of Primary Work that indicated the same total number of practitioners namely
as Clinical Prosthetic Patient Care (CPPC), Clinical Orthotic Patient Care—Custom

Table 1 Frequency of primary service performed by the practitioners

Primary service Frequency of CPO Frequency of technician Total (n)

Clinical prosthetic patient care
(CPPC)

20 11 31

Clinical orthotic patient care
(Custom fabricated) (COPCCF)

19 12 31

Clinical orthotic patient care
(Pre-fabricated) (COPCPF)

17 10 27

Prosthetic fabrication (PF) 20 28 48

Orthotic fabrication (OF) 19 27 46

Education (EDU) 12 19 31

Research (RES) 3 5 8

Administration (ADM) 10 6 16

Other (OTHER) 9 4 13
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Fig. 2 Comparison of
primary service performed
for CPO and technician
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Fabricated (COPCCF), and Education (EDU). The total amount for each Primary
Work were 31 practitioners per work field. As for CPPC, this field is dominated by
CPOs with 20 practitioners and 11 practitioners for the Technicians. Meanwhile,
COPCCF was set to less than one practitioner for CPO which were 19 practitioners
and 12 Technicians. In contrast to the Primary Work in Education indicated that the
Technicians showed a higher number (19) while the CPOs were less (12).

The Primary Work of Clinical Orthotic Patient Care—Pre-Fabricated (COPCPF)
recorded a total of 17 practitioners for CPOs and 10 practitioners for Technicians.
CPOs recorded a significant number in this Primary Work because of its special-
isation job. In P&O industry, there were an area specifically for Administration
(ADM), whereby it was dominated by the CPOs. The number of Technicians showed
a small number because in Malaysia, there were P&O centres that only consists of
Technicians.

Table 2 presented the results of the average percentages of service delivery based
on different domains. As can be seen, CPOs indicated that they spend the most time
performing tasks associated with Patient Assessment for both disciplines with the
respective percentages of 27.95% and 27.24%. Compared to the Technicians, most of
the time, they are spending on Implementation of the Treatment Plan which indicates
37.0% and 38.33% respectively for both disciplines.

Table 2 Average percentages of service delivery based on the domains

Domain Percentage prosthetic Percentage orthotic

CPO Technician CPO Technician

One (1): Patient assessment 27.95 15.60 27.24 15.67

Two (2): Formulation of the treatment plan 18.95 13.37 18.52 12.87

Three (3): Implementation of the treatment plan 18.95 37.00 21.14 38.33

Four (4): Follow-up to the treatment plan 14.43 8.87 13.76 7.80
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Referring to Domain 1—Patient Assessment, both CPOs and Technician most
commonly performed task such as reviewed patient’s prescription as referral in
both P&O discipline. The practitioners were also using established record-keeping
requirements to documented the patient assessment. Usually, the practitioners
collected the data based on patient background such as demographic characteristics,
family dynamics, previous use of orthopedic devices and medical history.

Based on the findings of Patient Assessment in Domain 1, the practitioners
will Formulate Treatment (Domain 2) to identify which design, materials and
components are needed based on their physical condition and daily activity.

Domain 3 is about Implementation of the Treatment Plan towards patient or
orthopedic user. Both practitioners informed user, relatives and caregivers regarding
to the measurement taken, future obstacle and time taken in fabricated the devices.
It is important to provide optimum strength; durability and it function by selecting
an appropriate material for the devices.

After Implementation of the Treatment Plan, it is vital for the practitioners
to Follow-up to the Treatment Plan (Domain 4). User’s feedback is valuable in
determining their satisfaction and recommendation for the future treatment.

These elementaryfindings of this study are useful for higher education and training
providers in planning for a proper clinical and technical programme for future and
existing practitioners. Additionally, this finding serves as a support evidence for the
policy maker in ensuring the high quality of P&O service provision [13, 14].

4 Conclusion

This study has concluded that, P&O Practitioners have practiced the PA according
to the Standards of Prosthetics and Orthotics of nine (9) primary service delivery
based on the four (4) main domains. The frequency of Primary Service and average
percentages of services delivery by the CPOs and Technicians were presented in
establishing the database for this research.
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A Conceptual Design and Control
of a Novel Powered Ankle–Foot
Prosthesis (RoMicP™) for Heavy
Amputees
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Abstract Anovel powered ankle–foot prosthesis (RoMicP™) is designed for heavy
amputees. A novel elastic actuator, namely, a unidirectional parallel elastic actuator
with series elastic element (SE+UPEA), is implemented by the employment of a
harmonic reducer and a two-level cable-drive system and the application of planar
torsional springs. The results of mechanical design declare that the designed struc-
ture can achieve outstanding performance on both the height of installation position
and the motion range of the ankle joint. The mass of all mechanical components can
meet the requirements of design. A double-loop impedance control system is devel-
oped with two constant parameters and two time-varying parameters. With optimal
parameters of parallel and series springs and tuned parameters of the control system,
RoMicP™ is verified by simulation under different loads. The simulation results
show that the performance is remarkable in tracking the ankle position reference
with small errors during walking on level ground, where the torque load on the ankle
is equivalent to that of an amputee whose weight is 100 kg.

Keywords Powered ankle–foot prosthesis ·Mechanical design · Control system

1 Introduction

Being one of the most straightforward ways to recover functional mobility, wearing
an ankle–foot prosthesis is accepted by increasing below-knee amputees. Obviously,
compared to passive or semi-active prostheses, powered ankle–foot prosthesis, which
can provide net power during the operation, has more potential to help users to return
to the level of non-amputees in walking or some other activities.
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In the past two decades, the development of powered ankle–foot prosthesis is
incredibly accelerated thanks to related technologies. According to our statistic data,
there are 94 powered ankle–foot prostheses designed and developed from 2000
to 2019. More than 40% of these designs employ motorized elastic actuators [1].
However, different combination of elastic elements in motorized actuators needs to
be explored to achieve a better performance of powered ankle–foot prosthesis.

In addition, the other problem that should be noticed is that most powered pros-
theses are designed for amputees with regular weights. Some examples are compared
as follows.Userswhoseweight is less than 75 kg are targeted by amajority of designs,
such as [2, 3]. A minority of prostheses are designed for users with a weight from
75 to 85 kg, such as [4, 5]. In this case, it is difficult for heavier amputees to select
an appropriate powered ankle–foot prosthesis.

Solving the abovementioned problems, this work will introduce a novel powered
ankle–foot prosthesis (RoMicP™) for heavy amputees with an available control
system named double-loop impedance control. To ease understanding, the design of
the mechanical structure and control system will be shown in the next section, and
then the third part will report the simulation verification.

2 Conceptual Design and Control Scheme

2.1 Design of Mechanical Structure

According to our previous comparison of seven kinds of elastic actuators [6], the
unidirectional parallel elastic actuator with series elastic element (SE+UPEA) is the
best in optimizing the output requirement of motor mechanical power during the gait
cycle of walking on level ground. Based on the concept of SE+UPEA, the virtual
model of RoMicP™ and some details are shown in Fig. 1.

Figure 1a shows the overall appearance of RoMicP™. The form of double steps is
adopted to reduce the vertical distance from the top of the standard pyramid adapter
to the heel, which is only 149.8 mm. In addition, the motion range of RoMicP™ is
large enough, up to 54° for both dorsiflexion and plantarflexion. In Fig. 1b, the cover
parts and the adapter are hidden to show the transmission clearly. The transmission
mechanism consists of a harmonic reducer and a two-level cable-drive system. The
output pulley of the second level cable-drive system connects to the housing that
works as the rack in the prosthesis with unidirectional parallel spring (UPE) and
to the ankle axis with series spring (SE). Both springs are designed in the style of
planar torsional spring, in which the primary curve of flexible part is based on the
Archimedes helix, and Fig. 1c, d show the differences between the free end and fixed
end.

The permanent magnet synchronous motor (PMSM) is Maxon, EC i-52 with a
48 V nominal voltage. The brake that can provide 0.6 Nm is selected from MIKI
PULLEY Co., Ltd. The 6 mm cable is woven with ultra-high molecular weight
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Fig. 1 Model of mechanical design of RoMicP™

polyethylene, which is a kind of material with extremely high strength. The foot
part employs ÖSSUR, Flex-Symes™ without an adapter, and the adapter accords
to Ottobock’s product. The housing, pulleys, the coupler between the motor output
shaft and the wave generator of harmonic reducer, and the ankle axis are proposed to
be manufactured via the 3-dimensional print technology with a kind of high-strength
material, that is, polyether ether ketone (PEEK). The total weight of the mechanical
parts of RoMicP™ is 2.32 kg without battery and electrical components.

2.2 Design of Control System

Most current control system of powered ankle–foot prostheses are based on a finite-
state machine, which works with impedance controller [7–9], admittance controller
[10], or artificial neural networks [11].

In this design, a novel control system named double-loop impedance control is
based on the dynamicmodel of SE+UPEAon the platformof Simulink (MathWorks).
Excluding the complete model of PMSM in the library of Simulink, all other parts
are regarded as the mechanical system and constructed in the way of differential
equations.

The novel control system includes two levels. The inner level is a torque/current
control for the motor, shown in Fig. 2a. The implementation of the current controller
is based on two proportional–integral (PI) controllers and the space vector pulse
width modulation (SVPWM) [12]. Because of the almost perfect linear relationship
between electromagnetic torque and current of PMSM, the torque reference is easy
to convert into the reference of q-phase stator current by dividing the torque constant
from Maxon official datasheet [13].
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Fig. 2 Simulink model of double-loop impedance control system

The outer level of the control system is the main part of the design, shown in
Fig. 2b. The traditional impedance control can be described as follows.

τ = K
(
θre f − θ

) + Bθ̇ (1)

where K and B are the parameters to be adjusted, which mean the stiffness and
damping characteristics that controlled system performs, τ is the torque command
signal output by the controller, θre f is the reference of angular displacement, θ and θ̇

are the angular displacement andvelocity feedbackof controlled system, respectively.
The first impedance controller of the double-loop impedance control system is

utilized to adjust the behaviour ofmotor output, and its parameters are termed as Kc_m

and Bc_m , respectively. The angular displacement reference of the motor is obtained
from a reverse solution of the dynamic model of SE+UPEA. The first controller
outputs the main part of the electromagnetic torque command signal.

The second impedance controller is engaged to complete the final control of the
prosthesis output after the primary control of the first one, and Kc_a and Bc_a are
the parameters correspondingly. The feedback of ankle joint motion and the normal
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ankle position during the gait are the input parameters, and the controller will output
an amendment to the output of the first controller. It is very significant to note that
the parameters in the second controller are designed in a time-varying format instead
of constant as usual, and the method to construct these two time-varying parameters
is to make a constant divided by the dynamic inertia of the load end.

3 Simulation Verification

3.1 Simulation Conditions

Gait data from sound subjects during walking works as a significant target and condi-
tions for simulation. The data of ankle position during walking from [14] is utilized
as the reference of angular displacement output by ankle axis, shown in Fig. 3a; The
dynamic inertia on ankle joint is merged from [15–17] as the inertia of the load end,
shown in Fig. 3b; Including these two sets of data, the ankle torque from [14] and
the dynamic stiffness and damping from [15–17] are also utilized in the calculation
of the torque load on the mechanical system, and the result is from [6], shown in
Fig. 3c.

Including the abovementioned biomechanical data, parameters of SE and UPE,
and parameters of control system can be determined. With the specific torque load
on the mechanical system, an optimal stiffness of SE can be obtained to minimize
the absolute maximum of the angular velocity of the motor. Then, the target of
minimizing the absolute maximum of the torque load on the motor is applied to
optimize the stiffness ofUPEand its equilibriumposition. The optimisation process is
completed by applying ResponseOptimizer in Simulinkwith a specified requirement
on a signal property. For the convenience of spring design, the stiffness of both springs
is required in multiples of 10 Nm/rad.

The tuning of the designed double-loop impedance control system is also based on
the application ofResponseOptimizer, and the output signals of angular displacement

Fig. 3 Biomechanical data for simulation
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are optimized in the function of Signal Tracking to minimize the Sum of the Squared
Errors (SSE) compared to the corresponding reference.

The simulation period is decided as 1.13 s for one gait cycle and the fundamental
sample time is 1× 10−5 s. When the SSE is less than 11.3, which means the average
error on each sample time is less than 1%, the optimal results are accepted.

3.2 Results

With the simulation in Simulink, it is verified that RoMicP™ can provide enough
power for walking on the level ground at the speed of 1.5 m/s to subjects whose
weight is up to 100 kg, with the absolute value of the q-phase current reference is
limited to be less than 25 A. Under this situation, the optimized parameters of two
springs and the tuned parameters of the double-loop impedance control system are
listed in Table 1.

Based on the optimal parameters, all the outputs of the ankle position ofRoMicP™
under all different loads tracks the reference from [14] with small errors in one
walking gait cycle. Because results under different loads have tiny differences, only
the output under the load of 100 kg, as an example, is shown in Fig. 4.

The principal fluctuation happens in the initial 6% of the gait cycle, where the
errors are less than 0.012 rad, and the error ratios at each sample time are high (from
−66.9 to 17.5%). The other fluctuation is much slighter in the period of 20–45%
gait cycle. The maximum error and error ratio are less than 0.0035 rad and 3.6%,
respectively. After the load peak appears at 45% of the gait cycle approximately,
there is almost no error between the simulation result and the reference from the
sound ankle.

Table 1 Parameters of springs and control system under different loads

Load 75 kg 80 kg 85 kg 90 kg 95 kg 100 kg

θ0 (rad) −0.778 −0.774 −0.774 −0.774 −0.774 −0.774

KS (Nm/rad) 260 280 300 310 330 350

KP (Nm/rad) 90 100 100 110 120 120

Kc_m 2187.906 1964.344 2520.375 963.813 631.625 12,651.125

Bc_m −0.878 −0.821 −1.124 −1.181 −0.905 −16.615

Kc_a 0.314 0.123 0.629 0.559 7.614 0.885

Bc_a −0.144 −0.129 −0.157 −0.296 −0.187 −3.128
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Fig. 4 Simulation output of RoMicP™ under the load of 100 kg

4 Discussion

On the aspect of the mechanical design of RoMicP™, the features of the installa-
tion height and motion range are outstanding compared to previous prostheses. The
former benefits from the design of the double-step form. The latter is achieved by
employing rotary transmissions in the design, instead of translational ones, such as
lead screw applied in [2, 3], so the motion range is expanded to a large extent. Both
the harmonic reducer and the cable-drive mechanism are the lightest compared to
other kinds of transmission with the same reduction ratio and the same mechan-
ical strength. In this case, although the mass of mechanical components without
battery and electric components is still as much as 2.32 kg, for users whose weight is
100 kg, the mass is less than 2.5% of the user’s weight, which is available. The planar
torsional springs, which can be manufactured via laser cutting easily, guarantees the
implementation of the novel elastic actuator, SE+UPEA. Because of the preload of
UPE, the motor needs to hold its position with the consumption of electric energy.
Therefore, an electromagnetic-actuated micro brake is installed to reduce the total
amount of current during the standby time.

On the aspect of the control system, the double-loop impedance control system
is a significant development of the traditional impedance control algorithm. When
the traditional one is applied to operate a powered ankle–foot prosthesis, it usually
needs to divide the whole gait cycle into five different stages, and in each stage, two
parameters need to be tuned [18]. However, without needing the detection of gait
stage, there are only four parameters in the double-loop impedance control system,
which is also convenient to complete the fuzzification of the novel control system,
such as the process to a genetic algorithm-based control system [19]. In addition, the
transformation of two outer-loop parameters from constants into the time-varying
format also improves the performance of the control system in dealing with the
problem that the inertia from the human body during walking changes periodically.

On the aspect of parameters optimization, it can be found that the optimal stiffness
of series spring increases significantly with the augment of the torque load on the
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ankle, however, the counterpart of UPE is not obvious. For the four tuned parameters
of control system, the results reported in this work are only a possibility, neither
the best ones nor the unique ones. Because of the randomness of initial values,
there is no obvious pattern among parameters. However, it is worth noting that the
absolute values of two outer-loop parameters under different loads are small, and it
demonstrates that the final performance of compliance of the system is outstanding,
which contributes to protecting the users and the prosthesis itself in an unknown
environment.

Finally, it infers that the appearance of the apparent fluctuation at the beginning
of the gait cycle is caused by the instability of the PMSM launched from a state
of rest, therefore, it will be improved in consecutive gaits. However, because of
the imperfection of the data from [14], that is, the values of ankle position at 0%
and 100% gait cycle are not consistent, it is impossible to simulate more periods to
complete further verification without a more accurate set of data.

5 Conclusion

A novel powered ankle–foot prosthesis (RoMicP™) for heavy amputees is designed,
employing a novel elastic actuator—SE+UPEA. The transmission includes a
harmonic reducer and a two-level cable-drive mechanism. A double-loop impedance
control system is designed and tuned to complete the operation of the designed pros-
thesis. The simulation verifies the performance of the SE+UPEA with the control
system can track the reference data very well under loads up to 100 kg, although
there are still few errors.

In future work, more accurate biomechanical data of walking in various terrain
will be collected as the reference for further bench-top and clinical experiments to
verify the design of mechanical structure and control system.
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Abstract Cerebral Palsy (CP) prevalence has remained stable in the global popula-
tion over the last few years. This case study aims to examine the impact of the Partial
Body Weight Supported Treadmill (PBWST) on gait control in kids with cerebral
palsy. Kids with CP completed a gait training protocol two-session between two
weeks’ intervals. Outcome measures included a Berg balancing scale, Dynamic gait
index, Katz index of independence in activities of daily living, and several steps. The
individual results indicated there were improvements in balance, dynamic gait, and
step count. After the second session, the number of steps improved. The step length
of the second session is better. There were more active movements during the second
session. Additional research is needed to determine the treatment parameters and the
long-term effects of PBWST on gait performance in CP children.
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1 Introduction

Cerebral palsy (CP) is referred to as a group of neurological disorders that begin
in infancy or early childhood and impair body movement and muscle coordination
permanently [1–6]. CP is commonly classified into four types: spastic, dyskinetic,
ataxic, and mixed. The most difficult challenge for children with cerebral palsy is
a lack of coordination, interaction, manipulation, balance, and understanding. Since
there is no known cure, the goal of treatment is to help patients to be as much as
possible to be the only way to help with their personal development. Evidence shows
that appropriate rehabilitation can benefit them in improving motor impairment and
improving quality of life. In the rehabilitation of children with CP, repetitive exercise
is an important factor.

Partial body weight supported treadmill (PBWST) has expanded its wing for
rehabilitation purposes. As a rehabilitation assistance tool, there is an increasing
interest in the treadmill. PBWST is thought to promise better experience to motor
skills for CP children. PBWST allows the kids to use guidance from the therapist
as well as the surface to vary differently and feel the effects of this variability [7].
For example, a child will take smaller steps and expect a real fall, but in a controlled
environment. In the adaptation stage of locomotion, the child can choose to increase
the step length and take advantage of more effective torque generation to contribute
to overall performance. Therapists can increase demand for and use certain muscles
by changing speed and inclination. Physiotherapy-Treadmill (PhyMill) is one of the
areas in PBWST which assists to improve gait performance [8–10]. PBWST has
been reported to be a benefit to task-oriented exercise, allowing patients to perform
a high number of repetitions with an almost null risk of falling while improving
balance, gait, and symmetry in people who have suffered a stroke, spinal cord injury,
or traumatic brain injury.

Previous studies have shown that PBWST improves gait function in people with
stroke or the backbone, but there is no application and effectiveness of PBWST
in children with CP. These case studies were intended to investigate the effect of
PBWST in children with CP on gait function.

2 Materials and Methods

This was an unregulated open-label pretest–posttest experimental. It started with
a series of assessments, then a PBWST procedure, and finally another series of
assessments at the end of the treatment. The participant received written consent.



The Treatment Impact of Partial Body Weight … 271

Table 1 Personal
characteristics

Characteristics Participant

Gender Male

Age 6

Height (cm) 100

Weight (kg) 14

BMI (kg/m2) 14

Note BMI: body mass index

2.1 Participant

Participant across the study was diagnosed with CP. An individual with ambulatory
movement disorders from a local physical therapy center was invited to participate.
The individual characteristics of the participants are summarised in Table 1.

2.2 Intervention Procedures

The study was performed at the rehabilitation center ‘Kuantan Physical Therapy—
Physiotherapy Centre’ at Kuantan, Pahang. During the first visit, thePhyMill product
was adjusted to the participant’s characteristics, and participants practiced a selection
of the experimental conditions to determine whether they could be included in the
study.

Firstly, all participants underwent four types of assessment. After the assessment
was complete, the PBWST protocol was performed by participants. At this stage, the
interaction between a child and PhyMill will be supervised by a Physiotherapist (PT)
and/or clinician. They will observe the type of interaction shown by the children.
Each training session lasts for 30 min per session. The session will be repeated once
every 2 weeks interval. After the PBWST training protocol has been completed, the
children will undergo an exit assessment. Again, the children need to complete the
Berg balancing scale (BBS), DynamicGait Index (DGI), Katz index of independence
in activities of daily living (Katz ADL), and step count conducted by physiotherapy
and/or clinician as shown in Fig. 1. The final assessment results will be used to
compare pre-test and post-test interaction between product and CP children. Figure 2
shows thePhyMill productwhich can lift to 30 kg [11]. The participantwas connected
to the harness equipment, which was fixed to the PhyMill product through a series of

Start Initial 
Assessment

Gait
Training

Exit 
Assessment End

Fig. 1 Experimental flowchart
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Handrail 
Screen holder 

Conveyor 

Motor system cover 

Harness 

Actuator 

Fig. 2 PhyMill product

straps and fittings. The harness was firmly positioned around the participant’s lower
trunk, which enabled the hip to bend and stretch as shown in Fig. 3.

The treadmill walking training sessions lasted about 30 min. For the first training
session, the treadmill was set at a low pace so that the child will demonstrate
proper skill during the adaptation phase to sustain an upright lower limb posture,
ankle push-off, and toe clearance. The treadmill speed was progressively increased
in each session to increase the number of steps practiced by the child. The gradual
speed changes, on the other hand, were determined by the child’s capacity to control
their movement patterns.

2.3 Outcome Measures

In terms of balance and gait, functional capability and quality of life were assessed.
The balance was evaluated with the Berg balancing scale (BBS) which offers clini-
cians a standardized tool for measuring balance among individuals ranging between
0 and 56 [12]. The greater the BBS score, the better the postural stability. A score
of 56 points to a balance of functions. Muir et al. [13] suggested that a score of
less than 45 shows that people are at a higher risk of falling. The same criterion has
been used here. The Dynamic Gait Index (DGI) evaluated participants’ capability to
respond to demands on the walk, with values from 0 (high risk of fall) to 24 (low
risk of fall) [14]. Scores equivalent to or smaller than 19 are linked to a higher risk
of falling. The Katz index of independence in activities of daily living (Katz ADL)
has been used to evaluate the quality of life, an instrument that measures the capacity
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Fig. 3 Participant during the gait training using PhyMill

of a person to carry out daily life activities independently from 6 (independent) to 0
(very dependent) [15]. The number of steps was counted by video recorded using a
camera. After the study process is completed, the captured video will be analyzed.

3 Results

Table 2 displays the findings for the various outcome variables.
The chart in Fig. 4 illustrates the outcome measure for BBS in both sessions. The

colored lines represent different sessions. Blue indicates the first session while red

Table 2 Measures of the outcome before and after the balance dynamic training stage

Session BBS % Change DGI % Change Step count
(step/min)

% Change

Pre Post Pre Post

1 5 5 0 1 1 0 10 23

2 5 6 17 1 2 50 13

Comments%Change step count (reported as change between sessions). Abbreviations BBS=Berg
balance scale; DGI = Dynamic gait index
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Fig. 4 The outcome measure for the berg balance scale

indicates the second session. The gradual increase in mentions of BBS score for the
second session means reduced risk of fall. The first session stays at the same level
with a score of 5. While the percentage of change during the second session is 17%.

The gait training also affected postural demands during the walk, as seen in the
DGI results as shown in Fig. 5 compared to before the intervention. The percentage
of changes during the second session is 50%. Even though, the score is still less than
19 which participants are predicted to fall.

The bar chart illustrates the number of steps during the walking treatment for
initial and exit sessions. It can be seen that the number of steps counted on the
first and second sessions are 10 and 13 steps, respectively. Overall, we can see a
clear upward trend of steps counted (see Fig. 6). The percentage of changes is 23%
which is a huge improvement. The number of steps increases influence by repetitive
movement during participant on gait training using PhyMill. It helps to keep track

0

0.5

1

1.5

2

2.5

retfAerofeB

Sc
or

e

Session 1
Session 2

Fig. 5 The outcome measure for the dynamic gait index

Fig. 6 The outcome
measures the number of steps
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of strength. While Katz ADL results showed no improvements after the procedure,
perhaps because it is still in the early stage of intervention.

4 Discussion

This study supports the growing clinical interest in using treadmills in CP rehabili-
tation by indicating that treadmill retraining of gait can improve functional mobility
as well as gait and that these improvements may be aided by the utilization of partial
body weight supported treadmill. From the results, the number of steps improved
after the second session. The stride and step length are better in the second session.
During the second session, there was more interactive movement. Participants are
likely to be familiar with PhyMill.

There is evidence that PhyMill has a beneficial impact on children with cere-
bral palsy. The reviewed studies that used PhyMill to examine the possible use of
PhyMill for children with CP are few and have not been thoroughly explored. Most
previous studies employed a small sample size focused on a single exposure, or were
theoretical [16]. The size of the sample was small because limited availability of
respondents (with specific criteria) and time constraints to complete the study. To
fully realize this opportunity, engineers and clinicians must actively participate in
the transfer of expertise and progress from the technological arena to medical situa-
tions. Researchers must determine the number of subjects and evaluate the range of
impairment in the sample of children with CP.

However, the majority of the studies mentioned here have the potential for clinical
application. Since it can combine all criteria of conventional walking therapy in one
customize therapeutic tool of physiotherapy treadmill. However, future research and
wider trials are needed to optimize this therapeutic utility for children with CP.

5 Conclusion

Results indicate that the two sessions of physical therapy interventions have had
good results in motor control and walking skills improvement. More study is needed
with the use of higher-level architecture, increased numbers, and relevant results in
particular populations to both validate the efficacy and explain training schedules. The
beneficial effects of PBWST in children with CP were shown in these case studies.
Further research is required into the parameters of treatment and the long-term effects
of PBWST on the function of gait in CP children.
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Design and Testing of an Interim
Transtibial Prosthetic Leg for Amputees
Living in Rural Areas: A Case Study

Nur Azah Hamzaid, Mohamad Hasmizan Halim, and Chung Tze Yang

Abstract An interim prosthesis is proposed to be used by amputees living in rural
environment in situations where the amputee is in between prescribed prosthesis
by an endorsed organization. The design and development of using the Polyvinyl
Chloride (PVC) pipe as socket, bamboo to replace the common aluminum pylon and
hand-crafted foot prostheses for people living in the rural area was performed and
its performance were tested. Corn starch flour were used inside the socket to provide
pressure distribution and cushioning effect in place of silicon gel. Tensile test on
bamboo specimens revealed that the bamboowith tape could hold higher flexural load
than bamboo without tape, and approximately 6 kN higher in the compression test.
An amputee from a rural village performed gait testing with the interim prosthesis.
The gait test revealed that despite the high strength of the bamboo pylon and the
wooden foot, the breaking point of the prosthesis during gait was at the adapted
which connected the socket and the pylon. Better load bearing adapter materials
should be considered for the interim prosthesis, and further investigation is required
in the actual rural setting to determine whether the prosthesis is appropriate for a
rural patient to use.
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N. A. Hamzaid (B) · M. H. Halim
Biomechatronics and Neuroprosthetics Laboratory, Department of Biomedical Engineering,
Faculty of Engineering, Universiti Malaya, 50603 Kuala Lumpur, Malaysia
e-mail: azah.hamzaid@um.edu.my

C. T. Yang
Department of Rehabilitation Medicine, Faculty of Medicine, Universiti Malaya, 50603 Kuala
Lumpur, Malaysia

M. H. Halim
Return to Work Unit, Malaysia Social Security Organisation (SOCSO), 50538 Kuala Lumpur,
Malaysia

© Springer Nature Switzerland AG 2022
J. Usman et al. (eds.), 6th Kuala Lumpur International Conference on Biomedical
Engineering 2021, IFMBE Proceedings 86,
https://doi.org/10.1007/978-3-030-90724-2_30

277

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90724-2_30&domain=pdf
mailto:azah.hamzaid@um.edu.my
https://doi.org/10.1007/978-3-030-90724-2_30


278 N. A. Hamzaid et al.

1 Introduction

1.1 An Interim Prosthesis: A Potential Solution for Amputees
Living in Rural Areas

Rural area are the area where the community live outside the urban area in which
access to affordable prosthesis care, services andmaintenance are limited. In an effort
to clearly define it, researchers in South Africa [1] came to the assumption that there
is no definite definition of ‘rural’. A person who underwent amputation are always
confronted with low confidence level. This is due to the loss of their ability to walk
as normal people. For some of them, their mental health might be affected as they
might set their mind as themselves being ‘useless’ after their leg was amputated.
One of the most important factor of prosthesis use is their confidence in balance,
which has been reported to be a better predictor of an individual’s engagement in
physical, daily, and social activities than actual measures of physical performance
among lower limb amputees [2]. These effects can be greater among amputees living
in rural areas as they are faced with rough terrain and uneven surfaces even more
than amputees living in urban or semi-urban areas on a daily basis. They may also
have difficulties in maintaining their prosthesis as they do not have enough access to
general utility. Therefore, it is important to provide reasonable options for them to
gain back their confidence in using a prosthesis device, with the ability for them to
care and mend for it themselves when required.

For awhole basic prosthesis, the cost is estimated to be in the thousands [3, 4]. That
high price is why some patients in the rural cannot afford them, particularly if they do
not have access to relevant social security coverage. The price of a prostheses is very
expensive because thematerials and components was imported from foreign country.
In addition, the limited transportation ability to move about from rural to urban areas
may add to reasons of why rural amputees may not be using a prosthetic leg. This
study identified this issue and proposed an interim prosthesis made from affordable
and materials that could be sources from rural areas to be used. Amputees living in
rural areas could use and self-care for this temporary prosthesis in between access
to a certified provision prosthetic leg. In specific, this study designed a combination
of a complete device build from assembling components of a prosthetic leg which
are socket, liner, adapter, shank and also the foot. Those components are crucial to
a below knee prosthesis device to make them able to walk again and undergo their
routine life.
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2 Methodology

2.1 Designing and Manufacturing of the Prosthesis

The main considerations for the development of the new interim prostheses are (i)
comfort, (ii) cost, (iii) weight, (iv) safety, and (v) other limitations. Few design
sketches were made and one was chosen to be drawn in Fusion360 [5] part by
part. Suitable materials that are easily available in rural areas were identified to
manufacture the interim prosthesis (Fig. 1). Bamboo material was chosen for the
Pylon. The bamboo was left at room temperature for about 3 months until its green
colour turned to brownish yellow, indicating it has fully dried up. We ensured that
the bamboo had no cracks at all. The diameter of bamboo was chosen nearly about
the diameter of aluminium pylon tube.

For the socket, PVC water pipe was selected. This was based on its ability to
withstand high temperature of up to 90 °C. For the foot, wooden craft was identified
as the best option. A few rectangular wooden blocks was cut from a tree trunk. Strong
wood was selected as it cannot easily rust at room temperature. A white PVC was
used as tube adapter and screwed onto the wood in the socket and passed through the
grey PVC. A few modifications were made to the foot design considering its ability
to hold high force.

For the bamboo, cloth tape was used to wrap around it in order to increase the
strength of bamboo when force is applied onto it. It also serves to bind the structure
of fibre in the bamboo for it to not easily break. Steel bar was added to reinforce the
pylon thus preventing it from breaking easily. For the socket liner, the use of pelite
was replaced by corn flour mixture which behaves as a force distributor inside the
socket [6].

Fig. 1 Design sketch of the interim prosthesis (left), 3D drawing (middle) and completed prototype
(right)
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2.2 Material Strength Test

Three types of pylon materials; i.e. raw bamboo, taped bamboo and common
aluminiumpylon tube, were tested for their compressive strength. The Instronwas set
to operate at 1mm/min for the rate of compressive extensionwith 700N compression
load. Flexural test were conducted to determine the strength of pylon from the side.
The rate of extension applied during the test was 30 mm/min with 700 N flexural
load. The specimens’ material dimensions such as thickness, length and diameter
were keyed into the Bluehill software prior to the analysis which also calculated and
recorded the output data throughout the test directly.

2.3 Participants

The first study participant was an amputee from a village in Jitra, Kedah, Malaysia
(male, 69 years old, 173 cm height, 63 kg weight). He was 3 years left leg post
amputation due to diabetes mellitus. He has been using a below knee prosthesis for
about 2 years, however, has stopped using it to walk 7 months prior to the study. His
level of ambulation was limited to K2, with walking frame. His skin of his sound
leg was dry, while his residual limb was slightly flabby with pain at the stump end
(Fig. 2).

The second participantwas also a belowknee amputeewith 2 year post amputation
(male, 60 years old, 176 cm height, 63 kg weight) who lives in a palm oil plantation
area in Tanjung Karang, Selangor, Malaysia. The cause of his amputation is diabetes
mellitus and he used a prosthesis leg for about 4 months provided by Selangor
Zakat Board. For the experimental trial session, only the second amputee was able
to participate and thus the new interim prostheses prototype was custom made only
for him.

2.4 Pre-testing Evaluation

Upon completing the development of the interim transtibial prosthesis (Fig. 1), the
device was tested on amputee subject. Before testing, the researchers had some
discussion with the amputee while assessing his history and also condition on the
current prosthesis that he was currently wearing. With the current health condition
of the patient, he could walk with his current prosthesis but not for a long time. His
endurance and stamina during wearing the proper prosthesis is roughly for 30 min.
The researchers explained to the amputee about the final interim prosthesis he was
going to use in the trial was made from somematerials which are steel, bamboo, pipe
and wood. The amputee provided his written consent to participate.
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Fig. 2 First amputee participant (top) and second amputee participant (bottom)

During this discussion, the main discussion revolves around the part where the
socket and the bamboo was attached i.e. the adapter. The adapter was white color
surface which was made from Polyvinylchloride (PVC) pipe that is commonly used
in the water piping system. The concern was because, during the production of the
adapter, it needed go through heating process to take shape. If the heat is too much
for this adapter, it would be fragile and may break when patient put weight onto the
device.

2.5 Gait Trial

Gait performance tests conducted were the timed up and go test and 3 min-walk test
using his current prosthesis. The amputee was requested to perform all tests with
his own prosthesis as well as the interim prosthesis made for him. The subject also
performed a short gait test with parallel bars using the interim prosthesis.
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Table 1 Characteristics of potential pylon material

Bamboo Taped bamboo Aluminum

Compressive load (N) 14,919.32 21,312.96 42,701.83

Compressive stress (N/m2) 23.06 29.44 60.24

Compressive Young’s Modulus (MPa) 217.45 410.02 21,025.55

Maximum flexure load (N) 2909.54 4561.56 7196.97

Maximum flexure stress (MPa) 29.85 41.48 88.25

Flexion Young’s Modulus (GPa) 1.35 1.65 4.87

Table 2 Characteristics of
potential socket material

Polypropylene (PP) Polyvinyl Chloride
(PVC)

Tensile stress at
break (MPa)

18.64 16.76

Elongation at
break (%)

~224 ~200

Tensile stress at
break (MPa)

18.64 16.76

3 Results

3.1 Material Strength Test Outcome

Tables 1 and 2 shows the characteristics of pylon and socket tested materials. Taped
bamboo was chosen as the final pylon material and PVC was selected as the final
socket material based on its acceptable strength and ease of access.

3.2 Amputee’s Walking Performance with Existing Prosthesis

For the set up in this test, a 3-m length was measured and was marked for the
patient. A chair was provided. The time taken for the patient to complete this test
will determine the fall risk that may happen. The time was separated into two type
which high risk where the time taken to complete were 13.5 s above and the other risk
was none/low/moderate where it was considered within 13.5 s and below. However,
in this test, the amputee took 14.5 s to complete the test which means, he was at high
risk of falling using this current prosthesis.

For the 3-min’ walk test, the amputee was requested to walk around for 3 min.
The covered distance was measured roughly after the test. A normal healthy person
will walk around 1000 m per 10 min which means 300 m for 3 min. This patient
wore a prosthesis device where he only can walk about roughly 91 m during the
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3 min and he became very exhausted at the end of the 3 min-walk test. The amputee
could not afford to undergo 6 min-walk test. This was assumed to be due to his unfit
condition, his old age with less energy thus he gets tired easily. However, this patient
has no problem in keeping his balance and performed well in completing the test.
The K-level for this patient was improved from K2 to K3 when using his current
prosthesis.

3.3 Outcome of Gait Trial with the Interim Prosthesis

When walking with the interim prostheses, he needed to wear at least 5 layers of
socks for the test because of the shrinkage of his stump size to fit in the socket.

The walking path for the patient to walk was set up by the technician using two
parallel bars. The length of the path was about 2 m with 30-degree inclined and
decline slope at the start and end of the walking path respectively. The use of corn
flour powder solution as liner to fill in the gap between the socket and the stump was
unable to overcome the large difference in size of the socket and the stump.

At the start of the gait, the normal leg side make the first step where the heel strike
phase occurs followed by loading response until the terminal stance where the single
support happened when walking up the parallel bar path. Until the midstance phase
of the amputated side, the device start to bend posteriorly and laterally making some
angle between the socket and the ‘bamboo shank’. The adapter started to break at
the moment and the amputated side leg was further pushed laterally when the gait
continued.

The trial revealed that the white PVC pipe which we used as the adapter, i.e.
the connecting element, was fragile and could not hold the weight of the patient
including the gravitational force that was applied on the handmade prosthesis. The
lateral connector of the adapter broke after 2 s in midstance phase.

4 Discussion

The idea for using the white PVC as an adapter was challenged where it could not
hold the force that was exerted on it. This caused the collapse during the gait. It
needed reinforced support such as steel that was assembled at the posterior of the
‘bamboo pylon’. Figure 3 shows the shape of PVC that was connected to the socket.
The corner part of the ‘adapter’ was broken and could not hold the pylon that was
place in the wood hole at the bottom of the socket. The attachment between the
socket and pylon at breaking point during gait and the adapter after it was broken
are presented in Fig. 3.
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Fig. 3 Gait trial with the interim prosthesis failure point during toe-off (left). Breaking point at the
connector (right)

5 Conclusion

The preliminary design of the newly developed interim prosthesis was successfully
completed and trialed by a below knee amputee. However, it required further inves-
tigation to determine its full gait efficacy and long term suitability with amputees
living in rural areas. In essence, a reliable interim prosthesis that is easy to care for
and affordable are important for amputees living in the rural area.
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Immediate Effect of Flexing the Toes
During Performing Salat
on Hemodynamic Status

Fatimah Ibrahim, Mas Sahidayana Mokhtar, Nur Fara Ateeka Jaafar,
and Nurul Fauzani Jamaluddin

Abstract Salat is a routine for Muslims and involves some physical movement.
The process of Salat promotes many physical and psychological benefits. One of the
movements is the foot in flexion position during prostration and sitting. According to
reflexology, flexing the foot and toes in foot massages techniques may increase blood
flows and lead to the immediate hemodynamic effect. Thus, this paper investigates the
immediate effect of flexing toes during performing prostration and sitting position in
Salat on hemodynamic status. Fifty-two subjects have been recruited in this study and
divided into twogroups; control (n=33) anduncontrolled (n=19).Both groupswere
taught to perform Salat movement, but the proper movement and postures during
prostrating were only emphasized in the control group, while it was not emphasized
in the uncontrolled group. The subjects were required to perform two cycles of Salat
movement. Systolic and diastolic blood pressure, heart rate, and electrocardiograph
signals were recorded before and after the Salat movement. Our finding indicates
that the toes flexion movement shown a significant effect on the hemodynamic status
by lowering blood pressure both systolic and diastolic. Thus, it can be suggested as
a supplementary to mimic the effect of reflexology massage.
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1 Introduction

Reflexology is an alternative medical therapy by applying some pressure to any
particular points on our body such as feet and hands. Each of the pressure points
can be linked with different parts of the body organ specifically. Foot reflexology
itself is believed to bring relaxation and healing to the corresponding area of the
body by improves blood and energy circulation. Department of Thai Traditional and
Alternative Medicine under the Ministry of Public Health, Thailand recommends
this alternative medical therapy for lowering blood pressure and promotes health.
However, there is a fee for each treatment session and the efficiency of foot reflex-
ology in improving blood circulation is highly dependent on the skills possessed
by the masseur [9]. Therefore, an alternative activity that could mimic the effect of
reflexology upon the hemodynamic systemwould be an advantage to the practitioner.

Salat is a daily routine for every Muslim and involves some physical movement.
The process of Salat promotesmany physical and psychological benefits. A complete
sequence in one cycle of Salat includes standing, bowing, prostrating, and sitting.
Salat can be categorized as slow moderate exercise [12], and the practice of the
right posture in completing the sequence of Salat may be beneficial to the body [4,
7, 8]. In the prostration and the sitting position, while performing the Salat, it is
recommended that the toes are to be bent. Ones can activate the metatarsophalangeal
articulations; which is stimulating the joints between the metatarsal bones of the
foot and the proximal bones during flexing the foot by bending the toes. A certain
physiological reaction is hypothesized when the foot is stimulated [6].

A physiological reaction such as hemodynamic effects status is measured through
blood pressure (BP) and heart rate (HR).BPdetermines the value of blood force that is
exerted on the arterywalls as it travels through the body. The average normal pressure
is about 120/80 mmHg. A person who has reading diastolic and systolic reading of
140/90mmHg or greater and this reading sustained and consistent over a long period
is classified as having high BP. They will face the risk of long-term health problems
and serious complications including heart attack, heart failure, aneurysms, stroke,
kidney failure, and impaired vision [3]. Resting HR is an independent forecaster of
cardiovascular disease. Studies indicate that a fairly high HR has direct unfavorable
effects on the development of cardiovascular diseases, consequently lowering HR is
an important mechanism [5].

A study by Doufesh et al. discovered that the HR value measured during the
standing position is higher than theHRvaluemeasured during the prostration position
of Salat. Moreover, the study also stated that the systolic and diastolic BP values
decreased significantly after the performance of Salat [4]. However, the study does
not discuss in detail the effect of foot flexion before and after the Salat performance.
Hence, this study aims to investigate the immediate effect of foot flexion during sitting
and prostrating (two of the positions in Salat) on BP and HR of healthy individuals,
with an incentive of promoting this movement as an alternative or supplementary
exercise to a reflexology massage.
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2 Materials and Methods

2.1 Subjects

About 52 healthy volunteers (24 males and 28 females) were recruited in the study.
This research complied with ethical standards as laid down in the 1964 Declaration
of Helsinki. Consent forms were taken from each participant before the experiment
procedure is conducted.

2.2 Groups

Controlled group

Subjects assigned into this group were taught to perform the Salat encompassing all
the correct postures and movements, which are; standing straight, bowing at a 90°
angle, flexing their foot by bending both toes (right and left feet) during prostrating
(Fig. 1), and bending right toes during sitting (Fig. 2).

Uncontrolled group

Subjects assigned to this group were taught to perform the Salat that encompasses
all the correct posture except flexing of the foot during the prostrating and sitting
position.

(a) (b)

Fig. 1 Foot flexion by bending both toes during prostrating position; a view from behind, and b
view from the side
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(a) (b)

Fig. 2 Bending of the toes during sitting position; a view from behind, and b view from the side

2.3 Salat Movement

Salat consists of the posture and movement of standing, bowing, prostration, and
sitting as standing again to complete as one cycle. This posture and movement are
repeated for two cycles.

2.4 Measurement

Consents forms were obtained from the subjects or the subject’s guardian before
conducting the measurements. The subjects were asked to avoid doing any heavy
or strenuous exercise a day before the test being conducted. Each subject in both
the controlled and uncontrolled group was required to perform the procedure as
described in Fig. 3. The anthropometric measurements such as height and weight,
body circumference, and skinfold thickness were measured by using the Healthcare

Fig. 3 Flow procedure
during conducting
experiment
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height and weight scale, measuring tape, and skinfold caliper respectively. Systolic
and diastolic BP and HR were measured using the OMRON, SEM 1, Green Tact
Solution BP monitor. The signal of the heart is recorded by using the electrocardio-
graph device, CARDIOVITAT-102 brand of Schiller. Subjectswere asked to perform
two cycles of the Salat; one cycle of Salat includes standing, bowing, prostrating,
and sitting before and after prostrating [4].

2.5 Statistical Analysis

SPSS 20.0 (IBM SPSS Statistics) statistical software package was used for statistical
analysis. Continuous data were expressed as mean ± standard deviation. Changes
in hemodynamic parameters between groups before and after performed the Salat
movement were tested using the non-parametric Sign Test and Wilcoxon Signed
Rank Test. The significant p-value was set at below 0.05.

3 Results and Discussion

The controlled group consists of 33 subjects including 15 males and 18 females. The
mean ± standard deviation (SD) of the weight for the male and females were 69.0
± 11.2 kg and 56.5 ± 11.4 kg respectively. While the height for males and females
were 166.8 ± 4.7 cm and 153.8 ± 6.5 cm respectively. There are 19 subjects in the
uncontrolled groupwhich consists of 9males and 10 females. Themean±SDweight
of themale and female were 60.8± 10.7 kg and 52.2± 6.3 kg respectively.While the
height of the male and female were 168.4± 6.1 cm and 155.6± 5.6 cm respectively.
The anthropometry data for the subjects in the controlled and uncontrolled groups
are summarized in Table 1.

Table 2 shows the result for the subjects before and after performing 2 cycles
of Salat. The results from Table 2 also illustrate that BP components (systolic and
diastolic levels) show an obvious decrement after performing the Salat. The differ-
ences were more significant among the female subjects, where 14 out of 18 and 12
out of 18 subjects demonstrated a reduction in their systolic and diastolic reading
respectively. On the other hand, BP data in the uncontrolled group did not show any
significant immediate changes. Even though there are no significant differences in
the HR value before and after performing the two cycles of Salat, 22 out of the 33
subjects in the controlled group were shown to experience a lowering in their HR
levels (Table 2).

Figure 4 shows the reflexology ‘maps’ of the feet. Comparing the ‘maps’ [1], and
Fig. 1, by bending the right and left toe during the prostration position, the heart,
the thalamus (a structure situated between the cerebral cortex and the midbrain), the
lung, the brain, the throat, the nose, the glands, the eye, the ear, and the shoulder are
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Table 1 Summary of subject’s anthropometry data

Parameters Controlled group Uncontrolled group

Male (n = 15) Female (n = 18) Male (n = 9) Female (n = 10)

Mean (SD)

Age (years) 32.7 (14.3) 29.2 (11.4) 17.3 (2.6) 22.7 (0.8)

Height (cm) 166.8 (4.7) 153.8 (6.5) 168.4 (6.1) 155.6 (5.6)

Weight (kg) 69.0 (11.2) 56.5 (11.4) 60.8 (10.7) 52.2 (6.3)

Body mass index (BMI)
(kg/m2)

24.7 (3.7) 23.9 (4.6) 21.4 (3.6) 21.7 (3.2)

Circumference (cm)

Chest 89.9 (7.2) 86.0 (9.9) 82.6 (5.8) 82.6 (6.4)

Arm 30.0 (7.8) 26.6 (3.7) 26.0 (3.1) 25.7 (1.7)

Waist 85.0 (10.7) 75.7 (8.7) 74.1 (8.6) 70.8 (6.8)

Hip 98.4 (7.3) 97.0 (8.5) 93.2 (7.2) 91.0 (14.9)

Thigh 51.7 (6.8) 48.8 (6.4) 47.8 (4.5) 49.0 (14.9)

Table 2 Comparisons on subject’s measurement data before and after performing two cycles of
Salat

Parameters Differencesa Controlled group Uncontrolled group

Overall (n
= 33)

Male (n =
15)

Female (n
= 18)

Overall (n
= 19)

Male (n =
9)

Female (n
= 10)

Systolic Negative 21* 9 14# 12 5 7

Positive 8 4 4 5 4 1

Ties 4 2 2 2 0 2

Diastolic Negative 22* 10 12ˆ 9 4 5

Positive 8 5 3 9 4 5

Ties 3 0 3 1 1 0

HR Negative 21 11 10 11 5 6

Positive 11 4 7 8 4 4

Ties 1 0 1 0 0 0

a Differences are calculated by parameter’s value after minus parameter’s value before subject’s
performing two cycles of Salat movement
* The differences differ significantly tested using both Sign Test and Wilcoxon Signed Ranks Test
at p < 0.05
# The differences differ significantly tested using Wilcoxon Signed Ranks Test at p < 0.05
ˆ The differences differ significantly tested using Sign Test at p < 0.05



Immediate Effect of Flexing the Toes During Performing Salat … 291

(a) (b)

Fig. 4 Reflexology ‘maps’ of the feet; a right leg and b left leg

postulated to be stimulated. Also, the heart is further stimulated by bending the right
toes during the sitting position of Salat as shown in Fig. 2.

The substantial decrease in the systolic and the diastolic value among subjects in
the controlled group is probably since their heart was stimulatedwhile performing the
Salat. The process of pumping blood through the whole body using the contracting
(systolic) and relaxing (diastolic) movements can be more efficient when the heart
is motivated [13]. Studies have exhibited that BP can be lowered by blocking the
renin–angiotensin–aldosterone enzyme that is produced by the glands [10].When the
controlled subjects flexed their foot during the prostration and the sitting positions,
the glands enzyme productions might have been blocked temporarily and thus the
immediate lowering inBP levels can be observed. In addition, foot flexion by bending
the toes during Salat is also mimicking a gentle dorsiflexion stretch, one of the
movements recommended in foot flexor strengthening exercises. This treatment has
been used by Chiro-practitioner to treat a condition known as hallux rigidus [2].

According to the reflexology ‘map’, performing Salat in themost correct manners
inclusive of flexed feet will also activate or stimulate parts of the brain. Hypotheti-
cally, the effect could be similar to scalp acupuncture. Where, according to a study
by Park et al., the contralateral somatosensory association cortex, the postcentral
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gyrus, and the parietal lobe (parts of the brain) were activated after an acupuncture
needling technique was performed [11].

Future work will include the study of the long-term effect of Salat on not only
the hemodynamic system but also the effects on breathing, hormonal changes, and
the brain. Larger cohorts of subjects are needed to confirm our findings.

4 Conclusions

Salat not only is necessary for the fulfillment of one’s spiritual quest but also can
be considered a natural exercise without any costs. By performing Salat in the most
correct posture and movement manner such as flexing the toes during prostrating and
sitting, the performer could achieve the benefits of performing reflexology. This study
has shown that comprehensive foot flexion in Salat posture can give an immediately
reduction of the systolic and diastolic measurement value.
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Automatic Physio-Walker (PhyWalk)
as a Rehabilitation Therapy for Children
with Lower Disability
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Abstract Nowadays, the number of cases of cerebral palsy (CP) is shown an
increase. Commonly, CP is caused by abnormal development of the brain or damage
to the developing brain that affects a child’s ability to control his or her muscles. It
is the most common cause of childhood disability and as individuals with CP grow,
the children with greater physical involvement often have few options for functional
mobility. Therefore, in this study, the physio-walker (PhyWalk) is well developed to
provide rehabilitation therapy for CP kids.PhyWalk is used tomaintain the balance of
the trunk and pelvis for children. It’s also can be used for forwarding and backward
movement, speed control. PhyWalk is automatic control and comes with a multi-
function device. The preliminary walking distance test on kid has been done once
every two weeks. The results show a significant improvement in the number of steps
from the first training to four sessions of training. It also provides opportunities to
stand and bear weight in a safe, supported position using a combination of formal
and informal user-centered design methods. However, the modest speed adjustments
were dependent on the capacity of the child to control their gait balance. PhyWalk
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was developed for children with special needs and offers greater balance support and
weight support than a conventional walker.

Keywords Cerebral palsy ·Walker training · Rehabilitation · Gait · PhyWalk

1 Introduction

Neurocognitive rehabilitation has become an integral component of pediatric rehabil-
itation. Within neurocognitive rehabilitation, the child may perform systematically
presented and functionally-oriented therapeutic activities that are based upon an
assessment and understanding of the child’s brain-behavior deficits. From a clinical
perspective, neurocognitive rehabilitation typically connotesmethodical intervention
intended to aid the child impacted by cognitive or behavioral deficits. In general, the
goal is to enable children to increase their ability to perform activities of daily living.

Children with disabilities from the day they were born are not common in our
daily life. However, denying treatment to disabled children is not how things work
in this modern life. Care needs to be taken to disabled children as they are vulner-
able to child abuse [1] until they achieve the age of normal adults. The advances
of emerging technologies could help these children in improving themselves from
neurocognitive impairments,which include attention, ability tomemorize, reasoning,
andmaking decisions. These technologiesmay aid the children to prepare themselves
for future undertakings especially before they become adults and while their parents
still can take care of them. These technologies are proven by many researchers. The
disabled children in this context are those who need special care towards lower limbs
as there are many types of disabilities training and exercises available throughout
the topic. To allow for longer training sessions with more repetitions while main-
taining a consistent movement pattern and reducing the burden of the therapists, new
robotic rehabilitation technologies have emerged during the last 15 years and have
increasingly been implemented in the clinical setting.

Initially, the lower limbs exoskeletonwas proposed in 1956 by [2] and continued in
2014 [3]. Further developments were expanded by General Electric late in [4]. They
began the research intending to amplify human strength and for military purposes
[5]. Nevertheless, the application of the lower limb exoskeleton reaches for medical
applications such as 12 kg Orthosis [6] and ReWalk [7]. These devices are wearable
robotics and can help a patient that suffered from a stroke or spinal cord injury to
regain lower limb abilities such as CUHK-EXO [8] as well as ExRoLEG [9]. A
rehabilitation gait device is a wheeled device that assists a person who is unable to
walk independently to learn or relearn to walk safely as part of gait training. Gait
devices are intended for children to improve their walking ability.

This study focuses on the development of thePhyWalk and investigates the prelim-
inary walking distance test on a kid patient using PhyWalk. PhyWalk was developed
to help cerebral palsy kids improve their lower extremity become stronger by training
using this product [10, 11].
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2 Methods

2.1 Design and Development

This PhyWalk is a combination of a mechanical system and an electronic system. To
develop this PhyWalk consists of two main parts which are the mechanical parts and
the electronic parts. The mechanical parts are categorized into two which are design
and fabrication. The main structure of the device is made from Aluminium extrusion
profile 3030 which is strong, lightweight and has no sharp edges. As for the joints,
they are made of 3D printed poly-acetic acid (PLA) with a minimum 3D printing
infill of 50%. There are two actuators installed between the middle structure and the
top structure. Two motorized front wheels and two back wheels are attached to the
main structure for motion control. A harness bracket was installed at the top structure
so the harness that will carry the patient can be attached to the harness bracket. Two
holders and LCD parts are installed at the top structure as well. The main control
box is installed at the bottom middle front section of the device.

2.2 Control System

For the electronic parts, Arduino Uno R3 is acting as the main controller. The 12 V
motorized front wheel is used to control the moving direction of the device, such as
moving forward, backward, and turning right or left. The 12V actuators accompanied
by two relays are used to control the height of the harness that will be attached to the
patient as shown in Fig. 1.

Fig. 1 Schematic diagram for the control system of PhyWalk product
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Table 1 Bill of material
(BOM)

Part name Value (unit)

Aluminum profile 30 mm × 30 mm

Bracket 3D printing 500 g

Motor 24 V

Set sprocket H25

Screen (Tab) 1.24 in

Arduino board 12–24 V

Power supply 24 V

Wire 1 set

Bold and nut 20 set

Actuator 1 hp

Children harness set 1 set

Flat board 1000 × 2000 mm

Button/switch 3 set

The adjustment of the harness is required as each patient has a different height.
The top structure of the device is attached to bearings at the frontal section, thus it
can move up and down freely according to the needs of the patient. A power supply
of 12 V was attached to the main controller so it can supply enough power to the
whole electronic system. The power supply can be changed to a battery system so
that no wire is attached. A Bluetooth device is attached to the controller so that it
can communicate with an android device. This is to make sure that the device can be
controlled via smartphone. Detailed bill of material (BOM) details of the PhyWalk
shows in Table 1.

Figure 2 shows details of the final prototype of the PhyWalk. The PhyWalk can
lift less than a 30 kg load without a problem. The LCD panel is to help the patient

Handrail

Screen holder

Motor system cover

Harness

Actuator

Fig. 2 The structure of PhyWalk product



Automatic Physio-Walker (PhyWalk) as a Rehabilitation … 299

focus on the gait training. The device speed can be controlled according to the needs
of the patient training.

3 Results

The prototype of the PhyWalk for cerebral palsy kids is well developed [12]. This
PhyWalk is intended for children aged from 6 to 9 years with cerebral palsy that
could not walk on their own to improve their walking ability. Figure 3 shows the
component involves in the development of the PhyWalk. This PhyWalk is attached
with a motorized front wheel, so it can move easily according to the physiotherapist
treatment which will be the operator of the PhyWalk. This could assist a patient who
is unable to walk independently, to learn or relearn to walk safely as part of gait
training [13].

Figure 4 shows the PhyWalk is tested on the normal kid as a preliminary study and
the detailed information of the kid shows in Table 2.

The training sessions consisted of approximately 30 min of walking training
using PhyWalk. The session is repeated once every 2 weeks. The PhyWalk was
set to a low speed for the first training session so that the kid could show sufficient
ability to maintain an upright lower limb stance, ankle push-off, and toe clearance
during the adaptation process. A camera was used to count the number of steps.
The recorded video will be examined once the research procedure is completed. The
PhyWalk speed was progressively increased in each session to increase the number

Fig. 3 The components involved in the PhyWalk product
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Fig. 4 Preliminary walking distance test on kid using PhyWalk product

Table 2 Demographics
information

Patient Details

Gender Female

Age (years old) 7

Height (cm) 105

Weight (kg) 12

BMI (kg/m2) 10.9

of steps. The gradual speed changes, on the other hand, were based on the kid’s
ability to regulate their gait pattern. As a result in Fig. 5, we obtained the kid shows a
significant improvement in the number of steps from the first training to four sessions
of training. The kid may take fewer steps to walk a given distance to increase step
length, in which case fewer steps may indicate improvement. It may also increase
their walking distance because it is easier for them. Where case more steps may
indicate improvements.

Fig. 5 The outcome
measure for the number of
steps using PhyWalk after 4
sessions
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4 Discussion

The PhyWalk was generally found stability and safety. The development of PhyWalk
was carried out to help cerebral palsy kids with their mobility issues, including
problems with balance and posture. The PhyWalk chassis is rather large; thus, many
centers have decided that the equipment is not suitable at home. Furthermore, the
PhyWalk generally required therapists to assist the user over the seat and supervision
during treatment. The height of the seat has to bemodified before placement. Besides,
there were certain limitations in the PhyWalk investigation. We have few limitations
to test more kids. This might have led to inadequate reporting in our study and
shows that our results cannot be applied to the community. Despite its limitations,
our study provided important results to helps the population of cerebral palsy kids.
These included physiotherapist treatment to improve their walking ability.

5 Conclusion

The PhyWalk is well designed and successfully developed as follows. The concept
of designing the PhyWalk was obtained and practically produced. A support walker
is specifically designed for children with special needs and provides more assistance
for balance and weight-bearing, than does a traditional roller walker, or a walker
with platform attachments. It also provides opportunities to stand and bear weight in
a safe, supported position using a combination of informal and formal user-centered
designmethods. Additionally, the limitation of the rehabilitation device is understood
as well. The PhyWalk is well secured and safe to use for children. Also, it gives the
benefit to a person monitoring the child due to our automatic PhyWalk that can be
controlled by the mobile application.
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A Preliminary Study of Ankle Muscular
Strategy During Single Leg Stance

Nureen Shahirah Ahmad Zaghlul, Siew Li Goh, Rizal Razman,
Salmah Karman, and Chow Khuen Chan

Abstract Ankle contributes a significant role during dynamic movements in the
double leg and single leg (SL) balance activities. The subject specific balance perfor-
mance can be evaluated using SL stance as it has a small base of support, which is able
to detect possible impairment during the balance abilities.Hence, the aimof this study
was to comprehend the electromyographic (EMG) activity of muscles around the
ankle, among healthy adults. This preliminary studywas aimed at addressingmuscle
quantification during SL stance. Eight participants with sports background were
recruited. Participants stood on their dominant leg on the Lafayette stability plat-
form in two conditions: with eyes open (EO) and eyes close (EC). Three successful
trials for 20 s were recorded respectively. The EMG data from three ankle stabilizer
muscles namely Peroneus Longus (PL), Tibialis Anterior (TA) and Gastrocnemius
Lateralis (GL) were compared during the SL stance. The results revealed greater
balance performance in SL stance during EO compared to EC. PL was seen to be the
most active among the three muscles in all conditions. Moreover, PL also demon-
strated the highest frequency of total contractions followed by GL and TA during the
20 s task in EO and EC conditions. From this study, we can infer that PL imparts a
role of evertor in balance control.
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1 Introduction

Human standing posture is controlled by muscle activations in propelling the body
forward and backward [1]. The ability to sustain the body in equilibrium by main-
taining the center of mass within the limits of the base of support is defined as a
balance control [2]. Interestingly, interaction between somatosensory system and
motor nerves contributes to postural balance, which includes vision and proprio-
ception [2, 3]. In the lower limb muscles, muscles surrounding the ankle joint play
an important part in controlling the balance over unstable conditions. Weak liga-
ment of the ankle may lead to several sprains prior the initial injury in lateral ankle
sprain (LAS) cases [4]. Previous study [5] reported that the ankle joint mechanisms
contribute to the human posture.

Surface electromyography (surface EMG: sEMG) is a common research tool used
to observe muscle physiology during human movements. sEMG is the most popular
tool in understanding the neuromuscular system behaviours [6]. The intensity of
muscle recruitment and its characteristics can alsobe attained fromsEMG.Aprevious
study demonstrated the magnitude of muscle activity depending on the stability of
the used device. Approximately twice of the muscle activity would be required to
control standing posture on an unstable platform compared to the stable platform
[7]. Additionally, maximally stimulating muscle activity levels (such as standing on
a balance platform) is expected to accelerate the rehabilitation process to pre-injury
functional levels [8].

One of the most common assessments that potentially reveals impaired balance
control is the single leg (SL) stance. Due to its narrow base of support, SL stance
would better suit for detecting balance impairments compared to bilateral stance [8].
Lafayette stability platform is one of the balancing devices that utilizes the unstable
base. However, there were lack of investigation of muscle activities reported using
this platform. Additionally, the information on the muscle recruitment order and the
relationship of the muscles with the tasks performed using Lafayette stability plat-
form were scarce. Authors believe a better understanding of how the muscles control
the posture and their direct connections represent important process in balancing
mechanics. Therefore, this study aims to (1) compare the balance performance
during eyes open (EO) and eyes close (EC) conditions on the Lafayette platform and
(2) analyze the electromyographic activities of ankle stabilizer’s muscles (Peroneus
Longus: PL; Tibialis Anterior: TA; Gastrocnemius Lateralis; GL). It is hypothesized
that the duration the participants maintain the SL stance on unstable platform were
shorter in EC condition than in EO condition. We hypothesized that greater EMG
magnitude will be obtained during EC rather than in EO conditions. This prelim-
inary study serves to facilitate the understanding on how muscles control balance
and would then enable physiotherapists and clinicians strategize better rehabilitation
regime.
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2 Methodology

2.1 Participants

Eight healthy university students (5 males, 3 females; age 22.8 ± 1.32 years; height
1.64± 0.11 m; weight 60.55± 17.85 kg) were recruited. The main inclusion criteria
of the studywere physically active and ages between 18 and 30 years old. Participants
were excluded if they had lower extremity injury in the past three months, including
fracture or surgery. No pain and musculoskeletal disorders that might affect the
performance of the balance task were reported. Participants gave written consent
prior to testing. The ethics of the study was approved by Medical Ethics Research
Committee (MREC) of University of Malaya Medical Centre (GPF007C-2019).

2.2 Instrumentation

Lafayette Stability Platform Model 16030 (Lafayette, Indiana) was used to test the
balance performance of the participants. The platform provided tilt angle, which
represented the participant’s error score, reflecting deviation (mediolateral) from
the target horizontal platform position (0°). The stability platform consisted of a
65 × 107 cm wooden base, allowing a maximum deviation of 15° from the hori-
zontal to either side of the platform. The participants are considered ‘in balance’
when the platform sway within ± 3° from the horizontal plane. A safety rail was
mounted to the stability platform to allow the participants to hold onto if they lost
the balance. Using the Psymlab software (Lafayette, Indiana), time in balance (TIB)
was recorded, denoted by the duration the participants managed to stay within the
range of deviation on the platform.

2.3 Protocol

The participants stood on their dominant leg barefooted on the stability platform
(Fig. 1). The contralateral leg was slightly flexed with the foot minimally lifted
approximately 10 cm above the platform. The dominant leg was determined from
the preferences of the participants to kick a ball [9]. The arms were placed by the side
during theSL stance task. The participantswere required to balance in two conditions,
in EO and EC. Three successful trials in each condition were recorded. The total
duration for the SL stance was 20 s in each trial. During EO, the participants were
instructed to focus on a mark placed on the wall about 2.5 m away. The participants
were prohibited to speak, no distracting noise or conversationwere allowed. The trials
will be discarded and reconducted if the participants fall off the platform, touch the
rail or the contralateral leg touched the platform.
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Fig. 1 Participant
performed SL stance on
Lafayette stability platform
during EO condition

2.4 Electromyography (EMG)

Muscle activities of threemuscles; PeroneusLongus (PL), TibialisAnterior (TA), and
Gastrocnemius Lateralis (GL) were recorded using sEMG (Delsys, USA). The skin
was cleanedwith isopropyl alcohol to reduce resistance prior attaching the electrodes
[10]. The electrodes were further secured with adhesive tape to prevent slippage
during testing and to minimize movement artifacts. EMG signals were recorded at a
sampling rate of 2000 Hz. All EMG data were digitized, stored and analyzed using
EMG Works Acquisition and Analysis software. Participants performed maximum
voluntary contraction (MVC) prior to testing, in accordance with the Surface Elec-
tromyography for Non-Invasive Assessment ofMuscles (SENIAM) guidelines. Data
were normalized using the peak MVC values of tasks, namely dorsiflexion, plan-
tarflexion and eversion for 5 s [11]. Normalized muscle activities were expressed in
percentage of MVC (%MVC).
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2.5 Data Analyses

The analysis was performed using Excel (Microsoft Corporation, USA). Data is
presented as means and standard deviations. Using the means of EMG data in the
Excel file, the frequency of peaks amplitudes above 70% of MVC were tabulated
to determine the total contractions of the muscles. In addition, the highest peak of
each muscle was observed in the first 5 s using computed graphs to determine the
muscle reaction. The onset of muscle activity was further determined among the
muscles. The difference in onset times between two muscles had to exceed 10 ms
(measurement error) to represent a real time difference. If the difference did not
exceed 10 ms, these muscles were considered to have similar onset time [12].

3 Results

The balance performance of participants during SL stance on Lafayette platform
were recorded using TIB measurements. The TIB values for each participant during
EO and EC conditions are tabulated in Table 1. It can be observed that, during
EO condition, participants’ balance performance on the Lafayette platform were
consistent (19.88 s) in all eight participants. This indicated Lafayette platform was
deviated within ± 3° for the entire 20 s period. However, during EC condition,
the TIB values were varied. Four participants were able to maintain the platform
within the angle provided with the longest duration of 19.88 s, followed by the other
three participants with 19.60 s, 17.81 s, and 17.61 s respectively. Additionally, one
participant had the shortest TIB value during EC condition, which was 3.48 s. The
average TIB values for the eight participants were 19.88 ± 0.00 s in EO condition
and 17.25 ± 5.65 s in EC condition respectively.

The muscles activities during SL stance on Lafayette stability platform were
observed using the EMGsignals recorded. ThemeanEMGamplitudes of themuscles
in EO and EC conditions are illustrated in Figs. 2 and 3.

Table 1 Time in balance
(TIB) of the participants in
both EO and EC conditions

Subjects Time in balance, s (EO) Time in balance, s (EC)

1 19.88 19.88

2 19.88 19.88

3 19.88 17.81

4 19.88 19.88

5 19.88 19.60

6 19.88 19.88

7 19.88 17.61

8 19.88 3.48
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Fig. 2 The sEMG amplitudes of muscles during eyes open (EO) condition

Fig. 3 The sEMG amplitudes of the muscles during eyes close (EC) condition

During EO, it can be seen that the three ankle muscles produced different percent-
ages of MVC during the SL stance. PL demonstrated the highest percentage of EMG
amplitudes (114.78%) at the earliest period (3.75 s), followed by GL (57.81%) at
3.88 s and lastly by TA (19.87%) at 4.88 s. The muscle recruitment order reflected
from the finding was PL reacted initially during SL stance on Lafayette platform in
EO condition, followed by GL and lastly by TA. The time difference between the
muscles contractions was above 10 ms causing the finding to be acceptable.

In addition, the calculated total average peaks of each muscle during the 20 s
showed the highest frequency demonstrated by PL with 320 peaks. Surprisingly,



A Preliminary Study of Ankle Muscular Strategy … 309

GL and TA failed to reach EMG amplitudes of 70% of MVC value throughout the
20 s EO condition. However, EMG amplitudes for GL was higher than TA, with GL
reaching above 50% of MVC value whereas EMG amplitudes for TA only reach
nearly 30% of MVC.

During EC condition, there was a sudden increase of GL activities when
approaching the 10 s point, before a protrude peak was recorded. Although the
three muscles showed almost similar frequency of EMG signals in the first 10 s of
EC condition, it should be highlighted that the %MVC values produced were greater
compared in the EO condition for the twomuscles, PL (EO: 114.78%; EC: 143.49%)
and TA (EO: 19.87%; EC: 24.5%). However, GL revealed a decreased %MVC in
the EC condition (46.05%) than in the EO condition (57.81%).

The total average peak calculated during the SL stance in EC condition showed
319 peaks in PL, 68 peaks in GL and still no peak value with the above 70% of MVC
in TA.

4 Discussion

SL stance is able to distinguish between the ones that have normal balance from
those that have balance impairment. The balance performance was clearly discrimi-
nated in both EO and EC conditions when on the unstable platform. In this study, it
can be seen that the total duration in maintaining the balance during EC were rela-
tively less compared to in EO condition. Among the healthy participants, the regular
sEMG activity observed can be used to reflect the muscle behaviours whilst on the
perturbation-based platform. Our finding showed that higher sEMG amplitudes from
the SL stance duringEC. This indicated that themuscleweremore activewhen visual
information was eliminated. Kwon et al. [3] enlightened that diminished of visual
information lead to greater reliance on proprioception. As a result, increased muscle
activities were generated to compensate the deficit. The greater recruitment of PL
and GL during EC may result from the strategy to maintain the line of gravity in the
sagittal plane slightly anterior to the axis of rotation of the ankle [1].

With regards to the muscle physiology, PL contributes to the balance of ankle.
Although there were contradictions on actual PL function especially during ankle
sprain, peroneal muscles will react first in the reaction towards perturbation [13].
From this study, PL contracted initially during the SL stance regardless of the condi-
tions and the muscles. Furthermore, PL, the evertor muscle demonstrated the highest
level of activation followed by GL and TA in both EO and EC. This finding was
consistent with a previous study by Jung et al. [10] that demonstrated the highest
muscle activation of PL andGL during SL stance. Additionally, a study proposed that
plantar flexion moment should be contributed by PL and GL muscles in maintaining
balance [10]. This is in linewith our finding as PLwas activated primarily followed by
GL and TA. However, there were contradictory findings related to the LAS individ-
uals. Significant results correlated with PL and TA showed lower sEMG amplitudes
on both stable and unstable platforms [9]. In this case, researchers concluded there
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were impairment or alteration in these muscles after the sprain [8]. As the ankle
plantar flexor, GL should contract frequently to maintain the balance, but this was
not observed in this study asGLandPL contributed equally.Nonetheless, the findings
for TAwas against the prior studies as the dorsiflexormuscles should respond equally
as the other muscles surrounding the ankle joint [7]. Lower sEMG was observed in
TA during EO and EC.

SL stance on unstable platformwas better in increasing themuscle activity around
the ankle. The results revealed higher sEMG activity of the muscles during the SL
stance on the Lafayette stability platform. This is in line with the previous study [3]
that proposed dynamic tasks with narrower base of support that creates additional
neuromuscular demand eliciting to the higher sEMG activity. The Lafayette stability
platform was designated to deviate in mediolateral direction. Thus, investigation
of LAS participants using this platform may benefit the improvement of balance
control mechanism through SL stance training. It is also suggested to consider PL as
the targetedmuscle during the rehabilitation regime particularly for LAS individuals.

We note that the sample size in this preliminary study was small whereby the
outcomes may not be able to be generalized to the general population. The authors
suggest for future verifications of the findings using larger sample size and wider
range of participants. Furthermore, it is proposed to compare the muscle activities
in both dominant and non-dominant legs in future studies.

5 Conclusion

In conclusion, greater muscle activity were observed during the SL stance in EC
condition in PL and GL muscles, which indicates higher neuromuscular demand
with the absence of visual information. PL muscle demonstrated greater level of
activation among the ankle stabilizers muscles when being assessed on unstable
platform. Further, the muscle quantification outcomes can serve as a benchmark to
the other research works that deal with the analyzation of muscle activities.
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The Prevalence of Lower Limb
Musculoskeletal Pain Symptoms During
Stop and Go Driving

Navien Arul Raj , Juliana Usman , Saad Jawaid Khan ,
and Siew-Li Goh

Abstract The prevalence of musculoskeletal pain among drivers during stop and
go driving can be regarded as a common public health predicament. The action of
frequent and prolonged driving in traffic congestion were distinguished as the prime
contributors towards the musculoskeletal problem among drivers. This study empha-
sised on the importance to comprehend the relationship of the contributors towards
the occurrence of musculoskeletal pain. Three hundred and twenty (N= 320) drivers
responded in this cross-sectional survey study aimed to investigate the widespread of
musculoskeletal pain symptoms specifically the knee pain symptom experienced by
drivers during congested driving conditions. However, only one hundred and eighty
(N= 180) drivers frequently drive during peak time and in congested driving condi-
tions. The 180 drivers were segregated as targeted drivers and were tested for the
relationship of two variables (frequency and prolonged driving in traffic) towards the
prevalence of knee pain. The findings showed that the targeted drivers have expe-
rienced foot pain (64.4%) and knee pain (51.1%) more commonly while driving in
the tested condition. A Pearson Chi Square statistical test was used to analyse the
association of frequent and prolonged driving variables towards the prevalence of
drivers experiencing knee pain had showed statistically non-significant relationship.
Thus, other contributing risk parameters should be necessarily investigated for their
influence towards the prevalence of knee pain among drivers tominimize and prevent
the musculoskeletal pain symptoms.
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Keywords Knee pain · Prolonged driving · Repetitive movement

1 Introduction

Musculoskeletal disorder inflicting ache and pain have become a widespread condi-
tion especially among drivers. The severity of the traffic congestion was believed
to have contributed for the drivers to experience musculoskeletal pain as stated in
Golinko et al. [1]. Prolonged and repetitive driving conditions caused from traffic
congestion can be categorized among the prime factors in contributing towards the
prevalence of musculoskeletal pain for drivers.

Musculoskeletal conditions related to the lower extremity such as low back pain,
knee pain, thigh pain and foot pain has been associated to the prolonged driving
duration as observed in Abledu et al., which compels the drivers’ lower extremity to
repeat similar movement [2]. Repetitive frequent movement during driving causes
muscle inflammation as stated inPunnett et al. especially during stop andgo condition
which subsequently result in muscle fatigue and knee pain symptoms [3].

Driving duration of about 6 h was noted with knee pain as observed in Chen et al.,
but Abledu et al. observed that the driving duration over 10 h for the drivers to have
experienced knee pain in their study [2, 4]. Hence, the prevalence of knee pain varied
with drivers’ demographics and the presence of other impacting factors during the
stop and go movement.

The objective of this study was to investigate and understand the prevalence of
lower limb’s musculoskeletal pain symptoms among drivers during stop and go
movement due to the frequent and prolonged driving conditions.

2 Methodology

2.1 Survey Recruitment Procedure and Statistical Design

This studywas designed to be a cross-sectional study that utilized a random sampling
survey technique. Invitation to participate in the surveywere sent out throughmultiple
social platforms where a link connected to a Google Drive Document upon clicked
was shared. The survey has adopted some useful ideas from Nordic Musculoskeletal
Questionnaire along with other necessary rubrics of questions relevant to driving
conditions. This survey comprised of 28 structured questions which were divided
into 5 different sections.

The survey has two inclusion criteria for the drivers to fulfil if intended to take
part in the study. The drivers have to be minimum of 18 years old or more and
possessed a valid driving license. Those who fulfils the criteria will be subsequently
served with the guidelines and information regarding the survey. If they agreed with
the particulars outlined, they will proceed for consenting section within the survey
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itself. Otherwise, if they disagree, they can immediately withdraw themself from the
survey without any further notice or reasons given.

The obtained responses from the driverswere statistically analysedwith Statistical
Package for Social Science (SPSS) version 25 software using descriptive statistics
Pearson’s Chi Square test. The statistical analysis finds the variables’ association
separately towards the prevalence of knee pain. The null hypothesis set was the
variables have no association (p > 0.05) with the drivers’ experience of knee pain.
The alternative hypothesis was set otherwise (p < 0.05) to the null hypothesis.

2.2 Informed Consent and Ethical Endorsement

Prior before taking part in the survey study, an online consent form was filled by
the respondents. The participation of the respondents were entirely voluntary. All of
them read, verified and consented before getting into the subsequent sections within
the survey.

This study has research ethics approval from the University of Malaya Research
Ethics Committee (UM.TNC2/UMREC-208). All the particulars of the respondents
were stored, protected and held in utmost confidentiality by the researcher and
principal researcher.

3 Results

3.1 Demographics

A total of 320 drivers responded to the invitation for participation through multiple
social media platforms. However, selective segregation was done to identify the
targeted drivers by only choosing the drivers who ought to drive during peak time
amidst the congested road conditions. The total targeted drivers chosen was 180
(56.3%) as depicted in Table 1 together with other demographics information.

Table 1 The demographics
of the drivers responded to
the survey (M: male and F:
female)

Total sample size,
n = 320
(mean ± SD)

Targeted drivers,
n = 180
(mean ± SD)

Genders M:140; F:180 M:76; F:104

Weight (kg) 64.14 ± 14.30 64.23 ± 14.98

Height (m) 1.63 ± 0.09 1.63 ± 0.10

BMI (kg/m2) 24.13 ± 5.20 24.15 ± 5.57
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Fig. 1 The pain symptoms experienced by targeted drivers in traffic congestion

The average BMI for both the drivers’ groups lied within normal range (18.5–
24.9 kg/m2) according to the guidelines suggested in Shafer et al. [5].

3.2 Musculoskeletal Pain Symptoms

The act of driving amidst congested road conditions often requires frequent prolonged
stop and go movement that give rise to many pain symptoms. Referring to Fig. 1,
the targeted drivers reported to have experienced musculoskeletal pain symptoms at
different areas which included from thigh pain (41.7%) being the least experienced,
followed with calf pain (42.2%), knee pain (51.1%) and foot pain (64.4%) being
the most typical pain symptom experienced. Nevertheless, some studies reported
the commonness of drivers who experienced knee pain and thigh pain were more
compared to the other musculoskeletal pain symptoms [2, 4, 6].

3.3 Analytics of Variables

The frequency and period of targeted drivers stuck amidst congested road conditions
were considered as the variables which may have contributed towards the prevalence
of musculoskeletal pain. This study focussed on the prevalence of knee pain expe-
rienced among the targeted drivers. From 180 targeted drivers reported to be stuck
amidst congested road conditions, 48.3% drivers as the majority reported to have
stuck a few times per week meanwhile 25.0% drivers reported to have stuck every
day.

As for the period of stuck, 56.7% drivers as the majority reported to have stuck
for less than an hour whereas 39.4% drivers reported to have stuck for at least 1–2 h
in traffic congestion. Hence, Pearson’s Chi Square statistical test was carried out to
test the relationship of both the variables separately with the experience of muscu-
loskeletal pain among the targeted drivers. Despite the amount of targeted drivers’
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responses on the frequency, period and experience of knee pain amidst congested
road conditions were moderately high, however the analysis revealed that the vari-
ables were statistically not significant (p > 0.05) towards the experience of knee pain
among the targeted drivers.

4 Discussion

This self-administered survey study was carried out via Google Document in which
the link to participate the surveywas shared online through various socialmedia tools.
The aim of this studywas to report the different musculoskeletal pain symptoms been
experienced by targeted drivers, besides evaluating the relationship of frequent and
prolonged driving amidst congested road conditions towards drivers’ experience of
knee pain. Hennessy et al. submitted that the prolonged and repetitive movement
factors arise from traffic congestion could affect drivers’ physiological health [7].

The targeted drivers were selected as they ought to drive during peak time amidst
the congested road conditions that will force their lower extremity to undergo
prolonged repetitive movement. Such prolonged repetitive movement can make the
drivers susceptible of acquiring musculoskeletal pain. Previous studies have identi-
fied the repercussion of driving towards the development of musculoskeletal condi-
tions such as of lower and upper extremity pain [2, 4, 8]. For this study, since we
focussed on the knee pain, the symptoms can be in the form of ache or numbness
when the patellar was engaged with prolonged repeated movement activity.

Despite 48.3% of the targeted drivers responded to have stuck a few times per
week and 25.0% of them to have stuck every day, the statistical analysis revealed no
significant relationship between frequency variable and drivers experiencing knee
pain from traffic congestion. Nevertheless, Zhang et al. discussed the possibility of
negative effects faced by drivers due to frequent fatigue driving amidst congested
road conditions [9].

Similarly, 56.7% of the targeted drivers responded to have stuck for less than an
hour and 39.4% of them to have stuck in between 1 and 2 h, the statistical analysis
revealed no significant relationship between the period and drivers experiencing knee
pain from the traffic congestion as well. However, Gyi and Porter uttered drivers tend
to experience more musculoskeletal pain with more time taken for their journey [10].

In contrary to our expectation, both variables investigated showed no significant
relationshipwith knee pain and this could be due to the consideration of only selecting
targeted drivers for the analysis. However, this selection was regarded crucial as to
specifically evaluate the repercussion of frequent prolonged stop go movement with
respect to knee pain from congested driving condition. Different parameters that
were not included such as loading forces, posture and fatigue might have contributed
towards the knee pain symptoms among the targeted drivers.
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5 Conclusion

This survey study portrayed the prevalence of musculoskeletal pain symptoms expe-
rienced by drivers who ought to engage in prolonged frequent stop and gomovement.
Consequently, the prolonged and period variables were statistically tested for knee
pain prevalence among the targeted drivers. The outcome suggested the urgency
to investigate other contributing driving risk variables to potentially minimize and
prevent musculoskeletal pain among drivers.
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The Effect of Physical Non-operative
Modalities on Pain in Osteoarthritis
of the Knee

Salma Mohamed Saad, Nor Hazwani Ibrahim, Anusha Nair,
Norita Mohd Zain, and Juliana Usman

Abstract Knee osteoarthritis (OA) is the most common cause of a painful joint. To
date, themain goals for knee OA therapies include relieving pain andmaintaining the
functional status. Transcutaneous electrical nerve stimulation (TENS) is proven to be
effective for knee OA pain relief. It operates by transferring electrical pulses through
the skin along the nerve fibers to help in relieving the pain in arthritis. However, some
problems affect the conventional TENS performance such as electrode positioning,
comfortability, and hygiene. An intervention called GNEEZAP was fabricated to
solve these problems by having properties such as fixed electrodes points and the
ability to be washed. Elastic knee sleeves help in relieving the knee OA symptoms
by providing compression to increase blood flow and reduce pain and swelling. It
is a cost-effective and easy solution. However, it is more effective when combined
with other treatments. Previous researches indicated that improved proprioception
and less pain can be achieved when electrical stimulation is combined with knee
sleeves. Many physical functioning and performance tests, such as range-of-motion
and strength, have been used as a proxy for objective pain measurement. This study
aims to compare the efficacy of combined knee-sleeve and GNEEZAP TENS (inter-
vention group) versus knee sleeve and traditional TENS (control group) in alleviating
pain among knee OA patients using performance-based pre-post treatment tests on
18 patients divided into two groups. The research instruments include Stair Climbing
Test, TUG Test, and 6MWT. At the end of this study, a comparison between both
treatment combinations was done. The results indicated that both treatment combina-
tions improve the knee OA patients’ pain condition. However, the GNEEZAP TENS
and knee sleeve combination was proven to have a larger effect than the traditional
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TENS and knee sleeve combination since the difference in performance before and
after treatment was much larger.

Keywords Knee osteoarthritis · TENS · GNEEZAP · Knee sleeve

1 Introduction

1.1 Knee Osteoarthritis

OA is the most common reason for physical disability in the elderly. Knee OA is a
degenerative type of arthritis that occurs in the knee. It causes pain to the knee joint,
in addition to functional disability and stiffness. Currently, there is no cure for this
disease. Therefore, treatment strategies mainly focus on reducing pain in addition to
preventing symptoms progression.

1.2 Knee Osteoarthritis Pain Management and Monitoring

Previous researches proved the effectiveness of TENS in improving knee OA
patients’ condition since it decreases the pain resulted from knee OA [2]. However,
several factors affect TENS performance such as the accuracy of electrode posi-
tioning since the TENS effect decreases if an electrode is placed inaccurately. More-
over, there are hygiene problems associated with the conventional electrodes since
they can be repeatedly used but can’t be washed [6]. In addition to the fact that they
are prone to fragmentation and uncomfortable due to their stickiness [9].

GNEEZAP (Patent number: 2018704119) is a therapeuticwearable device used as
a replacement for conventional electrodes. It was fabricated to solve the conventional
electrodes problems since it has fixed electrode points so it can be used easily without
positioning confusions for the patients, it is reusable, and can be washed.

The knee sleeve can help in reducing the pain associated with knee OA and
improving the patients’ performance [13]. It is a cheap and easy solution compared
to other knee OA treatments. Therefore, most people with knee problems prefer
it. However, more pain relief will be achieved by combining it with other treat-
ments. Some researches indicated that improved proprioception can be achieved
when electrical stimulation is combined with knee sleeve [4].

Performance measures provide assessments of pain and function in people with
knee OA [18]. The knee OA pain progression can be assessed by the performance-
based tests (functional tests) since the patient’s performance is improved when the
pressure-pain threshold (PPT) increases [10].
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1.3 Main Aim and Objectives

This research aims to assess the efficiency of physical non-operative modalities
in knee OA pain management in order to derive the most effective intervention
combination for reducing knee OA pain. The main objective of this study is to
evaluate and compare the efficacy of combined knee-sleeve and GNEEZAP versus
knee sleeve and traditional TENS in alleviating pain among knee OA patients using
performance-based tests.

2 Methodology

2.1 Study Design

This is a pilot study; it was carried out in Clinic Genga since all the subjects were
patients who came for treatment there. Before conducting the experiment, phys-
ical examinations (blood pressure, blood sugar level, and knee examination) were
performed by a physician, and information about the patient’s knee pain history was
recorded, to ensure that the patients could be included in the study. Following this,
the patients underwent a radiographic evaluation by doing an X-ray on their knee to
identify the stages of knee OA.

Inclusion and Exclusion Criteria

The inclusion criteria involve Participants with knee OA fulfilling the ACR clinical
criteria, with age between 50 and 75 and knee OA of stage 2 or 3 (according to KL
grade), who haven’t received TENS treatment before. The exclusion criteria include
patients with a contraindication for TENS such as on pacemaker, open wound, or
local skin lesion, and patients that had Previous knee surgery in the last six months,
in addition to patients with severe medical or neurologic conditions.

Research Instruments

This experiment includes multiple treatment methods combined; the equipment used
in this research are, a TENS machine, conventional electrodes (maintained with
gel pads), GNEEZAP, and a pair of knee sleeves. The participants were randomly
assigned to either intervention group—usingTENS received byGNEEZAP, and knee
sleeve, or control group—using TENS received by conventional electrodes, and knee
sleeve. The TENS brand is Medichoice TENS-2000, with a frequency of 150 Hz and
intensity that varies according to each patient preference. And the knee sleeve used
is an open patella compressive knee sleeve; this type is chosen since it offers extra
protection and stabilization to the knee.
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2.2 Study Protocol

This experiment started by collecting information from subjects such as gender, age,
weight, and height. Then the pre-treatment tests were conducted, which included the
stairs climbing test, TUG test, and 6MWT. Patients were allowed to take a small rest
between these tests.

The Osteoarthritis Research Society International (OARSI) is an organization that
advocates the use of core outcomemeasures that assess the pain and function in people
with OA. These three tests were used in this study because they are recommended
by the OARSI to assess the knee OA patients’ condition [5].

The first test was the Six Minute Walking Test; it was conducted by calculating
the distance walked by the participants (at their own pace) in 6 min. Patients were
permitted to slow down, stop, or even rest as necessary, but they were required to
resume walking as soon as they were able to.

The Stairs Climbing Test required patients to climb up and down nine steps, where
the time started from the point that the participant started ascending as fast as possible
and stopped when the participant completed ascending and descending the nine steps
for one time. The participants were allowed to use the handrail support.

TheTimedUpandGo test required patients to be sitting on a chair in the beginning;
when the time started, patients were required to stand up, walk as fast as possible till
a mark on the ground which is 3 m away from the chair, then walk back to the chair
and sit, the time stopped when the patient completely sat on the chair.

Next are the treatment sessions; the 18 patients were randomly divided into two
groupswhere each group included nine patients. The first group of participants (Inter-
vention) received treatment by TENS with the GNEEZAP device, and the second
group of participants (control) received treatment by TENS with conventional elec-
trodes. The treatment was carried out for one month, where two treatment sessions
were conducted each week, and each treatment session lasted for 30 min (Fig. 1).

After all treatment sessions, the post-treatment tests were carried out; these tests
had the same procedure as the pre-treatment tests, but all patients from both groups
were required to wear a knee sleeve while conducting the tests. In the end, statistical
analysis was done on the collected data using SPSS software, where a paired sample
T-test was performed.

3 Results

3.1 Range of BMI of the Participants

The patients were randomly assigned to either intervention Group (using Tens
received by GNEEZAP during the treatment, in addition to wearing a knee sleeve
during the post-treatment tests) or control group (using Tens received by conven-
tional electrodes during the treatment, in addition to wearing a knee sleeve during



The Effect of Physical Non-operative Modalities on Pain … 323

Fig. 1 GNEEZAP (left) versus conventional electrodes (right)

Table 1 Range of BMI of
the participants

Range of BMI No. of participants

Intervention group Control group

< 18.5 (underweight) 0 0

18.5–24.9 (normal weight) 3 2

25.0–29.9 (overweight) 4 3

> 30.0 (obese) 2 4

the post-treatment tests). The BMI of the participants from each group is shown in
Table 1.

This table indicates that most of the participants from each group were above
the normal weight, where the intervention group encompassed four overweight
participants and two obese participants, and the control group encompassed three
overweight participants and four obese participants.

3.2 Paired Sample T-Test

Apaired sample t-test was conducted to test whether the treatments combinations can
improve the knee OA patients’ condition. Data were collected both before and after
the eight treatment sessions among the participants by the pre- and post-treatment



324 S. M. Saad et al.

Table 2 Paired-samples T-test for 6MWT

Group Pre-treatment Post-treatment df t Sig

Mean SD Mean SD

Intervention group 242.17 40.5 280.33 37.7 8 3.0 0.016*

Control group 221.00 52.2 249.67 47.3 8 2.3 0.052*

tests where all patients were required to wear knee sleeves during the post-treatment
tests.

6 Minute Walk Test

Table 2 shows the paired-sample t-test for 6MWT which compared the distance
walked by the patients (in meters) for 6min before and after all treatment sessions for
both groups. The results denoted that the mean distance walked by the control group
patients during the post-treatment 6MWT (M= 249.7, SD= 47.3) was significantly
higher than the mean distance walked by them during the pre-treatment 6MWT (M
= 221.0, SD= 52.2), t(8)= 2.28, p= 0.052. And that the mean distance walked by
the intervention group patients during the post-treatment 6MWT (M = 280.3, SD
= 37.7) was significantly higher than the mean distance walked by them during the
pre-treatment 6MWT (M = 242.2, SD = 40.5), t(8) = 2.04, p = 0.016. Therefore,
both treatments show effectiveness in improving the patients’ condition since the
patients walked a longer distance after the treatment. The results also showed that the
difference between means of pre- and post-treatment test scores for the intervention
group (38.17) is higher than the control group (28.67).

Stairs Climbing Test

The paired-sample t-test for the stairs climbing test compared the time taken (in
seconds) by patients of both groups to climb up and down the stairs before and after
all treatment sessions as shown in Table 3. The results indicated that the mean time
taken by the control group patients during the post-treatment test (M = 11.8, SD
= 2.36) was significantly lower than the mean time taken by them during the pre-
treatment test (M = 15.1, SD = 3.61), t(8) = −4.25, p = 0.003. And that the mean
time taken by the intervention group patients during the post-treatment test (M =
12.5, SD= 5.297) was significantly lower than the mean time taken by them during
the pre-treatment test (M = 16.1, SD = 4.28), t(8) = −4.84, p = 0.001. Thus, the
results support the conclusion that both treatments are effective in improving the

Table 3 Paired-samples T-test for stairs climbing test

Group Pre-treatment Post- treatment df t Sig

Mean SD Mean SD

Intervention
group

16.06 4.3 12.49 5.3 8 4.8 0.001*

Control group 15.13 3.6 11.75 2.4 8 4.2 0.003*
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Table 4 Paired-samples T-test for TUG test

Group Pre-treatment Post-treatment df t Sig

Mean SD Mean SD

Intervention
group

9.85 1.1 7.56 0.8 8 6.5 0.000*

Control group 11.02 2.7 8.76 1.9 8 4.8 0.001*

patients’ condition since the patients spent a shorter time conducting the test after
treatment. The results also denoted that the difference between means of pre- and
post-treatment test scores is slightly more in the intervention group (3.57) than the
control (3.37) group.

Timed Up and Go test

Table 4 showed the paired-sample t-test for the TUG test that compared the time
taken by patients of both groups to complete the test before and after all treatment
sessions. The results elucidated that themean time taken by the control group patients
during the post-treatment test (M = 8.8, SD = 1.90) was significantly lower than
mean time taken by them during the pre-treatment test (M = 11.0, SD = 2.67), t(8)
=−4.76, p= 0.001. And that the mean time taken by the intervention group patients
during the post-treatment test (M = 7.6, SD = 0.76) was significantly lower than
mean time taken by them during the pre-treatment test (M= 9.9, SD= 1.06), t(8)=
−6.54, p= 0.000. This proves the effectiveness of both interventions. It is also seen
in the tables that the difference between means of pre- and post-treatment test scores
is slightly more in the intervention group (2.29) than the control group (2.26).

4 Discussion

This experiment aimed to compare the effectiveness of improving knee OA patients’
pain condition by conventional TENS electrode versus GNEEZAP; in the state of
wearing a knee sleeve.

The results section showed and compared the effectiveness of both treatment
combinations by comparing the results of 18 patients before applying any treatment
or wearing a knee sleeve, and after four weeks of treatment with all patients wearing
a knee sleeve during the post-treatment tests, where the control group received
electrical stimulation by conventional TENS electrodes and the intervention group
received electrical stimulation by GNEEZAP.

The range of BMI of the participants listed in Table 1 supports the previous
studies that indicated the presence of a link between overweight and the risk of knee
osteoarthritis since 13 out of 18 patients were overweight. This occurs due to the
increased weight that the body needs to withstand and results in a larger load and
stress that could lead to the breakage of the hyaline cartilage [14].
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Many physical functioning and performance tests, such as range-of-motion and
strength, have been used as a proxy for objective pain measurement [7]. Such as the
timed “Up and Go” test for osteoarthritis [18]. Where the outcomes of the functional
tests indicate the pain felt during the performance.

The results displayed in Tables 2, 3, and 4 demonstrated that both treatment
combinations improve the patients’ pain condition, this was caused by an increase in
the pressure pain threshold which occurred in the form of a reduction of time taken
to perform the tests (during the TUG test and the stairs climbing test) and an increase
of distance walked (during the 6MWT), where the pain felt by the patients while
performing the functional tests decreased since their pain tolerance was improved.

Since the difference in results before and after treatment was larger in the inter-
vention group than the control group, the GNEEZAP and knee sleeve combination is
proven to have a larger effect than the traditional TENS and knee sleeve combination.

Some factors affected the functional test results, such as the patients’ physical
activity in addition to the knee condition and symptoms. Some patients do minimal
physical activities in their daily life, a decreased physical activity will cause an
increase in knee stiffness which will lead to worsening the knee OA case [15]. More-
over, the intensity of the clinical symptoms may differ from one patient to another
[8]. For instance, some patients couldn’t bend their knee properly; this affected their
results in some tests that involved knee bending such as the stairs climbing test.

5 Conclusion

To sum up, this pre-post study aimed at evaluating and comparing the effects of two
combinations of physical non-operative modalities in managing the knee OA pain
condition. The objective of this study was to evaluate and compare the efficiency of
GNEEZAP TENS combined with knee sleeves, and conventional TENS combined
with knee sleeves.

The main objective of this study was achieved by carrying out the assessment
methods mentioned in the methodology on 18 patients divided into two groups. The
data presented in the results section indicated that both intervention combinations are
effective in managing knee OA pain condition. Moreover, it stated that GNEEZAP
and knee sleevemake a better combination inmanaging kneeOA pain and improving
the knee OA patient’s condition.

Acknowledgements This study received financial support from the Malaysian Ministry of Higher
Education’s Fundamental Research Grant Scheme (FRGS No: FP130-2019A) and Universiti
Malaya’s Faculty Research Grant (RF009A-2018). GNEEZAP (Patent number: 2018704119) by
Nalika Ventures Sdn Bhd.

Conflict of Interest The authors hereby believe and declare there is no any conflict of interest
from this work.



The Effect of Physical Non-operative Modalities on Pain … 327

References

1. Charlesworth, J., Fitzpatrick, J., Perera,N.K.P.,Orchard, J.:Osteoarthritis—a systematic review
of long-term safety implications for osteoarthritis of the knee. BMC Musculoskelet. Disord.
20(1), 151 (2019). https://doi.org/10.1186/s12891-019-2525-0

2. Cherian, J.J., Harrison, P.E., Benjamin, S.A., Bhave, A., Harwin, S.F., Mont, M.A.: Do the
effects of transcutaneous electrical nerve stimulation on knee osteoarthritis pain and function
last? J. Knee Surg. 29(06), 497–501 (2016)

3. Chuang, S.H., Huang, M.H., Chen, T.W., Weng, M.C., Liu, C.W., Chen, C.H.: Effect of knee
sleeve on static and dynamic balance in patients with knee osteoarthritis. Kaohsiung J. Med.
Sci. 23(8), 405–411 (2007)

4. Collins, A., Blackburn, J.T., Olcott, C., Yu, B.,Weinhold, P.: The impact of stochastic resonance
electrical stimulation and knee sleeve on impulsive loading and muscle co-contraction during
gait in knee osteoarthritis. Clin. Biomech. 26(8), 853–858 (2011). https://doi.org/10.1016/j.cli
nbiomech.2011.04.011

5. Dobson, F., Hinman, R.S., Roos, E.M., Abbott, J.H., Stratford, P., Davis, A.M., Bennell, K.L.:
OARSI recommended performance-based tests to assess physical function in people diagnosed
with hip or knee osteoarthritis. Osteoarthr. Cartil. 21(8), 1042–1052 (2013). https://doi.org/10.
1016/j.joca.2013.05.002

6. Erdem, D., Yesilpinar, S., Senol, Y., Karadibak, D., Akkan, T.: Design of TENS electrodes
using conductive yarn. Int. J. Cloth. Sci. Technol. 28(3), 311–318 (2016). https://doi.org/10.
1108/IJCST-03-2016-0030

7. Harding, V.R., de C Williams, A.C., Richardson, P.H., Nicholas, M.K., Jackson, J.L.,
Richardson, I.H., Pither, C.E.: The development of a battery of measures for assessing physical
functioning of chronic pain patients. Pain 58(3), 367–375 (1994)

8. Hsu, H., Siwiec, R.M.: Knee osteoarthritis. StatPearls Publishing, Treasure Island (FL)
9. Li, L., Man, W., Li, Y., Wan, K., Wan, S., Wong, K.: Design of intelligent garment with

transcutaneous electrical nerve stimulation function based on the intarsia knitting technique.
Text. Res. J. 80, 279–286 (2010). https://doi.org/10.1177/0040517509105276

10. Liebano, R.E., Rakel, B., Vance, C.G.T., Walsh, D.M., Sluka, K.A.: An investigation of the
development of analgesic tolerance to TENS in humans. PAIN 152(2), 335–342 (2011). https://
doi.org/10.1016/j.pain.2010.10.040

11. Lohmander,L.S.,GerhardssondeVerdier,M.,Rollof, J.,Nilsson, P.M.,Engström,G.: Incidence
of severe knee and hip osteoarthritis in relation to differentmeasures of bodymass: a population-
based prospective cohort study. Ann. Rheum. Dis. 68(4), 490 (2009). https://doi.org/10.1136/
ard.2008.089748

12. Manninen, P., Riihimäki, H., Heliövaara, M., Mäkelä, P.: Overweight, gender and knee
osteoarthritis. Int. J. Obes. Relat. Metab. Disord. 20(6), 595–597 (1996)

13. Marino, K., Lee, R., Lee, P.: Effect of germanium-embedded knee sleeve on osteoarthritis of
the knee. Orthop. J. Sports Med. 7(10), 2325967119879124 (2019). https://doi.org/10.1177/
2325967119879124

14. Mh, H.: Arthrosen. Georg Thieme Verlag (2002)
15. Michael, J.W.P., Schlüter-Brust, K.U., Eysel, P.: The epidemiology, etiology, diagnosis, and

treatment of osteoarthritis of the knee. Deutsches Arzteblatt International 107(9), 152–162
(2010). https://doi.org/10.3238/arztebl.2010.0152

16. Osiri, M., Welch, V., Brosseau, L., Shea, B., McGowan, J., Tugwell, P., Wells, G.: Transcuta-
neous electrical nerve stimulation for knee osteoarthritis (Cochrane review).CochraneDatabase
Syst. Rev. 4 (2000)

17. Schween, R., Gehring, D., Gollhofer, A.: Immediate effects of an elastic knee sleeve on frontal
plane gait biomechanics in knee osteoarthritis. PLoS ONE 10(1), e0115782 (2015). https://doi.
org/10.1371/journal.pone.0115782

18. Stratford, P.W., Kennedy, D.M., Woodhouse, L.J.: Performance measures provide assessments
of pain and function in people with advanced osteoarthritis of the hip or knee. Phys. Ther.
86(11), 1489–1496 (2006)

https://doi.org/10.1186/s12891-019-2525-0
https://doi.org/10.1016/j.clinbiomech.2011.04.011
https://doi.org/10.1016/j.joca.2013.05.002
https://doi.org/10.1108/IJCST-03-2016-0030
https://doi.org/10.1177/0040517509105276
https://doi.org/10.1016/j.pain.2010.10.040
https://doi.org/10.1136/ard.2008.089748
https://doi.org/10.1177/2325967119879124
https://doi.org/10.3238/arztebl.2010.0152
https://doi.org/10.1371/journal.pone.0115782


Biosensors, Biosignals, and Biomedical
Imaging



Infant-Wrap (InfaWrap) Device
as Pediatric Technology Tool: The Heart
Rate and SpO2 Monitoring for Neonates
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Mohamad Zairi Baharom, and Nur Hazreen Mohd Hasni

Abstract Today, advances in science and technology may contribute to the reso-
lution of medical devices for pediatric. This research focused on the development
of the InfaWrap device; a tool to monitor neonate’s heart rate and SpO2. InfaWrap
is designed to help the clinicians and parents to observe the baby’s heart rate and
oxygen saturation. The InfaWrap device uses a pro mini Arduino as a microcon-
troller, a MAX30100 oximeter sensor to measure SpO2 and heart rate, and an LM35
to measure body temperature. Besides, we focus on the design and convenience
wear criteria, including design characteristics, and structures to ensure the device
is lightweight and more comfortable. The proposed InfaWrap device embedded an
advanced wireless network sensor system. The data will be appeared in the mobile
application installed on the doctor’s or parent’s mobile phone via Bluetooth module.
Overall, based on three different babies as a subject in this study, we obtained that
the InfaWrap device accuracy results reach the average of 96% for SpO2, 81 bpm
for baby heart rate, and 36.4 °C for baby body temperature.
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1 Introduction

Newborns are monitored for oxygen saturation from the first life until six months of
age because of its possible adverse effects on brain development [1–4]. TheAmerican
Academy of Pediatrics (AAP) and the American Heart Association (AHA) in 2010
[5] determined the SpO2 objectives for the first 10 min after birth, establishing the
arterial oxygen saturation that a baby must-have in the first minutes after birth [5].
The SpO2 objectives table has assisted in the assessment of recovery and in avoiding
the unnecessary administration of oxygen in newborns [5].

A study was performed in which 90% of babies with congenital cyanotic heart
disease [6, 7] were detected using a pulse oximeter for use of screening within a
few hours of birth. According to the evidence, infants with cyanotic heart disease
is a critical sudden infant death syndrome (SIDS) may also be linked genetically
to congenital coronary cyanotic diseases. It may be difficult to identify the major
causes of SIDS [8, 9] most parents are making an extraordinary effort for their
baby’s health. By using the wireless healthcare technology, People who use sensing
devices can move freely openly without being hindered by complicated wires [10,
11], and doctors at a remote care center can keep a close watch on the patient’s health
and thus offer patient recovery advice and long-term care in real time [12, 13].

This paper discusses the intelligent babywrapmodel framework, InfaWrap, devel-
oped together with an accuracy test. One of the special aspects of the InfaWrap device
features uses a wireless sensor to reduce clinicians and parents’ load. This system
is assembled and bundled in a compact, micro and Android smartphone using Blue-
tooth connectivity. This device is often fitted with battery charging cards, so that it
can be refilled without changing the battery once the power runs out. It is easy to use
this measurement device by connecting one of the foot sole to the specified sensor,
then the three parameters of the scale would conveniently show on the LCD and
Android mobile.

2 Methodology

2.1 Design Specification

The InfaWrap prototypes were designed using SolidWorks 2019 software and then
shaped directly using 3D printing technology. For convenient wear of the InfaWrap
device, the structure’s design consequently had to be smaller, more comfortable to
wear, and user-friendly. InfaWrap device is designed to monitor SpO2, heart rate,
and neonatal temperature through a cable-free wrapping concept.

This device is designed to have a small screen to prevent too many electronic parts
inside the device. InfaWrap device is so lightweight with maximum total weight is
44.36 g. Figure 1 shows the final product of the InfaWrap device. By using the
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Fig. 1 Final product of InfaWrap device

Arduino board, all the measured values were monitored, analyzed, and displayed on
the LCD screen. The results will be sent to an android application.

2.2 Device Components

Two sensors were used to measure three different conditions using this device.
Figure 2 shows the complete system and electronic components of InfaWrap. The
Arduino microcontroller is utilized to control the whole system. The SpO2 and heart
rate are measured using theMAX30100 sensor. Meanwhile, for LM35 sensor is used
to measure of temperature [14, 15]. The HC-05 Bluetooth module is used to transfers
measurement data from device to MyI-Wrap application or mobile app.

Figure 3b shows the development of the MyI-Wrap mobile app, which allows
parents or doctors to monitor their baby’s health status from anywhere, in a quick

(a) (b)

Fig. 2 Represented the; a block diagram of system; and b the electronic components of the
InfaWrap device
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(a) (b)

Fig. 3 a InfaWrap working; bMyI-Wrap mobile application

and efficient manner. This software is available free through Google Play. Parents
may also monitor their children’s health while they sleep with this MyI-Wrap. As
illustrated in Fig. 3a, the monitoring process is split into two steps; (1) data from
the sensor was gathered; (2) data will be shown on the device and mobile phone via
Bluetooth connection [16].

3 Results and Discussions

The InfaWrap device is specifically designed for newborns to assist clinicians
and parents in monitoring their baby’s heart rate, SpO2 and temperature. Besides,
this device needs several criteria requirements, such as small [17], light-weight,
ergonomics, and low power consumption (or long battery life) that shows in Fig. 4.
This section discusses the functionality of the InfaWrap device [18], standard opera-
tion how to wear the InfaWrap, and the sensor’s accuracy based on three participants
with differences in demographic data [19].

3.1 Accuracy Test

The participants involved in this study were two baby girls and one baby boy.
All of them are the Malaysian citizens. The participants were volunteer for their
contribution. Details about the participants as shows in Table 1.
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(a)

(b)

Fig. 4 The process of wearing the InfaWrap device to the baby; a bottom view with LDCmonitor;
and b top view wrapping or attach the device on baby foot sole

Table 1 Demographics information

Criteria Subject 1 Subject 2 Subject 1

Gender Female Female Male

Age (days) 97 102 91

Height (cm) 56.2 55.1 58.2

Weight (kg) 6.3 5.4 5.8

A reliability test is conducted to measure the InfaWrap device performances by
repeated themeasurement in 10 times. Table 2 shows the heart rate values obtained in
10 min’ duration. Figure 5 clearly shows the trend of heart rate in 10 min reading. In
the starting evaluation, subject 3 shows higher in heart rate. This is due to the situation
where this baby a bit afraid and he cried during wearing the InfaWrap device.

Table 3 shows theSpO2 of the babies in 10-time reading. Figure 6 shows thenormal
percentage of the SpO2 for the baby is around 98–100%.We observed the trend of the
SpO2 for the three babies are good and acceptable which is around 97–99% [20]. For
the resuscitation, stabilization and continuing treatment of the extremely low birth
weight baby the optimum oxygen saturation values remain mostly undefined. We
examined existing evidence for the usage of clinical oxygen in newborns. Median
SpO2 in babies delivered vaginally was 3% greater than for those born in the first
10 min of life in the previous research than in infants born with cesarean delivery.
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Table 2 Heart rate reading in 10 min

Time (s) Heart rate (bpm)

Subject 1 Subject 2 Subject 3

60 80 80 91

120 79 79 83

180 81 81 81

240 84 83 84

300 82 84 82

360 85 85 85

420 83 83 86

480 79 78 85

540 80 80 80

600 79 75 81

Fig. 5 Trend of the heart rate on difference participants. The values obtained in themorning session

Table 3 SpO2 reading in 10 min

Time (s) SpO2 (%)

Subject 1 Subject 2 Subject 3

60 97 98 98

120 97 98 99

180 96 97 97

240 96 96 98

300 97 96 97

360 98 96 98

420 98 97 98

480 98 97 99

540 98 98 98

600 98 98 98
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Fig. 6 Trend of the SpO2 on difference participants. The values obtained in the morning session

Term infants had considerably greater saturation and saturation than preterm infants
amounted to 90% quicker namely 4.7 min versus 6.5 min.

Table 4 shows the temperature level of the baby. Temperature is essentially impor-
tant to know the condition of the baby especially during daily activities. Figure 7
shows the three babies’ healthy condition without fever. The temperature value also
presented good in detected the baby body temperature. A normal temperature for
your baby is defined as a rectal reading between 36.5 and 37.0 °C; a temperature of
37.7 °C or higher is called a fever.

Table 4 Temperature reading in 10 min

Time (s) Temperature (°C)

Subject 1 Subject 2 Subject 3

60 35 35 36

120 35 36 36

180 36 36 36

240 37 37 35

300 36 37 35

360 34 36 36

420 36 36 36

480 35 37 36

540 36 36 36

600 36 37 36

60 35 35 36

120 35 36 36
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Fig. 7 Trend of the temperature on difference participants. The values obtained in the morning
session

When a baby’s temperature is abnormally high, it can indicate infection and it is
better to meet a pediatrician, particularly if other symptoms such as a stuffy nose,
sore throat, or cough continue. Based on the observation of the heart rate, SpO2 and
temperature values, the InfaWrap device’s performance shows good and acceptable
value especially in the accuracy of the data analysis.

4 Conclusion

This paper presented the product of the InfaWrap device that has successfully devel-
oped. The studies were focused on the functionality of the InfaWrap device, standard
operation of wearing the InfaWrap device, and the sensor’s accuracy based on three
participants with differences in demographic data. The InfaWrap device is designed
to monitor oxygen saturation SpO2, heart rate, and temperature neonatal through a
cable-free wrapping concept. Besides the measured value, it can analyze the health
status for warning indicators are sent through mobile applications via Bluetooth to
be stored and shared with the parents and clinicians. Besides, the InfaWrap device
also has been developed to provide patients with the necessary support.
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Optimization and Performance
Evaluation of Apodization Function
for Fiber Bragg Grating as Vital Sign
Sensor
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and Samiappan Dhanalakshmi

Abstract Sensing is the recent and most widely executed implementation of Fiber
Bragg Grating (FBG). In this paper, a comprehensive investigation of various
apodization functions based on Reflectivity, Maximum side lobe (MSL), Side lobe
suppression ratio (SLSR), Full width Half maximum (FWHM), Sensitivity, Detec-
tion Accuracy and Quality parameter are evaluated and a novel apodization func-
tion was proposed which can be implemented in FBG to use it as vital sign sensor
for measuring temperature and heart rate. The simulations were carried out for the
grating parameters of L = 10 mm and �n = 0.0001. From the results, peak reflec-
tivity of −0.564754 dB was achieved in Uniform apodization function but it also
has larger side lobe level and less sensitivity. The highest side lobe suppression ratio
was achieved by Gaussian function which is −32.58601 dB. Based on the sensing
characteristics, the proposed apodization function has lower FWHM of 0.06 nm and
the highest sensitivity of 5.9698AU/RIU, thus having a better detection accuracy
of 26,114. Higher sensitivity and narrow FWHM, leads to greater quality param-
eter of 99.49667 AU/nm-RIU which is a desirable characteristics of sensor. Also
the proposed function proved to have better wavelength shift for the measurement
of heart rate and temperature compared to other apodizations with 1.3 pm/με and
13 pm/°C.
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1 Introduction

Fiber Bragg Gratings (FBGs) was first presented by Hill in 1978. These grating
based sensors have advantages of smaller weight, linearity in output, immune to
electromagnetic waves, robust in nature, enables remote sensing, small size, very
stable, long durability, easy fabrication, easy installation, low maintenance etc. [1–
3]. It is used widely used in photonics field such as lasers [4, 5], buffers [6], filters
[7], multiplexers [8], sensing applications like structural health monitoring, medical
field, aerospace based on strain and temperature [9]. FBG is an optical fiber with
induced periodic variation of refractive index in the core region in the direction of
fiber axis for a length called grating length. This periodic grating results in reflection
of particular wavelength called as Bragg wavelength (λB). The modulation of index
(Δn), length of the grating (L) and periodicity of the grating (�) determines and
controls the optical characteristics of FBG [10–12].

The reflection spectrum of uniform FBG has main lobe corresponding to reflected
wavelength along with many side lobes adjacent to it. For sensing applications,
the presence of these side lobes interfere in detection of reflected peak, making it
as undesirable characteristics. Applying proper truncating or apodization functions
suppresses the side lobes in optical response of FBG. Many literatures [13–18], have
proposed new apodization functions for enhancing the sensing characters, simulta-
neous measurements of temperature and strain, Dispersion compensation etc. These
are achieved by narrow full width halfmaximum (FWHM), greater side lobe suppres-
sion ratio, better leakage factor, highest detection accuracy etc. In this work, we have
proposed a novel apodization function for increasing the sensing characteristics such
as sensitivity, detection accuracy and quality parameter to enable the application of
FBG as vital sign sensor. We have considered two vital signs, heart rate (measured
as strain) and temperature and proved the increase in wavelength shift in the sensing
signal. In few literatures they have increased the sensitivity by using coating mate-
rials [21, 22]. The present work is organized as follows: Sect. 2 explains the theoret-
ical formulation of FBG and various apodization profiles and in Sect. 3, the results
obtained are analysed and discussed. It is followed by the conclusion and references.

2 Background and Theory

2.1 Fiber Bragg Grating

The schematic of the principle of operation of the FBG with uniform apodization is
shown in Fig. 1. The periodic variation is along the fiber axis. The refractive index
variation of the grating is given as [19]

n(z) = ncore + �n cos

(
2π z

�

)
(1)
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Fig. 1 Principle of fiber Bragg grating

where ncore is the refractive index of the core region and �n is the refractive index
modulation, � is the periodicity of the grating and z is the direction of propagation.
The reflected Bragg wavelength is defined as

λB = 2neff� (2)

neff is the effective refractive index of fiber core. The reflectivity of FBG is given as

R(L,λB) = k2 sinh2(sL)

�β2 sinh2(sL) + s2 cosh2(sL)
(3)

where k is the coupling coefficient,�β is the detuning wave vector and is given as β-
�/� and s2 = k2 − β2. The shift in Bragg wavelength due to strain and temperature
is given as [20]

�λB = λB
(
1 − pe

)
�ε (4)

pe = n
[
p11−vf

(
p11 + p12

)]
/2 (5)

where pe is the effective photoelastic coefficient and vf is the poisson ratio.

�λB = λB(αf + αn)�T (6)

where αf is thermal expansion coefficient and αn is thermo optic coefficient.
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2.2 Apodization Profiles

Apodization index at various boundaries. It is one of the powerful methodology that
reduces side lobes. Few such functions compared in this work are given below. The
functions are chosed based on the literature [13–18].

1. Uniform Function

g(x) = 1 for 0 ≤ x ≤ L (7)

2. Gaussian Function

g(x) = exp

⎛
⎝−ln

(
2
2(x − (

L
2

)
0.5L

)2
⎞
⎠ for 0 ≤ x ≤ L (8)

3. Bessel Function [15]

g(x) = J0

[
cos

(
3x

L

)]8[
cos

(
2x

L
− 1

)]4

for 0 ≤ x ≤ L (9)

4. Proposed Function

g(x) = J0

[
cos

(
2�x

L

)]8[
cos

(
2x

L − 1

)]4

for 0 ≤ x ≤ L (10)

J0 is the Bessel function of first kind of zero order.

The performance of these apodization functions can be analyzed using param-
eters such as maximum side lobe (reflectivity level of dominating side lobe), Side
lobe suppression ratio (Difference between peak reflectivity and MSL), Sensitivity,
Detection Accuracy and Quality parameter [14].

Sensitivity = Change in reflectivity of sensing signal

∂�n
(11)

Detection accuracy = wavelength of resonance peak

FWHM
(12)

Quality Parameter = Sensitivity

FWHM
(13)
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Fig. 2 Schematic diagram of sensor system

2.3 FBG Sensing System

The schematic of the FBG based vital sign monitoring sensor system is shown in
Fig. 2. The main components are optical source, 3 port circulator, FBG sensor,
Optical interrogator and data acquisition system. The sensor is placed in wrist using
a medical self-adhesive tape. The reflected signal from the sensor positioned in the
wrist is measured by FBG interrogator and PC. The applied strain and temperature
introduces the wavelength shift in the peak resonance.

3 Results and Discussion

The comparison of the performance of various apodization functions are done by
considering silica based single mode fiber with 1.46 as core refractive index and
1.45 as cladding refractive index. The designed wavelength is 1550 nm and the
periodicity of the grating is 0.5380287 μm. The radius of core and cladding is taken
as 4 μm and 8 μm respectively. For performance evaluation the grating length is
varied from 5 to 15 mm and index change is varied from 1 × 10–4 to 2.5 × 10–4.
Simulations are performed using Optigrating software. Figure 3 shows the profile of
various apodization considered and the proposed apodization function.

Figure 4 shows the change in peak reflectivity with respect to increasing grating
length (keeping index change as 0.0001) and index change (keeping L = 10 mm).
It shows that with increase in index modulation and grating length, the peak reflec-
tivity of main lobe increases. But as a tradeoff reflectivity level of side lobe also
increases. Table 1 shows the optical characteristics of various apodization. Gaussian
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(a) (b)

(c) (d)

Fig. 3 Profile of various apodizations a uniform; b Gaussian; c Bessel; d proposed

and proposed function has the lowest full width half maximum of 0.06 nm which
determines the detection accuracy. Lower the FWHM, better the detection accuracy.
The highest side lobe suppression of −35.4861 dB is provided by Gaussian and
poorest is for uniform apodization (−14.1033 dB). Proposed function has moderate
side lobe level (−22.5521 dB) but it performs better in other aspects.

Table 2 shows the evaluation parameters such as sensitivity, Detection accuracy
and Quality parameter. The proposed apodization function has highest sensitivity of
5.9698 AU/RIU and lowest sensitivity of 1.6783 AU/RIU is for Uniform apodiza-
tion. Highest detection accuracy of 26,114 is achieved by Gaussian and proposed
apodization function. Thus the optimized Bessel function has the highest quality
parameter of 99.4967 AU/nm-RIU. All the evaluations were carried out for L =
10 mm and �n = 0.0001.

Figure 5a shows thewavelength shift for the applied strain in steps of 50με. Better
shift of 1.3 pm/μεwas achieved with proposed apodization function when compared
to other functions. Likewise Fig. 5b shows the variation in reflected wavelength
corresponding to variation in temperature in steps of 10 °C. It is proved that the
proposed function has better wavelength shift of 13 pm/°C when compared with
other functions.

4 Conclusion

Apodization has the ability to suppress side lobes and control FWHM. Thus it is
most significantly used to enhance performance of sensors. Apodization profile also
improves the spectral response. The novel proposed apodization function is proved
to have most desirable performance parameters to implement in the field of FBG as
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Table 1 Optical characteristics of apodization profiles

Type of apodization FWHM (nm) Reflectivity
(dB)

MSL
(dB)

SLSR
(dB)

Slope
(dB/nm)

Uniform 0.12 −0.56475 −14.0133 −17.7356 −125.82

Gaussian 0.06 −2.90009 −35.4861 −32.5860 −67.4465

Bessel 0.12 −2.38807 −34.9419 −32.5538 186.9966

Proposed 0.06 −4.41083 −22.5521 −18.1413 15.5365
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Table 2 Performance parameters of apodization profiles

Type of
apodization

Sensitivity
(AU/RIU)

Detection
accuracy

Quality
parameter
(AU/nm-RIU)

Wavelength shift
(�λB)/με (pm)

Wavelength shift
(�λB)/°C (pm)

Uniform 1.6783 13,057 13.9858 1.2 12

Gaussian 4.8888 26,114 81.4667 1.2 12

Bessel 4.4017 13,057 36.6808 1.2 12

Proposed 5.9698 26,114 99.4967 1.3 13

0 50 100 150 200 250 300

1566.8

1567.0

1567.2

1567.4

1567.6

1567.8

W
av

el
en

gt
h 

(n
m

)

Strain ( με )

Uniform
Gaussian
Bessel
Proposed

(a)

20 30 40 50 60 70
1566.7

1566.8

1566.9

1567.0

1567.1

1567.2

1567.3

1567.4

1567.5

W
av

el
en

gt
h 

(n
m

)

Temperature (°C)

Uniform
Gaussian
Bessel
Proposed

(b)

Fig. 5 Wavelength shift for a change in strain; b change in temperature



Optimization and Performance Evaluation of Apodization Function … 349

sensors. It has smaller FWHM, highest sensitivity (5.9698 AU/RIU) and detection
accuracy of 26,114 which makes it better choice for sensing applications in medical
field. FBG based strain and temperature sensor with proposed apodization function,
shows improvement in sensitivity as 1.3 pm/ με and 13 pm/°C respectively.
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Analysis of Heart Rate and Heart Rate
Variability for Stress Evaluation

Li Ann Lim, Jee Hou Ho, Jong Chern Lim, Einly Lim, and Bee Ting Chan

Abstract Heart rate (HR) and Heart rate variability (HRV) have been proposed as
useful indicators for stress evaluation. The reliability and ultra-short-term analysis
of these parameters require further investigation. This study aims to: (1) identify the
reliable parameters for stress evaluation and (2) determine the surrogacy of ultra-
short-term HR and HRV for conventional recording using the recommended stan-
dardised tests. Electrocardiograms (ECG) from the WESAD database consisting of
15 subjects were processed and analysed. Individual response to stress was evalu-
ated. The reliability of ultra-short-term recording was examined by evaluating both
the correlation and limits-of-agreement of ultra-short (1-min) and conventional short-
term (5-min) recording. Our results showed that mean RRi and the mean HR were
reliable in identifying stress condition. In the ultra-short-term analysis, most of the
parameters showed significantly high correlation (r > 0.7, p < 0.05) with only the
mean RRi and mean HR having good agreement (PE < 30%) and were statistically
consistent between the 1-min and 5-min recordings. In conclusion, the ultra-short
mean RRi and mean HR from 1-min recording could be potential surrogates for the
standard 5-min recording.
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1 Introduction

Mental health cases are increasing at a worrying rate. Early recognition of stress
may prevent its detrimental impact and proper stress management may reduce the
risk of being afflicted by its related diseases [1]. With its simplicity and non-invasive
approach, heart rate (HR) and heart rate variability (HRV) have been proposed as
practical indicators for stress evaluation through the use of wearable sensors e.g.
chest-strap detectors with electrocardiogram (ECG) electrodes, or finger or wrist-
worn photoplethysmography devices [2–4]. HRV is the measure of the difference
between two consecutive heartbeats or R-R interval (interval between two R waves
in the ECG signal), which reflects the interactions between heart and brain and
balance of parasympathetic and sympathetic reactions of autonomic nervous system
(ANS). During stressful moments, the sympathetic nervous system will stimulate
the release of hormones that cause the “flight-or-fight” reaction, increasing HR and
affectingHRV [5]. Numerous parameters have been proposed to evaluate stress based
on a group analysis [2, 3, 5]. However, HR and HRV in response to stress may vary
between individuals, thus the significant parameter differences between stress and
baseline conditions in the subject group may not truly reflect a unique response in
individuals.

The HR and HRV in response to stress are usually measured in the short term
(conventionally 5 min) and long term. However, real-time requirement restricts the
use of conventional short-term HRV in routine medical practice, brief experimental
tasks and the sports industry [6]. Thus, this has led to an interest in developing ultra-
short-term metrics, in which HR and HRV analyses are obtained from recordings at
a shorter duration [7]. Studies have attempted to establish the correlation between
ultra-short-term and short-term recordings to identify reliable parameters [8–10].
However, the validity and reliability of practised techniques and tests are questionable
[6]. Therefore, a standardised guideline has been proposed to determine reliable
parameters are to be determined using the validation tests [7].

This study aims to identify reliable HR and HRV parameters for stress conditions
by implementing the recommended standardised guideline [7]. The surrogacy of
ultra-short-term recording for conventional short-term recording in stress evaluation
is also investigated.

2 Methodology

2.1 Dataset

TheWESAD dataset [11] was used to performHRV analysis. The data was collected
from 15 subjects (mean age 27± 2, 12 males). Exclusion criteria included pregnant
women, heavy smokers, mental health patients, and those with chronic and cardio-
vascular diseases. This dataset contained physiological and acceleration signals in
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Fig. 1 Two versions of event sequences used in data collection. The red boxes indicate a pause
where participants fill in self-reported questionnaires after a stimulation session [11]

three conditions—baseline (control), amused and stressed. Participants were asked
to undergo a guided meditation to allow their heart rate activities return to baseline
level after amusement and stress stimulation. The entire process of data collection
took about two hours with interchanging arrangement of conditions to avoid event
sequence effects (Fig. 1).

For this study, only the baseline and stress conditions were evaluated. In the
baseline condition, a 20-min recording was obtained from subjects who were given
neutral readingmaterials (magazines). In stress condition, the Trier Social Stress Test
(TSST), which is a test to stimulate moderate mental stress in a laboratory setting,
was performed. The TSST had been proven to be able to stimulate cortisol secretion,
which was a stress hormone related to the “flight or fight” reaction [11]. To obtain
this dataset, subjects were asked to give speech in public speaking for five minutes,
and followed by arithmetic task of counting down from 2023 to zero with steps of
17 for the next five minutes. Participants were required to start over if mistakes were
made. The total duration of TSST was 10 min. The data was sampled at 700 Hz and
recorded using a RespiBAN Professional chest device (Wireless Biosignals S.A.,
Lisbon, Portugal). Only the ECG signals were used in the analysis.

2.2 Data Analysis

The ECG data was extracted using MATLAB R2020b (The Mathworks Inc, Natick,
MA, USA) and imported into SinusCor for HRV analysis [12]. Table 1 shows all
parameters that were extracted and analysed in this study.

The ECG signals were visually inspected and manual peak corrections were
performed (Fig. 2). The moving median filter was applied to eliminate noise while
the quotient filter was employed to remove abnormal beats. The incorrect beats were
identified if the changes between two successive R-R interval values were exceeded
by 20 percent [14]. The comparison of raw and filtered ECG signals is illustrated in
Fig. 3. The R-R interval was then extracted from the processed ECG signal. In base-
line condition, the 10 min of the R-R intervals were segmented from the middle of
the full 20-min recording, while the full 10 min duration of the stress condition was
analysed. These ECG signalswere used to obtain the parameters for stress evaluation.
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Table 1 HR and HRV parameters based on Camm et al. [13]

Parameters Unit Description

Mean RR ms Mean R-R interval

Mean HR bpm Mean heart rate

RMSSD ms Root mean square of successive R-R interval differences

SDNN ms Standard deviation of N-N intervals

pNN50 % Percentage of consecutive R-R intervals that diverge by more than 50 ms

VLF ms2 Absolute power of the very-low-frequency band (0.0033–0.04 Hz)

LF ms2 Absolute power of the low-frequency band (0.04–0.15 Hz)

HF ms2 Absolute power of the high-frequency band (0.15–0.4 Hz)

LF/HF Ratio of LF-to-HF power

LFnu nu Relative power of the low-frequency band (0.04–0.15 Hz) in normal units

HFnu nu Relative power of the high-frequency band (0.15–0.4 Hz) in normal units

SD1 ms Poincaré plot standard deviation perpendicular to the line of identity

SD2 ms Poincaré plot standard deviation along the line of identity

Fig. 2 A fragment of raw ECG data obtained under baseline condition

TheHRVwas analysed in time and frequency domains. The time domainmeasure-
ments were evaluated for every successive 30 s segments without overlapping, while
Welch’s method was implemented to estimate the frequency domain measurements
with a segment size of 256with 50%overlap. Hanningwindowwas usedwith a linear
polynomial fit for signal de-trending to control spectral leakage [14]. To investigate
the reliability of ultra-short HRV, the 10-min segments of the filtered ECG signal
under baseline and stress conditions were truncated into 5-min and 1-min segments
(Fig. 4).
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Fig. 3 The raw ECG signal (top) and the filtered R-R tachogram (bottom)

Fig. 4 Illustration of 1-min
and 5-min segment
extraction

2.3 Statistical Analysis

Statistical analysis was performed using GNU PSPP V1.4.1 (GNU Project, Boston,
USA) andMicrosoft Excel (Microsoft Corporation, Redmond,USA). Figure 5 shows
the flowchart of analysis implemented in this study. The data normality was exam-
inedbyusingShapiro–Wilk test. For normally distributed data, independent t-testwas
used to compare the significant differences between the baseline and stress measure-
ments, while data with non-normal distribution was tested using Mann–Whitney U
test. Levene’s test and two-sample Kolmogorov–Smirnov test were applied to assess
the equality of variances and distribution of data, respectively, to find out whether
the assumptions of the Mann–Whitney U test was met by the datasets.

The reliability of ultra-short-term parameters was examined using the algorithm
proposed by Pecchia et al. [7]. All the appropriate tests (Levene’s test and two-sample
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Fig. 5 Flowchart of the
procedure carried out in this
study

Kolmogorov–Smirnov test) were applied on the dataset to confirm that they met the
assumptions of statistical tests used to compare the significant differences. Parametric
and non-parametric tests like Pearson’s correlation and Spearman’s correlation were
used to identify the correlation. The Bland–Altman plot and linear regression proce-
dure were used to verify the data’s agreement. Once all steps were performed, the
ultra-short HR and HRV could be presumed to be good surrogates if the param-
eters preserved the same behaviour between the 5-min and 1-min recordings, and
showed significantly high correlation (r > 0.7 and p < 0.05) for both 5-min and 1-min
recordings. All significant thresholds were set at 0.05, and the correlation coefficient
threshold was set at 0.7.
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3 Results and Discussion

3.1 HR and HRV for Stress Evaluation

HR and HRV in response to stress condition could vary between individuals, thus
individual stress response was evaluated based on the significant difference between
stress and baseline condition (Table 2: Individual analysis). The parameters with
resulting high frequency indicate good potential to identify stress from majority of
the subjects. To show the results trend, the comparison between baseline and stress
condition was shown as mean ± standard error across the subjects (Table 2: Group
analysis). From the results, all 15 subjects under stress demonstrated a significantly
lower mean RRi, while 14 showed significantly higher mean HR under stress. This
was followed by 13 subjects with lower RMSSD, SD1 and HF, whereas 12 subjects
showed greater LF/HF and LFnu in stress condition (p < 0.05). Only the mean RRi
and mean HR classified stress condition in the group analysis.

From the analysis, most of the parameters were non-normaly distributed and
heteroscedastic and thus requires logarithmic transformation. There was a certain
degree of fluctuation in these parameters, with the least changes in mean RRi and
mean HR. When the subjects were under stress, the HRV parameters of RMSSD,
SDNN, pNN50, SD1, mean RRi, VLF, HF, and HFnu were lower than the baseline
condition, while SD2, mean HR, LF, LF/HF, and LFnu increased. These findings

Table 2 Comparison between baseline and stress conditions based on individual (left) and group
analysis (right)

Parameters Individual analysis Group analysis

Frequency (p < 0.05) Baseline Stress

Mean RRi (ms) 15 853.11 ± 33.12* 662.29 ± 29.45*

Mean HR (bpm) 14 72.05 ± 2.97* 94.12 ± 4.72*

RMSSD (ms) 13 50.45 ± 7.50 38.66 ± 6.27

SDNN (ms) 8 60.86 ± 5.25 59.58 ± 6.42

pNN50 (%) 10 25.56 ± 5.08 14.66 ± 3.14

SD1 (ms) 13 36.18 ± 5.41 27.62 ± 4.49

SD2 (ms) 9 76.91 ± 5.72 78.92 ± 8.01

VLF (ms2) 5 370.28 ± 68.29 344.50 ± 73.19

LF (ms2) 8 1645.34 ± 230.48 1980.67 ± 361.08

HF (ms2) 13 1174.31 ± 319.59 1064.16 ± 319.05

LF/HF 12 2.89 ± 0.51 5.11 ± 1.46

LFnu 12 60.00 ± 3.91 69.60 ± 3.48

HFnu 11 40.00 ± 3.91 30.40 ± 3.48

Group analysis was expressed as mean ± standard error with * indicates significant difference
(p < 0.05)
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followed the expected trend, where when mean HR increases, the duration between
successive R-Rwould decrease. TheANSwas activated, suppressing the parasympa-
thetic nervous system (PNS), and activating the sympathetic nervous system (SNS).
The SNS sustained homeostasis through sweating, heat dissipation and increased
cardiac output. Once the stress had subsided, the PNS would facilitate the return
of the body to equilibrium, countering the SNS effects [15]. SNS activity could be
reflected by LF while HF denoted PNS activity [15]. From the results, an increase
in LF and LF/HF during stress condition confirmed the SNS ascendancy.

3.2 Ultra-Short-Term Analysis

In the ultra-short-term analysis, all parameters demonstrated significant correlations
(r > 0.6), with majority showing a very high correlation (r > 0.7, p < 0.05) between
the 5-min and 1-min recordings (Table 3). Nevertheless, the good correlation did not
imply good agreement as the data could bewidely spread.As such, theBland–Altman
plot was used to identify the agreement between 5-min and the 1-min measurements.
The linear regression was used to determine whether the existence of proportional
bias. This bias was observed to exist (q < 0.05) in LF, LF/HF, LFnu, and HFnu
under both conditions, and VLF under stress only. The limits of agreement (LOA)
values varied greatly due to the widespread of values between parameters (Table 3).
The percentage error (PE) was calculated because the information presented from
the LOAwas unclear, and no significant visual differences between all parameters in
the Bland–Altman plots (Fig. 6). The PE presented a more context-sensitive value,
in which the LOA was divided by the mean of the measurements with a threshold of
± 30% [16]. Based on this, all parameters with PE > 30% in both conditions were
disregarded and the accepted parameters were mean RRi, mean HR, VLF, LF, and
HF (Table 3).

The reliable ultra-short parameters should exhibit a significantly high correlation
and portray the same trend for baseline and stress conditions between 1-min and
5-min recordings. Most of the parameters preserve the same trend of comparison
between baseline and stress conditions in 1-min and 5-min recordings, except for
SDNN and HF (Table 4), in which the SDNN increased during stress condition for
the 1-min recording, whereas a decrease was observed in the 5-min analysis. The
same went for HF. From this analysis, mean RRi and mean HR not only preserved
the resulting trend, but also significantly reflected the stress condition in both 1-min
and 5-min recordings.

Our results were generally concurred with Salahuddin et al. [8], who also reported
the mean HR and mean RR as among the reliable parameters for ultra-short 50 s
recording. Esco and Flatt [10] found that the 1-min segment showed the strongest
correlation and considered the natural log of RMSSD as promising, while Baek
et al. [9] accepted RMSSD and HF as good surrogates. However, there were no
standardised tests used in those studies. Other studies did not justify the reliability
of ultra-short-term HRV [17]. Although some studies made valuable comparisons
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Fig. 6 Bland–Altman plot of mean RRi (left) and mean HR (right) during baseline (top row) and
stress conditions (bottom row)

Table 4 Comparison of HR and HRV parameters during baseline and stress conditions for 1-min
and 5-min recordings

HRV
parameters

1-min 5-min

Baseline Stress Baseline Stress

Mean RRi
(ms)

853.66 ± 118.16* 689.16 ± 161.12* 850.32 ± 125.62* 678.92 ± 154.47*

Mean HR
(bpm)

71.68 ± 10.96* 91.51 ± 21.06* 72.12 ± 11.51* 92.61 ± 20.70*

RMSSD (ms) 54.45 ± 30.22 42.12 ± 32.33 52.10 ± 29.72 42.56 ± 26.21

SDNN (ms) 72.12 ± 26.27 75.41 ± 29.22 69.63 ± 33.95 68.65 ± 30.96

pNN50 (%) 27.65 ± 19.06 16.51 ± 18.12 26.60 ± 19.99* 15.95 ± 16.78*

SD1 (ms) 38.78 ± 21.57 29.95 ± 23.03 36.90 ± 21.05 30.13 ± 18.56

SD2 (ms) 89.78 ± 44.51 91.48 ± 39.49 94.55 ± 32.35 101.75 ± 38.53

VLF (ms2) 538.45 ± 604.30 597.25 ± 637.28 1352.55 ± 1047.02 1606.67 ± 1679.35

LF (ms2) 1575.75 ± 1724.08 1784.63 ± 1971.17 1968.00 ± 1376.95 2326.29 ± 2091.03

HF (ms2) 1619.04 ± 1648.63 1725.63 ± 2099.44 1226.31 ± 1434.38 1138.14 ± 1158.88

LF/HF 0.98 ± 0.32* 1.27 ± 0.38* 2.52 ± 1.40 3.60 ± 3.19

LFnu 48.35 ± 8.26* 54.77 ± 7.20* 67.00 ± 13.02 71.60 ± 12.97

HFnu 51.65 ± 3.26* 45.23 ± 7.20* 33.00 ± 13.02 28.40 ± 12.97

Data are expressed as mean ± standard deviation
* p < 0.05 indicates significant different pairs
Bold text indicates the significant pairs (baseline vs. stress) in both 1-min and 5-min recordings
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between various time intervals [8–10], there was no comparison made between
control and the ultra-short-term measurements for the parameter’s capability in
preserving information (result trend and significant pairs) [8–10, 17, 18].

It is commonly mistaken to corroborate a surrogate measure based on the corre-
lation alone because this was insufficient as validating tool. Our results showed that
only mean RRi and mean HR were able to preserve the information (showing same
result trend and significant pairs), although most of the parameters demonstrated a
good correlation. Another misconception for accepting a marker as good surrogate
was when the null hypothesis of the statistical test between the standard and the
marker was accepted [7]. Measurements for at least one minute would be required to
avoid result inaccuracies when it involved LF andHF power spectra. The bandwidth
of the LF power spectrum was 25 s and a minimum of 250 s of HRV signals were
required to completely measure the full LF power spectrum. At least one minute was
required for the HF power spectrum [13].

The limitations of this study included a small sample size and uneven gender
distribution. Future studies should gather a larger sample with equal gender partic-
ipation to investigate the influence of different activity levels and breathing pace to
better reflect the behaviours of HR and HRV parameters [19].

4 Conclusion

The mean RRi, mean HR, RMSSD, SD1, HF, LF/HF and LFnu could reflect indi-
vidual stress level in majority of subjects. With the implementation of recommended
standardised tests, the mean RRi and mean HR could be the potential indicators to
identify stress condition. Consistent trends were found in ultra-short analysis and the
1-min mean RRi and mean HR could become possible surrogates for conventional
short-term analysis.
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Fabrication of Carbon Nanofibers Using
MEMS Technique for Future
Electrochemical Biosensors

Elyana Kosri, Fatimah Ibrahim, and Marc Madou

Abstract This paper presents the fabrication of the inter-porosity carbon nanofibers
(CNFs) obtained by the Carbon Microelectromechanical Systems (C-MEMS)
method using electrospinning of SU-8 2100 photoresist polymer, photolithography,
and pyrolysis techniques. The optimized electrospinning parameters identified in this
research produced smooth inter-porosity CNFs with an average fibre diameter range
between 167 ± 58 nm and 197 ± 104 nm. The CNFs samples were subsequently
investigated using the cyclic voltammetry (CV) technique at sweep rate 50 mV s−1

with Zobell’s solution as a redox probe in three-electrode configuration [CNFs as
working electrode (WE), counter electrode (CE), and reference electrode (RE) from
the screen-printed electrode (SPE)]. Based on CV analysis, the inter-porosity CNFs
showed that the CV curve obtained at high sweep rates proved that the consumption
of redox species rate at the electrode surface is very high. Additionally, the high
surface area of our developed CNFs has the potential to be used as massive regions
for bacteria detection with further modification of electrode configuration; leading
to an increase in the detection sensitivity.
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1 Introduction

Carbon-Microelectromechanical Systems (C-MEMS) and Carbon-
Nanoelectromechanical Systems (C-NEMS) [1] fabrication techniques allow
the production of the high aspect ratio of carbon structures via patterning desired
shapes of photoresist polymers by a photolithography process and subsequently
pyrolysis process which results in the carbonization of resultants pattern structures
[2, 3]. Carbon material can be easily obtained from the carbonization of certain
precursor polymers e.g. negative photoresist [4]. Silicon (Si) wafer is used as the
substrate platform for most MEMS techniques [5]. Pyrolytic carbon shows high
biocompatibility [6] and promotes cell adhesion if treated with oxygen plasma
[7]. Fabrication techniques of carbon-based MEMS are low cost, biocompatibility,
ease of manufacturing processes, the surface properties can be adjusted based on
its application [8], allow good control of resistivity and mechanical properties of
carbon by controlling the temperature of pyrolysis, for porosity by varying the
temperature ramp rates, and high reproducibility [9]. Carbon obtained via C-MEMS
or C-NEMS techniques features an excellent physicochemical of glassy carbon with
good stability of chemical and electrochemical stability.

The electrospinning of polymer precursors easily produces high aspect ratio CNFs
through optimizing the electrospinning, photolithography and pyrolysis parameters
[10, 11]. The advantages of the SU-8 derived CNFs are biocompatible [12], with
tunable hydrophilicity based on the surface texture of theCNFs [13]. Furthermore, the
electrical properties of carbon films derived from SU-8 polymer are thickness-
dependent [14]. Interestingly, the CNFs obtained from electrospinning enable the
production of fibres with diameters ranging from 2 nm to several micrometres
(µm)by employing the effect of generated electrical forces onpolymer solutions [15].
Hence, this paper presents an inter-porosity, high surface area of three-dimensional
carbon nanofibres via pyrolysis of patterned electrospun SU-8 polymer fibres.

This paper reports a method to increase the surface area of CNFs using theMEMS
technique and convenient electrospinning to yield an inter-porosity nanofibers (NFs)
structure. The electrospinning parameters were optimized to produce smooth inter-
porosity NFs using SU-8 2100 photoresist polymer. Standard photolithography and
pyrolysis were used to produce the final inter-porosity CNFs film. The results showed
smooth, inter-porosity of CNFs with an average fibre diameter range between 167±
58 nm and 197± 104 nm. Finally, the morphology and electrochemical properties of
inter-porosity CNFs as aWEwere investigated. The CV single-mode was performed
to study the redox reaction that occured between CNFs, RE and CE from screen-
printed electrode (SPE), and using Zobell’s solution as a redox probe. The redox
reaction that occurred between CNFs, RE, and CE showed the CV curve achieved at
high sweep rates (50 mV s−1) demonstrating that the consumption of redox species
rate at the electrode surface is high. Thus, the potential application ofCNFs as a future
electrochemical biosensing platform for bacteria detection can be further enhanced
by integrating modification of CNFs electrode design.
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2 Methodologies

The SU-8 2100 negative photoresist polymers and SU-8 developer (1-methoxy-2-
propyl acetate) were purchased from MicroChem (USA). Cyclopentanone, acetone,
and isopropyl alcohol were obtained from Sigma-Aldrich (USA). The ink solution
used is SU-8 2100 diluted with cyclopentanone (wt. 75%:25%), as the high viscosity
of SU-8 2100 requires a dilution process to facilitate electrospinning. The ink solution
(SU-8 2100) was stirred for 48 h at room temperature to ensure a homogenous
solution. Following this, the solutionwas drawn into the syringe and placed vertically
to remove all air bubbles trapped inside the syringe before electrospinning. The NFs
were fabricated on Silicon (Si) wafer substrates (University Wafers, USA). The Si
wafer was successively rinsed in acetone, isopropyl alcohol, and distilled water,
dried under compressed nitrogen gas flow, and kept in the constant temperature
oven (DKM410C, Japan) for twelve hours at 120 °C to ensure the surface was fully
dehydrated before electrospinning.

The electrospinning apparatus included a high voltage power supply (ULTRA-
VOLT., USA), syringe pump (kdScientific, USA), Si wafer, aluminium foil (Al foil),
syringe and needle (Terumo, Philippines), positively and negatively charged cable,
and ground collector. The high voltage power supply was customized with a voltage
supply ranging from 8.5 to 10 kV and a syringe pump to control the flow rate of the
ink solution. 2 cm2 Si wafer was used as the collector attached to a grounded copper
tape on Al foil. The positively charged cable was attached to the needle and the nega-
tively charged cable was attached to the Al foil using crocodile clips, respectively.
The applied voltage, flow rate, and distance from tip-to-collector were optimized
and listed in Table 1. Four samples were electrospun using SU-8 2100 ink solution
for 4 min on Si wafer substrate according to specified parameters. The humidity of
the electrospinning setup area was controlled between 42% to 60% r.h. to avoid the
formation of beads. The electrospinning experiment was completed under yellow
light to avoid crosslinking of SU-8 solutions.

Four samples of inter-porosityNFswere exposed toUV irradiation for 20 s using a
mask aligner system (MIDAS MDA-400M, Korea). Then, these samples underwent
post-exposure baking at 75 °C in the constant temperature oven for 10min and cooled

Table 1 Summary of the electrospinning parameters, an average diameter of NFs and CNFs, %
shrinkage, and resistance of CNFs

Sample No. D (cm) FR (mL min−1) V (kV) Average fiber diameter
(nm)

%S R (k�)

NFs CNFs

1 15 0.005 8.5 258 ± 112 174 ± 63 32.8 53.3

2 15 0.005 9.0 241 ± 137 180 ± 52 23.3 80.8

3 15 0.005 9.5 257 ± 135 167 ± 58 35.2 29.8

4 15 0.008 10.0 304 ± 151 197 ± 104 34.6 27.1

D Distance, FR Flow rate, V Voltage, S Shrinkage, R Resistance
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to room temperature before the pyrolysis process. Subsequently, all samples were
developed using SU-8 developer solution, rinsed with isopropyl alcohol, and dried
in nitrogen gas flow.

The patterned SU-8 polymer samples of inter-porosity NFs were converted
to electrically conductive CNFs electrodes by pyrolyzing in inert atmosphere N2

(99.9995%) conditions. The pyrolysis process was carried out in a tubular furnace
(Nabertherm, Germany) following a previously reported method with some modifi-
cations to the heating rate [5, 16]. The samples were first heated to 300 °C for 30 min
with a heating rate of 20 °C min−1. Subsequently, the temperature was increased
to 900 °C at a heating rate of 10 °C min−1 and maintained at 900 °C for 1 h. The
samples were allowed to cool to room temperature under continuous N2 flow before
taking it out from the furnace and storing it under ambient conditions. The pyrolyzed
inter-porosity nanofibers are referred to as carbon nanofibers (CNFs).

Resistance of all sample CNFs electrodes was measured using a multimeter
(Sanwa CD800A Digital Multimeter (ORG), Japan) on a 1 cm2 sample area. The
resistance measurement was repeated 3 times to obtain the average for each sample.
All CNFs samples were tested for electrochemical analysis using CV. CV was
performed using Zobell’s solution (0.1 M KCl, 0.005 M K4Fe(CN)6·3H2O, and
0.005 M K3Fe(CN)6) as electrolyte at 50 mV s−1 sweep rate. Field Emission Scan-
ning Electron Microscope (FESEM) (AURIGA, Carl Zeiss, S.E.Asia) with Energy
Dispersive X-Ray Spectroscopy (EDX) (EDAX, AMETEK, USA) were used to
characterize the morphology of the inter-porosity NFs, CNFs, and the elemental
composition of CNFs.

3 Results and Discussions

Fabrication of CNFs was optimized by varying the following electrospinning param-
eters: flow rate, voltage, and distance from tip-to-collector. Four samples of CNFs
electrodes labelled as Sample 1, 2, 3, and 4 were prepared using electrospinning
parametersmentioned inTable 1. Table 1 summarizes the optimization of electrospin-
ning parameters, NFs and CNFs average fiber diameter obtained, % shrinkage and
resistance of each sample. FESEM was used to characterize the surface morphology
of nanofibers before and after pyrolysis. An accelerating voltage of 1 kV was used
to reduce the surface charging of the samples during beam scanning. 100 diameter
measurements were recorded to determine the average fibre diameter. The NFs and
CNFs diameter was measured using the public domain ImageJ software [17].

Figure 1 showed FESEM images of inter-porosity NFs and CNFs. Based on the
results from Fig. 1, all samples showed smooth and continuous inter-porosity NFs
with minimal beaded NFs. From all samples, Sample 3 achieved the smallest average
fibre diameter of CNFs 167± 58 nm at flow rate 0.005mLmin−1 and voltage 9.5 kV.
The smaller diameter of NFs was obtained when the voltage applied increased and
caused stretching of the polymer solution in correlation with the charge repulsion
within the polymer jet [15, 18]. At 8.5 kV and 0.005 mLmin−1, the average diameter
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Fig. 1 FESEM micrographs of inter-porosity NFs a sample 1, c sample 2, e sample 3, g sample 4
and CNFs b sample 1, d sample 2, f sample 3, h sample 4

of NFs shrunk from 258 ± 112 nm to 174 ± 63 nm (CNFs) for Sample 1. The
average diameter of CNFs for Sample 2 recorded 180 ± 52 nm when 9 kV voltage
was applied and the flow rate remained unchanged, 0.005 mL min−1. Sample 4
showed the average diameter of NFs reduced from 304 ± 151 nm to 197 ± 104 nm
(CNFs) when 10 kV voltage was applied and flow rate increased to 0.008 mLmin−1.
The shrinkage of NFs occurs due to the carbonization of SU-8 structures during
pyrolysis [19]. Shrinkage percentage was calculated using the formula [16]:

% Shrinkage = Initial dimension− Final dimension

Initial dimension
× 100 (1)

Shrinkage for Samples 1, 2, 3 and 4 were calculated as 32.8%, 23.3%, 35.2%
and 34.6% respectively. The shrinkage of Sample 2 is the lowest (23.3%) compared
to other samples’ shrinkage percentage. The pyrolysis step affected the polymer to
shrink in size and volume (Fig. 1b, d, f, h). The reason shrinkage happened is because
the temperature ramp is controlled during the process so that temperature in the oven
is always lower than the temperature of glass transition of the material at any given
temperature of carbon/photoresist [16, 19, 20]. Furthermore, Park et al. mentioned
that temperatures above 600 °C cause slight shrinkage for the SU-8 films [19].

The flow rate was increased for Sample 4 due to results from our previous exper-
iment (unpublished data) proved that a higher percentage of beaded fibres were
obtained when voltage increases while flow rate remained at 0.005 mL min−1. This
verified that flow rate affected the diameter of nanofibers [15]. Steach et al. reported
that 75% SU-8 concentration was tested at the flow rate of 0.005, 0.01, 0.02, 0.05,
0.1, and 0.2 mLmin−1 while the distance between needle tip to the collector was held
at 10 cm and voltage was constant at 9 kV and they found that when the flow rate was
0.2 mL min−1, the fibre diameter increased to 635 ± 379 nm [21]. Thus, a higher
flow rate assisted to produce a smaller fibre diameter. However, beaded nanofibers
could be formed if the flow rate increases above critical value [22].

We conducted a trial electrospinning experiment by maintaining the humidity of
the experiment area above 60% r.h. and obtained beaded fibres and beads for all
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electrospinning parameters listed in Table 1. The morphology and diameter of elec-
trospun NFs are affected by environmental (ambient) factors such as relativhumidity
and temperature. From the trial experiment results, we conclude that humidity also
played an essential part that affecting the nanofibers’ architecture. Humidity controls
the solidification process of the charged jet that leads to a change in the diameter of
the NFs [23]. Hence, we controlled the humidity level between 42% to 60% r.h. for
all samples fabrication to obtain smooth inter-porosity NFs.

The resistance values of CNFs are shown in Table 1. All samples of CNFs present
high resistance value due to the uneven layer of inter-porosity three-dimensional
shape and the long, inter-connected CNFs were cut-off or over shrunk during pyrol-
ysis that making it less covering or disconnected on some area of Si wafer. Despite
high resistance recorded in whole samples, Samples 3 and 4 recorded low resistance
29.8 k� and 27.1 k� respectively among all samples. Both Sample 1 (53.3 k�) and
Sample 2 (80.8 k�) electrodes indicate higher resistance value. From the results,
we conclude that increasing the electrospinning time by more than four minutes to
several hours will develop a thicker layer of inter-connected three-dimensional CNFs
and improve the performance of the CNFs to be utilized as an electrode.

The electrochemical properties of all electrodes were analyzed using the CV
technique in the 3-electrode configuration setup. The CNFs electrodes are used as
WE, while for CE and RE from the SPE respectively. CV was carried out in Zobell’s
solution as the redox probe. The CV curve was obtained by applying a voltage
range of −1.0 to + 1.0 V vs SPE reference and a counter electrode at a sweep rate
of 50 mV s−1 and the current density output was recorded. Figure 2a illustrates
the CV curves obtained for CNFs samples. CV analysis indicated that all samples
are electrochemically active. The graph showed that the typical CV curve for all
samples was obtained with Sample 4 obtaining the highest current density compared

Fig. 2 a CV of CNFs in Zobell’s solution at 50mV s−1 sweep rate. b FESEMof CNFsmorphology
(10 kV, 8000× magnification) and c EDX elemental composition
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to Samples 1, 2, and 3. The CV curve obtained at high sweep rates (50 mV s−1)
proved that the consumption of redox species rate at the electrode surface is very
high. Moreover, the bulk diffusion cannot offer adequate mass transport to reach
a steady-state condition. Thus, the insufficient mass transport affected the current
to reach the peak [4]. Furthermore, from Fig. 1, the inter-porosity CNFs covered
the substrate unevenly which remained some substrate area uncovered with CNFs.
Consequently, these affected the CV curves as well due to the uncovered substrate
area hindering better anodic and cathodic peak potential and current in redox cycling
performances. Thus, modification of the CNFs electrode is prominent to increase
electrochemical sensitivity.

Figure 2b shows theCNFs area (redmark) chosen to identify the elemental compo-
sition and Fig. 2c illustrates the EDX elemental composition of the red mark point
in Fig. 2b. Figure 2c shows the elemental composition for the CNFs WE contain
C, O, and Si elements. Si and O elements recorded higher readings together with
C because the substrate used is SiO2 wafer. The wt% of C element is 35.99%, O
element recorded 36.73% and Si element is 27.28% respectively. Hence, the CNFs
based MEMS contained a high percentage of carbon has been proven despite short
electrospinning time.

4 Conclusion

A high surface area, electroconductive CNFs platform as WE has been fabricated
using convenient electrospinning of SU-8 2100, photolithography, and pyrolysis
techniques (C-MEMS). The optimized electrospinning parameters of SU-8 2100
achieved an average CNFs diameter from 167± 58 nm to 197± 104 nm. The CNFs
were electrochemically active and able to support redox reactions on their surface.
These have been proved by the single-mode CV in a three-electrode configuration
setup. For the future experiment, the modification of the CNFs electrode is neces-
sary to increase signal amplification and the electrochemically active surface area
interacting with the analyte if to be used as a bacteria sensor. This study shows
that the high surface area of the CNFs is a promising platform for investigation in
future electrochemical biosensing applications.
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The Study of Polarization Properties
of Agarose Gel in Normal Line of Light
Transmission

Siti Nurainie Tukimin, Salmah Binti Karman,
Wan Safwani Wan Kamarul Zaman, and Mohd Yazed Ahmad

Abstract Most conventional techniques utilize the degree of polarization (DOP)
feature for quantitative analysis rather than the angle of polarization (AOP). There
are very limited journals constantly publishing and reporting both AOP and DOP
as reliable and significant parameters for imaging or detection approach in current
biomedical technologies. Hence, such an approach is highlighted in this paper for the
fundamental concept to understand light polarizationmanners for future research and
applications in the development of new imaging technologies in the medical field.
This study highlights important parameters of both light polarization features (DOP
and AOP) in the development of high-performance medical imaging abilities for
a successful diagnostic or prognostic approach in medical applications. Hence, the
main objective of this study is to propose a fundamental basis of light polarization
manners for monochromatic light as a framework for successful future research,
especially for cancer research and the development of new imaging technologies.

Keywords Light polarization · Polarized angle · Orientation angle · Tissue
phantom · Agarose gel and agar-based phantom

1 Introduction

Polarization can be explained as a fundamental property of light with a powerful
sensing tool in numerous applications of biomedical research. Light polarization
occurs when an electromagnetic wave of light rays interacts with matters of different
refractive indices. Polarization occurs as a beam passes through amedium ormaterial
of a certain refractive index, resulting in birefringence effects [1–4]. Diagram1 shows
the fundamental properties of light polarization that interact and penetrate a medium
with known refractive index. The objective of this paper is to study the polarization
properties (optical activeness) of agarose gel when light is transmitted in normal line.
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Diagram 1 Fundamental
polarization of light that
interact with optical material
(Adapted from http://www.
fiberoptics4sale.com/blogs/
wave-optics/103704710-
what-are-optically-active-
materials)

2 Polarization of Light: A Reliable and Significant Feature

From biomedical point of view, the polarization of turbid media or bulk tissues
occurs due to optical properties owing to cell or tissue refractive indices. Different
characteristics of tissue, cell, or biological material surfaces are major contributors
resulting in a wide range of polarization state of different wavelengths [5].

The relationship between these characteristics and light polarization has
been extensively explored for medical imaging technologies or spectroscopy
devices [6–8], like reflectance spectroscopy, autofluorescence, Raman spectroscopy,
optical coherence tomography, magnetic resonance spectroscopy, polarized light
microscopy, and Mueller polarimetry. These technologies have demonstrated and
proved that the degree of polarization (DOP) has a significant level of accuracy.
However, instead of DOP, angle of polarization (AOP) is rarely reported with high
performance or similar achievement. Hence, this study proposed and proved that
AOP is a reliable and significant feature for future research in the development of
high-performance medical imaging technologies.

3 Research Methodology

3.1 Agarose Gel Preparaion

According to previous studies, gelatin, agar, and agarose powder have been inten-
sively studied on tissue mimicking phantom. Different concentrations or weight
percentages of such materials indicate similar compositions and characteristics of
real tissues. Generally, the weight percentage of agar powder of less than 4 wt% in
concentration is a pure healthy and normal soft tissue phantom, whereas agar powder
with the weight percentage of higher than 4 wt% in concentration indicates a hard
tissue that is possibly close to cancer or tumor tissue phantom. The procedures for
preparing agar with certain concentrations are presented here in detail. The experi-
ment startedwith the preparation of allmaterials or samples involved, such as agarose

http://www.fiberoptics4sale.com/blogs/wave-optics/103704710-what-are-optically-active-materials
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Fig. 1 Agarose gel for tissue mimicking phantom

powder. The powder was obtained from a local supplier in Universiti Malaya. Agar
powder with different mass concentrations was diluted separately with 100 mL of
hot, degassed distilled water. Once the mixture of agarose powder and distilled water
had completely dissolved, the solution was poured into a cube mold to allow the
solution to turn into a cooled gel. The gel was ready for further experiment once the
solution completely solidified. The image of the prepared agarose gel was shown in
Fig. 1. The steps involved were repeated for different mass concentrations of 3, 6, 8,
and 10 g for 3%, 6%, 8%, and 10% (w/w) of agarose gel, respectively.

3.2 Setting Up Normal Plane of Light Polarization

Light polarization setup was prepared following Diagram 2 (for top view) and
Diagram 3 (for side view). In this experiment, the items required for calibrating

Diagram 2 Light polarization setup from top view (normal line transmission)



376 S. N. Tukimin et al.

Diagram 3 Light polarization setup from side view (normal line transmission)

polarization properties were a double convex lens (at the focal point of 10 cm), a
light polarization film that consists of a linear polarization filter as the polarizer and
analyzer films, light-emitting diodes (LED) as the monochromatic light source, a
photodiode as a light receiver, a power supply, and a voltage regulator. Once all
components and materials had been set up, the experiment was conducted in a dark
room and the measurements taken were divided into two parts.

3.3 Measurement

The first measurement was taken to obtain the highest voltage relevant to the highest
intensity of light and the second measurement was taken to obtain the orientation
angle relevant to the highest voltage and the highest intensity by the photodiode
or light receiver. Both measurements were tested for all prepared agarose gel with
different weight percentages (3, 6, and 8% (w/w)). However, before the agarose gel
was tested in the normal plane of light polarization setup as shown in Diagrams 2
and 3, the highest voltage with no phantom was recorded at the polarizer film and
the analyzer film for the calibration of all wavelengths, including blue (460 nm),
green (520 nm), yellow (590 nm), and red (625 nm) light. The experiment was then
calibrated for different distances (3, 6, and 9 cm) for complete data or measurement.

4 Result

According to Table 1, the red light intensity relevant to the recorded voltage increased
as the density of agarose gel increased from 3% (w/w) to 8% (w/w), but slightly
dropped when the density of agarose gel reached 10% (w/w). A similar pattern was
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Table 1 Voltage readings for all prepared agarose gel for red (R), yellow (Y), and green (G) LEDs
at the distance of 3 cm

Density of agarose 3% 6% 8% 10%

R 0.003 0.005 0.009 0.005

Y 0.004 0.007 0.008 0.006

G 0.044 0.059 0.065 0.056

Table 2 Voltage readings for
red, yellow, and green LEDs
at the distance of 3, 6, and
9 cm for agarose density of
3% (w/w)

Density of agarose 3 cm 6 cm 9 cm

R 0.003 0.003 0.004

Y 0.004 0.004 0.005

G 0.044 0.05 0.048

also observed for yellow and green light. Among all light, green was noted with the
highest light intensity based on the highest voltage obtained.

Table 2 presents complete data of voltage (light intensity) specifically for 3%
(w/w) of agarose gel by considering all wavelengths and distances involved. The
values of light intensity varied with the distance of agarose gel from the polarizer.
For all the wavelengths considered, green was again recorded as the highest light
intensity relevant to the highest voltage.

5 Discussion

See Table 3.
The angle of polarized light was obtained by simply calculating the difference

of orientation angle before and after agarose gel was implemented onto the setup.
However, all light wavelengths showed 0° of polarized light for three consecutive
trials. The agarose gel showed consistency in increasing the voltage as the density of
agarose gel increased for all wavelengths involved in a completed experiment. Like
as shown in 3%, 6% and 8% (w/w) of agarose gel for respective 0.003, 0.005 and
0.009 in red wavelength, as well as 0.004, 0.007 and 0.008 in yellow LED and 0.044,
0.059 and 0.065 respectively in green wavelength. For this outcome, Beer-Lambert

Table 3 Average calculated polarized light angle for agarose density of 3% (w/w) at all distances

Distance 3 6 9

LED/wavelength R Y G R Y G R Y G

Polarization angle without agarose 30 55 50 30 55 50 30 55 50

orientation angle with agarose 30 55 50 30 55 50 30 55 50

Polarized degree 0 0 0 0 0 0 0 0 0
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law relates the attenuation of light to the properties of the materials to which the
light is traveling [9, 10]. Nevertheless, when the agarose gel reached 10% (w/w),
which is the highest of all, the voltage readings slightly dropped instead of increased
for all wavelength involved like as shown in Table 3. Again, the law itself stated
that they tend to break down at very high concentrations of materials, especially if
the materials involved are highly scattered [11]. Thus, this hypothesis has proved
that agarose gels own the scattering property, one of the main optical property of
light. However, the result could not prove the polarization properties of agarose
gel as the polarized angle obtained remained at 0° for all wavelengths within all
distances involved. Nevertheless, this outcome obeys the fundamental principle of
parallel light at normal plane. No attenuation or polarization of light was observed
in the agarose gel if the reflected light ray is vertically parallel to the incident light
ray, which interacted with the agarose gel. Hence, this experiment is insufficient
to prove the agarose gel-based phantom as a good optical depolarizing agent. This
is because the experiment was limited only to normal plane of light transmission.
Further investigation of light polarization on the agarose gel-based phantom should
be enhanced and emphasized, especially on planes other than normal line of light
transmission.

6 Conclusion

In conclusion, the light polarization setup is a reliable and relevant setup for studying
light polarization properties in agarose gel-based phantom. Meanwhile, the agarose
gel-based phantom should be emphasized for further research as it obeys the Beer-
Lambert law. There is no significant light attenuation observed in the perspective
of the angle of polarized light after known polarized incident light interacted onto
agarose gel with different mass concentrations at normal plane of light transmission.

7 Outlook

If continuous research of light polarization at different planes of light transmission is
further emphasized, the outcome of the study could probably be reliable features that
can be implemented in current medical imaging technologies for detection or diag-
nostic approach. This study highlights important parameters of both light polarization
features (DOP and AOP) for great qualitative and quantitative optical measurement
in new medical imaging devices, and thus, would be a major contributor in medical
applications, especially in cancer research.
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Design of Rectifier Circuit to Harvest
the RF Energy for Wearable Medical
Devices

Hussein Yahya Alkhalaf, Mohd Yazed Ahmad, and Harikrishnan Ramiah

Abstract This paper focused on the essential part of the RF energy harvesting
system by designing a rectifier circuit capable of harvesting the ambient RF energy
to power thewearablemedical devices. The bridge rectifier, alongwith the impedance
matching network, has been developed. The simulated results show that conversion
efficiencies of 38, 69.22 and 78.77% for the input power of −10, 0 and 5 dBm
consecutively at 2.45 GHz. The maximum RF-DC conversion efficiency of 84.63%
has been accomplished when the input power was 10 dBm at 1.5 k� load resistance.
The Simulated DC output voltage of this rectifier is 3.563 V which is adequate to
energize low-power medical devices.

Keywords Wearable medical devices · Rectifier circuit · Bridge rectifier

1 Introduction

Nowadays, most wearable medical devices are powered by batteries. The main issue
with the battery is that it powers these devices for a limited time. The lifetime of
batteries depends on the power consumption of the whole system with batteries’
size and energy density. Consequently, the battery of these devices required regular
replacement. On the other hand, recycling batteries is complicated and negatively
affects the environment. The voltages needed for wearable medical devices such as
Combo Insulin Pump, Pulse Oximeter, and Dia II BTE Hearing Aid are 1.5 V,4.2 V,
and 1.5 V, respectively [1]. Radiofrequency RF energy harvesting is considered a
suitable alternative to batteries by providing the required energy to operate the low
power device with an unlimited lifespan. The approach of RF energy harvesting
involves converting the ambient RF signals to electrical energy utilizing an antenna.
TheRF energy harvesting system circuit encompasses an antenna,matching network,
rectifier, and power management system, as seen in Fig. 1. The rectifier circuit is
the core of the harvesting system for the RF energy; a rectifier circuit converts
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Matching
Network 

Rectifier
Power Management 

Unit 
Load  

Antenna 
Receiver  

Fig. 1 Block diagram of RF energy harvesting system

the collected RF energy to dc power. An impedance matching network is essential
for the efficient transmission of the received power to the rectifier stage. Multiple
researches have been conducted to harvest the RF energy for low power devices
using numerous topologies of the rectifier circuits. For instance, the study by [2]
presented a single stage Cockcroft Walton rectifier that operated at 2.45 GHz; the
impedance-matching network of this system is L-shaped, and the DC output voltage
is 3.24 V. The system achieved a peak conversion efficiency value of 75.5%. Another
study presented two stages rectifier circuits operated at the ISM band. The DC output
voltage of this rectifier is 5.2 V with a maximum efficiency of 64%. A single-stage
full-wave Greinacher rectifier was designed in [3]. The output voltage of this rectifier
2.2 V with a power conversion efficiency of 17%.

Furthermore, multi section impedance matching with a Series diode rectifier at
2.45 GHz has been proposed [4]. The simulated results of this work obtain 62 and
52% RF to DC conversion efficiency, achieving an output voltage of 3.2 V. The
aforementioned related researches show the need to design an efficient rectifier with
high output voltage to meet the requirements of common applications for power.
Therefore, in this paper, a simulation of an efficient bridge rectifierwith an impedance
matching network has been designed to absorb the RF energy from the ambient
environment at 2.45 GHz frequency.

1.1 Rectifier Circuit Topologies

The rectifier circuit is the vital element of a wireless energy harvesting system.
Thus, the development of efficient and compact rectifier circuits has become a crit-
ical research issue lately. Rectifiers are classified into two categories diode-based
rectifier andmetal–oxide–semiconductor field-effect transistorMOSFET based. The
diode-based rectifier has a low forward voltage drop compared with Complementary
Metal Oxide Semiconductor CMOS circuits whichmake it usedmore.Many rectifier
topologies have been designed, as shown in Fig. 2. For the half-wave rectifier design,
only 50% of the passing AC waveform remains, which means half of the positive or
negative AC voltage cycle will be blocked, and the other half of the cycle will pass.
The full-wave rectifier topology is mainly used when a half-wave rectifier may not
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Fig. 2 Various topologies of the rectifier circuits

serve efficiently in common applications. During the first negative cycle of the input
AC in the full-wave rectifier, the first diode D1 is fully conductive. At the same time,
the capacitor C1 is charged to a similar level as the input peak voltage, Vpeak. After
that, at the positive cycle, D2 is conductive, D1 is blocked to charge the capacitor C2.
As a result, two capacitors store the Vpeak in the output voltage, becoming double
the VPeak. Thus, a full-wave rectifier is considered more efficient than a half-wave
rectifier. Bridge rectifier differs from half and full-wave rectifiers by rectifying both
negative and positive cycles, keeping the output voltage equal to the peak voltage
by blocking 2 diodes pairs D1, D4, and D2, D3. A particular type of rectifier design
known as voltage multiplier is used due to more power for some applications; it is
used to transform and boost the AC to DC. The voltage multiplier is comprised of
several single rectifiers that are assembled in series [5]. Cockcroft–Walton voltage
multiplier is the most common topology of the voltage multiplier. This rectifier is
comparable to a full-wave rectifier with more stages to get higher voltage gains. On
the other hand, MOSFET-based diode features a fast-switching speed but suffers
from electromagnetic interference and thermal runaway; a high threshold voltage is
also required, limiting EH circuits’ performance [6]. Dickson multiplier is a recti-
fier suitable for small voltage applications used by MOSFET technology; it can be
combined with the integrated circuit by changing the diode with a negative channel
metal oxide semiconductor NMOS.
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2 Design and Analysis of the Proposed Rectifier

A rectifier circuit designed with the impedance matching network ensures efficient
energy transfer avoiding power leakage. The source is the receiver antenna which
considers operating at 2.45 GHz with 50�. The developed matching circuit involves
twomicrostrip lines. The proposed rectifier circuit is a bridge rectifier and consists of
Schottky diodes HSMS-2850 with a low for-ward voltage bias of 0.15 V; it achieves
fast switching at high frequencies, making it suitable for use applications with low
RF input power. The proposed rectifier operates at the 2.45 GHz ISM band. After
the rectification process, the voltage is stored in the load capacitor. Figure 3 shows
the rectifier’s schematic diagram. Table 1 illustrates the values of the parameters of
the rectifier and impedance matching network.

The components of the simulation of the rectifier are as follows: C1 represents
the storing capacitor; R1 refers to the load resistance; W1, L1, W2, and L2 are the
width and the length of the microstrip lines, and they are used in the simulation of
the matching circuit.

Fig. 3 Schematic diagram of the proposed rectifier circuit

Table 1 The simulation
parameters of the impedance
matching network and the
rectifier

Parameters Value

W1 0.257045 mm

L1 4.944530 mm

W2 0.257045 mm

L2 15.6250 mm

C1 0.5 PF

R1 1.5 K�
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3 Results and Discussion

Figure 4 illustrated the S11 characteristic of the Impedance matching network when
we tested three different Agilent’s Schottky diodes HSMS family to choose the
perfect diode for the proposed bridge rectifier. The simulation results demonstrate
that the reflection coefficient of the rectifier based on diode HSMS-2850 is−23 dB at
2.45 GHz, which shows that the system is well matched. On the other hand, applying
the diodes of HSMS-2860 and HSMS-2820 in the design will decrease the reflection
coefficient to −3.5 at 2.45 GHz and −1.4 at 2.2 GHz, respectively, which is not
identical with the circuit. Therefore, the HSMS-2850 diode was selected for this
design to enable the rectifier to supply load efficiently from the antenna.

Figure 5 shows the response of the rectifier circuit when we keep increasing the
input power (which will raise the output voltage level). The output voltage of the
proposed rectifier circuit for the input power of −40, −30, −20, −10, 0, 5, 10 dBm
were 0.005, 0.016, 0.057, 0.239, 1.019, 1.933, 3.563V respectively, at load resistance
of 1.5 k� and frequency band of 2.45 GHz (Table 2).

S11 of the rectifier using HSMS-2850 diode  S11 of the rectifier using HSMS-2860 diode  

S11 of the rectifier using HSMS-2820 diode  

Fig. 4 Reflection coefficient (S11) Effect for different diodes at 2.45 GHz
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Fig. 5 Output voltage
versus input power at 1 k�

Table 2 Comparison of the proposed rectifier with related published works

References Rectifier Frequency
(GHz)

Input
power
range
(dBm)

Output
voltage
(V)

Diode Conversion
Efficiency %

[7] Half wave
rectifier

2.45 −20 to
0

– HSMS-286C 61.4

[8] Bridge
rectifier

0.9–2.45 −30 to
30

6.5 HSMS-2850 78

[9] Grienarcher
voltage
multiplier

0.9, 1.8,
2.1, 2.45

−30 to
15

1.5 HSMS-2852 55

[10] Bridge
rectifier

2.4 −20 to
20

0.19 HSMS-2850 96

Proposed
rectifier

Bridge
rectifier

2.45 −40 to
10

3.563 HSMS-2850 84.63

3.1 Conversion Efficiency of the Proposed Rectifier Circuit

The most crucial factor to consider when evaluating the performance of a recti-
fier circuit is efficiency. The conversion efficiency of the suggested rectifier was
calculated thus:

η = (VDC)2/RL

PI N
(1)

VDC represents the direct current output voltage, RL refers to the load resistance, and
Pin indicates the input power.
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Fig. 6 Conversion
efficiencies of the rectifier at
a various input power level

Figure 6 shows the fluctuations in the rectifier efficiency as a result of the variations
in input power. The conversion efficiencies of the projected rectifier at −40 dBm,
−30 dBm, −20 dBm, -10 dBm, 0 dBm, 5 dBm,10 dBm are 16.6%, 17%, 21.66%,
38%, 69.22%, 78.77%, and 84.63 respectively.

4 Conclusion

In this paper, the rectifier circuit topologies of the RF energy harvesting system have
been investigated with the design of an efficient rectifier to harvest the RF energy for
wearable medical devices. The proposed bridge rectifier circuit designed based on
Schottky diode HSMS-2850 tested at 2.45 GHz. The peak efficiency was 84.63% at
10 dBm input powerwhen the load resistance is 1.5 k�. The rectifier simulation result
showed an output voltage of 3.563 V, which is suitable to power most low-power
wearable medical devices.
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Abstract Readmission manifests signs of degraded quality of care and increased
healthcare cost. Such adverse event may be attributed to premature discharge, unsuc-
cessful treatments, or worsening comorbidities. Predictive modeling provides useful
information to identify patients at a higher risk for readmission for targeted interven-
tions. Though many studies have proposed readmission risk predictive models and
validated their discriminative ability with performancemetrics, few examined the net
benefit realized by a predictive model. We compared traditional logistic regression
against modern neural network to predict unplanned readmission. An added value
of 7% on discriminative ability is observed for modern machine learning model
compared to regression. A cost analysis is provided to assist physicians and hospital
management for translating the theoretical value into real cost and resource allocation
aftermodel implementation. The neural networkmodel is projected to contribute 15×
more savings by reducing readmissions. Aside from constructing better performing
models, the results of our study demonstrate the potential of a clinically helpful
prediction tool in terms of strategies to reduce cost associated with readmission.
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1 Introduction

Precision medicine refers to a more personalized and targeted care that aims to
ensure every patient receive treatment and care tailored to individual precise needs
throughout not only during the inpatient stay, but also recovery phases of a disease.
Unplanned readmission is a popular indicator to determine quality of care. From
a hospital perspective, high readmission rates can result in negative financial and
reputational ramifications.

Improving the quality-of-care delivery is challenging. It requires close coordina-
tion between different stakeholders in health system to deliver low-cost and high-
quality care to patients. As an attempt to reduce readmission rate, lower health-
care cost, and thus improving overall quality of care, healthcare regulatory agencies
have proposed the Hospital Readmission Reduction Program (HRRP) [1]. Under
the HRRP, readmission is defined as a readmission episode that is unplanned and
happen within 30 days of discharge from the index admission. Penalties are levied on
hospitals depending on their performance with respect to readmission rate. The total
fines cost healthcare providers an amount of over $500 million annually, or $200 k
per hospital [2, 3]. Thus, identifying patients at high-risk of readmission is crucial
to allow early interventions.

The recent availability of large amount of clinical data and emergence of machine
learning (ML) methods offer the potential to predict high-risk readmission accu-
rately. ML-based tools have been proven to be able to achieve at least or above prog-
nostic and diagnostic capabilities of human [4–6]. This success is driven by newer
and better prediction algorithms, such as random forests, gradient boosting, neural
networks, and other methods. Unlike traditional statistical approaches, these models
can leverage large-scale clinical data to discover predictive variables regardless of
parametric or nonparametric nature of data [7, 8].

A predictive model estimates the risk of readmission for an individual based
on the values of multiple predictors (risk factors) such as age, comorbidity, and
other biomarkers. A large number of readmission risk prediction models have
been published in medical literature. For example, Allam et al. [9] explored the
predictability of readmission with neural network-based models versus logistic
regression using administrative data. Min et al. [10] developed various ML models
(e.g., regression, random forest, support vector machines and multi-layer percep-
tron (MLP)) to predict readmission risk from patients’ claims data. Recently, deep
learning, a type of neural networkmodel withmultiple hidden layers is gaining popu-
larity because itmimics theway human brainworks,wheremore informative features
are obtained at each layer. The potential of such architecture has also been explored
in readmission literature. Wang et al. [11] proposed the use of convolutional neural
networks (CNN) to automatically learn time series vital sign and encode statistical
features via embedding. Both features are fed into MLP for prediction. Rajkomar
et al. [12] leveraged patients’ entire raw electronic medical records (EMR), including
free text notes for prediction with the ensemble of three deep learning models.
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Despite promising results shown by neural networks, a recent review confirmed
that regression was the main prediction method utilized in most of the studies [13].

Theoretically, a model should have good discriminative performance, often
measured using area under receiver operating characteristic curve (AUC). However,
this metrics may be less meaningful and end users might find it to be unclear on how
to translate these performance benefits into cost and resource allocation. Specifi-
cally, implementation of cost-effective interventions is critical to mitigate the risk
of readmission, and thus reducing direct costs incurred by readmission. The goal
of this paper is to assess the clinical usefulness of readmission prediction model
with cost analysis. We comprehensively examined the cost on post-model imple-
mentation. This should guide decision making on planning and optimizing hospital
resources. The focus of research is therefore shifting from conventional attempts
to optimize performance of models to studying models’ impacts on outcomes in
real-world intervention.

2 Data and Methods

In this paper, we aim to (1) explore the application of logistic regression versus neural
networks for predicting readmission and (2) examine the value of such predictive
models in clinical adoption. The output of model is the estimated probability of each
patient being readmitted within 30 days of a prior hospital discharge. Such prediction
is made on the day of discharge.

2.1 Dataset

The patient records were acquired from a publicly available real-world electronic
health record repository of ICU cohort known as the Multiparameter Intelligent
Monitoring in Intensive Care (MIMIC-III) dataset [14]. MIMIC-III consists of
the EMR data of 58,976 unique hospital admissions from 46,520 patients in the
Beth Israel Deaconess Medical Center between 2001 and 2012. ADMISSIONS and
NOTEEVENTS tables of MIMIC-III database were retrieved to obtain discharge
summaries as predictor variables.

2.2 Predictors and Model

Preparing clinical notes to be analyzable and predictable requires a combination of
text representation and prediction model. We composed logistic regression as the
baseline model. Representation method, i.e., bag of words (BoW) creates vector
representations of document-based features. These features were fed into regression
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for prediction in Scikit-learn. For the neural networks, word embed-ding model
was trained to capture semantic relationship within text data via Word2Vec. After
identification of word vector, we applied CNN to predict readmission with clinical
notes. After exploring several architectures, we composed these models with a 1D
shallow network structure that achieved the highest AUC. Therefore, the final model
consists of an embedding layer initializedwith pre-trainedWord2vec, a convolutional
(CNN) layer with 256 hidden units, and a dense output label sigmoid. The filter size
of 5 produces the best result for CNN with a max pooling layer right after the
convolution structure. CNN was trained for 25 epochs with a batch size of 64 in
Keras. All models were trained on 80% of data and remaining 20% were withheld
for validation and testing, respectively.

2.3 Experimental Pipeline

The experimental pipeline comprised two major parts. The first one was examining
the performance of predictive models. The set of models was evaluated with ability
to detect readmission (proportion of readmission predicted as True), and the AUC.
The second part was validating the clinical usefulness of models on entireMIMIC-III
dataset with cost analysis. The procedure for the experimental pipeline is illustrated
in Fig. 1.

After readmission prediction, models were evaluated for their clinical usefulness
via cost-saving analysis. There are 3 factors associated with the effort to maximize
cost savings with optimal intervention threshold: (1) readmission cost, (2) expected
intervention cost, and (3) effectiveness of intervention (intervention might not be
effective to prevent readmission). Given a set of N patients, the net saving can be
calculated using the following equation:

Netsavings : Cr NT Pδ − (NT P + NFP)Ci (1)

Fig. 1 Readmission prediction uses models trained with balanced patient data comprises clinical
notes contained in EMR. The models then tested on the entire database for cost analysis
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Table 1 Performance of models on test dataset for the detection of readmission during discharge

Models Readmissions detected (%) AUC

Regression 66 0.67

CNN 84 0.72

Table 2 Percentage change of TP, TN, FP, FN readmissions due to implementation of predictive
models upon discharge on entire patient population

Models TP, % TN, % FP, % FN, % Discriminative ability

Regression 0.37 92.53 0.85 6.25 0.52

CNN 5.70 81.21 12.17 0.92 0.87

where Cr is the average readmission cost per patient; NTP is the number of true
positive; δ is the intervention success rate; NTP + NFP is the number of predicted
positives; and Ci represents intervention cost.

3 Results

3.1 Predictive Performance

Table 1 depicts the performance of models on the prediction of readmission
made upon discharge. For classifying readmission instances, neural network model
substantially outperformedpredictionsmapped from traditional statistical regression.

For each model, we then evaluated the performance outcome for entire patient
database. 0.8 threshold was employed to label readmission as high-risk. This is due
to it is impossible to target all high-risk patients for interventions. We report in
Table 2 the percentage of True Positive (TP), True Negative (TN), False Positive
(FP), and False Negative (FN) predictions in the overall dataset, defined as the ratio
of respective number of patients over the entire base. Discrimination ability was
reported in comparison with these numbers. As compared to evaluation on test set,
CNN generalizes prediction much better than regression model on entire base.

3.2 Cost Analysis

After identifying high-risk patients accurately, healthcare providers need to plan on
the cost-effective interventions to prevent readmission. Intervention success rate is
important here as it indicates the rate of successfully preventing a readmission after
applying intervention to a patient predicted as high-risk. For example, the rate of
50% means another 50% of patients who underwent interventions would still be



394 K. Teo et al.

Table 3 Net savings from readmission reduction by selecting patients for intervention at different
success rate

Intervention success rate (%) Regression net saving, $ CNN net saving, $

10 −645,658 −9,346,354

20 −487,316 −6,929,707

30 −328,974 −4,513,061

40 −170,632 −2,096,414

50 −12,290 320,233

60 146,052 2,736,879

70 304,394 5,153,526

80 462,736 7,570,172

90 621,078 9,986,819

100 779,420 12,403,465

readmitted within 30 days. For this cost saving analysis, the estimation of actual
values might be difficult, we then used the followings values established in past
literature for calculation [15]: Readmission cost per patient: $9655, Intervention
cost per patient: $1500. Table 3 shows the maximum net savings from readmission
reduction considering the intervention success rate from 10 to 100%.

As depicted in Table 3, if healthcare providers were able to prevent as much
readmission through interventions, the more savings can be generated, provided a
minimum response rate of 50% is achieved. For CNN, every incremental in the
success rate by 10%, extra 2.5 mil of saving can be projected. On the other hand,
regressionmodel does not bring significant economic benefits, due to its poor discrim-
inative ability. When comparing both models at positive saving (60% response rate
and above), at least 15 times more saving could potentially be generated by CNN
over regression approach.

4 Discussion

This was a study which applied regression baseline and neural network model on
unstructured clinical prose to construct a risk prediction model for 30-day readmis-
sion. While almost all studies used AUC to measure how well a model performs,
the main issue is the absent of a clear translation from making ML solutions to
creating real clinical impact [16]. Therefore, we studied model’s impact on the
financial performance to offer an analysis metric that is more meaningful to hospital
management.

We found that word embedding methods like Word2Vec paired with neural
networks improved overall predictive ability of models, when compared to simpler
BOW/logistic regression. Considering evaluation made on test set which consists of
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balanced positive/negative label, the highest AUC was observed at 0.72 using model
built with CNN, which is 7% improvement over regression. While the exact number
of preventable readmission episode is unclear, our paper shows that the cost saving
for all-cause readmission could exceed $12 million dollars if all readmission events
could be prevented with early interventions.

With these observations, we found that predicting readmission remains chal-
lenging. Unlike other domains such as computer vision where ML/deep learning
models have been proved to have achieved very high accuracy, medical prognosis
is much more complicated. In addition, less training samples are available due to
the sensitivity of patient information. In this case, domain knowledge could play a
vital role in model building process so that we could train a good model without
‘sufficiently large’ patient dataset. Because neural network are less interpretable,
simpler model built from identifying factors contributing to performance could be
potentially more helpful.

5 Conclusion

We conducted a study on 30-day readmission predictive modeling based on unstruc-
tured clinical notes with the combination of natural language processing and classifi-
cation algorithms, considering both traditional andmodernmachine learningmodels.
Our results also provide an insight for identifying the economic benefits that could
be generated by selecting intervention enrollees based on predicted readmission risk.
This financial impact assessment is necessary so that policymakers and regulators
are more confident with the integration of such predictive tool into care provider
workflow.
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Abstract Transcranial motor evoked potential (TcMEP) is one of the modalities in
intraoperative neuromonitoring (IONM) which has been used in spine surgeries to
prevent motor function injuries. Studies have shown that improvement to TcMEP
could be a potential prognostic information on the actual improvement to the patient
after surgery. There is no objective way currently to identify which TcMEP signal
is significant to indicate actual positive relief of symptoms. The proposed method
utilized linear discriminant analysis (LDA)machine learning algorithm to predict the
TcMEP response that correlates to relieve of symptoms post-surgery. TcMEP data
were obtained from four patients that had pre surgery symptoms with post-surgery
actual relief of symptoms, and six patients that had no pre surgery and post-surgery
symptoms which were divided into training and prediction test. The result of the
proposed method produced 87.5% of accuracy in prediction capabilities.
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neuromonitoring · IONM · TcMEP improvement · Prognostic information · Linear
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1 Introduction

1.1 Background Information

Intraoperative neuromonitoring (IONM) has been used in spine surgeries to assist
in preventing nerve injury during the procedures [1]. It has different modalities to
cater different nerve pathways and locations depending on which structures that are
in risk during the procedures.

Transcranial motor evoked potential (TcMEP) is one of the modalities in IONM
which is used to monitor the integrity of the patient’s motor pathway [2]. The method
of TcMEP monitoring is by applying external stimulus onto the motor cortex of the
brain through cranial [3]. Once the stimulus is applied to the motor cortex, it will
trigger the neurons along the motor pathways towards the nerve roots and finally will
evoke action potentials that causes contraction on the muscles while the patient is
asleep under anaesthesia. The action potentials can then be captured via electrodes
placed on the muscles.

1.2 Problem Statement

TcMEP has been used mainly as indicator to warn any nerve damages during surgery
by comparing the TcMEP response from time to time with the baseline reading [2].
The warning can help the surgeons and the surgical teams to decide on what could
have happened to the surgical site and try to reverse the situation before the damage
becomes significant and permanent.

There has been a new approach of using the TcMEP as an indicator to show if
neurological improvement is achieved after the surgical procedure has been done.
The use of TcMEP as a valued prognostic information can help the surgeon to decide
whether the surgical maneuver such as decompression during discectomy is enough
to suggest symptoms elevations and the surgery time can be shortened and reduces
risk to the nerves [4].

But there are multiple ways or indicators used in the literatures to show which
TcMEP response is significant to predict positive outcome in terms of patient’s relief
of symptoms after surgery. The challenge is to determine an objective single indicator
also come from the high variability of TcMEP from one response to another, which
leads to the difficulty in making assumptions that the final TcMEP response has
significant improvement compare to the baseline reading.
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This paper is proposing a method to determine a significant improved TcMEP
response that indicates actual positive functional outcome of patient’s relief of
symptoms by using linear discriminant analysis machine learning algorithm.

2 Literature Review

There are no fixed amplitude improvement criteria throughout the literatures. A study
from [5] used 50% of amplitude increment as the significant improvement criteria,
while another study by [6] used 200% of amplitude increment to be significant in
order to overcome the effect of anaesthesia which could have affected the baseline
reading. Meanwhile other studies only mentioned that TcMEP improvement indi-
cated patient’s improvement of symptoms post-surgery without mentioning what
features from the signal used as the indicator [6–12].

The TcMEP response improvement were compared with post-surgery patients’
clinical evaluation consisted of various methods in the form of pain perception
[5], questionnaire [13], sensory and motor function assessment [14], and several
researchers did not mentioned the method that they used for patients’ symptoms
improvement assessments [7–9, 12]. There were correlation between the two in
the studioes which implying that TcMEP could predict patients’ symptoms relief
post-surgery.

3 Methodology

3.1 Equipment Setup

The MEP were stimulated by using corkscrew electrodes placed at the C3 and C4
over the motor cortex on the scalp according to the International 10–20 System
scalp electrode placements. The electrode placement for monitoring by using dual
subdermal needle electrodes were placed at different muscles bilaterally according to
the spine level where the surgery was performed. Each muscle is called channel. The
monitoring was done by using NIM Eclipse E4 Medtronic machine. The muscles
and the spine levels that they are associated with are listed as in Table 1.

The stimulus intensity varied from 250 to 600 V. Train pulse stimulus of three to
five pulses was applied to most of the patients to overcome the response variability
or inconsistency. Sometimes, double train stimulation of five pulses and three pulses
was used if it was difficult to elicit MEP response. Interstimuli interval was set to be
either at 5 or 10 ms which was based on which produced the better MEP response.
Overall, the ideal MEP stimulation would be to elicit the response of more than
20 µV for each channel with minimal patient movement.
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Table 1 Muscles that are used for MEP and EMG monitoring and their nerve root levels

Spine level Muscles

C8–T1 (upper limb as reference) Abductor digiti minimi (ADM)

L2–L4 Vastus lateralis (VL)

L5 Tibialis anterior (TA)

S1–S2 Abductor hallucis (AH)

3.2 Data Acquisitions and Patients Selection

The TcMEP data were obtained and selected from patients that underwent various
types of thoracolumbar surgeries from September 2018 until April 2021 that had
IONM assistance at Sunway Medical Centre. The data were separated into two
groups, Group 1 (G1) consisted of four patients that had one or more of the following
symptoms such as motor weakness, back and leg pain, and leg numbness that
were confirmed through surgeons’ consultations and clinical reports. The patients
had decompression surgeries such as endoscopic discectomy or microendoscopic
discectomy, and thoracolumbar interbody fusion (TLIF).

Group 2 (G2) consisted of six patientswithout any symptoms described before and
most of their operations involved instrumentations and pedicle screws fixations and
corrections such as scoliosis surgery, and minimally invasive surgery (MIS) screws
fixation. Consultations were done with the surgeons to know what is the outcome of
each surgery whether patients really had relief of symptoms or not.

3.3 Features Extraction

Features for the machine learning model were extracted from two channels of the
TcMEP data which were from tibialis anterior (TA) and abductor hallucis (AH) bilat-
eral channels. The features were obtained throughMATLAB programming language
are peak-to-peak amplitude, area under the curve (AUC), maximum amplitude,
minimum amplitude, standard deviation, and zero crossing rate (ZCR).

The features’ parameters were obtained from the baseline TcMEP reading, and
the percentage of difference with the values obtained from the final TcMEP reading
were calculated and recorded. These differences of percentages were the features
used to feed the linear discriminant analysis classifier by using MATLAB embedded
classification learner application.

The training data consisted of two patients from G1 and four patients from G2.
While the prediction accuracy test was done with two patients from G1 and two
patients from G2.
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3.4 Performance Evaluation

The performance of the classifier was evaluated by using the commonly used
evaluation for classification algorithms which are [15]:

Accuracy = T P + T N

T P + FN + FP + T N
(1)

Sensi tivi t y = T P

T P + FN
(2)

Speci f ici t y = T N

T N + FP
(3)

Precision = T P

T P + FP
(4)

f measures = 2× Precision × sensi tivi t y

Precision + sensi tivi t y
(5)

where TP stands for true positive where patient with improvement is correctly iden-
tified as having post-surgery improvement, TN is true negative value that indicates
patients with no improvement is correctly predicted to have no post-surgery improve-
ment, FP is false positive indicating patients with improvement falsely predicted as
having no post-surgery improvement, and FN is false negative that indicates patients
with no improvement as having post-surgery improvement.

4 Results and Discussion

For training of the algorithm, a total of 12 samples were used taken from six patient’s
left and right legs. Therewere 144 values of features used for LDAalgorithm training.
As much as four patients’ data used which makes a total of eight samples from bilat-
eral legs used for algorithm accuracy test. This leads to a total 96 features used for
testing of the algorithm. The results showed that 100% of TP, 75% of TN, 0% of
FP rate and 25% of FN rates were achieved. These results to 87.5% of system accu-
racy, with 80% sensitivity, 100% specificity, and 100% of precision. The f measures
resulted as 0.8889. Table 2 summarizes the results through confusion matrix:

One instance of TcMEP in one of the patients were predicted to be improved even
though there is no actual improvement post-surgery. This happened because of the
percentage difference for TA amplitude, TA AUC, and TA standard deviation were
too large with the values 476.63%, 657.4%, and 538.07% respectively causing the
algorithm to make false prediction.
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Table 2 Confusion matrix of the results obtained from 4 samples of patients with actual
improvement and 4 samples of patients with no improvement clinically

Positive clinical improvement No clinical improvement

Positive (predict improvement) 4 1

No improvement predicted 0 3

The false prediction could be caused by anaesthesia protocol. At SunwayMedical
Centre, most of the anaesthetists used muscle relaxant and/or inhalational agents
during intubation which suppresses the TcMEP response [16]. This will affect the
baseline reading, that is if theTcMEP is suppressed during the baseline establishment,
the response could be thought as having weakness and the final outcome could be
thought as improved even though it is just the effect after all of the suppressing
anaesthesia agents have worn off which can lead to the proposed algorithm error.

The baseline establishment could be further improved by doing stimulation from
time to time before the decompression procedure is done. The baseline reading
needs to be renewed until the best reading is achieved so that it could be compared
effectively with the final TcMEP response.

5 Conclusion

The proposedmethod of predicting the post-surgery improvement through intraoper-
ative TcMEP by using LDA achieved 87.5% of accuracy. Thoughmore improvement
needs to be done, such as the number of samples to train and to test the algorithm,
and the features that could be extracted from the TcMEP response.

Predicting patients to have a relief of symptoms during surgeries could help the
surgeons to decide on the depth of spine decompressions that is needed. Once the
TcMEPcould be reliable to identify the patients’ improvement, the length of surgeries
duration can be cut down and will benefit in terms of risk of injury and infection,
and cost can be reduced.
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Restoring Lesions in Low-Dose
Computed Tomography Images
of COVID-19 Using Deep Learning

K. A. Saneera Hemantha Kulathilake , Nor Aniza Abdullah ,
Abhishek Shivanand Lachyan , A. M. Randitha Ravimal Bandara ,
Dhrumil Deveshkumar Patel , and Khin Wee Lai

Abstract Theuse ofLow-doseComputedTomography (LDCT) in clinicalmedicine
for diagnosis and treatment planning is widespread due to the minimal exposure of
patients to radiation. Also, recent studies have confirmed that LDCT is a feasible
medical imaging modality for diagnosing COVID-19 cases. In general, X-ray tube
current is being reduced to acquire the LDCT images. Reduction of the X-ray flux
introduces the Quantum noise into the generated LDCT images and, as a result, it
produces visually low-quality CT images. Therefore, it is challenging to differentiate
the lesions in the diagnosis of COVID-19 patients using the LDCT images due to
low contrast and failure to preserve the subtle structures. Therefore, in this study, we
proposed a Deep Learning (DL)model based on the Generative Adversarial Network
(GAN) for post-processing the LDCT images to enhance their visual quality. In
this proposed model, the generator network is designed as a U-net to generate the
restored CT images by filter out the noise. Also, the discriminator network follows a
patch-GANmodel to discriminate the real and generated imageswhile preserving the
texture details. The quantitative and qualitative results demonstrated the effectiveness
of noise suppression and structure preservation of the proposed DL method. Hence,
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it provides an acceptable quality improvement for LDCT images to discriminate the
lesions for diagnosing the COVID-19 positive cases.

Keywords Low-dose computed tomography · Generative adversarial network ·
Lesion discrimination · LDCT denoising

1 Introduction

The severe acute respiratory syndrome coronavirus 2 (COVID-19) has emerged
in December 2019 in Wuhan, China, and presently, it has become a major global
pandemic. According to current medical statistics to date, it has caused death to more
than a 3.9million human livesworldwide [1]. It is an infectious disease that affects the
respiratory system and causes mild or severe respiratory disorders, including pneu-
monia. The usage of Low-dose Computed Tomography (LDCT) images has become
widespread in recent diagnosing of COVID-19 cases [2]. The reliability obtained
compared to the polymerase chain reaction technique and the minimal exposure of
patients to radiation were the main reasons for using LDCT in the diagnosis.

In clinical procedures, X-ray flux is being reduced to obtain the LDCT images.
Lowering the X-ray flux introduces the quantum noise to the acquired images. As a
result, the visual quality of the LDCT images is degraded and causes obstructions
in detecting some lesions. Sometimes, in ultra-low-dose cases, the retaining noise
within the LDCT images formulates as a lesion (false-lesion artifact). Therefore,
proposing a solution for reducing the noise and restoring the fine structural details
for LDCT-based COVID-19 diagnosis is crucial.

To improve the visual quality of the low-dose COVID-19 CT images, in this
study,we proposed aDeepLearning (DL)model based on theGenerativeAdversarial
Network (GAN) [3]. The proposedmodel has gained noise reduction through aU-net-
based generator. Experimental results have proven its ability to structure preservation
and noise reduction. Thus, this proposedDLmodel provides a baseline for improving
the visual quality of LDCT images to obtain a reliable diagnosis.

2 Literature Review

Recently, DL has gained attention in implementing the LDCT restoration algo-
rithms due to its data-driven execution and high performance in noise suppression,
structure fidelity, and lesion discrimination [4]. Accordingly, various Convolutional
Neural Network (CNN) models have been proposed to obtain clinically significant
Computed Tomography images using LDCT image processing [5, 6]. However, the
deeper the network increases the vanishing gradient problem. However, the residual
network proposed by He et al. [7] has overcome the vanishing gradient issue. Shiri
et al. [8] recently used this concept and proposed a DL model for enhancing the
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COVID-19 LDCT images. However, this proposed model fails to separate lesions
such as Ground-Glass Opacities (GGO) and consolidation (CS), required to detect
COVID-19 cases. Besides, the non-uniform distribution of noise and mixing of the
texture and thegeometric shapes ofLDCT imagesmakeCNN-basedLDCTdenoising
methods inefficient to preserve various structural information [9].

Recently, GAN [3] has gained much attention in medical imaging and is widely
applied in LDCT denoising. Data generation without explicit modeling of the prob-
ability density function, ability to enforce custom objective functions, and the adver-
sarial learning mechanism encouraged to apply GAN for denoising LDCT images.
Wolterink et al. [10] have proposed the first GAN model for solving the limitation
of voxel-wise regression in denoising LDCT. After that, various LDCT denoising
applications have been proposed based on GAN models [11]. In addition to that, the
image-to-image translation model published in [12] has contributed significantly to
LDCT denoising. Moreover, this image-to-image translation implements a mapping
function that transforms the LDCT images to expected Routing-dose Computed
Tomography (RDCT) images via the adversarial learning mechanism.

3 Research Methodology

3.1 GAN Architecture

The proposed conditional GAN architecture is depicted in Fig. 1. Accordingly, the
objective of generator G is to synthesize the denoised images (IG) from the input
LDCT images (ILD), and the Discriminator D attempts to distinguish these synthe-
sized images and RDCT images (IRD). The generator is designed based on U-net
model due to its ability to capture subtle details in input LDCT images [13]. Discrimi-
natorD is designed as a patch-GANmodel mentioned in [12]. The effective receptive
field of the model is 190 × 190. It accepts the input feature map (IG and IRD) of size
256 × 256 and outputs a feature map of size 16 × 16. The objective function of this
proposed GAN is given in Eq. (1).

G∗ = argmin
G

max
D

[
λ1(LcGAN (G, D)) + λ2

(LL1(G)
)]

(1)

LcGAN (G, D) = Ex,y
[
log D(x, y)

] + Ex,z
[
log(1 − D(x,G(x, z))

]
(2)

LL1(G) = Ex,y,z[||y − G(x, z)||1] (3)

where E is the expectation of the entropy of the generatorG and the discriminatorD.
Variables x, y, and z represent LDCT, RDCT, and the random noise vector, respec-
tively. However, z is replaced with data distribution of the LDCT images in the
image-to-image translation model [12] and performs direct mapping between x and
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Fig. 1 The proposed GAN architecture

y. λ1 and λ2 are the respective weights assigned for adversarial loss and L1 loss to
balance the training process. In this study, the λ1 and λ2 are initialized empirically
to 0.05 and 0.99, respectively.

3.2 Network Training and Implementation

Adam with learning rate 1 × 10–4 and β = 0.5 was used as the optimization method.
All the kernels were initialized with random Gaussian distribution with 0 mean and
standard deviation of 0.001. The slope of the LeakyReLU activation function is set to
0.2. The network was trained for 200 epochs with a mini-batch size of 10. Also, the
proposedmodelwas programmedusingPythonwithKeras platform.All experiments
were executed on a workstation (Intel Core I7 10750H 2.6 GHz with 32 GB ram)
with NVIDIA RTX 2070 (8 GB) Graphic Processing Unit.
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3.3 Data Preparation

The official simulated clinical data were extracted from “the 2016 NH-AAPM-Mayo
Clinic Low Dose Grand Challenge” dataset for training the proposed model [14].
The data set consists of 3255 pairs of routing-dose and quarter-dose CT images
from 10 anonymous patients with 512 × 512 sizes. Later, the image patches of size
256 × 256 (stride = 256) were extracted from the AAPM-Mayo dataset to train
the proposed network. Test data were extracted from RSNA International COVID-
19 Open Radiology Database (RICORD) [15]. The dataset consists of randomly
selected 40 non-contrast enhanced chest CT images of 10 anonymous patients. All
the extracted images were in.png format and 512 × 512 of size. Low-dose CT data
is simulated based on the method mentioned in [16]. Accordingly, there were two
LDCT datasets with scan incident flux I0 = 100,000 and I0 = 500,000. Before
training and testing, all the images were normalized to [-1,1].

3.4 Evaluation Metric

To evaluate the proposed LDCT denoising method, the results were quantitatively
evaluated using three evaluation metrics; Peak Signal to Noise Ratio (PSNR), Mean
Squared Error (MSE), and Structured Similarity IndexMatrix (SSIM). The results of
the proposed method were compared with BM3D and CNN200 algorithms. BM3D
is a well-known conventional denoising algorithm, and CNN200 is a CNN-based
LDCT denoising method [6].

4 Results and Discussion

4.1 Visual Performance

Figure 2 depicts a visual performance of the denoised results obtained from the
various algorithms under the two different noise levels. According to the results,
BM3D has smoothed the fine details and formed streaking artifacts over the denoised
results.Usage of theMSE-based loss function in theCNN200methodhas caused over
smoothing and blurring edges in processed LDCT images. The proposed method has
performed well compared to the results of the comparative algorithms and preserved
the subtle structures while suppressing the noise. Intensity profile analysis depicts
in Fig. 3 has also aligned with these facts and shown the effectiveness of noise
reduction in the proposed method. Additionally, Fig. 4 depicts the ability of lesion
discrimination of the proposed method. Accordingly, it has acceptably enhanced
the visualization of the GGO and CD lesions of COVID-19 positive cases that are
considered challenging in ultra- LDCT images [8].
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Fig. 2 Denoised results of the LDCT images to compare the effectiveness of the proposed method.
The top row depicts the images recorded under I0 = 500,000, and the bottom row depicts the images
recorded under I0 = 100,000. a and f RDCT, b and g LDCT, c and h BM3D, d and i CNN200,
e and j Proposed method. The region of interest is marked in the RDCT image and extracted to
emphasize the enhanced results

Fig. 3 Analysis of intensity profile
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Fig. 4 Lesion discrimination, a–f top image represents the COVID-19 positive RDCT image,
and the three sub-images depict the enlarged ROIs of respective RDCT, LDCT, and generated
CT images. The marked region in the RDCT image represents different lesion types. Arrowheads
indicate the following lesions, a peripheral GGO, b pneumo-mediastinum, c peripheral GGOs with
fine reticulations, (d) CD patch, e pleural plaque, f peripheral CD patch

4.2 Quantitative Analysis

Table 1 presents the quantitative results of the study. It has clearly emphasized that
the proposed method has gained acceptable signal quality and structure preserva-
tion compared to the BM3D and CNN200 methods. However, in I0 = 1 × 105

Table 1 Quantitative analysis results

Test dataset—RDCT I0 = 1 × 105 I0 = 5 × 105

PSNR MSE SSIM PSNR MSE SSIM

LDCT-RDCT 27.12 1546.16 0.30 26.76 1470.57 0.33

BM3D- RDCT 27.42 1435.70 0.60 26.94 1387.55 0.61

CNN200-RDCT 28.35 766.64 0.57 27.50 863.99 0.57

Proposed-RDCT 27.86 733.82 0.63 28.09 771.23 0.64
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noise level CNN200 performed high PSNR due to its’ the MSE based loss func-
tion. According to the intensity correlation (MSE) and structure similarity (SSIM)
measures our proposed method has reported highest value compared to the other
two tested methods. The adversarial learning of the GANmodel preserves structures
in LDCT images. Unlike the MSE-based loss functions of CNN 200, the L1 loss
in the loss function of the proposed model minimizes the adverse smoothing of the
structures.

5 Conclusion

This study proposed a GAN-based LDCT denoising method to facilitate diagnosing
theCOVID-19 positive cases. The generator of the proposedmodel consists ofU-net-
based architecture. It filters out the noise embedded in the input LDCT images. The
discriminator is designed based on patch-GAN architecture. The empirical results
showed that the proposed GAN model has effectively enhanced the subtle struc-
ture details of the LDCT images while suppressing the noise. As a consequence of
that, it facilitates detecting the lesions to diagnose the COVID-19 positive cases reli-
ably. Modifying the proposed network for capturing the visual attention facilitates
improving the structural similarity of the processed CT images and it will be done
as the future extension of this study.
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Detection of COVID-19 on Chest X-Ray
Using Neural Networks

Anis Shazia , Tan Zi Xuan , Joon Huang Chuah ,
Hamidreza Mohafez , and Khin Wee Lai

Abstract Coronavirus of 2019 is an ongoing pandemic that has infected millions of
people and costed the life ofmore than threemillion people. It is a highly transmitting
disease that has exhausted all the healthcare facilities trying to contain its spread.
It has exposed the need for more health facilities and experts to cope with this
pandemic without impacting on the safety of healthcare workers. The hardworking
and struggling healthcare sector is in need of automated diagnostic devices that
could lift the burden off the limited practitioners and also ensure their safety from
coming in direct contact with the infection. This pandemic hasmade theworld realize
the need of automation for an infectious disease like COVID-19. Deep learning in
radiology is an extensively researched topic over the last decade and has the potential
to provide the much-needed automation required for COVID-19 diagnosis. In this
paper we have fine-tuned three deep learning models—ResNet50, DenseNet121 and
InceptionV3—for classification of COVID-19 CXR from regular pneumonia cases.
Our models achieved an accuracy of 99.45, 99.50 and 98.55 respectively.

Keywords Coronavirus of 2019 · Transfer learning · ResNet50 · DenseNet121 ·
InceptionV3

1 Introduction

SevereAcuteRespiratory SyndromeCoronavirus 2 (SARS-CoV-2) also known as the
Coronavirus Disease of 2019 or COVID-19 is a novel coronavirus that has infected
people globally since its origin. It has resulted into a global pandemic that has affected
millions of people globally since its emergence in Wuhan City of Hubei Province of
China towards the endof 2019. Its symptomsvary fromperson to person; however, the

A. Shazia · T. Z. Xuan · H. Mohafez · K. W. Lai (B)
Department of Biomedical Engineering, Universiti Malaya, 50603 Kuala Lumpur, Malaysia
e-mail: lai.khinwee@um.edu.my

J. H. Chuah
Department of Electrical Engineering, Universiti Malaya, 50603 Kuala Lumpur, Malaysia

© Springer Nature Switzerland AG 2022
J. Usman et al. (eds.), 6th Kuala Lumpur International Conference on Biomedical
Engineering 2021, IFMBE Proceedings 86,
https://doi.org/10.1007/978-3-030-90724-2_45

415

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90724-2_45&domain=pdf
http://orcid.org/0000-0002-7621-3147
http://orcid.org/0000-0002-4852-7886
http://orcid.org/0000-0001-9058-3497
http://orcid.org/0000-0001-5861-5049
http://orcid.org/0000-0002-8602-0533
mailto:lai.khinwee@um.edu.my
https://doi.org/10.1007/978-3-030-90724-2_45


416 A. Shazia et al.

common symptoms include cough, fever, fatigue, body pain, loss of smell and taste,
diarrhea etc. [1]. In extreme cases it leads to shortness of breath, severe pneumonia,
multiple organ failure and death. The virus has the tendency to mutate and transmit
from person to person in the form of respiratory droplets or aerosols.

While the vaccinations are made available to help combat the severity of COVID-
19, the existing measure to fight its spread include early diagnosis and isolation. To
diagnose COVID-19 diagnostic test such as reverse transcription polymerase chain
reaction (RT_PCR) is used. RT-PCRuses nasopharyngeal swab to detect the presence
of viralRNAand results are availablewithin fewhours.However,with the large influx
of cases these results get delayed up to 48 h [2]. Chest computed tomographs (CT)
scans and chest radiographs (CXR) have also been useful in diagnosing COVID-
19 in early stages and as it progresses [3]. It indicates the presence of virus with
ground-glass opacities, consolidations and nodular shadowing visible on the scan
[4]. However, X-ray is more commonly available and used in a medical facility
when compare with CT; and it is also faster and cheaper alternative in this case [5].

With the availability of digital data and high computing power, several computing
techniques are implemented in the current healthcare sector [6, 7]. One of the recent
interventions is the application of artificial intelligence and deep learning in radiology
[5]. These advancement has the capability to perform similar to a radiologist or better
when trained properly [8]. To meet the extensive demand of Covd-19 detection and
diagnosis these AI based automated radiological tool could lift the burden off the
physicians and also help in keeping the healthcareworker safe by reducing the contact
with infected patients.

2 Literature Review

Since the rise of this pandemic researchers have started testing various neural
networks that works best with COVID-19 diagnosis [9–12] and classification from
regular pneumonia [13–15]. Since CXR’s is the cheapest and fastest diagnostic
tool various researches are done in this field [16]. Studies have shown deep neural
networks has successfully identified pneumonia from X-rays also performing better
than radiologists [8].Hence its onlywise to applyDNNin identificationofCOVID-19
on CXR. COVID-Net a deep network designed byWang andWong [16], achieved an
accuracy of 92.6% on chest radiographs in detecting of COVID-19. Apostolopoulos
and Mpesiana [17] implemented a combination of transfer learning technique with
VGG 19 and achieved and accuracy of 98.75%. Similarly Asif et al. [18] achieved
98% accuracy in distinguishing COVID-19 cases from viral pneumonia and normal
CXR using Inception-V3. DarkCOVIDNet designed by Ozturk et al. [19] achieved
98.08% for binary classes and 87.02% for multi-class classification. Shelke et al.
[20] trained and tested DenseNet161 for binary class classification and achieved
98.9% accuracy. Minaee et al. [21] modified and compared four pretrained networks
-DenseNet121, SqueezNet, ResNet18 and ResNey50- with different thresholds for
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Table 1 CXR images used for training, validation and testing

Raw data Testing data
(10%)

Augmented data Training data
(80%)

Validation data
(20%)

COVID-19 307 30 1662 1329 333

Pneumonia 5629 3969 – 1328 332

probability score and observed SueezNet to outperform the rest with 98% sensitivity
and 92.9% specificity.

3 Methodology

3.1 Data Collection and Image Preprocessing

For this study a total of 307 COVID-19 and 5629 pneumonia images were used from
three different opensource databases; namely COVID_Data_GradientCresent [22],
COVID-chestxray-dataset [23], and COVID-19 Radiography Database [24] Version
1. Common images from these databases were eliminated from this study. 10% of
raw data were randomly selected and separated initially itself for testing the model
in the end. Due to limited available COVID-19 images the rest of the images are
augmented to have sufficient images for training [25]. Different techniques such as
flip, rotation, translation, shearing and noise were added using scikit-image library.
Hence a total of 1662 COVID-19 images was generated for this study. From these
COVID-19 and pneumonia images, 80% images were randomly selected for training
and the remaining 20% was used for validation. Preprocessing techniques such as
resize, rescale and normalization was done to obtain a uniform dataset for training
the models (Table 1).

3.2 Transfer Learning and Training

All three models were modified and finetuned on TensorFlow 2.4 with Keras API
and were trained on a 12 GB NVIDIA Tesla K80 GPU. This study aimed at binary
classification of COVID-19 and Pneumonia cases. Due to limited COVID-19 data
available, transfer learning was the preferred technique to develop our models. This
study has modified the existing pretrained models such as ResNet50, DenseNet121
and InceptionV3 to study its performance on COVID-19 data. All the models were
instantiated with pretrained weights of ImageNet dataset providing feature extrac-
tion benefit for small datasets. However, to adapt to binary classification for this
study the last layer of the models was fine-tuned. The last fully-connected layer
along with softmax activation function was removed. The processed input from the
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previous layers is passed through a flatten layer—to transform the data into 1 dimen-
sional tensor- and a dense layer with 0.5 dropout to avoid overfitting. A softmax
activation is added to give the two probable outcomes—COVID-19 and Pneumonia.
Figures 1, 2 and 3 shows our fined-tuned models. Model was compiled using cate-
gorical_crossentropy as loss function and Adam optimizer with learning rate 0.0001
was used. All three models were trained up till 100 epochs, with batch size 23.

Fig. 1 ResNet50 architecture

Fig. 2 DenseNet121 architecture

Fig. 3 InceptionV3 architecture
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3.3 Prediction and Performance Metrics

Once the model was trained and validated, it was tested on 30 COVID-19 and 3969
Pneumonia raw images. To analyze the models, multiple evaluation metrics were
used. These metrics included accuracy (ACC), precision (PRE), recall (REC) and
F1-score (F1). They are defined as follows:

ACC = (T P + T N )/(T P + T N + FP + FN ) (1)

PRE = T P/(T P + FP) (2)

REC = T P/(T P + FN ) (3)

F1 = 2× (REC × PRE)/(REC + PRE) (4)

where

TP stands for True Positive i.e., COVID-19 image correctly identified

TN stands for True Negative i.e., Pneumonia image correctly identified

FP stands for False Positive i.e., Pneumonia image wrongly identified as COVID-19

FNstands for FalseNegative i.e., COVID-19 imagewrongly identified as Pneumonia.

4 Result and Discussion

4.1 Accuracy and Loss During Training and Validation

The accuracy and loss values in training and validation process at the end of 100th
epoch is listed in the Table 2 and shown in Figs. 4, 5 and 6. Throughout the training
it was observed that all three models achieved high training accuracy and stabilized
after 20 epoch itself, whereas the training loss reached zero and stabilized after 10
epochs only. Indicating that training until 100 epochs was not necessary, the models
are capable to learn the distinctive features in few epochs only. When taking into

Table 2 Accuracy and loss during training and validation

Training loss Training accuracy Validation loss Validation accuracy

ResNet50 5.1596e−07 1.0000 0.0320 0.9969

DenseNet121 1.3700e−04 1.0000 0.0269 0.9984

InceptionV3 1.1694e−06 1.0000 0.0449 0.9953
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Fig. 4 ResNet50 accuracy loss plot

Fig. 5 DenseNet121 accuracy loss plot

Fig. 6 InceptionV3 accuracy loss plot

consideration the values for training loss and accuracy for these three models it
is observed that training accuracy is same for all whereas training loss is lowest for
ResNet50. However, during validation DenseNet121 outperformed the other models.
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Table 3 Confusion Matrix TP
COVID-19 identified correctly

FN
COVID-19 identified as
Pneumonia

FP
Pneumonia identified as
COVID-19

TN
Pneumonia identified correctly

Table 4 Summarized confusion matrix of validation and test set

Model Validation Testing

TP TN FP FN TP TN FP FN

ResNet50 332 331 1 1 30 3947 22 0

DenseNet121 333 331 1 0 30 3949 20 0

InceptionV3 332 330 2 1 30 3911 58 0

Also, it was observed that loss during validation was higher than that of training,
which could be the result of model overfitting.

4.2 Confusion Matrix

The confusion matrix displays numbers of images identified correctly and incor-
rectly by the model. Confusion matrix (Table 3) was generated for both validation
dataset and test dataset. Table 4 shows the summarized confusion matrix of valida-
tion and test data of each model. Validation set consisted of 333 COVID-19 image
and 332 Pneumonia images and the test set comprised of 30 COVID-19 images
and 3969 Pneumonia images. From the confusion matrices it was observed that
models correctly identified COVID-19 images even with the limited data available.
However, the models faced slight confusion with few pneumonia cases and identi-
fied it as COVID-19. Of the three models, DenseNet121 had lowest false positive,
so therefore it is derived that DenseNet121 has performed better in terms of having
least error.

4.3 Performance Metrics

This section compares modified ResNet50, DenseNet121 and InceptionV3 based
on their performance metrics such as accuracy, precision, recall, F1-score, training
time and testing time taken by each model. The results are tabulated in Table 5.
indicating all the three models have done remarkably well. Though DenseNet121
has highest score when compared with the rest. However, when training and testing
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Table 5 Performance metrics

Model ACC (%) PRE (%) REC (%) F1 (%) Training time (s) Testing time (s)

ResNet50 99.45 99.68 99.45 99.52 4963 1043

DenseNet121 99.50 99.70 99.50 99.56 5790 1913

InceptionV3 98.55 99.51 98.55 98.90 4540 1580

time is observed DenseNet121 has taken the longest time to give result with highest
accuracy and precision.

5 Conclusion

Coronavirus of 2019 is a fast transmitting and mutating virus which has the tendency
to affect the public for a long time to come. The best that can be done minimize
its impact on the patient and people surrounding them is to reform the diagnosis
process to be able to stop its spread at early stages and get vaccinated quickly.
Though CXR’s provide a faster diagnosis but with the huge number cases every day,
it is over burdening the physicians to read so many scans. This issue could be made
easier with the intervention of deep learning in identifying lung anomalies. In this
study we have tested three models to COVID-19 cases from the regular Pneumonia
cases. DenseNet121 has shown to the best model with 99.5% accuracy to identify
COVID-19 images. However, if a faster model is required to perform the same task,
ResNet50 could be used.
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Assessment of LV Myocardial Function
in Aortic Stenosis Using Personalized
3D+ Time Cardiac MRI Modelling
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Abstract Left ventricular hypertrophy (LVH) in aortic stenosis (AS) is known as
an adaptive response affected by pressure overload as a result of the progressive
narrowing of the aortic valve orifice. Both systolic and diastolic function of the left
ventricular (LV) could be affected due to the structural remodelling as a sequel of
AS. Therefore, this study utilized 3D+ time personalized LV modelling algorithm
which was developed in-house to evaluate the LV function throughout the 20 cardiac
phases of short- and long-axis cine MRI in different severity of AS patients. A total
of 9 healthy cohorts and 13 AS patients with different degrees of severity were
analyzed. This study demonstrated that majority of the AS patients have systolic
dysfunction accompanied bydeterioration of radial strain (RS) and longitudinal strain
(LS) when compared against healthy cohorts (p < 0.05). Only thosewith concomitant
concentric LVH (i.e. 38% of the AS patients) exhibited normal systolic and diastolic
functions with a couple of exceptions observed. LVH was found developed in those
with moderate and severe AS. No clear correlation was found between diastolic
dysfunction and the severity of AS.
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1 Introduction

Aortic stenosis (AS) is known as the most common native valvular heart disease
that correlated with ageing condition [1]. The cause of AS is primarily due to the
progressive calcification and thickening of the aortic leaflets. The progression of
this disease tends to inhibit the leaflet movement and reduce the valve area causing
restriction in blood flow. Consequently, overload pressure condition encountered by
the left ventricle (LV) results in wall hypertrophy and structural remodelling which
helps to sustain end-systolic stress and preserve adequate cardiac output [2, 3]. Up
to now, the clinical diagnostic method for AS still mainly depends on echocardio-
grams. Practically, this noninvasive methods for the prognosis of AS were imple-
mented to evaluate the severity based on aortic valve area (AVA), aortic velocity and
mean gradient to determine the treatment decision such as transcatheter (TAVR) or
aortic valve replacement (AVR). However, such assessment often suffers from errors
due to geometric assumptions. In addition, studies on LV diastolic dysfunction in
AS were predominantly discussed as the aftermath of surgical treatment and such
analysis in AS without surgical treatment is still uncommon. Early detection and
treatment of diastolic dysfunction would allow the prevention of irreversible struc-
tural alteration and systolic dysfunction [4]. Therefore this study aims to provide
a more accurate visualization and quantitative assessment using 3D+ time analysis
of MRI to overcome limitations of echocardiography especially in the presence of
hypertrophy. The is the first implementation of personalized assessment using 3D+
time LV modelling and registration techniques for the whole cardiac cycle on AS
cases. This study also intended to determine both systolic and diastolic functions
across the full cardiac cycle in AS patients of different severities prior to surgical
treatment using the developed framework.

2 Literature Review

Pressure overload is the consequence of the development of AS. According to
Lamb, et al. [5], AS and aortic regurgitation are often accompanied by an eleva-
tion in pressure overload and LV volume, causing either concentric or eccentric
LVH/remodelling. Correspondingly, this adaptive hypertrophic response provokes
myocardial impairment which can be a risk element for cardiac mortality [6]. LV
diastolic dysfunction is incurred when ventricular filling pressure is increased due
to relaxation deficiency as well as increased ventricular stiffness [7]. LV systolic
dysfunction, by contrast, manifests as depreciated contractility and inadequate
hypertrophic process of the LV.

A recent study by Steine et al. [8] have proposed a new insight for the prog-
nostic factor of AS besides the conventional parameters. They suggested that both
LV systolic and diastolic dysfunction could emerge simultaneously in AS patients.
Nevertheless, this findings was obtained from 2D analysis for moderate AS using
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tissue Doppler imaging which is lacking of 3D regional details. So far, only LV
systolic dysfunction has been practically used as the clinical prognostic factor in
diagnosing AS, and diastolic dysfunction is rarely considered during the assessment.
Majority of the published researches Gjertsson et al. [9], Stewart et al. [10], Koifman
et al. [11] emphasized on the assessment of LV systolic dysfunction for the recom-
mendation of aortic valve replacement or transcatheter techniques to treat AS. Klein
et al. [12] had suggested that pre-operative diastolic dysfunction represents a novel
indicator for the investigation of myocardial function in AS groups. However, they
focused on severe AS alone which is lacking of mild and moderate cases that consid-
ered the degree of severity of AS while diastolic dysfunction varies among patients,
and the causes are often multifactorial.

LV filling pressures was determined mainly by LV compliance and elasticity. The
increased LV filling pressures above normal leads to diastolic dysfunction which is
often compensated by the contraction of the atrium to overcome the lack of early
diastolic filling.According toLund, et al. [13] diastolic dysfunction develops aheadof
reduced EF and can remain asymptotic in AS patients for quite some time. Advanced
diastolic dysfunction is likely in progress when EF starts to decrease as characterized
by elevated end-diastolic pressure and diminished diastolic filling. Early detection
of diastolic dysfunction can be managed with medical drugs without demanding
critical strategies such as surgical treatment. Therefore, a more refined approach
with the inclusion of diastolic dysfunction assessment may aid diagnosis and assist
in better treatment management for AS patients. Findings regarding the behavior of
diastolic function in AS, however, has not been thoroughly explored and warrant
further investigation.

3 Research Methodology

3.1 Data Acquisition and Segmentation

Cardiac MRI scans of 13 AS patients and 9 healthy cohorts were retrieved from
PACS in the University of Malaya Medical Centre (UMMC). The scans consisted
of standard short-axis (SA) cine stacks covering from base to apex, as well as 2-
chamber and 4-chamber long-axis cine (LA) scans. A 1.5 T MRI system (Signa
HDxt 1.5 T, GE Healthcare, WI, U.S.A) was utilized in obtaining the MRI scans. In
SA scans, multi-breath-hold SSFP scans with FOV of 350 × 350 mm, 256 × 256
image matrix, pixel size of 1.37 × 1.37 mm, slice thickness of 8 mm, 0 mm slice
gap, TE/TR of 1.6/3.7 ms, flip angle of 55°, number of slices of 10–15, 20 cardiac
time frames, and end-expiration breath-hold time of 15 s were applied. The same
acquisition parameters were used for LA cine scans (2- and 4-chamber) acquisition.
As for controls, 9 age-matched healthy subjects with normal cardiac functions and no
cardiovascular disease as determined by echocardiography were recruited separately
with prior informed consent. The standard clinical cine scanning protocol was used
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and the study was approved by the Institutional Ethics Committee (989.75). Segment
software (Medviso AB; Version 3.1 R8215) were utilized [14] to semi-automatically
delineate endocardial and epicardial contours on both SA and LA cine scans.

3.2 Reconstruction and Assessment of the Global
and Regional Functions from 3D+ Time LV Models

3D+ time personalized models of each AS patients were reconstructed from the
endocardial and epicardial contours over a full cardiac cycle as shown in Fig. 1 with
an in-house algorithm [15]. A multi-slice rigid image registration was applied to
reduce motion artifacts of the sequential MRI scans Liew et al. [16]. Global and
regional indices such as end-systolic volume (ESV), end-diastolic volume (EDV),
LVmass (LVM),Max EDWT (maximum end-diastolic wall thickness), absolute wall
thickening (AWT), stroke-volume (SV), ejection fraction (EF), mass-to-volume ratio
(M/V ratio), heart rate (HR), cardiac output (CO) and myocardial strain (i.e., radial
(RS), circumferential (CS), and longitudinal strains (LS)) were extracted automat-
ically from the models. The regional parameters were spatially mapped to a bulls
eye diagram to aid visual and quantitative assessment. The aortic valve area (AVA)
was retrieved from the MR report and the AS severity was stratified according to
the reference guideline [7], where AVA > 1.5 cm2 is categorized as mild, 1.0 cm2 ≤
AVA ≤ 1.5 cm2 as moderate and AVA < 1.0 cm2 as severe AS. The blood flow rate
was computed from the gradient of blood volume, from which the diastolic function
of the LV was assessed through the mitral E velocity and E/A Ratio [8, 11]. E wave
represents the peak velocity blood flow from LV relaxation in early diastole, whereas
A wave represents peak velocity flow in late diastole caused by atrial contraction.

Fig. 1 The 3D+ time personalized LVmodeling framework for the assessment of AS patients using
cine MRI scans
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Table 1 The demographic variables and LV functional parameters of the healthy cohorts and AS
patients present in median (IQR). The significant differences between the healthy and AS cohort
were made bold, while significant difference between different severities of AS (mild, moderate
and severe) against healthy cohorts were marked with symbols alongside the variables

Variables Healthy (n = 9) Aortic Stenosis (n = 13) p-value

Gender (male:female) 7:2 10:3 –

EDV (ml) 124.5 (20.1) 133.4 (40.4) 0.491

ESV (ml) 46.3 (16.8) 66.9 (45.2) 0.046

SV (ml) 80.0 (6.8) 64.5 (20.3) 0.039

LVM (g)b 87.6 (24.1) 112.7 (61.3) 0.02

MaxEDWT (mm)b 10.2 (2.2) 12.9 (2.2) 0.004

AWT (mm) 3.6 (0.7) 2.1 (2.5) 0.123

HR (bpm)c 72.0 (7.0) 85.0 (15.0) 0.013

CO (ml/min) 5889.5 (780.0) 5232.2 (2729.1) 0.246

EF (%) 62.8 (3.9) 40.7 (20.4) 0.009

M/V ratiob 10.2 (2.2) 0.8 (0.3) 0.002

RS (%)a,b,c 80.0 (17.6) 33.4 (32.4) 0.001

CS (%) −28.2 (14.6) −19.3 (14.6) 0.097

LS (%)b,c −14.2 (3.3) −7.3 (4.4) < 0.0001

AVA (cm2)d,e,f – 1.3 (0.3) –

E peak (ml/s)a 296.6 (77.8) 284.0 (202.5) 0.048

A peak (ml/s) 225.0 (49.4) 163.7 (98.6) 0.110

E/A ratio 1.3 (0.3) 1.0 (1.2) 0.277

a healthy versus mild AS; b healthy versus moderate AS, c healthy versus severe AS; d mild vs
moderate AS; e mild versus severe AS; fmoderate versus severe AS

3.3 Statistical Analysis

Statistical analysis was executed using the IBM SPSS Statistics (Version 22) statis-
tical software. Data was tested to be not normally distributed for 2/17 parameters
using the Kolmogorov–Smirnov test. Therefore, all results were reported in median
(IQR) and the non-parametric Kruskal–Wallis test was used to compare the param-
eters between AS (as well as different severity) and control subjects as presented in
Table 1. A significance level of p < 0.05 was utilized as the threshold for statistical
significance.

4 Results and Discussion

Table 1 shows the demographic data and LV functional parameters of both healthy
and AS cohorts. We found that ESV, LVmass, Max EDWT, M/V ratio and HR of the
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Fig. 2 The scatter plot of E/A ratio versus EF for different severities of AS groups (mild, moderate,
severe) and healthy cohorts (as the reference). The dotted line represents the reference boundary
of EF = 50% (vertical) as a cutoff to decide systolic abnormality whereas E/A ratio = 1 and 2
(horizontal) as a cutoff to decide diastolic abnormality. AS patients with LVH are indicated by
square icon. The patients labeled with alphabets (a)–(e) are further explored in Table 2 in the form
of bulls eye diagram

AS cohort showed significantly greater values as compared against healthy cohort.
Generally,AScohortwith reducedEFwere often observedwith increasedmyocardial
mass and significant degradation of myocardial strain (i.e. RS and LS). For diastolic
function, there was a significant reduction (p= 0.048) of E peak (284.0(202.5) ml/s)
compared with healthy cohort (296.6 (77.8) ml/s). The AVA of severe, moderate,
and mild AS was 0.7(0.3) cm2, 1.3(0.1) cm2 and 1.9(0.1) cm2, respectively. Overall,
significant difference was observed when mild AS have lower E peak; moderate AS
have relatively greater LVM, Max EDWT and M/V ratio as well as deterioration of
RS and LS; severe AS have higher HR and deterioration of RS and LS compared
against healthy cohort.

Additionally, 38% (n = 5) AS patients were identified to have LVH. Figure 2.
illustrates the correlation between E/A ratio versus EF of the study population. A
threshold line was plotted on x-axis indicating 50% EF to separate patients with
normal (EF>50%) and abnormal (EF<50%) systolic function [7].Another threshold
line (y = 1, y = 2) was plotted for E/A ratio to distinguish diastolic dysfunction.
7/8 of the AS patients without LVH have reduced EF (<50%). Generally, 8/13 AS
patients were determined with diastolic dysfunction (i.e. E/A ratio < 1 or ≥ 2).
One of the AS case had missing A wave and their diastolic dysfunction could not
be determined, therefore indicated by E/A ratio = 0. For AS with LVH, 3/5 have
preserved EF > 50%; one with moderate AS had abnormal EF < 50% (Fig. 2c) and
one with hyperdynamic LV had EF > 75% (Fig. 2e).

The regional end-diastolic wall thickness and absolute wall thickening of some
of these patients (with and without LVH) were further explored through a bulls
eye diagram and other related functional parameters as depicted in Table 2. Many
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variations were observed among AS patients in terms of their LV structures and
functions. ASwith LVHwere characterized bymaximumEDWT≥ 11mm.Different
variations of EF (reduced, preserved and hyperdynamic) inASwith LVHwere shown
in (c), (d) and (e) of Table 2. Abnormalities in LV systolic function was observed
in both moderate AS patients with and without LVH as determined from their low
EF of 37.8% and 27.0% (Table 2 (b) & (c)). The deterioration of AWT, RS and
LS were noted in these patients resulting in reduced EF. These AS groups had E/A
ratio ≥ 2 which indicates the presence of Grade III diastolic dysfunction/restrictive
filling phase [11]. Restriction in filling of the heart is the characteristics in this
severe form of diastolic dysfunction that could lead to heart failure. Additionally,
the moderate AS patient without LVH (b) was also found to have tachycardia (high
HR = 126BPM). In contrast, severe AS patient (d) had concentric LVH, showing
preserved EF with increased max EDWT, EDV and LVM that is believed to be due
to adaptive response of myocardial hypertrophy. Comparing patients (c) and (d), we
observe extreme difference in their functional measurements. Patient (c) showed low
wall thickening (majority blue colour segments) with concomitant enlargement of
EDV, asymmetrical EDWT and high LVM that likely indicates eccentric LVH with
LV wall hypokinesia and dilatation. Patient (e), on the other hand, shows intense
wall thickening (red colour about the apical and apex region in AWT bulls eye
diagram), leading to extremely high EF values of 85.4%. This particular patient
exhibits concentric remodelling characteristics with small LV chamber (i.e. small
EDV), hyperkinetic LV wall and normal diastolic function.

This study demonstrates that deterioration of myocardial strain (especially RS
and LS) were significant in AS patients (with and without LVH) while compared
against the healthy cohorts (RS: 33.4(32.4)% vs. 80.0(17.6)% and LS: −7.3(4.4)%
vs.−14.2(3.3)%). These condition causes reduction of EF contributing to LV systolic
dysfunction. The results were consistent with Lamb et al. [5] findings of impaired
radial and longitudinal functions that reduced EF (<50%) in AS patients. Diastolic
dysfunction inAS characterized byE/A ratio < 1 or≥ 2was verified inmostmoderate
cases. Although concentric hypertrophy is the most common form of remodelling
developedbycardiac structure in response to elevatedpressure afterload inAS, eccen-
tric hypertrophy could also develop due to volume overload resulting in LV dilation
[1]. Eccentric hypertrophy was spotted in a moderate AS case in our study which is
known as one of the major contributing factors of severe diastolic dysfunction that
goes along with Lamb, et al. [5] findings.

Besides this, the present study indicates that LV systolic and diastolic functions
are independent of severity which is in agreement with Steine et al. [12] although
both LV dysfunctions can develop simultaneously in AS patients. The inability of
the myocardium to contract (systolic) and relax (diastolic) would lead to heart failure
in the former, and passive filling of the LV, causing angina, dyspnea, and pulmonary
congestion in the latter if left untreated [1]. The present study also shows that all
AS patients have relatively higher HR and LVM as compared to the healthy cohort.
However, no correlation was observed between E/A ratio and the severity of AS
cohort and not all AS patients develop LVH. This is in line with the recent findings
of Rader et al. [3] and Kupari et al. [6] that the compensatory effect of hypertrophy
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is independent of the severity of AS. Majority of AS with LVH was identified in
moderate and severe AS patients in this study. The presence of LVH/remodelling
in AS comes with benefits and drawbacks which is supported by several studies,
suggesting that LVH may not necessarily an adaptive response but in fact could be
maladaptive to AS [4, 7].

5 Conclusion

Present study developed an in-house 3D + time personalized LV model assessment
with the implementation of registration technique to facilitate visual and quantita-
tive analysis on AS patients using cardiac MRI imaging. In this trail, AS patients
demonstrates that diastolic dysfunction does not correlate with the severity of AS.
Majority of the AS patients can be differentiated from healthy cohort by reduced EF
as well as increased LVM apart from narrowed aortic valve area.

Acknowledgements This study was supported by Universiti Malaya Faculty Research Grant
(GPF053B-2020).
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Development of Automated Segmentation
of the Thigh Muscles from Dixon MRI
for Fat Fraction Quantification
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Abstract Sarcopenia, an age related condition is associated with decreased in lean
muscle mass and increased in muscle fat. As a result, there is a decline in muscle
strength and function in older adults. Diagnosis can be performed using bio-electrical
impedance analysis (BIA) though accuracy is influenced by factors such as age,
gender, hydration and ethnicity. Image based biomarkers have emerged as potentially
more objective for diagnosis and from several possiblemodalities,MRI is considered
a reference. In particular multiecho sequences for chemical shift imaging such as
the Dixon method can be used to enhance muscle and fat contrast and calculate
intramuscular fat (IMF) infiltration. In image based analysis, there is a need for
automation, specifically in the segmentation of the muscles. In this work, we propose
an automatic segmentation pipeline for a multipoint Dixon sequence. We evaluated
the method with a publicly available dataset and compared it with the ground truth.
We also demonstrated the method using local data from an MRI scan of the thigh
muscles of an older person. The results showed that the mean PDFF of the right thigh
muscle segmented by the proposedmethod correlates well with the mean PDFF from
the ground truth segmentation, with a correlation value of 0.877. Qualitatively, the
proposed method also produced a good segmentation of our local data. This suggests
that the proposed method of muscle fat quantification can be used in future studies.
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fraction · Sarcopenia
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1 Introduction

There is an increased interest in research related to sarcopenia due to the increased
number of older people worldwide. Sarcopenia is defined by the European Working
Group on Sarcopenia in Older People (EWGSOP) as a muscle disease rooted in
adverse muscle changes that accrue across a lifetime [1]. It has an impact on the
activities of daily living and may lead to further negative consequences in older
adults [2].

One of the criteria for the diagnosis of sarcopenia is low lean mass or low
percentage of muscle mass in the body. This can be measured clinically using bio-
electrical impedance analysis (BIA) that estimates the body’s fat and muscle mass
based on its’ resistance (impedance) of aweak electric current.However, this estimate
is influenced by several factors such as age, gender, hydration and ethnicity [2]. This
together with the variability of definitions of sarcopenia can affect its’ diagnosis.
Hence several imaging biomarkers have been researched which are more objec-
tive. The imaging modalities that can be used are dual-energy X-ray absorptiometry
(DXA), computed tomography (CT), ultrasound and magnetic resonance imaging
(MRI). DXA can be used for evaluating body composition (BC) more objectively
than BIA though it is limited in assessing muscle quality (muscle fat infiltration) and
can still be influenced by the individual’s hydration status.

For lean mass estimation of certain muscles, from the other modalities, the cross-
sectional areas (CSA) of the muscles can be found. CSA can still be an indication
of body composition [1, 3]. Between those three cross-sectional imaging modalities,
MRI is considered to be the reference for non-invasive assessment [2, 4]. Using a
multiecho sequence for chemical shift imaging such as the Dixon method, muscle
and fat contrast can be enhanced in imaging and hence intramuscular fat (IMF)
infiltration can be quantified.

In image based diagnosis, there is a need for automation, in particular for the
segmentation of the muscles and other tissue from the images [5]. In this work, we
propose an automatic segmentation pipeline for a multipoint Dixon sequence. The
proposed method only requires a selected image slice and no subsequent interaction
as it is automated. Section 2 describes the proposed method in more detail and the
evaluation methodology. We present the results and discussion in Sect. 3. Finally,
we conclude with suggestions for future directions in Sect. 4.

2 Methodology

Our proposed segmentation methodology is intended to be used on a mid-thigh
image slice from amultipoint Dixon sequence. As the scanning protocol at Universiti
Kebangsaan Malaysia Medical Centre (UKMMC) is to perform an MRI scan of the
right thigh, we only apply the proposed method on the right thigh. We describe this
in more detail in Sect. 2.1 and the evaluation in Sect. 2.2.
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2.1 Processing Pipeline

From a multipoint Dixon sequence, we use both the derived water (IW ) and fat (IF)
images for muscle segmentation. The Otsu method [6] was use to automatically
define a threshold for each image. Connected component analysis was then used on
the thresholded image to select the two largest components corresponding to each
thigh. The resulting initial segmentations are as shown in Fig. 1.

The water image segmentation (W) may still not isolate the thigh muscles accu-
rately as it may include high intensity pixels which corresponds to the skin surface.
Therefore we remove the pixels which from the fat image segmentation (F) to get a
resultant muscle segmentation (M). This can be represented by Boolean operations
as in Eq. (1) below:

M = W&(!F) (1)

Connected component analysis is then applied to the resultant muscle segmenta-
tion (M) to obtain two largest components corresponding to each thigh. This muscle
segmentation is shown in Fig. 2.

The last step is to calculate the intramuscular fat (IMF) infiltration which is
represented by the proton density fat fraction (PDFF) within the segmented thigh
muscle region of interest (ROI). For each pixel i, the PDFF image (IPDFF) is obtained
according to Eq. (2) below:

I P DFF(i) = I F(i)/(IW (i) + I F(i)) (2)

where IW and IF are the corresponding water and fat images (i.e. their intensities).
As our assessment is only done on the right thigh, from the segmentation in Fig. 2
we only select the right thigh muscles as the ROI. This ROI displayed in the PDFF

(a) Water image segmentation (b) Fat image segmentation 

Fig. 1 Initial segmentations of corresponding a water and b fat image slices. The segmentations
are indicated by the red outlines and correspond to high intensity regions in the images
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Fig. 2 Final muscle
segmentation shown as a red
outline on top of a water
image slice

image is as shown in Fig. 3. The mean and standard deviation of the PDFF is then
calculated within this ROI.

Fig. 3 Right thigh muscle
ROI shown as a red outline
on top of the corresponding
PDFF image
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2.2 Evaluation

For evaluation, we used our proposed methods on all the images from the MyoSeg-
menTUM reference dataset [7]. In brief, this dataset consists of Dixon MRI of 15
volunteers and 4 patients. Three of the volunteers underwent three repeated scans
each, hence in total there are 25 scans. 6-point Dixon was acquired for each scan
with various values of TR/TEmin/�TE and field of view. The voxel size used for our
analysis is 1× 1× 4 mm3. The MyoSegmenTUM dataset includes manual segmen-
tations of the Quadricepts (Q), Sartorius (S), Gracilis (G) and Hamstrings (H). Since
our proposedmethod considers the thighmuscles as a whole, we combine themanual
segmentations into a single ground truth (T) for each subject. The ground truth is
thus represented by the Boolean operations in Eq. (3) below:

T = Q + S+ G + H (3)

We thus compare the PDFF calculated within our segmented ROI (Fig. 3) with
the PDFF from the same slice within the ground truth. As mentioned in Sect. 2.1
above, we focus on the right thigh for our work.

As a proof of concept, we also apply the proposed method to an acquisition from
a participant at Universiti Kebangsaan Malaysia Medical Centre (UKMMC). The
acquisition protocol consists of a T1 scan with a reconstructed voxel size of 0.6875
× 0.6875 × 6.75 mm3 and a multipoint Dixon scan with a reconstructed voxel size
of 0.9375 × 0.9375 × 6.75 mm3. The T1 image was rigidly registered to the Dixon
image using NiftyReg [8]. Only the right thigh was scanned.

3 Results and Discussion

Following the evaluation methodology as outlined in Sect. 2.2 above, for a selected
slice in each scan from the MyoSegmenTUM dataset, we automatically segment the
thigh muscles and find the mean PDFF within the segmented ROI. We the compare
this against the mean PDFF of the same slice within an ROI defined by the combined
ground truth segmentation (T) as defined in Eq. (3) above. Figure 4 shows a scatter
plot of both quantities with the mean PDFF from the proposed method along the
x-axis against the mean PDFF from the ground truth segmentation along the y-axis.
A linear fit is also shown as a green line.

Despite the difference in the segmentation methodology (whole thigh vs four
compartments of the thigh with the exclusion of Adductor muscles), from Fig. 4 we
can still see a linear correlation between the mean PDFF from the ROI segmented
by the proposed method with the mean PDFF from the ground truth segmentation.
Quantitatively, the correlation has a value of 0.877 as measured by the Pearson
correlation coefficient.
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Fig. 4 Mean PDFF of the right thigh muscle ROI segmented by the proposed method against the
mean PDFF from the ground truth segmentation of the same slice for all 25 scans. A linear fit is
shown as a green line

Asmentioned in Sect. 2.2 above, we applied the proposedmethod on imaging data
from a volunteer at UKMMC. The segmentation results of the water and fat images
are as shown in Fig. 5. Qualitatively, it can be seen that they are well segmented. In
this case, there is no further processing needed for the water image segmentation,
though the fat image segmentation can be used to delineate the thighs.

(a) Water image segmentation (b) Fat image segmentation 

Fig. 5 Segmentations of corresponding a water and b fat image slices of the volunteer. The
segmentations are indicated by the red outlines and correspond to high intensity regions in the
images
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(a) PDFF image (b) T1 image 

Fig. 6 The thigh muscle ROI shown as a red outline on the corresponding a PDFF and b registered
T1 image slices of the volunteer

Figure 6 on the other hand shows the segmented muscles on top of the PDFF and
registered T1 image slices. For the PDFF image, we use the thigh segmentation to
remove noise outside of the thighs.

From Fig. 6, the mean PDFF within the ROI is calculated to be 8% which is
within the normal range. On the other hand, Fig. 6b shows that the T1 image is well
registered, although this can be improved with deformable image registration.

4 Conclusion and Future Work

We have evaluated the proposed method on the publicly available MyoSegmenTUM
dataset and achieved a high correlation of mean PDFF from our segmented ROI
with the mean PDFF of the ground truth segmentation. We have also demonstrated
the method on a participant’s imaging dataset with good segmentation of the thigh
muscles.We intend to use this proposed method for muscle fat quantification in older
adults with sarcopenia in future studies.

Acknowledgements This study is supported under grant no. NN-2019-098.
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Longitudinal Assessment of Optical
Properties in Early Demineralization
of Enamel Using pH Cycling Model
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Abstract Over the decades, examination of caries lesion has been performed
conventionally by visual assessment where assessment methods such as ICDAS,
and Nyvad Criteria were used as a reference to determine the severity of the caries.
However, the conventional dental diagnosis was unable to detect early demineral-
ization accurately due to the indistinct physical appearance of caries lesions at early
stage. The objective of this research is to study the ability of optical coherence tomog-
raphy (OCT) in diagnosing early demineralization of enamel layer without involving
ionizing radiation. Sound human molar teeth samples were subjected to pH cycling
for 3, 7, 14, 21 and 28 days to induce caries at the region of interest. Samples were
scannedusingOCT to assess the progression of demineralization,whereby the optical
mean attenuation coefficient for each of the samples were extracted and compared.
We found that the normalized mean attenuation of samples increased with the length
of pH cycling, i.e. 1.33, 1.52 and 1.79 for 3, 7, and 14 days of pH cycling. The changes
could be due to the increase of porosity in enamel layer. Irregular trend started to
occur after 14 days, where to the normalized attenuation coefficient decreased on day
21 and then increased again on day 28, i.e. 1.46 and 1.65 respectively. Hypermin-
eralization was suspected to happen after 14 days of pH cycling, causing irregular
mineral concentration on the tooth surface. This study shows the potential use of
optical properties from OCT system to detect early demineralization of the tooth.

Keywords Optical coherence tomography · Human teeth · Attenuation
coefficient · pH cycling · Demineralization
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1 Introduction

Microstructures and mineral composition of human teeth vary with the intraoral
condition and are influenced by food intake, hygiene measures, and health condition.
Consumption of food with excessive acid and sugar content, and xerostomia condi-
tion (low salivary flow in the intraoral) can lead to the formation of caries lesions
on teeth. Caries lesions occur when demineralization process is initiated on the
enamel or dentin layer by acids produced by cariogenic bacteria during metabolism
of fermentable carbohydrates. Demineralization is supported by conditions such as
low pH value and reduced salivary buffering capacity which is conducive for the
growth of cariogenic bacteria. This condition eventually results in an imbalanced
growth of cariostatic and cariogenic bacteria and leads to a shift in the equilibrium
to initiate demineralization on the outer surface of teeth [1]. Demineralization is an
irreversible process of removing some of the mineral in the enamel or dentin layer
of the tooth and is mainly due to the lack of oral hygiene measures. In the clinical
diagnosis of the severity of caries lesion, the conventional method based on visual
assessment seems to be quite unreliable and perhaps even ambiguous due to the
subjective nature of the measure and different opinions from clinicians of varying
experience levels.

Caries lesions occur when demineralization is initiated on enamel by acids
produced by cariogenic bacteria during metabolism of fermentable carbohydrates. If
left undetected, the lesions can extend from enamel to dentine, which is the second
layer of tooth structure. It is clinically challenging to detect or monitor early caries
lesions on enamel using visual inspection. Optical coherence tomography (OCT) has
seen broad applications in dentistry and has been used to image both dental hard and
soft tissues. OCT is a non-destructive imaging system that can utilize near-infrared
(NIR) light to produce depth-resolved images in dental enamel. Demineralization
in enamel cause significant scatter of NIR light, and OCT measures this increase in
backscatter intensity. It can therefore be utilized in an objective manner to detect and
quantify early caries lesions in enamel and monitor the progress of these lesions.

2 Literature Review

Early caries is defined as the start of demineralization on the surface of enamel.
Severity of this lesion can be determined using two visual assessment methods,
known as ICDAS and Nyvad [2–4]. However, visual assessment of caries has a high
inter-rater variability as the physical appearances of early carious lesions are subtle
and can easily lead to misclassification. Thus, a new efficient and effective method
is desired for a better lesion diagnosis at all levels of severity.

One of the non-invasive technologies that is proposed as a diagnosis tool in caries
assessment is optical coherence tomography (OCT). OCT is an optical imaging
modality which uses low-coherence near infrared light to obtain real-time images
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of tissue sample with excellent spatial resolution in microns. Low-coherence light
that is generated by a laser or superluminescent diode is split at the beam splitter to
incident on the two arms (sample and reference arms), which are then recombined as
interference fringe patterns at the beam splitter. The reflected signal gathered from
a raster scan of the specimens are used to form cross-sectional and 3D images [5].
Different sample compositions and surfaces result in different images due to the
different light scattering properties of the samples.

The purpose of this study, which is part of a larger study, is to use OCT to track
progression of early enamel caries, induced using the pH cycling model. Although
there are previous studies [6] which have documented the optical changes in early
caries lesions, the present study specifically tracks longitudinal changes in mean
attenuation of early caries lesions over different time points. OCT was applied to
early caries lesions, mainly demineralization in enamel which could potentially pave
for more evidenced-based diagnosis and treatment management.

3 Materials and Method

3.1 Sample Preparation and Caries Induction

Three sound molar teeth used in this study were obtained from dental clinics around
Klang Valley, Kuala Lumpur, Malaysia. The teeth were sectioned into half using the
Micracut machine and subjected to pH cycling. Each sample was colored using red
nail polish (Revlon) except for a window of 4 mm× 4 mm square which was treated
as region of interest (ROI) for OCT scanning. Only this window was exposed for the
induction of artificial lesion. The exposed window was induced with artificial caries
lesion and subsequent OCT scanning for tracking of caries lesion (Fig. 1).

The artificial caries lesion was induced using pH cycling method to mimic the
intraoral condition which involves demineralization and remineralization processes
alternately. The pH cycling model used in this research, referred to as modified
Featherstonemodel [7] involved immersing all samples in a demineralization solution
containing 2.0 mM calcium nitrate tetrahydrate, 2.0 mMmonopotassium phosphate,
75.0 mM acetic acid and sodium hydroxide which was maintained at pH 4.5 for
6 h. After demineralization, all samples were immersed in remineralization solution
containing 1.5 mM calcium nitrate tetrahydrate, 0.9 mMmonopotassium phosphate,
130.0 mM potassium chloride, 20.0 mM sodium cacodylate and hydrochloric acid,
whichwasmaintained at pH7.0 for 17.5 h.Thedemineralization and remineralization
procedures were alternated and repeated up to 14 days. In between, half an hour was
allocated to change the solution and to scan the samples using OCT. The OCT scans
were performed prior to pH cycling (to obtain baseline measurement) and at days 3,
7 and 14 of pH cycling.
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Fig. 1 Tooth sample was colored with red nail polish leaving a 4 mm × 4 mm square window
(right). The tooth sample was molded into epoxy resin for positioning, inducing of caries and
scanning under the OCT (left)

3.2 OCT System and Image Acquisition

OCT images over the ROI were acquired using Thorlabs OCS1300SS swept-source
OCT (SS-OCT) system (Thorlabs, USA). The OCT system used superluminescent
laser diode (SLD) with central wavelength at 1300 nm, and 10mWoutput power. The
axial scan rate was 16 kHz with the imaging speed of 25fps, and maximum imaging
depth of 3 mm. Images of 800 × 800 × 512 pixels over an area of 4 mm × 4 mm
were generated with transverse resolution of 25 µm, and axial resolution in air and
water of 12 µm and 9 µm, respectively.

3.3 Extraction of Optical Properties

Optical attenuation coefficient of each tooth sample was extracted computationally
(Fig. 2). Specifically, the OCT images in linear scale were converted into logarithmic
scale, covering signal intensity from5dB to−40dB. Surface of the tooth sampleswas
detected using Canny edge detector and median filtering was used to remove erro-
neous spikes. B-scan of the OCT images was subsequently smoothened by averaging
every 5 adjacent A-scans using a sliding window. Least square fitting was performed
on each average A-scan at 100 µm to extract regional attenuation coefficient µ of
the samples z using Beer-Lambert Law equation (Eq. 1) [8] as follows:

I n I (z) = −2z + C (1)

where I(z) represented the depth dependent backscattered signal intensity and C is
the initial value of reflection or incident signal intensity (surface peak). The fitting
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Fig. 2 a The OCT B-scan of a tooth, b surface of the tooth was detected using Canny edge detector
and filtered with median filtering to remove erroneous spikes, c least square fitting was performed
on each average A-scan to extract regional attenuation coefficientµ of the samples z. The fitting was
indicated by the green line in both OCT image and the graph. d Surface map of mean attenuation
coefficient. Colorbar represent the mean attenuation coefficient (mm−1). A.U. stands for arbitrary
unit
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depth was set was across 100 µm depth from the surface (empirically determined as
the depth of enamel layer). The fitting was performed on all A-scans within the 3D
volume to produce surface maps color-coded with regional attenuation coefficient
for each sample. The mean attenuation coefficient was then computed across the
ROI for each duration of pH cycling. Since each tooth sample may have different
demineralization conditions before pH cycling, the relative changes of this coefficient
(µR) with respect to baseline attenuation (Eq. 2) were therefore reported to reflect
the changes that have occurred longitudinally with caries induction.

µR = µpH cycling

µbaseline
. (2)

4 Results and Discussion

Figure 3 illustrates that the average ratio of mean attenuation coefficient to the base-
line, µR for all samples showed an increasing trend from day 0 to day 14 of pH
cycling. Attenuation coefficient of the signal before pH cycling process was lower
compared to days 3, 7, and 14 of pH cycling, and this is consistent with the results
obtained by Ueno et al. 2016 and Chan et al. 2015 [9, 10], whom have shown the
increase of sample scattering with the progression of caries. The changes in the scat-
tering properties could be due to the changes in the porosity of the enamel layer as a
result of the loss of mineral density during the demineralization and remineralization
process [10]. When the porosity of the enamel layer increases, the microstructure of
the enamel layer is altered, producing distant gaps and larger opening of transverse
rods in between from significant mineral loss [11, 12]. Larger opening rods may have

Fig. 3 Graph of average ratio of mean attenuation coefficient of each sample to the baseline, µR
against the duration of pH cycling
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increased multiple scattering of incident light, which causes more signal attenuation
(less penetration depth) in the enamel layer, therefore the detection of higher attenu-
ation coefficients through the system [13–15]. The demineralized region was shown
as the region with higher signal intensity and therefore can be distinguished as the
whitish region in the OCT images. However, an irregular trend was shown after day
14 of pH cycling where the µR started to decrease on day 21 and increase again on
day 28 of pH cycling.

Hypermineralization was suspected to happen after 14 days of pH cycling where
a complex structure was formed on the tooth surface. Mineral composition started
to build up from the outmost layer towards the dentin-enamel junction (DEJ) with
the inner part remained porous. As the teeth samples undergo a continuous cycle
of demineralization and remineralization in a controlled environment, it formed a
layer of hypermineralized enamel at the surface. The hypermineralized layer at the
surface can serve to prevent further diffusion of acidic solution into the body of the
carious lesion and thereby preventing further demineralization of body of lesion.
This explains how caries lesions are arrested intraorally. However, as the samples
were subjected to further demineralization, the hypermineralized layer tend to be
dissolved, leading to increased porosity and easier pathway of diffusion of acidic
solution. Under such circumstances, there will be advancement of demineralization
of body of lesion and increased porosity. OCT signal could still travel through part of
the porous region but attenuated more at hypermineralized region. This phenomenon
could potentially explain the reduction in signal attenuation between day 14 and 21,
postulating the formation of hypermineralized layer at the surface of the enamel.With
the further immersion of samples in remin-demin solution, progression of caries in
body of lesion can be reflected from the increase in signal attenuation between day
21 and 28.

Albeit the increasing trend, the changes of attenuation coefficient are small from
one time point to another, showing that the caries induction through pH cycling
occurs at a slow rate [13].

5 Conclusion

During pH cycling, demineralization and remineralization processes took place alter-
nately which results in mineral composition alteration in the enamel layer. The
average ratio ofmean attenuation coefficient to the baseline for each sample increases
from day 0 to day 14 of pH cycling. The changes in signal attenuation could be due
to the increment in porosity level resulted from the demineralization process during
pH cycling. Thus, it is shown that OCT system has the potential to be used for the
detection and follow-up assessment of early tooth demineralization by assessing the
optical properties of the tooth.
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Investigate the Velocity Difference
Between MRI Measurement and CFD
Simulation on Patient-Specific Blood
Flow Analysis
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Abstract This paper tends to investigate the velocity difference between magnetic
resonance imaging (MRI) measurement and computational fluid dynamics (CFD)
simulation on patient-specific blood flow analysis. Three patients diagnosed with
particular cerebral aneurysms are involved in the current investigation. The raw
image data from patients have been processed through image segmentation formodel
reconstruction using several threshold coefficients, Cthres from 0.2 to 0.6 according
to the threshold value determined using threshold determination method. Besides,
the velocity profile is extracted from the MRI measurement and applied in the inlet
boundary condition setup. Meanwhile, pressure-fixed (P-fixed) approach is applied
at all the outlets prior to CFD simulation. Based on the comparison made between
the MRI measurement and CFD results, the model geometries reconstructed with
threshold coefficients, Cthres of 0.3, 0.4, and 0.5 are considered to be the optimized
model geometries which have shown significantly small velocity difference between
0.3% and 12%, in term of average velocity among themodel geometries of respective
patient. The results also depict that the artery branch and the bifurcation regions,
which are subjected to high velocity concentration could be the hemodynamics factor
contributing to cerebral aneurysm growing and rupturing.
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1 Introduction

Based on the advancement of medical imaging technique, magnetic resonance
imaging (MRI) has been extensively applied in the current trend due to its unre-
stricted three-dimensional (3D) anatomical coverage image. Furthermore, MRI can
provide the image of velocity flow field noninvasively. The flow velocity of blood,
particularlywithin the blood vessel can be extracted fromMRImeasurement for qual-
itative analysis concerning physiological blood flow pattern on particular subject [1,
2]. From the PC-MRI images, it is possible to calculate velocity from the extracted
data, however it produces high error in measurement during the image smoothing
process as the images are usually produced in low resolutions [3–5].

However, the limited spatial and temporal resolutions ofMRI image datamake the
hemodynamics analysis less accurate [2, 6, 7]. Thus, computational fluid dynamics
(CFD) simulation is recognized as an alternative in predicting behaviour or physio-
logical blood flow patterns in various vascular models, especially in cardiovascular
models [4, 8] and cerebrovascular models [7, 9–15]. The research frameworks avail-
able nowadays infuse the velocity profiles fromMRI measurement in the CFD simu-
lation [5, 13] and the studies concluded that this approach is effective in obtaining
physiological blood flow pattern in determining hemodynamics factors contributing
to cerebral aneurysm growing and rupturing.

The current study aims to present the differential percentage, in term of velocity
among MRI measurement and CFD simulation through the model geometry recon-
structed with systematic image segmentation procedure on patient-specific cerebral
aneurysm. The optimized model geometries which best represent the blood flow
pattern and hemodynamics factor contributing to the cerebral aneurysm growing
and rupturing have been identified, this approach tends to provide evidence to the
medical industry in targeting the diagnosis and treatment of patient-specific cerebral
aneurysm as well as to alleviate the cases of cerebrovascular diseases.

2 Methodology

2.1 Model Geometry Reconstruction

The present investigation constitutes of three male patients of 48, 58, and 65 years
old diagnosed with cerebral aneurysms. All the patients had undergone both bi-
plane digital subtraction angiography (DSA) and magnetic resonance imaging
(MRI) screening at radiology department, Hospital Universiti Sains Malaysia
(HUSM),HealthCampus,KubangKerian,Kelantan. TheDSA imageswere captured
using Siemens Artis Zee Angiography Biplane (Siemens Healthineers, Erlangen,
Germany) with image projection voxel matrix of 512 × 512 and voxel size of
0.48 mm3, however the MRI images were captured using Philips Achieva 3.0 T
MRI system (Philips Healthcare, Best, The Netherland) with image projection voxel
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matrix of 512 × 512 and voxel size of 1.0 mm3. The details of the acquired medical
image data are listed in Table 1.

The model reconstruction was performed on DSA image data through image
segmentation with several threshold coefficients, Cthres such as 0.2, 0.3, 0.4, 0.5,
and 0.6 using threshold determination method [2, 16, 17]. There were five patient-
specific cerebral aneurysm model geometries reconstructed from each patient model
using AMIRA™ 2019.3. In other words, 15 model geometries were reconstructed
in total and smoothing procedure was performed on the model geometries with stan-
dardized smoothing factor of 0.5 without compromising the local or global geometry
configuration. The reconstructed cerebral aneurysmmodel geometries of each patient
are illustrated in Fig. 1. The model geometry from Patient 1 at threshold coefficient,
Cthres of 0.6 is excluded from the current investigation as the geometry configuration
is out of shape and there is branch dislocation [2, 18] as indicated at the circle.

Table 1 Details of acquired image data with respective patient

Patient Age (years old) Aneurysm location Aneurysm size (mm)

1 48 MCA 3.0 (AP) × 4.0 (W)

2 58 ICA 4.2 (AP) × 4.1 (W)

3 65 IC-PC 5.1 (AP) × 1.1 (W)

MCA middle cerebral artery, ICA internal carotid artery, IC-PC internal carotid-posterior commu-
nicating, AP anteroposterior, W width

Fig. 1 Model geometries of patients with respective threshold coefficient, Cthres
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Fig. 2 Velocity profile curve in one cardiac cycle

Table 2 Inlet velocity extracted from MRI measurement in one cardiac cycle

Patient 1 2 3

Vinlet (m/s) 0.2117 0.1723 0.2511

2.2 Velocity Profile Extraction

The velocity profilewas extracted fromMRImedical image data of each patient using
ImageJ software.MRI image data was inputted at themultivolume explorer, which is
an extension in the ImageJ software for extracting the inlet velocity profile curve in
one cardiac cycle. Figure 2 shows an example of the velocity profile curve extracted
in one cardiac cycle while Table 2 presents the inlet velocity, Vinlet extracted from
the MRI measurement. It is noted that the inlet velocity, Vinlet at the peak systole is
taken into account for inlet boundary condition setup as it is the maximum velocity
which tends to cause the rupture of cerebral aneurysm [19–21].

2.3 Computational Fluid Dynamics (CFD) Simulation

The present simulation was performed at CFD solver, ANSYS Fluent 16.2. The conti-
nuity and Navier–Stokes equations [2] were employed at computational domain, �́
as follows:
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Table 3 Parameters for blood flow [2]

Parameter Viscosity
(Pa s)

Density
(kg/m3)

Temperature
(K)

Specific heat
(J/kg K)

Thermal
conductivity
(W/m K)

Value 0.0035 1060 310 3513 0.44

∂ui
∂xi

= 0 (1)

ρ

(
∂ui
∂t

+ u j
∂ui
∂xi

)
= − ∂P

∂x j
+ μ

∂2ui
∂x j∂x j

+ fi (2)

in which ui , P , fi , ρ, μ, and ∂i j refers to the velocity in the ith direction, pressure,
body force, density, viscosity, and Kronecker delta, respectively.

The blood was treated as incompressible, laminar, and Newtonian fluid with the
parameters as listed in Table 3. The present simulation was performed in steady-state
and the only specific boundary condition set at the inlet was the inlet velocity, Vinlet

of respective patient as listed in Table 2 while for the outlet, the outlet pressure was
set according to pressure-fixed (P-fixed) approach, in which all the outlet pressures
were set to zero [19, 22] as follows:

p(i) = 0 for i ∈ [1, I ] (3)

where I refers to the quantity of outlet in total and p(i) is the corresponding outlet
pressure [19].

3 Results and Discussion

Figure 3 illustrates the MRI measurement and the results generated from the CFD
simulation of all patients in the current study. From the CFD simulation results, the
velocity flow fields have shown consistent agreement with the MRI measurement
qualitatively. There are certain parts (as indicated at the circle) of the velocity flow
fields are invisible or unclear from the MRI measurement as compared to the CFD
simulation results. This might be due to low spatial and temporal resolutions of the
MRI image data which tend to diminish the velocity flow field visualization [2, 17,
23].

Moreover, in the perspective of quantitative comparison, the average velocity
obtained from the CFD simulation results, VCFD,avg has good agreement with the
average velocity obtained from the MRI measurement, VMRI,avg . The lowest and
highest differential percentage of approximately 0.3% and 12%, respectively do exist
among the MRI measurement and CFD simulation results from respective patient
as tabulated in Table 4. The differential percentage might be arisen from the model
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Fig. 3 MRI measurement and CFD simulation results from each patient

Table 4 Quantitative comparison on respective average velocity obtained from MRI, VMRI,avg

and CFD simulation result, VCFD,avg

Patient VMRI,avg (m/s) VCFD,avg (m/s) Percentage difference (%)

1 0.1886 0.1678 (Cthres = 0.4) 11.6723

2 0.1886 0.1891 (Cthres = 0.5) 0.2648

3 0.1971 0.1839 (Cthres = 0.3) 6.9291

geometry reconstruction techniques [24–27] and image data resolution [23], in terms
of human and parallax errors.

It is noted that the magnitude of average velocity obtained from theMRImeasure-
ment and CFD simulation results does have correlationwith the threshold coefficient,
Cthres . Upon the validation between the model geometries among the same patient,
the optimized model geometries which have smallest differential percentage, high
visualization, and high consistency of hemodynamics flow pattern for Patient 1,
Patient 2, and Patient 3 are at threshold coefficient,Cthres of 0.4, 0.5, and 0.3, respec-
tively as compared betweenMRImeasurement and CFD simulation results. Besides,
the artery branch and the bifurcation regions are cultivatedwith high velocity concen-
tration, which have the tendency contributing to the cerebral aneurysm growing and
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rupturing. These findings have linear consensus as the previous research frame-
works concerning the infused approach of MRI measurement into CFD simulation
[5, 16, 19].

4 Conclusion

The present research work shows that the differential percentage, in term of average
velocity among MRI measurement and CFD simulation is still significant, in which
there is still approximately 12% of differential percentage found in the current
research framework. The optimized model geometries are found to be available at
threshold coefficient, Cthres of 0.3–0.5. Moreover, the artery branch and the bifur-
cation regions have the tendency contributing to the cerebral aneurysm growing and
rupturing.
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of Neuro-Salutogenic Landscape Stimuli
in Neighbourhood Parks: Theory-Based
Model for Stress Mitigation

Sharifah Khalizah Syed Othman Thani, Ng Siew Cheok,
and Hazreena Hussein

Abstract Salutogenesis works on a prospective basis by considering creating,
enhancing, and improving physical, mental, and social well-being. This research
aims to identify the best landscape stimuli that comply with the criteria of both cogni-
tive and salutogenic aspects for reducing stress. This research was conducted by first
developing the theory-based model and assessment checklist, followed by prelim-
inary studies that assessed18 parks in Klang Valley based on a neuro-salutogenic
landscape checklist. The results indicated that Taman Aman, Petaling Jaya recorded
the best neuro-salutogenic landscape stimuli with the highest score for all three
aspects of adaptive, restorative, and assertive elements. This research concludes an
interesting theory for design professionals about howneural potentials could explains
the specific human response to different design settings.

Keywords Salutogenic · Cognitive · Stress mitigation · Landscape stimuli

1 Introduction

Good community health is important for a resilient urban environment, and it is quite
clear that urban design plays a role in achieving this. The hustle-bustle of the city
lifestyle exposed city dwellers to the risk of developing stress, depression, and major
psychological issues compared to people who live in the countryside. Psychological
issues areworrisome especially in urban areaswhere it is possibly themore important
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source of a rising depression rate, and researchers believe that there must be notable
factors that relate mental states with quality of urban planning and design [1, 2].

Neuroscience is a branch of biological and scientific study that focuses on brain
function, including studying emotions and humanbehaviour that arises from the brain
and nervous system [3]. The study on neuroscience is widely associated with exper-
imental psychology and for areas such as mental health where cognitive and neural
data are necessary to examine brain-body-environment interactions. Specific neural
signals are observable according to what we are doing or feeling. Scientists believe
that there are five different types of human brainwaves where it changes depending
on what activities and emotional feeling we are having. The brainwaves move at
different speeds which comprises Gamma (>30 Hz), Beta (15–30 Hz), Alpha (8–
15 Hz), Theta (3–8 Hz), and Delta (0.5–3 Hz) [4]. Stress is positively correlated with
the Beta brainwave at the anterior temporal lobe of the brain [5]. Prolonged exposure
to a stressful environment could result in a high increased of spectral power in all
brain areas, which remained even in a rest mode [6]. Anxiety, sleep deprived, impul-
sive behavior, and over-arousal brain areas usually cause anger whereas insomnia,
attention discrepancy, and depression are usually linked to under-arousal of brain
areas. Therefore, for stress reduction the brain wave needs to be appropriate in a
state of arousal, where it is generally associated with the alpha band (resting state of
the brain).

Linking neuroscience to design practice will explain how their practitioners view
these two fields and how neuroscience studies can offer new knowledge for land-
scape architects in creating restorative environments. Thiswill foster a broader under-
standing of whether the aesthetics of landscape design is scientifically valuable and
to what extent it could stimulate positive brain functioning for stress mitigation.

2 Literature Review

2.1 Theorizing Salutogenesis Concept into Landscape
Environment

Aaron Antonovsky, a sociologist whose work concerned with stress, health and
well-being has come out with the term salutogenesis. His works looked into health
enhancing or creating health benefits [7, 8]. Antonovsky first introduced the saluto-
genic term and concept of Sense of Coherence (SOC) to the scientific world in 1979.
He describes the SOC as a person’s reflection of life and corresponds to stressful
circumstances [9].

The concept of salutogenesis was expanded further in the architectural and design
field by Dilani [10]. He developed the theory of salutogenic design, and his works
focused on design typologies of healthcare infrastructure globally. The salutogenic
design emphasized the strategies to promote the health and well-being of all users
[10, 11]. Therefore, the design usually more universal and inclusive of all age levels.
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Salutogenic design principles create a pleasant environment that stimulates the mind
towards enjoyment, satisfaction, and creativity to keep the inhabitants operate at
their greatest intensity. Maikov [12, 13] further expanded the salutogenic design
concept into the landscape perspectives by introducing the Emotional Character
Line Method (ECLM). The ECLM presented eight ‘garden rooms as a journey of
therapy’. Each garden room comprises elements and characteristics that match the
concept of salutogenic design and SOC theory. The salutogenic landscape properties
in each garden room include visual stimuli, sensory stimuli, natural elements, cultural
elements, and social spaces.

2.2 How Landscape Design Affect the Brain Activity

Research has identified that brainwave patterns are associated with all sorts of
emotional and neurological conditions. Several studies observed the association of
brain regions and mental processes with mindfulness and positive external stimuli
[14, 15]. The physical elements found in our surroundings strongly influence how
our brain operating the stimuli and correspond with the environment. Several studies
have observed that specific landscape designs could induce alpha and theta brain-
waves associated with mindfulness and mental recovery [16–18]. This could assist
professionals’ designers further in discovering the healing potential of those designed
spaces. Figure 1 shows how landscape design characteristics are associated with the
positive effect of brain activity.

Fig. 1 Characteristics of landscape that induce positive brain activity towards stress reduction.
(Source Authors)
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3 Research Methodology

This research was conducted in two steps. The first step involved desk study of
theoretical sources, secondary data from local authorities, and expert validation on
typologies of neighbourhood parks. They were used to propose a checklist of neuro-
salutogenic criteria for neighbourhood parks. The second step was site assessments
to identify neuro-salutogenic landscape stimuli at selected neighbourhood parks in
Klang Valley. Finally, the obtained data were analyzed using descriptive statistics.

3.1 Development of Theory-Based Model

A systematic literature review was conducted by searching four databases such as
SCOPUS, Web of Science, PubMed, and APA PsycINFO to develop the theory-
based model for neuro-salutogenic criteria. The systematic review helps identify the
landscape attributes that potentially stimulate cognitive function, the key aspects
of salutogenesis, and the characteristics of neuro-salutogenic stimulus in reducing
stress. The formation of the theory-based model was established on two aspects.
Firstly, the salutogenesis aspects and how it is being conceptualized in salutogenic
design. Secondly, the neurological aspects andhow the cognitive function is attributed
with the theory of SOC and landscape design.

A theoretical foundation based on literature findings proposed a theory-based
model of neuro-salutogenic landscape with three main mechanisms for stress miti-
gation: adaptive, restorative, and assertive (refer Fig. 2). The adaptive mechanism

Fig. 2 Theory-based model of neuro-salutogenic landscape stimuli in designing restorative
environment for stress mitigation. (Source Authors)
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highlights cognitive development as an essential aspect of adaptation. Through the
adaptive process, people would be able to adopt new behaviours that make them
better prepared to cope with the world. Restorative mechanism focuses on returning
a mentally exhausted person with heightened negative affect to a state in which
this response is reduced. The assertive mechanism is a balanced response that is
neither defensive nor offensive, and it relies heavily on self-confidence. Elements
that promote stimuli-driven attention could encourage the sensation and feelings of
a person and associate them with a sense of place.

3.2 Preliminary Site Assessment

The assessment checklist for site preliminary studies was developed based on the
aspects of the neuro-salutogenic landscape as proposed in the theory-based model.
Thekey landscape elementswere categorized accordingly tomeet the criteria of adap-
tive, restorative, and assertivemechanism, and to follow the quality of neighbourhood
parks criteria [19]. The assessment checklist was scaled based on a five-level Likert-
type scale (Very Poor (1), Poor (2), Fair (3), Good (4) and Excellent (5)) for each
factor. Five experts from local authorities and practice landscape architects validated
the typologies of neighbourhood parks and their characteristics. A representative
sample of 18 parks was assessed using the proposed checklist at selected neigh-
bourhood parks in this research. The preliminary site assessments were conducted
between 10 September and 12 October 2020.

4 Results and Discussion

4.1 Distribution of Neuro-Salutogenic Landscape Stimuli

The results presented that Taman Aman, Petaling Jaya recorded the highest scores
with 81 scores. This indicates that Taman Aman has the best neuro-salutogenic
landscape stimuli compared to other neighbourhood parks. Taman Western Park in
Setia Alam recorded the lowest score with only 45 scores. Other neighbourhood
parks recorded an average total of 60 accumulative scores based on three aspects
of adaptive, restorative, and assertive elements. In general, most neighbourhood
parks recorded the highest scores for adaptive features with an average of 23 scores,
followed by restorative elements with an average of 20 scores. Assertive elements
recorded the least score, with an average of 17 scores. This indicates that our neigh-
bourhood parks are highly adaptive, where the design emphasized the importance of
wayfinding and legibility to make people aware of their surroundings. These find-
ings support the study of Golembiewski [20], where it was observed that readable
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Fig. 3 Bar graph shows the distribution of neuro-salutogenic landscape scores for all neighbour-
hood parks

space and a clear sense of direction aid the capacity of mental process to screen out
distractions, hence promote fascination to cognitive memory.

The results revealed that onlyTamanAlamDamai,Cheras recordedhigher restora-
tive scores than the two elements compared to other neighbourhood parks. It was
observed that Taman Alam Damai’s comprises of many tall trees, shaded path, and
secluded seating spaces thanother neighbourhoodparks. The lowest score of assertive
elements in most of these parks suggests that the design of our neighbourhood parks
is still less emphasis on social cohesion and sensory stimulation despite having many
seating areas, play zones and open spaces. The findings justifyMalek [19] and Ujang
[21] where people hardly used the parks due to the low quality of park design, and
lacking a sense of place although parks could make people relax. From the findings
and observation during site assessments, it could be presumed that the design of our
neighbourhood parks is sufficient to serve as a community green space. However,
there is still lacking elements to bring out the emotions, and sense of place attachment
to its users. Figure 3 presented a bar graph of neuro-salutogenic landscape stimuli
distribution across the neighbourhood parks.

4.2 Key Elements of Neuro-Salutogenic Landscape Stimuli

It could be seen that themajority of the elements recorded a scores rangingbetween40
and 50 scores from the results. The highest scores were the elements of the path with
58 scores, followed by zones (55 scores), seating area (54 scores), and social spaces
(54 scores). Three elementswhich are landmarks (36 scores), cultural (29 scores), and



A Preliminary Assessment of Neuro-Salutogenic Landscape Stimuli … 467

historical elements (24 scores), recorded a significantly lower score thanothers. These
results indicate that adaptive elements such as path, zones, andwayfindingwere being
emphasized where it is majorly found in almost every neighbourhood park in this
study.Meanwhile, historical, cultural and landmarks that belong to assertive elements
were rarely found in the asssesments. These results indicate a lack of cultural and
heritage traits or distinctive features like landmarks being considered in the design
of our neighbourhood parks. On the contrary, Deng’s [16] study found out that
elements like the wooden walkway, sculptures, poetry walls, poems-engraved stele,
and decorative openwork windows received higher scores than roads and pavement
elements in landscape preference analysis by park users. The cultural traits were also
perceived as restorative attributes in their study, where people rated that rural farm
experience as significantly restorative than urban scenery.

These findings are interesting where it implies that the design of our neighbour-
hood parks is merely designed to comply with the needs for urban green spaces as
allocated by the local authorities. This justifies why most of the landscape elements
and design components in our neighbourhood parks are uniformly similar. This is
due to the lack of unique features or cultural elements representing the commu-
nity’s local identity. As the cultural background favours the relaxation score, and
affecting the individual’s restorative preferences [16], this is indeed time for our
design professionals to consider the significance of socio-cultural components in
designing neighbourhood parks. Hence, it serves as green spaces and places where
people might find emotional comfort during their visit to the parks. Figure 4 shows
the variation of key elements that represent the neuro-salutogenic stimuli.
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5 Conclusion

Based on the theory-based model, it could be concluded that most of the elements
observed at the neighbourhood parks reasonably comply with the characteristics of
neuro-salutogenic landscape stimuli. Nevertheless, as a whole design, most neigh-
bourhood parks are still inadequately portraying the excellent model of neuro-
salutogenic landscape design for mitigating stress. Although the findings are prelim-
inary, however, it revealed that our neighbourhood parks’ design strongly focuses on
the physical and aesthetical aspects than the behavioural aspects such as the socio-
cultural aspects and identity of the local community. In the future, design profes-
sionals might find that it is essential to incorporate sensory, cultural or heritage
elements, and distinctive features that bring pleasure to connect a person’s emotions
with the surroundings.
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Abstract Radiotherapy (RT) is the use of radiation to treat diseases in particular
cancer. Recent advancements of imaging in RT and improved precision in treatment
delivery require extensive training among the team. A good training approach need to
be applied which aims to equip healthcare practitioners with a combination of essen-
tial understanding, clinical professional skills and technical competencies. This will
provide accurate, precise and effective RT delivery. However, the expensive nature of
high energy RT delivery systems and rapid introduction of new technology has until
recently made their use in an academic training environment unfeasible. Augmented
reality (AR) platforms, which can be run on mobile devices today constitute a possi-
bility for academic training at lower cost. This paper describes the development of
a proof of concept for an Android based device. We showed that the developed app
can track small objects as well as a large object with a superimposed LINAC (Linear
Accelerator) model. This proof of concept can thus be developed further for actual
RT practitioner training.
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1 Introduction

Radiotherapy (RT) is the use of radiation to treat diseases in particular cancer. Recent
advancements of imaging in RT and improved precision in treatment delivery require
extensive training among the team.Agood training approachneed tobe appliedwhich
aims to equip healthcare practitioners with a combination of essential understanding,
clinical professional skills and technical competencies. This will provide accurate,
precise and effective RT delivery. However, the expensive nature of high energy RT
delivery systems and rapid introduction of new technology has until recently made
their use in an academic training environment unfeasible. Augmented reality (AR)
platforms [1, 2], which can be run on mobile devices today constitute a possibility
for academic training at lower cost.

We are aware of prior recent work, the most notable of which is the RAD-AR
system [3]. However, our work differs fromRAD-AR in a number of ways. RAD-AR
assumes access to an actual radiotherapy treatment facility equipped with a LINAC
(Linear Accelerator). As stated above, the main motivation of our work is limited
access to an actual LINAC. As such, the aim of the system we wish to develop is not
just to augment the environment of an actual LINAC, rather it is to recreate theLINAC
itself virtually and augment this view into another environment. In this sense, the
finished system will be closer to the VERT (Virtual Environment for Radiotherapy
Training) [4] but achieves it using an augmented reality display. Secondly, as opposed
to RAD-AR which focuses on less accessible platforms namely iOS and HoloLens,
our system is developed on Android, which has a much greater user base.

The rest of the paper is structured as follows: Sect. 2 describes the main rationale
of this work and the development process. Section 3 show some preliminary results
of our proof of concept. Finally, Sect. 4 summarises the results and presents some
avenues for future work.

2 Methodology

2.1 Overall Concept

In this work, an AR system is developed to augment a scene consisting of an actual
patient treatment couch top with a virtual model of the radiotherapy machine also
known as a LINAC. The overall concept is shown in Fig. 1.

For this project the LINACmodelled is the Varian Clinac iX as that is the machine
used at UKMMedical Centre. The AR display on the other hand is developed to run
on the Android operating system.
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Fig. 1 Augmented reality display of a LINAC around a physical couch top on a mobile device

2.2 Software Development

TheAR system itself is developed inUnity1 using the visionLib2 SDK as the tracking
library. Unity is a well-known cross-platform engine for developing software inter-
faces consisting of 2D, 3D, virtual reality (VR) and AR interfaces. While Unity was
originally developed as a game engine, it has also wide use outside of gaming.

VisionLib on the other hand is a cross-platform library for developing AR appli-
cations. It enables object tracking purely based on a shape model representing a real
world object.

2.3 LINAC Model

As mentioned, the LINAC modelled for this project is the Varian Clinac iX. The
model is constructed by referring to its dimensions as stated in technical documents.
Figure 2 shows a comparison between the actual LINAC and the virtual model. The
virtual model was designed using AutoCAD Fusion 360.

Before the actual model is used in the AR application, a number of small test
models are used. This is shown in more details in the results section below.

1 www.unity.com.
2 www.visionlib.com.

http://www.unity.com
http://www.visionlib.com
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Fig. 2 Actual Varian Clinac iX LINAC (right) and the virtual model (left)

3 Results and Discussion

Testing was performed in 2 phases, with small test models and with a model of the
actual Varian Clinac iX LINAC. The results are as shown in the subsections below.

3.1 Test Models

As a set of preliminary tests, theAR system is testedwith 2 smallmodels of increasing
size: a model car and a drink can.

The model car is provided with the visionLib test app and measures around 5 cm
× 5 cm × 10 cm (width, height, length). The result of the app tracking this toy car
is shown in Fig. 3 below.

The app was able to track the test car when the device was moved around slowly.
The second test model used is an average (325 ml) drink can. The virtual model is

constructed based on the well-known dimensions of carbonated drink cans. Figure 4
shows the test app tracking a drink can with this virtual model.

The drink can constitute a more challenging due to its shiny surface. However the
test app was still able to track the can successfully.

3.2 LINAC Model

Tracking with an augmented LINAC model was performed in 2 stages: tracking a
large object to represent the couch and tracking with the LINAC model.

Before the LINAC model is included in the app, we performed tracking with a
large object. Due to limitations at the time of development, we tracked a single size
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Fig. 3 Test app tracking the small model car provided in visionLib

Fig. 4 Test app tracking an average carbonated drink can

mattress to represent the treatment couch. It was acceptable for this proof of concept
as the length of a mattress is roughly the same length as the treatment couch (2 m)
although it is slightly wider (90 cm). Figure 5 shows the app tracking an actual single
size mattress.

As before, the app was able to track this much larger object.
The final development phase of this proof of concept is to superimpose the LINAC

model onto the tracked mattress. Due to limitations at the time of development, the
LINAC model was scaled down to roughly 50% of its actual size. Figure 6 shows
the result of tracking while displaying the LINAC model.

Even with this added augmented model, the app was able to successfully track
the mattress.
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Fig. 5 Result of tracking an actual single size mattress

Fig. 6 Result of tracking an actual single size mattress with the LINAC model superimposed

4 Conclusion

A test app in the Android operating system was successfully developed using the
Unity engine and VisionLib SDK. It successfully tracked various objects including a
mattress which is comparable in size (around 2 m long) to an actual treatment couch.
The final proof of concept was able to show a scaled down LINAC model around
this tracked mattress.

Further development will consists of updating the LINAC model to actual size
and tracking an actual treatment couch. Furthermore, the actual operation of the
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LINAC and its software interface will be simulated for use in training radiotherapy
practitioners.

References

1. Jin, W., Birckhead, B., Perez, B., Hoffe, S.: Augmented and virtual reality: exploring a future
role in radiation oncology education and training. Appl. Radiat. Oncol. 6 (2017)

2. Servotte, J.C., Guillaume,M., Boga, D., Coucke, P.:Methodological approach for the implemen-
tation of a simulator in augmented reality in a radiation therapy department. Int. J. Healthcare
Manage. 10(3), 154–159 (2017)

3. Cosentino, F., John, N.W., Vaarkamp, J.: RAD-AR: RADiotherapy—augmented reality. In:
2017 International Conference on Cyberworlds, pp. 226–228. IEEE Computer Society, Chester,
United Kingdom (2017)

4. Beavis, A.W., Page, L., Phillips, R., Ward, J.: VERT: virtual environment for radiotherapy
training. World Cong. Med. Phys. Biomed. Eng. 25(12), 236–238 (2009)



Visual Directed Deep Breathing
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Measurement in Mobile Application
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Abstract Deep breathing produces positive physiological effects. There is
numerous, existing mobile application that measures heart rate variability. However,
the study on reporting the unknown changes of the total time interval at the resting
stage before and after the deep breathing at 6 cycles permin for 3min and datamining
with the mobile application is novel. In this work, the measurement of the blood flow
changes on the fingertip was employing the mobile camera and developed into an
android-based mobile application for measuring the heart rate variability for pre-and
post-effect of a directed 6 cycles in a min deep breathing video for 3 min. To date, a
total of 204 respondents shows a total of increment of Standard Deviation of normal
to normal (SDNN) 43.1 with video-directed deep breathing for 6 cycles per min for
3min in breathing length for 3 years after the androidApp has launched in theGoogle
App Store. Data mining concept with the mobile application which integrated with
physical measurement enables the huge sample size recruitment globally.

Keywords Mobile application · Data mining · Deep breathing · Heart rate
variability

1 Introduction

Deep breathing is a common element in mindfulness practices, such as yoga, tai
chi, Reiki, and meditation [1]. Recent interest has surged in this investigation of the
effects of deep breathing on human cognition [2], newly learned motor skills, [3] and
age-related cognitive decline. Yadav andMutha [3] provided the first evidence to link
deep breathing to motor memory by showing that a 30-min deep breathing interven-
tion led to a better performance in a motor skill. This improved retention in motor
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skills was evident both immediately after the breathing session and maintained at a
one-day break. Ferreira et al. [4] investigated the cognitive decline due to agingwhere
the respiratory training groups had undergone seven forms of respiratory training,
and deep breathing was one of the parameter. However, at the end of the experiment,
the attention level of the respiratory training group was stable without a significant
difference between the pre-and post-measurements. Notably, the control and aerobic
exercise groups showed a significant decline in attention levels. In consideration of
prior research and the fact that deep breathing is a common element inmanymindful-
ness practices, deep breathing may be related to changes in brainwaves [5]. Conflict
monitoring with video-aided mindful deep breathing [2], may also lead to improved
sustained attention.A plausiblemechanismunderlying howdeep breathing improved
our cognitive control is related to the alteration of the activation of the anterior cingu-
late cortex (ACC), which has a role in cognitive control [2]. Greater activation of the
ACC would be required to resolve conflicts such as distracting thoughts to maintain
the attention placed on the deep breathing process [2]. Prior literature suggests that
frontal cortex blood flow changes are affected by deep breathing [6].

This project developed a prototype to measure heart rate variability with the
camera-based mobile application. Quantitative research methodology by using a
questionnaire to collect data and opinions from the users was carried out. Develop-
ment tools with the official Integrated Development Environment (IDE), Android
Studio, that is published by Google in developing mobile application was chosen.
Lastly, the SQLite database for the mobile application due to its compact and small
memory usage for mobile applications was selected. The mobile application was
developed based on a few research questions such as, the average successful extended
time interval between heartbeat after the 3 min of video aided deep breathing video,
preliminary survey outcome on understanding the preference of the user that who
would choose to use this type of heart rate measurement types of deep breathing
exercise, gender preference in using scientifically measurement for tracking the deep
breathing progress.

In this project, the study on a total of heart rate variability changes after deep
breathing was begun with the developed mobile application which was supported
by the Android Kit-Kat 4.4.2, integrated with the visual deep breathing video which
was improvised from the work of Cheng et al. [2, 5, 7, 8].

2 Methods

For the mobile application development to integrate the visual deep breathing and
heart rate variabilitymeasurementwith the camera based on the phone itself.Methods
started from system development as below. The stages of prototyping for this work
are shown in Fig. 1.



Visual Directed Deep Breathing with Heart Rate … 481

Fig.1 Architecture of the mobile application prototyping

2.1 The Description of the Mobile Application Prototype

Previous research and studies about stress, heart rate variability were being reviewed
and gathered. The data collected was being analyzed to produce the requirements
needed for developing the mobile application. The storyboard shows the workflow
and the user interfaces of the mobile application. After the storyboard of the mobile
application is signed off, the development of the prototype would then commence.
The prototype is developed based on the user interface interaction at the beginning.
This is followed by the users who test the prototype and give their suggestions about
the prototype. Once the prototype is signed off by the users, the prototype would add
in more functionalities and ready to evolve into the second version of the prototype.

Users’ behavior is observed and monitored for using the prototype to enable the
developers to understand further the users’ requirements. The prototype is improved
into the next version or the final version of the prototype. From the feedback and
evaluation of the users on the prototype, the prototype is refined to improve the
functionalities of the prototype to make sure it meets the requirements of the users.
The final phase of the system development is achieved when the prototype finally
meets the requirements of the users and the prototype is being approved and signed off
by the users and stakeholders. The final prototype is evaluated with User Acceptance
Testing (UAT) before the final release of the product.When the final prototype passed
the UAT, it is released as a product to the customers.

2.2 Heart Rate with Mobile Camera

Pulse is generated once a sudden burst of blood to the circulatory system when the
wall of heart contracted. There are currently multiple devices in the market for the
use of detecting the heart rate pulse. A concept of photo plethysmography (PPG) is
used to estimate the heart rate, and this concept can be achieved by using most of
the smartphones that are currently in the market, but it needs to have camera and
flashlight around the camera. Whenever there is a heartbeat occurs, there will be a



482 P. F. Lee et al.

rush of blood into the vessels aswell as the blood capillaries on the fingertips as shown
in Fig. 2. When the amount of blood is rich in the blood capillaries of the fingertips,
lighter will be absorbed by the blood when the flashlight on the smartphone applied
on the fingertips. When the light was absorbed, then there will be lower reflective
index and have darker frame intensities [9]. If there is lesser blood amount in the
blood capillaries, then there will be lesser light absorbed, and lighter will be getting
reflected which leading to the brighter frames. With these changes in the intensity of
the light that are passing through the finger can generate a pattern of waves which
are like a pulse and these can be referred as the heart rate of a person. Heart Rate
Variability (HRV) can be used to measure stress level of a user since HRV is the
change in time intervals between adjacent heartbeats of the user, which is related to
the health condition and regulatory system of the user. For a person who experiences
high stress level, the HRV of the user will be lower while the HRV of user will be
lower if user’s autonomic nervous system is in good condition. There are several
ways to measure HRV, for example: Interbeat Interval (IBI), Standard deviation of
normal-to-normal intervals (SDNN) and some other methods. IBI is the time of
interval between two heart beats, and SDNN will use IBI collected and calculate the
standard deviation of time interval between two peak beats. Below is the formula to
calculate SDNN value.

SDNN =
√
√
√
√

1

N− 1

N
∑

j=1

(

RR j − RR
)2

Fig. 2 Analysis region on
the light intensity gathered
[9]
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Fig. 3 a The registration page, b selecting the deep breathing training page and c measurement of
the heart rate variability

2.3 The Prototype

Figure 3 is one of the frames that was captured during the video recording with the
flashlight on. In the frame, an analysis region needs to be selected for the change of
intensity of light on the frame to be determined. From this frame, we can determine
that there is only red color in the frame, and hence it is only going to determine
the difference in the red channel intensity of the pixel information. To get a better
accuracy result, users should be holding their finger on the camera lens for longer
time, and with a gentle strength applied on the camera lens as well. The display of
figures in theApp launched inGoogleAppStore, https://play.google.com/store/apps/
details?id=com.vamdb.asus.happyproject. Data mining was started and waiting for
enough sufficient sample size to validate the average extended heart rate variability
with the aided mindful deep breathing. The figure of the App as shown in Fig. 3.

3 Result

Figure 4 shows the first 10 users gave an increase in SDNN, the time interval of the
total 2 min of the measurement. Video aided deep breathing for a duration of 5 min
was reported to be able to improve on cognitive function and brainwaves shifting [6],
in this deep breathing exercise, 3 min of 6 cycles per minute was recommended as
user in general are more patience with a shorter duration. On the other hand, the heart
rate variability measurement with standard of 5 min for analysis was recommended
as well, but in this study, 2 min before and after of the measurement was 2 min apart.

The App has been launched in the Google App Store for data mining purposes
on its own without any promotion for 3 years. It happens that the 95 of female users
and 105 male users from this total of 204 respondents worldwide, as in Fig. 5. The

https://play.google.com/store/apps/details%3Fid%3Dcom.vamdb.asus.happyproject
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Fig. 4 Outcome data from 10 initial users

Fig. 5 Gender distribution
of respondents 3 years after
launching the mobile
application

outcome from administrative Website, has drawn the average SDNN of 43.1 from
total of 204 respondents, consists of 43.1% of increment as shown in Fig. 6.
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Fig. 6 Total of 204 respondents after 3 years of App launching from data mining, the average
SDNN was found to be 40 ms, 43.1% of increment

4 Discussion

Total of 204 with almost equal of users consists of male and female. The 3 min
video directed deep breathing has successfully obtained an average of the inter-
beat interval (IBI) increase in its SDNN of total of 40 ms from the total sample
size of 204 respondents through mobile application. The increase in IBI after deep
breathing is promising since numerous reports has been showing the carry-over
effects of deep breathing on the HRV measurement. Prinsloo et al. [10], by using an
HRV biofeedback-induced deep breathing intervention, had evaluated the changes
in the HRV indices during baseline, intervention, and a post-intervention period
and reported that during the intervention (lasting for 10 min), both the SDNN,
total power and LF power were significantly larger than the control group whereas
during the post-intervention period, the intergroup differences disappeared. Mean-
while, Tharion et al. [11] had investigated the changes in the HRVmeasurement after
one month of practicing deep breathing at 6 breaths per minute, once every day for
30 min.

Another study with heart rate variability with video aided mindful deep breathing
for short duration had shown a positive impact on reducing depressive feeling after
7 days of consecutively practice for 5 min for each min with 6 deep breath per day
[8]. In this study, the outcome of average extended time internal between each pulse
was aimed by integrated 6 deep breathing per minute with video aided for 3 min in
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duration into the smartphone application. Meanwhile, the similar team had applied
the 3 min video aided deep breathing in pain management among athletes [7].

When users use their smartphone camera to measure HRV, there might be some
noises occurred which may cause the inaccurate of the result. These noises might
be caused by the movement of fingers during measurement and the insensitive of
smartphone camera. Besides that, another limitation of this application is that we can
keep track of the users’ finger during the measurement, thus the measuring process
will continue although users leave their fingers from the camera. For future work,
the development of the IOS version for the mobile application should be included.

5 Conclusions

The aim of the study to promote and maintain wellness of body and mind through
scientificmeasurementwith heart rate variability for the users had successfully devel-
oped for the community. The measurement based on the PPG concept can detect the
heart rate through accessing to the camera and lighting features from the phone,
enabling anyone access to the mobile application to enjoy the tool without needed
to purchase any instrument. In addition, the users had contributed to the strength of
information on total of average extended time interval in milliseconds counts after
the 3 min of video aided deep breathing exercise. Total per time of usage for before
and after, with the deep breathing practice, are 7 min, therefore, the user can enjoy
a total of 7 min of interaction time with the mobile application for the wellness
exercise.
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Feature Selection for Identification
of Fake Profiles on Facebook

John Benyen Munga and Prabu Mohandas

Abstract Technology is advancing at a breakneck speed these days. Online Social
Network (OSN), which has become a part of everyone’s life in terms of making new
friends and keeping track of friends and their interests. Social networking sites make
social life better, but there are many problems when using these Social Media sites,
especially Facebook. Problems i.e., privacy, offline, hacking aremainly done through
fake profiles. Researchers found that 20–40% of profiles on social networking sites
such as Facebook are fake profiles. So, the problem is to build an accurate model to
detect if a Facebook profile is a fake profile based on the user’s social activity using
machine learning techniques. As it is an automatic detection technique, machine can
make it easier for the sites to manage the huge number of profiles, which cannot
be done manually. There are many previous works on the identification of fake
profiles. So this paper proposes the minimal set of generic features to identify the
fake profiles on Facebook and the study determines that minimized set of main
features are significant in the detection of the fake accounts on Facebook.

Keywords Online social networks · Fake profiles ·Machine learning ·
Classification · Features based techniques

1 Introduction

SocialMedia is an application or website that allows users to create and share content
or participate in social networking. Marketers use Social Media to have a voice and
engage with their peers, consumers, and potential customers. It aids in the delivery
of the message in a conversational and relaxed manner. Facebook is one of the huge
Social Media platforms for businesses to reach out to potential clients. Using Social
Media platforms has a range of benefits, but with that has come inevitable issues like
cyberbully, fake profile etc. [1, 2].
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A fake profile is a Social Media depiction of a person, organization, or enter-
prise that does not exist in real life. These accounts genuine people’s names and
identities to access specific people and their target audience. Fake profiles are not
authentic, i.e., those created by people who pretend to be someone they are not and
engage in destructive and unwanted behaviour. People use online imitation and social
engineering to construct fake profiles to malign a person or group.

Various Machine Learning algorithms like Neural Network, Random Forest, and
Support VectorMachines can be used for detecting the fake profiles on Social Media.

Machine learning is a branch of computer science that deals with the study of
algorithms with the ability to learn [3–5]. According to the importance of Social
Media’s effect on society, this research aims to detect the fake profile accounts from
Facebook online social network. In Sect. 2 of this paper, literature review is analyzed,
and the observations are mentioned. In Sect. 3, problem statement is defined. In
Sect. 4, proposed method are described. In the Sect. 5, result analysis is done. In
Sect. 6, the conclusion of this thesis work along with future scope is mentioned.

2 Literature Review

Various studies have been presented to detect fake accounts using various methods.
A feature based detection technique is used in this study. This approach is based on
monitoring the behaviour of the user, such as his number of posts, status, friends,
etc. this concept is based on the assumption that genuine accounts usually behave
differently than the fakes, so detecting this behavior will lead to the revealing of the
fake accounts.

Table 1 shows different approaches studied by the researchers briefly. Different
datasets used and the initial estimations are shown.

According to Ramalingam and Chinnaiah [7] network bot detection can be clas-
sified into three categories: feature or content-based defense, network structure or

Table 1 Comparing approaches

S. No. Author details and
year

Data-set Approach Estimation

1 Ramalingam and
Chinnaiah (2017)

None Exploring various
detection techniques

Identifies possible future
developments

2 Manuel Eagle Fb, Twitter COMPA [6] The behavior of normal
users are stable compared
to compromised users

3 Shama (2019) Fb Neural Networks Increase accuracy by
training with larger
datasets

4 Faraz Ahmed Fb, Twitter Features based False positive rates,
detection rates
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graph-based defense and a combination of both. The vast amount of data available on
online social networking sites has enticed researchers tomine the data and investigate
issues that concern the social networking community. The authors presented signifi-
cantwork on spamdetection onOSN’s [8]. The authors compared three different clas-
sification models. Individual datasets scraped from Facebook and Twitter networks
were used in the study. The authors analysed the efficiency of all three methods
and concluded that four basic components make up social networks—interactions,
posts/tweets, URLs, and tags/mentions. Collected 11 matching features from both
Facebook and Twitter. Evaluated the 11 features using three different classification
algorithms. In the next stage, authors shared their observations about the importance
of each feature as they deleted one at a time [9].

Based on all the papers studied below are the observations made.

2.1 Analysis and Validation

In [10] authors startedwith 21 attributes, chosen to use only features that have a direct
impact on the outcomes.Later removed all the unnecessary attributes/featuresmaking
it down to just 4 attributes. This method can be used on the datasets which have very
less features but it ignores lot of features which can contribute in detecting the fake
profiles and Facebook has a lot features. Authors concluded that Random Forest
method outperforms the Decision Tree approach with an accuracy 99.64 compared
to 99.28.

In [11] authors chose the most used features and processed to preprocess the
features. Features are chosen generically with the main focus on Neural Network and
Random Forest. Authors concluded that both Neural Network and Random Forest
generate similar accuracy of 91.

In [9] authors analyzed the similar features in both Facebook and Twitter utilized
the publicly available Java API “HTML Parser”, for gathering the required informa-
tion for datasets of FB and Twitter. Features are limited to 11 because the features
should be in match with the features in Twitter. Authors concluded that the best
approach/algorithm for Facebook is decision tree for the features used.

In [12] authors started with a 22 features data set and after applying the 5-cross
validation in 3 rounds authors concluded it to 6 useful features (Table 2).

Table 2 Comparing performances

S. No. Author details Accuracy Precision Detection rate

1 Elyusufi 99.64% N/A N/A

2 Shama 91% N/A N/A

3 Ahmed N/A N/A 95.7%

4 El Azab N/A 99% N/A
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2.2 Findings

Feature based and hybrid technique approaches give better accuracy to find fake
profiles. Because initially researchers aren’t convinced that machine can learn
according to the fake profile. Now researchers are using many machine learning
classification algorithms to detect fake profiles and also fake news/posts. Method
[11] can be used on the datasets which have very less features but it ignores lot of
features which can contribute in detecting the fake profiles and Facebook has a lot
features. Authors concluded that Random Forest method outperforms the Decision
Tree approach. It is also noted that both Neural Network and RandomForest generate
similar accuracy. In [11] method used 5 algorithms and concluded that the each algo-
rithms show the best results when the features with the at-least 0.5 information gain
are used and authors trimmed down the features to 7. It is also further mentioned that
it can be applied on the Facebook with minor changes, however it needed a proper
dataset.

To overcome all the limitations mentioned in the analysis and findings, the model
should be built on feature based and features should be minimal set with the most
contribution on finding in the fake profile. As minimal as possible model should not
overlook the features that can contribute. Model needs a dataset with more features
and should apply ML algorithms according to the attributes that are in the dataset,
based on information gain.

3 Problem Definition

Build an accuratemodel to detect if a Facebook profile is fake or genuine with limited
profile information by finding the most significant features of all the features in the
Facebook.

4 Proposed Method

A dataset of 1337 fake and 1481 genuine profiles is gathered with many attributes
such as friends count, followers count, status count etc. are included. From the dataset
used, more than 80% of the accounts are used for data training and the other 20%
of accounts are used for data analysis. Dataset collected consists of 25 features. The
proposed model consists of 2 rounds round 1 (Fig. 1) and round 2 (Fig. 2), all the
25 features ‘Table 3’ consisted are used for round 1. Based on the information gain
calculated and number of N/A values, features are trimmed down to 5 features ‘Table
4’ for round 2. Of these 2 rounds accuracy should be greater in round 2 compared to
round 1 as the features used for the round 2 have better information gain [12].

The following are the steps involved before the data preprocessing:
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Fig. 1 Model design for round 1

Fig. 2 Model design for round 2

• Calculation of Entropy.
• Calculation of Information Gain.
• Selection of attributes for round 1 and round 2.

The following are the steps involved in data preprocessing:

• Elimination of Noisy data.
• Handling missing data.
• Data augmentation.
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Table 3 Attributes for round 1

Attribute Information gain N/A count

Name 1.002416621 0

statusescount 0.84053497 0

Followerscount 0.658579642 0

friendscount 0.525472722 0

Favouritescount 0.723996884 0

listedcount 0.319974575 0

url 0.178517293 2355

Lang 0.735168964 0

timezone 0.505383205 1749

defaultprofile 0.506225096 1090

defaultprofileimage 0.000006620 2810

geoenabled 0.287918625 2097

profilebannerurl 0.454456611 1831

profileusebackgroundimage 0.023668668 58

profilebackgroundimageurlht tps0.512665804 0

profiletextcolor 0.188836515 0

profilesidebarbordercolor 0.443867996 0

profilebackgroundtile 0.179122855 2329

profilesidebarfillcolor 0.349709713 0

profilebackgroundimageurl 0.499174359 0

profilebackgroundcolor 0.414091645 0

profilelinkcolor 0.364044981 0

utcoffset 0.505383205 1749

protected 0.00458163 2818

verified 0 2818

Table 4 Attributes for round 2

Attribute Information gain N/A count

statusescount 0.84053497 0

Lang 0.733219899 0

favouritescount 0.723996884 0

Followerscount 0.658579642 0

Friendscount 0.525472722 0
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One of themain limitation from the previousworks, tominimize the set of features
many features which can contribute to identifying fake profiles are ignored in order
to overcome this limitation data argumentation is used in the model preprocessing.
Apart from the five features proposed in Table 4 threemore attributes are added using
data argumentation. The columns added are

• Gender: Gender of the profile was predicted using Sexmachine package by giving
username as input.

• Account age: Account age is calculated using the created at column.
• Location: Location is in string format converted to integer using the label

encoding.

Dataset is generated for each round respectively. 1st round consists of dataset with
all features. Features with the null values are filled randomly using label encoding.
2nd round consists of dataset with limited features which doesn’t consists of any null
values. The processed data is now ready to be trained for the model after the data
augmentation has been completed. Three different classification algorithms, namely
Random Forest, SVM, and Neural Networks, are applied to the available dataset to
obtain three differentmodels. Values for accuracy, precision, recall, and othermetrics
after testing the three models with the test dataset are estimated.

5 Results

The Classification report with the precision, recall and f1-score for the Random
Forest classifier, SVM and Feed forward Neural Network respectively is (Figs. 3, 4,
and 5),

Confusionmatrix for the RandomForest classifier, SVMand Feed forwardNeural
Network respectively is (Table 5),

All three algorithms are run separately with both round 1 and round 2. Increase
in the accuracy can be observed from round 1 to round 2 because features chosen in
the round 2 are best possible feature set (Table 6).

Fig. 3 Random Forest



496 J. B. Munga and P. Mohandas

Fig. 4 Support vector machine

Fig. 5 Neural network

Table 5 Confusion matrix

Random Forest SVM Neural network

287 0 295 1 252 3

2 275 1 267 30 278

Table 6 Accuracy table

S. No. ML algorithm Round 1 (%) Round 2 (%)

1 Random Forest classification 96.45 99.46

2 Support vector machine classification 94.85 99.64

3 Feed forward neural network classification 48.49 94.13

6 Conclusion and Future Work

In this research, Machine Learning model is built which work efficiently and is
able to detect the fake accounts with limited profile information, the proposed
approach was based on determining the effective features for the detection process.
The features collected have been filtered using the entropy and information gain.
From 25 attributes, the proposed approach has reached only eight effective attributes
for fake accounts detection with five determined based on information gain. Using
2 rounds it’s further illustrated with different algorithms, how the minimal set of
features with higher information gain gives a better accuracy. As the part of future
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work, properties of each feature can be studied by removing each feature individually
and combining with other features. Model can also be implemented on other social
websites like Instagram with some minor changes.
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Abstract Recent studies show that dental caries affect more than half of the adult
population globally, with the socially disadvantaged groups being majorly affected.
The purpose of this study is to investigate the feasibility of using Laser-Induced
Breakdown Spectroscopy (LiBS) as a method of early caries screening in adults
through the detection of caries elements dissolved in saliva. This experiment involved
25 students of School of Biomedical Engineering and Health Sciences, Universiti
Teknologi Malaysia. Parameters that are considered in this study are pH of the saliva
and spectroscopic analysis of other elements such as Na and Ca. The data were
statistically analysed to evaluate the significance differences of these elements in all
group levels by using One-Way ANOVA. Results show that there is a significant
difference in Calcium and Sodium intensity values between the mild, moderate,
and severe caries groups. Additionally, pH level also shows a significant difference
between the groups. This research concluded that LIBS allows for absolute and
quantitative analysis of elements contained in saliva without examining patients’
teeths and is useful as a fast and accurate oral health screening method for the
community as LiBS could provide not only caries detection but also determining the
caries severity level. Thus, this investigation proves that analysis of saliva samples
using LiBS can be an alternative or future method in screening dental caries and
applicable especially during pandemic situations.
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1 Introduction

According to the World Health Organization WHO [19], dental caries is the most
common disease of all health conditions and affects almost half of the world’s
population. Data from the Ministry of Health, Malaysia on trend of decayed teeth
among Malaysian population aged 16 years old and below shows that more than
60% of them have caries [10] and the statistic is reducing to 43.1% of 16 years old
Malaysian in 2018 report [8]. Dental caries are characterized by a slow evolution that
leads to the destruction of hard tissues of teeth. The destruction is led by a progressive
demineralization process. There are three main factors that can be taken as the main
factors of dental caries or tooth decay [13] including a susceptible tooth, bacteria,
and diet such as sugar and carbohydrate intakes which simultaneously present over
the times to accumulate caries. It develops through gradual complex biological inter-
actions of acid-forming bacteria, fermentable carbohydrates and host factors such
as the teeth and saliva. A correct and precise screening assessment of caries status
is necessary for tooth decay prevention and management [2, 18]. At this moment,
oral hygiene evaluation is conducted based on the standard criteria given by WHO
using the visual-tactile method. Clinical examination is basically a visual evaluation
which is often inadequate when used solely for caries assessment [1]. Addition-
ally, Mohanraj et al. [9] stated that this method shows inadequate validity with poor
sensitivity and moderate specificity. This indicates that this approach is an inexact
method which results in over-diagnosis and under-diagnosis, which leads to studies
of finding quantitative detection tools [9].

Saliva provides several mechanisms to protect the teeth such as elimination of
microorganisms, buffering actions to neutralize acid, and clearance of food debris and
sugar [4]. Evaluating the causative factors in the saliva of individuals at risk to dental
caries can pave the way to make recommendations that will cater specifically to the
individual’s needs. Many benefits exist for both patients and dentists by introducing
saliva testing as part of practice philosophy [12]. Zhang et al. [22] stated that human
saliva appears to possess a notable role in the health of the oral cavity and of the
body as a whole. Salivary factors such as low rate, urea, buffering capacity and
neutralization capability play an important role in preventing dental erosion [11, 22].

Laser-induced breakdown spectroscopy (LiBS) is a rapid multi-elemental analyt-
ical technology which uses spectroscopic analysis of the radiation emitted by laser-
induced plasma [6]. Sasazawa et al. [14] claim that by using laser-induced breakdown
spectroscopy (LiBS) to detect caries, this method enables absolute and quantitative
analysis of elements contained in teeth. In this study, saliva samples collected from
adult subjects were analyzed using the LiBS system to investigate the level of caries
element intensity for caries severity identifications via the determination of different
peaks of the analyzed samples along with other parameters such as pH.
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2 Materials and Method

All subjectswere asked to fill up informed consent at the beginning of the experiment.
A series of questions extracted from the WHO oral health questionnaire to probe the
subject’s oral health were also given [17, 20]. Sample of saliva was then collected
for analysis. Subjects were asked to do self-examination of their own oral health for
them to answer the questions properly. 25 adults aged 19–25 years old were involved
in this study. Passive drool technique is applied as the methods for saliva collection
in order to maintain consistency in the type of sample collected. The saliva samples
were collected at least 30 min before meals and at least 10 min after brushing or
rinsing to reduce diurnal variability effects on saliva composition. 5 ml droplets of
saliva from the adult was collected passively tomaintain the consistency of the saliva.
The saliva was kept in a collection cup labelled with the subject’s name and ID. The
collected saliva was preserved using a cooling box before further processing at the
laboratory and categorized into mild, moderate and severe caries according to mouth
score.

Saliva samples fromevery caries categorywere analyzedwithin 2h after collection
to control the quality of the saliva and to avoid any effect of saliva decomposition.
pH of the saliva was analyzed using a digital meter, PB-10, Sartorius and it was
first tested using a standard solution (pH 10) as control before carrying out sample
measurement. All pH valueswere recorded inMicrosoft Excel for statistical analysis.

The collected saliva (5 ml) was then put on a laser-induced breakdown spec-
troscopy’s sample holder.Background test involvingdifferent types of sample holders
was conducted in order to determine chemical elements that may present in sample
holders to be omitted during saliva analysis. Laser-induced breakdown spectroscopy
(LiBS) is a rapid multi-elemental analytical technology which uses spectroscopic
analysis of the radiation emitted by laser-induced plasma. LiBS enables fast identifi-
cation of the chemical composition by determining the different peaks of the analyzed
samples. The surface of the saliva was radiated by using the Nd:YAG laser as the
source of excitation. Emission spectrums captured by spectrometers were stored and
displayed by using SpectraSuite software. The analysis was made in SpectraGryph
software to identify the position of the peaks following the National Institute of
Standards and Technology (NIST) Atomic Spectra Database Lines Data. The results
obtained were then statistically analyzed using One-Way ANOVAwith P < 0.05 will
be counted as statistically significant, whilst highly significant is when the value of
P < 0.001.



504 Syafriandi et al.

3 Result

From the self-examination mouth scores, the respondents involved for this project
were categorized as mild caries (7), moderate caries (9) and severe caries (8)
following the American Dental Association 2015 classifications. The mild caries
scores are based on the number of tooth lesions indicated by the existence of white
or brown spots on the hard surface of the teeth and enamel has lost its gloss. Addi-
tionally, 9 respondents with obvious or visible damage of the enamel and deminer-
alization were classified as moderate caries. Lastly, Holes or obvious cavitated teeth
were found on 8 respondents and classified as severe caries.

3.1 Determination of pH Level

Figure 1 shows the result for pH level. From the result the mean pH level of mild
caries is higher than moderate and severe caries. This shows that subjects with severe
dental caries have a more acidic saliva. This result is in agreement with the previous
study reported by Shetty et al. [16]. Result for mild caries shows an outlier value of
pH 7.69. This may be contributed by the high concentration of fluoride after brushing
teeth that increase the pH level of the saliva as reported [15].

Fig. 1 pH level of saliva with mild, moderate and severe caries
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Fig. 2 Spectrum of a stainless steel spoon

3.2 Results of LiBS Analysis

3.2.1 Background Analysis

Before saliva sample analysis was conducted, background analysis was done to
ensure that the LiBS spectrum from saliva is not influenced by the background
or sample holder spectrum. In this study, a wooden spoon, a plastic bowl, and a
stainless-steel spoon were used to identify a suitable background for the sample.
Result shows that the stainless-steel background contains Fe elements as shown in
Fig. 2.

3.2.2 Background and Saliva Sample Comparison

The saliva samples were analyzed using LiBS for 4 times per sample to ensure
accuracy and consistency of the result. Figure 3 shows the LiBS spectrum from a
saliva sample and a stainless-steel background with elements of calcium (Ca) and
sodium (Na) found in the sample. The background spectrum is indicated by the
yellow line and the saliva sample is indicated by a blue line.

The first peak of Ca is found at 393.37 nm, and the second peak is located at
396.85 nm. The same results were reported by Choi et al. (2014) in their research
for calcium ions investigation using LiBS.

As for sodium, three peaks were found in the result. However, only the peak at
318 nmwas considered as the other 2 peaks were found in the background spectrum.
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Fig. 3 Background and saliva sample spectrum

Levels of calcium elements at wavelength 396.85 nm and 393.37 in mild, medium
and severe caries samples are shown in Fig. 4a, b. Severe caries is shown to have a
lower level of calcium content in saliva compared to moderate and mild caries levels
at both wavelengths.

On the other hand, levels of sodium at wavelength 318 nm in mild, moderate and
severe groups also showed a similar trend as calcium. Sodium level is lowest in the
severe group followed by moderate and lastly the level is highest for mild groups.
Figure 5 shows the result for sodium.

All the parameters were then analyzed by using One-Way ANOVA to see the
significance difference and the result is shown in Table 1.

From Table 1, all parameters are significantly different for every group. A signifi-
cant result is found when the P-value or critical value of our finding is less than 0.05,
whilst a highly significant difference iswhenP < 0.01 [7]. For pH level, the difference
in results for each group is highly significant. Similar findings were found by Shetty
et al. [16] on their measurement on pH of dental caries. Fiyaz et al. [3] also find there
is a significant difference in the amount of calcium in the caries group. Sasazawa
et al. [14] and Gazmeh et al. [5] found there is an increase of calcium intensity in the
healthier dental patients As for Na, there is a statistically high significant difference
among the groups. The similar result discussed by Zahir and Sarkar [21] whereas
there is a highly significant difference between caries groups patients.
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Fig. 4 a, bCalcium elements present in saliva with mild, moderate and severe caries at wavelength
396.85 nm and 393.37 nm respectively

4 Conclusion

Saliva analysis by using LiBS can determine the elements in the sample such Na
and Ca. The statistical analysis managed to show that all parameters observed in
this study have significant differences between the three groups which are mild,
moderate, and severe caries especially for intensity levels of Ca, Na and pH levels.
Thus, this investigation proves that analysis of saliva samples using LiBS can be
an alternative or future method in screening dental caries and applicable especially
during pandemic situations.
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Fig. 5 Sodium level in mild, moderate and severe group

Table 1 Results of one-way Anova

Caries groups P-value

Mild Moderate Severe

Mean Mean Mean

Salivary pH 7.07 6.68 6.33 0.017

Ca (392.98 nm) 13,373.98 9467.91 8203.14 2.89E−17

Ca (396.47 nm) 10,466.60 7402.50 6745.79 1.86E−15

Na (317.59 nm) 6415.51 4247.83 3346.20 1.46E−15
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Abstract Composite film combining bioactive particles with natural and synthetic
polymer has received greater attention for enhanced cytocompatibility proper-
ties. The current study aimed to determine human mesenchymal stem cells
(HMSC) responses towards different concentration of bioactive glass/poly- 1-
caprolactone/chitosan (BG/PCL/CS)films conditionedmediumextract usingAlamar
Blue assay. The samples were incubated in simulated body fluid (SBF) and the
pH was assessed during the 21 days of incubation. Briefly, BG/PCL/CS at opti-
mize weight percentages in acetic acid solution were prepared using solvent casting
method and left to dry under fume hood for 48 h. The BG/PCL/CS films were incu-
bated in culture medium at 200 mg/ml for 24 h at 37 °C and was serially diluted
until 0.78 mg/ml with culture medium and supplemented before exposure to HMSC.
The effects of the conditioned mediums are not consistent and not in dose dependent
order towards HMSC cell’s viability and proliferation. Higher conditioned medium
extracts concentration tends to reduce cell proliferation. The pH of the samples
tends to approach equilibrium at pH 7 for 21 days duration when incubated in SBF
that may be contributed by the sample’s compositions. Thus, suitable concentra-
tion or dose ratio of the samples is important to reduce cytotoxicity before further
biocompatibility assessment is conducted.
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1 Introduction

Development of three-dimensional (3D) scaffold for tissue engineering nowadays
are geared towards combination of bioactive materials, natural such as chitosan (CS)
and synthetic polymers such as poly- 1-caprolactone (PCL) since these combinations
results in superior scaffold intended for designated applications [1].

Bioactive glasses (BG) combined with polymers such as polycaprolactone and
poly-lactic acid has potential in replacing common paste for skin or mucosal ulcers
where BG-polymer film may provide easy applications, able to be retained and
covering ulcers during healing period in acute and chronic wounds [2, 3]. Further-
more, these bioactive glasses can be tuned in its composition for soft tissue healing
with addition ions such as magnesium or cobalt which promoted antibacterial
properties and angiogenesis [4].

Bioactive glasses have the capability to develop a surface bonding with living
tissues and stimulate a cellular response for healing and remodelling which can
be used for both hard and soft tissue engineering purposes. These are biodegradable
materials applicable inmany clinical fields including dentistry, oral andmaxillofacial
and orthopaedics, osteogenesis and as means of ion delivery for antimicrobial effects
[4]. These bioactive materials can degrade or being soluble in an aqueous media
by ionic dissolutions of respective ions. The degradation rate can be regulated by
chemical modifications into glass chemistry depending upon functional needs [5].

Ulceration is a widespread problem for certain medical conditions [6] and wound
on skin following major surgery requires the need for use of patch for covering
defective area. The use of synthetic and non-degradable plaster posed the need for
patient to remove it and changed of plaster dressing not only creates pain but also
clinical waste that sometimes are not disposed properly. Hence, there is a need to
produce a suitable patch that can be used clinically, degrades over certain period and
non-toxic. The incorporation of BG into the BG/PCL/CS patch will aid in bioactivity
since BG is able to release bio-actives for stimulating new cell layer and promote
tissue regeneration.

A wound healing material for external use must be able to maintain moisture and
allowing skin to breathe while providing protection from inflammation and enhance
skin fibroblast proliferation, which can be provided by CS. The addition of CS will
help to enhance its process due to its antimicrobial and structural properties. For
structural integrity, CS has been observed to produce crosslinking of nanofibers
which are treated with heat to form water stable membranes and water absorption
capabilities [7]. Addition of PCL of into the composite film patch will add strength
and provide structural support for the film. PCL is FDA approved and commonly
used in many biomedical field [8].
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2 Materials and Methods

2.1 Chemicals and Media

Tetraethyl Orthosilicate (TEOS), Triethyl Phosphate (TEP), sodium nitrate and
calcium nitrate tetrahydrate, low molecular weight chitosan (MWavg = 120 KDa)
and poly- 1-caprolactone (MWavg = 80,000) were purchased from Sigma-Aldrich
(UK). Human mesenchymal stem cell from Lonza (Basel, Switzerland) and cell
culturematerialsDulbecco´sModifiedEagle’sMedium (DMEM), fetal bovine serum
(FBS), antibiotic–antimycotic were purchased Gibco Invitrogen Technologies (UK).
All other reagents used were of analytical or microbiological grade purchased from
Merck (Darmstadt, Germany).

2.2 Bioactive Glass Synthesis

Sol–gel BG were synthesized according to previous published study [9] where the
glass fabrication involves mixing of vital compounds such as deionized water, 2 N
nitric acid, TEOS, TEP, sodium nitrate and calcium nitrate tetrahydrate. The mixture
will be left stirred overnight to achieve gelling state. The semi-gelation mixture will
then be further gelled at 35 °C in the oven for 3 days before the sealed container
containing the gelled mixture is then aged at 60 °C for 2 days. The mixture is then
subjected to 110 °C for 2 days to ensure it is fully dried before the samples will then
be sintered at 700 °C for 1 h. The sol gel BG powder is then will be grounded and
sieved to achieve powder with particle size less than 50 μm.

2.3 BG/PCL/CS Patch Synthesis

The patch was synthesized using solvent casting method. Briefly, BG (10 weight
percent, wt%), CS (10 wt%) and PCL (80 wt%) were dissolved in 100.0% (w/v)
acetic acid, stir overnight for 16 h at 500 rpm and then poured inside a PTFE mold
and left to dry for 48 h under fume hood. Once dried, the patch was removed from
the mold and kept inside a desiccator until further tests.

2.4 PH Analysis in Simulated Body Fluids

The simulated body fluid (SBF) was prepared based on procedures described by
Kokubo and Takadama [10]. The patch was incubated in SBF at a liquid/solid ratio
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of 50 mg/ml and placed inside an incubator shaker at 37 °C and the solution pH was
recorded at designated time points (Days 1, 4, 7, 14 and 21).

2.5 Determination of Suitable Dosage for BG/PCL/CS
Extracts Using Alamar Blue Assay

The patch was sterilized by UV exposure for 40 min on each side and then incubated
with DMEM (200 mg/ml) inside an incubator shaker for 24 h at 37 °C [11] followed
by sterile filtration using 0.22μm syringe filter and kept at−20 °C. Prior to exposure
to HMSC, the BG/PCL/CS conditioned medium extracts were serially diluted until
0.78 mg/ml and supplemented with 10% FBS and 1% A/A inside a vented T25 cm2

flask and placed inside a CO2 incubator at 37 °C overnight for pH stabilization prior
to use on cells.

The HMSC was seeded with a seeding density of 5 × 103 cells/cm2 inside a
96-well plate for 24 h and the next day was exposed to varying concentration of
BG/PCL/CS extracts for another 24 h and the cells responses were assessed using
Alamar Blue (Life Technologies) assays. Briefly, old medium was removed, and
cells were wash using 100 μl of DPBS and then 150 μl of 10% (v/v) AB in DMEM
with no phenol red (Gibco) was added per well (including one with no cells to be
used as blank) and the well plates were further incubated for 2 h at 37 °C and then,
100 μl of the reaction product was transferred to a black Costar 96-well plate. The
fluorescence of AB was read at an excitation wavelength of 544 nm and emission of
590 nm using a microplate reader (FLUOstar Omega, BMG Labtech).

2.6 Statistical Analysis

The experiment was conducted at least twice with four (N = 4) replicates and data
was reported asmean± standard error ofmean (Mean±SE). The datawere analyzed
using SPSS version 26.0 (IBM, Armonk, USA) using one-way analysis of variance
(ANOVA) with subsequent Bonferroni post-hoc test with P value less than 0.05 as
statistically significant.

3 Results and Discussion

3.1 pH Changes of BG/PCL/CS Patch in SBF

The pH profiles of PCL samples inside the SBF show almost comparable trend with
the control SBF showing a steady profile from initial samples incubation until day
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Fig. 1 The pH profiles of samples incubated in SBF throughout the 21 days of incubation

14 which tend to decrease to below pH 7.4 at day 21 (Fig. 1). Nonetheless, the pH
of the samples containing BG (BG/PCL and BG/PCL/CS) show a decreasing trend
from pH 7.4 towards pH 7.3 in which the pH values for BG/PCL/CS were lower
compared to BG/PCL only. The addition of BG within the samples may provide
buffering effect leading to lower pH towards stabilization at pH 7. A study reported
that scaffolds containing 45S5 BG (PCL/50-45S5) and strontium (PCL/50-SrBG)
showed higher pH at 7.75 and 7.82 after initial incubation which then reduced and
fluctuated between pH 7.65 and 7.35 throughout 10 weeks immersion in α-MEM and
this is contributed by the BG dissolutions into the immersion media, and the initial
pH increase aided the apatite formation while the subsequent reduction in pH over
time is likely caused by the gradual apatite formation [12]. The authors believed that
the use of medium from a controlled source is more reliable and reflective towards
cell culture studies using the same culture media [13].

Furthermore, the presence of CS also reduces the sample’s pH towards pH 7.0
compared to BG/PCL only since time is needed for balancing the pH values which
tend to be lower at the final when equilibrium is achieved [1]. The solubility, biolog-
ical activity and ion exchange ability of samples containing CS is influenced by
CS degree of deacetylation [14]. BG scaffolds impregnated with CS and PCL were
incubated in SBF for up to 8 weeks where the results showed that CS influenced the
bioactivity of the BG by enhancing mineralization [1].

In the current study, the SBF solution was not replaced during the 21 days incu-
bation which may have resulted in lower pH for BG/PCL and BG/PCL/CS. A study
replenished the SBF once every four weeks since the pH of the incubation media is
influenced by the polymer coating degradation and BG dissolution [1] since the CS
and PCL may release different organic degradation product that affects the pH of the
SBF.
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3.2 HMSC Responses Towards BG/PCL/CS Extracts
Conditioned Medium

This preliminary study is to determine the toxic dose that reduces HMSC viability.
Based on suggestion by ISO 10993-part 5, the material is incubated for 24 h at 37 °C
with dose of 200 mg/ml [11] to prepare the material extracts usually known as the
conditionedmedium. Since no previous data is available for the current sample, serial
dilution of the dose was carried out to ensure that future preparation of the film for
direct cell seeding will not create toxic effects to the cells using AB assay. Serial
dilution of 200 mg/ml extracts until 0.78 mg/ml were performed and the results
showed the 200 mg/ml for BG/PCL and BG/PCL/Cs conditioned medium extracts
were toxic to the cells (Fig. 2). At high dose (200mg/ml), theBGconcentration inside
the medium is higher contributed by the increased in the weight percentages of the
BG components; the sol–gel BG was fabricated based on a 45S5 system containing
SiO2–CaO–NaO–P2O5 and earlier study showed that higher NaO content is toxic
to cells [15]. The gold standard 45S5 system modifications are performed through
substitution of CaO and NaO with other components such as cobalt oxide [16],
strontium oxide [17], and lithium oxide [18] are geared towards developing BG with
enhanced angiogenesis, hard tissue repair and regeneration. BG conditionedmedium
in α-MEM (45S5/LiO, Li25, Li50 and Li100) at 6, 60 and 300 mg/ml incubated at
specific time frame were exposed to mouse fibroblast MC3TC-E1 for 24 h and the
results showed that cells exposed to the BG conditioned media at 300 mg/ml had
significantly lower metabolic activity suggesting that the higher dose were toxic to
cells [18].

Overall, HMSC seeded on BG/PCL/CS patch showed acceptable cell viability
despite the fluctuation of the dose with cells exposed to 3.12 mg/ml had the highest

Fig. 2 The BG/PCL and BG/PCL/CS extracts at 200 mg/ml are toxic to the cells. (P < 0.05 when
compared to PCL and BG/PCL)
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viability compared to the other doses. This may highlight that a certain BG dose
maybe suitable for cells [14, 15]. HMSC exposed to BG/PCL extract is not dose
dependent and beginning to show reduced cell viability at 50mg/ml. The cell viability
differences when exposed to BG/PCL and BG/PCL/CS extracts at higher dose is
contributed by the CS presence inwhich cells showed higher viability in BG/PCL/CS
at 50 and 100mg/ml. CS addition in the BG/PCL/CS samplesmay have slowed down
the release of BG into the surrounding and reduces mechanical degradation of the
film while enhancing its bioactivity [1], hence the better cell viability observed at
doses lower than 100mg/ml. However, this needs further exploration towards several
types of cells and future works should address this issue since the material is targeted
for wound healing use, human skin fibroblasts should be the next evaluation target.
Besides, different cells will provide different responses and the cells chosen must
reflect the intended application of the film. Furthermore, other parameters should be
included in biocompatibility assessments such as scratch assay, functional assay for
skin fibroblast and gene expression study.

4 Conclusion

The study implies the effects of different BG/PCL/CS conditioned medium extracts
on HMSCwhere concentration at 200 mg/ml is toxic to the cells. Despite fluctuation
of certain dose from 0.78 mg/ml to 100 mg/ml, the 3.12 mg/ml of BG/PCL/CS
conditioned medium extract showed highest HMSC cell viability when compared to
other concentration which may highlights certain dose may be suitable for certain
types of cells.

The pH of the samples overall showed a decreasing trend towards pH 7.0 at final
equilibrium and longer duration is neededwithmedium replenishment at certain time
points to avoid saturation of samples dissolution into the SBF which may contribute
to plateau pH value.
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Abstract Waste-derived biomaterial is one of the approaches to support environ-
mental sustainability by practising waste recycling and reducing the use of natural,
raw materials. In Malaysia, oil palm empty fruit bunch (OPEFB) is one of the
underutilized lignocellulosic waste which is commonly disposed due to its large
production from palm oil extraction milling. Its high cellulose content makes it
suitable for waste-derived cellulose synthesis whereby it can be extracted via alka-
line hydrogen peroxide mechanism. The OPEFB waste was treated with 5% (v/v)
hydrogen peroxide at pH 11.5, 70 °C for 90min. The colour change of the samplewas
observed and its chemical structure was analyzed using FTIR. The result revealed
that the colour of the sample changed from brown to white after the chemical treat-
ment. The FTIR analysis showed that there was bound lignin and hemicellulose on
the sample based on the weak intensity of the compounds indicative peak, suggesting
that the cellulose obtained via this method was not 100% pure. This research work
suggestsmore study on the percentage of the residual lignin and hemicellulose and its
effect on the cytotoxicity of the cellulose as a biomaterial for biomedical application.
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1 Introduction

Environmental sustainability is one of the important pillars of sustainable develop-
ment goals (SDG) aligned by the United Nations (UN). It was highlighted in the 12th
SDG goal which is “Responsible Consumption and Production” whereby one of the
targets is to cut down the production ofwaste throughprevention, reduction, recycling
and reuse by 2030 [1]. In promoting environmental sustainability for biomaterials
application, valorization of biomass has opened a new avenue in biomaterials fabrica-
tion which includes deriving functional biopolymer from the underutilized biomass
such as lignin, cellulose, chitosan and silk.

Cellulose is one of the biopolymers that can be found in abundance in nature.
However, cellulose extraction from biomass and waste such as rye straw, wheat
straw, oil palm empty fruit bunch (OPEFB) and paper waste should become the new
direction to produce a functional biomaterial for biomedical application. Apart from
solving thewaste generation arise from improperwastemanagement, the recycling of
the underutilized lignocellulosic waste can provide a cheaper alternative for bioma-
terial fabrication as compared to resorting the cellulose from the market industry
which is not cost-effective.

Chemical treatment using hydrogen peroxide, sodium chlorite and sodium
hypochlorite are among the common treatment used to isolate the cellulose from
the waste which is also known as bleaching treatment. In this process, the bleaching
agents are responsible for the delignification and hemicellulose dissolution from the
fibres, leaving only the cellulosic structure after the treatment. The degree of delig-
nification and hemicellulose dissolution varies depending on the type of bleaching
agent used. According to Sun et al. [2], cellulose isolation by using sodium chlorite
is more effective as compared to hydrogen peroxide. Nevertheless, there is some
issue with regards to the toxicity of the byproduct of cellulose isolation by using
sodium chlorite. Nazir et al. [3] reported that the chlorite from the acidified sodium
chlorite; a common reagent for cellulose isolation may generate a chlorine radical
which reacts and disintegrates the lignocellulosic material to become a very toxic
organochlorine. This was supported by Lamaming et al. [4] who have mentioned that
the use of the conventional chlorine-based reagents may impose a negative impact
on human health and also on the environment. Thus, a non-chlorine based bleaching
agent such as hydrogen peroxide is found to be a better alternative to extract the
cellulose from the waste.

Several research works have been carried out to isolate the cellulose from waste
such as office paper waste [5], oil palm biomass [6, 7], banana peels [8] and bagasse
[9]. In Malaysia, the oil palm industry is one of the most significant sectors that drive
the economy of the country. The palm oil extracted is only accounted for ~10% and
another ~90% is left as biomass, which becomes a challenge in terms of its disposal
[10, 11]. The oil palm by-product is produced from pruning, harvesting, milling and
replanting activities [12]. There are six main types of biomasses produced which
are oil palm fronds (OPF), oil palm trunks (OPT), empty fruit bunches (EFB), palm
kernel shells (PKS), mesocarp fibres (MF) and palm oil mill effluent (POME). To
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address this issue, these oil palm wastes were utilized in various applications in an
effort to reduce the waste disposal. Such examples are OPF and OPT were used
as animal feedstock [13], MF was exploited for boiler fuel, PKS was recycled as
road paving material [14] whereas EFB was converted into soil conditioner [15,
16], bio-oil [17] and fibreboard [18]. However, in the case of bio-oil from EFB, the
pyrolysis processwill produce a very complexbio-oil due to its highwater content and
viscosity, which makes it difficult for commercialization [19]. Furthermore, despite
these various efforts, there are still a large amount of biomass to be handled which
makes the only option left is to either burn them or left at the plantations, which lead
to environmental problems and underutilization of lignocellulosic feedstock [20].

In this research work, the objective is to isolate the cellulose from the OPEFB
waste by using hydrogen peroxide as the bleaching agent with the aim of further use
this biomaterial for biomedical application. The colour change and chemical structure
of the end product will be compared with the raw sample for any differences.

2 Materials and Method

2.1 Materials

Oil palm empty fruit bunch (OPEFB) waste collected from Kilang Panji Alam Sawit
Sdn Bhd (Kemaman, Terengganu). Sodium hydroxide (NaOH) (Fisher Scientific),
Hydrogen peroxide (H2O2) (35%) (R&MChemicals), Denatured ethanol (Chemical
Industries (Malaya) Sdn. Bhd.). All chemicals were used as received.

2.2 OPEFB Pretreatment

OPEFB fibres were physically separated, washed with tap water and detergent and
rinsed several times to remove soils and dirt from the fibres [3]. Rinsingwith tapwater
was done thoroughly until the used water changed from dark brown to colourless.
The cleaned fibres were dried in the oven at 70 ◦C and proceeded with grinding by
using a coffee grinder. The ground OPEFB was then sieved to pass through 150 μm
mesh. The ground fibres were labelled as raw OPEFB and dewaxed with 150 mL
70% (v/v) ethanol by using Soxhlet apparatus for six hours to remove wax and oils.
The fibres were filtered and washed with distilled water two to three times to remove
traces of alcohol. After washing, the dewaxed fibres were dried at 70 ◦C and kept in
a desiccator before further use.
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2.3 Cellulose Isolation

The cellulose isolation from OPEFB was based on the methodology by Rayung
et al. [21] with some modifications on the ratio of sample to the hydrogen peroxide.
Briefly, alkaline bleaching was used as a treatment to isolate the cellulose from
OPEFB fibres. The treatment was started by subjecting the dewaxed raw OPEFB in
5% (v/v) hydrogen peroxide at pH 11.5 (adjusted with 6% (wt/v) sodium hydroxide)
for 90 min at 70 °C with sample to hydrogen peroxide ratio of 4: 100 (g mL−1).
This ratio was chosen because according to Gould [22], the alkaline bleaching using
hydrogen peroxide was most effective at this ratio. Following the alkaline bleaching,
the sample obtained was filtered and washed with distilled water until neutral pHwas
achieved. Finally, the sample was dried in an oven at 50 °C for 24 h. This bleached
sample was labelled as cellulose-OPEFB.

2.4 Macroscopic Observation

The macroscopic differences of the sample before and after alkaline bleaching treat-
ment was done in terms of its appearance. The images were taken by using a phone
camera and processed in the Adobe Photoshop Version 2018 software to remove the
appearance of shadows.

2.5 Fourier Transform Infrared Spectroscopy (FTIR)
Analysis

FTIR analysis was carried out to confirm the removal of non-cellulosic structure such
as lignin and hemicellulose from the fibres. The characterization was done by using
Perkin Elmer Spectrum 400 FTIR Spectrometer with scan range in between 400 and
4000 cm−1.

3 Results

3.1 Macroscopic Observation

Figures 1 and 2 show the difference in the appearance of the OPEFBfibres before and
after the alkaline bleaching treatment respectively. It can be observed that the colour
of the fibres changed significantly after the bleaching process whereby it turned into
white as compared to the original sample which was brown.
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Fig. 1 Raw OPEFB

Fig. 2 Cellulose OPEFB

3.2 FTIR Analysis

Figure 3 shows the FTIR spectra of the raw OPEFB and cellulose OPEFB. The
peaks around 3300 cm−1 and 2900 cm−1 represented the stretching of –OH and C–H
functional groups respectively [23, 24]. A peak around 1500 cm−1 was presented in
both spectra, which represent the C=C functional group, indicating the aromatic ring
of lignin [21, 25]. However, the intensity of this peak decreased after the alkaline
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Fig. 3 FTIR spectra of a raw OPEFB and b cellulose OPEFB

bleaching treatment which implies partial removal of lignin from the fibres. The
bending of –CH2 and aromatic ring of polysaccharide were presented in all spectra
at peaks around 1420 cm−1 and 1369 cm−1 respectively [24]. A significant difference
in the spectrum was noted at peak 1239.93 cm−1 which can be associated with aryl
alkyl ether of lignin or C=C andC=O of hemicellulose [25–27]. This peakwas shown
to be sharply decreased and broader in the cellulose OPEFB sample as compared to
the rawOPEFB sample, suggesting that these compoundsweremostly removed from
the sample.Asymmetrical deformationofC–O–Cbandwas shownat peak1162 cm−1

in both spectra [25]. Peaks at 1030 and 896 cm−1 showed the stretching of C–O and
C–H of pyranose ring skeleton and β-glycosidic linkage of cellulose, indicating that
the structure of the cellulose was not affected throughout the chemical treatment [3,
24, 26]. It was observed that peak 1162, 1030 and 896 cm−1 were more prominent
after the alkaline bleaching treatment. These changes in spectrum demonstrate the
partial hemicellulose dissolution and removal of lignin from the sample.

4 Discussion

In this work, cellulose isolation was done via alkaline bleaching which is based on
the alkaline peroxide mechanism. In this treatment, sodium hydroxide was added
drop-wise into the hydrogen peroxide producing a solution with pH of more than
11.5which caused the hydrogen peroxide to dissociate, forming hydroperoxide anion
(HOO−) [22, 28].

H2O2 + OH− → HOO− + H2O (1)

This anion is an active bleaching species that attacked the ethylenic and carbonyl
groups of the lignin, leading to the conversion of chromophore groups of lignin
such as quinones, cinnamaldehyde and ring-conjugated ketoses to nonchromophoric
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species [29]. This consequently bleached the fibres as shown in Fig. 2, whereby the
colour of the fibres turned into white after the chemical treatment. The hydroper-
oxide anion also reacted with the undissociated hydrogen peroxide to produce highly
reactive hydroxyl radicals (HO·) and superoxide anion radicals (O−·

2 ) [22].

H2O2 + HOO− → HO· + O−·
2 + H2O (2)

These radicals caused the delignification and hemicellulose breakdown from the
fibres. This is shown in the cellulose OPEFB sample whereby there was a decrease
in intensity of FTIR peaks at 1500 and 1239.93 cm−1. The weak intensity at peak
1500 cm−1 indicates that there was some bound lignin in the sample, implying that
lignin was partially removed during the treatment. This agrees with other research
works which used the same mechanism with different parameters whereby lignin
indicative peak with weak intensity was detected after the bleaching treatment by
using the hydrogen peroxide [21, 29, 30].

The broad, low intensity peak 1239.93 cm−1 of hemicellulose is consistent with
the result obtained by Lamaming et al. [26] whereby in their study, the hemicellu-
lose indicative peak was sharply decreased after bleaching treatment with acidified
sodium chlorite and potassium hydroxide. However, in another study that carried out
the cellulose extraction via alkaline peroxide mechanism, this hemicellulose peak
was absent after the extraction process with 35% hydrogen peroxide concentration.
Nevertheless, it was reported that bound hemicellulose was still presented in the
bleached sample based on the chemical composition analysis [27].

This study supports the previous literature that the use of alkaline hydrogen
peroxide can only partially remove the lignin from the raw fibres. Furthermore, the
presence of hemicellulose residue was parallel with other research work that used
sodium chlorite as the bleaching agent. However, FTIR analysis should be further
supported with the quantitative analysis whereby the percentage of the bound lignin
and hemicellulose should be calculated to evaluate the weight ratio of these bound
compounds and the purity of the sample. According to Nakasone and Kobayashi
[31], the impurity of the cellulose involving lignin can be reduced by pre-treating the
sample with sodium hydroxide for prolong time. In this study, the authors pre-treated
the sugarcane bagasse with 10% sodium hydroxide for different periods which were
1, 6 and 12 h prior to bleaching with sodium hypochlorite. The result showed that the
sample that was treated with sodium hydroxide for 12 h had the lowest lignin bound
percentage which was 0.68%. This suggests more improvement to this current study
in order to obtain high purity cellulose. Furthermore, the cytotoxicity study of the
sample should also be carried out in order to evaluate the effect of residual lignin
and hemicellulose in cellulose for biomedical application.

The obtained cellulose from waste is beneficial as a biomaterial due to its resem-
blance with the hard tissue in terms of its mechanical properties, which suggests
its further application as a bone graft in bone substitution [32]. Moreover, cellulose
has been explored as a promising candidate in hybrid material fabrication whereby
cellulose hybrid materials can be suited for bone tissue engineering application [32]
and drug delivery [33].
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5 Conclusion

Cellulose has been successfully isolated from the OPEFB waste with some bound
lignin and hemicellulose residue in the sample. This was confirmed by the colour of
the sample after the alkaline hydrogen peroxide treatment and FTIR spectra which
showed the peak representing the presence of lignin and hemicellulose but with
low intensity. This work suggests further research on the evaluation of the purity
percentage of the cellulose and the impact of these residues on the cytotoxicity of
the material for biomedical application.
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Identifying Bioglass and Liquid
Exfoliation of Graphite/MWCNT
Mixtures Through UV–Vis Spectroscopy
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Abstract Carbon allotropes such as graphene and multiwalled carbon nanotube
(MWCNT) are studied for an extensive range of applications. Various exfoliation
techniques were employed to yield the best form of generated allotropes. Liquid
phase exfoliation utilizes the technique of sonication of these allotropes in the solvent,
results in the best desired form of the high quality, safe, simple and economically
viable final product. This study discusses liquid-phase exfoliation of graphene and
MWCNT in chloroform. Their absorbance intensity has shown a contrast solubility
profile with respect to different weight percentages of each allotrope. The compar-
ative study was further analyzed with modification of bioglass (BG) within the
suspensions, of which hazards in agglomerations of allotropes’ particles as concen-
tration increases could potentially give a prevention insight for better preparation and
processing materials formulation. Hence the study aims in reporting UV absorbance
intensity of various weight percentages of liquid exfoliated graphene and MWCNT
particles, with the addition of BG in chloroform due to their unique structures
and remarkable properties and their exploitation in diverse potential applications,
including the biomedical engineering field especially in the field of bone tissue
engineering.
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1 Introduction

Graphene, known to be a wonder material, made its experimental breakthrough in
2004 viamicromechanical exfoliation from graphite. It comprises sp2 bonded carbon
atoms arranged in a honeycomb lattice two-dimensional (2D) single layer. Knowing
to exhibit various and distinct mechanical, physical, electrical and thermal prop-
erties, graphene has been extensively studied in several applications in its early
research stage, including supercapacitors, energy storage, sensors and nanocompos-
ites [1, 2]. Graphene compiles and demonstrates unique properties by having high
surface area, high Young’s modulus, excellent thermal and electrical characteristics
and distinct optical properties making the material attractive for exploitation in the
biomedical field. Current and ongoing research on utilizing graphene and its deriva-
tives range from drug delivery, biosensing to the development of biomedical devices
for healthcare engineering applications [3–5].

To date, various techniques have been employed to generate graphene. Impor-
tantly, considering the dynamic and detailed development of the various industries,
significant efforts were devoted to ensuring that a reproducible, non-structural defec-
tive, and high-qualitymaterial could be obtained. In brief, the preparation of graphene
can be categorized as either a “bottom-up” or a “top-down” approach. The former
category can be further divided into examples such as epitaxial growth and chem-
ical vapour deposition (CVD), which enable the production of large-sized graphene.
However, these approaches display some drawbacks in producing limited dimen-
sions and utilize very high working temperatures, hence hindering the production of
high-quality graphene that is usually economically viable [6]. Meanwhile, examples
of top-down approaches such as pioneers mechanical cleavage and the Hummers’
method are much more desirable as they are able to yield graphene at reasonably low
cost: however, bothmethods suffer from low-scale production and generate graphene
with structural defects [6, 7]. As such, a more reliable top-down method to produce
graphene via liquid-phase exfoliation has gained significant interest as it is not only
able to produce high-quality graphene but is also simple, safe, and economically
viable [1, 8].

Liquid phase exfoliation of graphene is the action of utilizing sonication in exfoli-
ating amonolayer or few-layer defect-free graphene from graphite in the solvent. The
mechanism purposely detaches the Van der Waals forces between graphene layers,
within graphite, via propagation of cavitation bubbles from ultrasonic waves through
themedium,which induces physical or chemical surface tensionwithin themolecules
between the solvent and the forces [1, 6]. There are various solvents studied in exfoli-
ating graphenevia liquid-phase exfoliation,with themajority having a surface tension
value around 40–50 mJ/m2 [9]. Some of the most commonly used solvents include
DMF (N, N-Dimethylformamide), ODCB (ortho-dichlorobenzene), and chloroform.
Each solvent requires a different sonication period which consequently generates
graphene at different concentrations [9].

Meanwhile, another form of carbon allotrope, multiwalled carbon nanotubes
(MWCNTs), has also gained much interest within the research environment due
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to its optical, mechanical and electrical properties. MWCNTs are essentially rolled
graphene sheets that allures to it having similar characteristics to graphene. However,
due to the high aspect ratio and stronger π–π interactions between the tubes,
MWCNTs are hindered by their solubility in organic and aqueous solvents, leading
to the consequent aggregation in these media and also difficulties in large-scale
processing and manufacture [10, 11]. As such, the functionalization of these carbon
allotropes is one of the most studied areas to improve their native solubility
and contribute to the overall characteristics of composites especially for novel
applications such as biomedical and healthcare engineering.

On the other hand, bioactive glass (BG) is a type of bio-ceramics that exhibits
biocompatibility, biodegradability and excellent bioactivity, antibacterial and anti-
inflammatory properties [12]. This material can also form an apatite layer on its
surface upon contact with physiological fluid, which subsequently induces angio-
genesis [13]. The exploitation and modification of BG have always been the subject
of interest due to the natural brittleness of BG’s structure where its distinct features
support and improve cells adhesion either by itself or when being incorporated into
biomaterials, offers a great deal of potential to many applications.

Therefore, this study reports in detail the generation of graphene via liquid-phase
exfoliation in chloroform with respect to the different weight percentage of graphite
powder, alongside an additional comparative study against MWCNT. Subsequently,
this present study will provide a comparative insight into the absorbance intensity,
via UV–Vis analyses, between graphene andMWCNT. In addition, functionalization
of the material with BG suspension in chloroform will be assessed and may allow its
exploitation in a wide range of diverse applications that include materials science,
drug delivery and tissue engineering.

2 Materials and Methods

2.1 Materials

Graphite powder (Cat. No: 104206, Supelco, Merck KGaA, Darmstadt, Germany),
multiwalled carbon nanotubes (MWCNTs) (UN19FMW011,NanoMalaysia, USM),
45S5 bioactive glass powder (BG) was synthesized as previously reported [14],
chloroform (Sigma Aldrich, Malaysia).

2.2 Exfoliation of Graphene

Liquid exfoliation of graphene was performed in chloroform containing graphite
powder in different weight percentages (wt%) from 1.56, 3.125, 6.25 and 12.5 wt%.
The solutions were then subjected to sonication using a tabletop sonicator at room
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temperature (Bandelin, Sonorex) for 120 min, subsequently followed by centrifuge
(Eppendorf 5810R, Germany) at 4000 rpm for 30 min [6]. Chloroform without
graphite powder was used as a control.

2.3 Exfoliation of Multiwalled Carbon Nanotubes
(MWCNTs)

Similarly to graphene, MWCNTs were prepared via liquid exfoliation in chloroform
with different wt% of 1.56, 3.125, 6.25 and 12.5 wt%. Based on a previous study,
MWCNTs require a shorter sonication time of around 10min [15] before centrifuged
at 4000 rpm for 30 min.

2.4 Preparation of BG Suspension

BG powder (BG) was prepared according to a previously published paper [14]. The
powder was dissolved in chloroform at different wt% of 1, 5, 10, 20 and 30 wt%. In
order to obtain a homogenous solution, the mixtures were dispersed via sonication
for 120 min before being centrifuged at 4000 rpm for 30 min.

2.5 Preparation of Graphene/BG and MWCNT/BG
Suspension

Both graphite (G) and MWCNT powder (3 and 6 wt%) was combined with BG
powder (1 and 2.5 wt%), with chloroform as the control. Graphite-BG (G-BG) and
MWCNT-BG solutions were then subjected to liquid exfoliation by sonicating for
120 min and 10 min respectively, before both were centrifuged at 4000 rpm for
30 min.

2.6 Absorbance Intensity Study of Exfoliated Suspension

The absorbance intensity of exfoliated suspensions was studied and analyzed via
a UV–Vis spectrometer (Fluostar Omega, BMG Labtech, Germany). The inten-
sity of the suspensions was read at a wavelength between 220 to 800 nm, with
chloroform used as the background inside a 96-well plate (Nunclon, Delta Surface,
ThermoScientific) with three replicates for each sample.
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2.7 Statistical Analysis

The samples were prepared in triplicates in the 96-well plate, and the results are
presented as mean values and standard deviation (Mean ± SD). All the data were
statistically analyzed via OriginLab software (Origin Lab, Northampton, USA) and
SPSS Version 26 (IBM Inc, Armonk, NY, USA).

3 Results and Discussions

3.1 Exfoliation of Graphene in Chloroform

Figure 1 shows broad peaks of graphene intensity for different weight percentages
recorded at around 255 and 290 nm. Although more significant peaks are expected
similar to other previous studies [16–18], however, the broad peaks obtained in this
work might most likely due to batch-to-batch variation of the starting material and
the limited maximum absorbance range detected by the machine. Nonetheless, the
appearance of anticipated characteristic absorption peak approximately at ~270 nm

Fig. 1 UV absorbance intensity of different weight percentage of liquid exfoliated graphene in
chloroform. Insert figure shows an apparent plateau absorption region ranging from 250 to 300 nm
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wavelength was seen, indicating graphene dispersion for all different weight percent-
ages of graphite powder that corresponds to the restored (–conjugation network tran-
sition of C–O bonds of graphene [5, 6]. TheUV absorbance peaks show an increasing
trend, clearly shown in the wavelengths range from 280 nm towards 500 nm, as the
weight percentage of graphite increases from1.56 to 12.5wt%.However, the graphite
powder at 6.25 wt%, shows low absorbance intensity in the range almost similar to
that of the control sample, between the wavelengths range from 300 to 800 nm. This
decrease is likely due to the potential starting of agglomeration of graphite powder or
sample error where the graphite powder was accidentally included in the well plate
during reading inside the microplate reader. The general profile trend displays in
Fig. 1 shown an increment in radiation being absorbed as the concentration increases,
as absorbance is directly proportional to concentration.

3.2 Exfoliation of Multiwalled Carbon Nanotubes
(MWCNTs) in Chloroform

For MWCNT in chloroform, Fig. 2 shows a similar broad peaks appearance to UV
absorbance intensity of different weight percentage of liquid exfoliated graphene in
chloroform. The absorbance bands can be seen at approximately ~262 nm, attributed

Fig. 2 UV absorbance intensity of different weight percentage of liquid exfoliated MWCNT in
chloroform. Insert figure shows an apparent plateau absorption region ranging from 250 to 300 nm
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to C=C bonds and also the dispersion into individual nanotubes of MWCNTs
[10]. However, the results show opposite trend to graphene, whereby decreasing
the MWCNT weight percentages increases absorbance intensity. An exception is
observed for the 3.12wt%MWCNTsample that demonstrated the highest absorbance
intensity profile, which corresponds to wavelength range between 300 and 800 nm,
for liquid exfoliation of MWCNT in chloroform. This shows that MWCNT is the
most stable at 3.12 wt%with minimal agglomeration sign, possibly due to the lowest
Van der Waals forces between the particle and solvent, which prevents the dynamic
entanglement process. This weight percentage can potentially be addressed as the
optimized concentration of MWCNT sonicated in chloroform. However, further
exploration is needed since the sonication time was chosen to be within 10 min
only in this work. The trend exhibited by MWCNTs shows that as concentration
increases, absorbance intensity decreases, which indicates the presence of sedimen-
tation of large particles due to agglomeration within MWCNTs [19]. This may be
attributed to the air bubbles formed naturally through bridging during sonication of
MWCNT that undoubtedly promotes agglomeration.

3.3 Exfoliation of BG Suspension in Chloroform

A comparative study for BG suspension in chloroform before adding graphene and
MWCNT is shown in Fig. 3. An extensive absorption band of BG at approximately
200–300 nm similar to other published paper [20] was observed, indicating the
presence of Fe3+ and Fe2+ iron impurities in the reactant. The presence of these
ions resulted in intense broad band of UV absorbance intensity in a range from
200 to 300 nm which might be possible due to the presence of more than one site
of both iron species of Fe3+ and Fe2+ that can be detected in glasses [20]. As the
concentration of the BG increases from 1 to 20 wt%, the absorbance spectroscopy
shows increased intensity in the visible range of wavelength from 300 to 500 nm. A
drop in the absorbance intensity at the higher weight percentage of BG (i.e. 30 wt%)
is observed, which may occur due to the commencement of particle agglomeration.

3.4 Exfoliation of Graphene/BG Suspension in Chloroform

As for graphene-BG suspensions, Fig. 4 demonstrates that absorbance intensity
increases proportionally to the concentration of the material; the highest intensity
being graphite (6 wt%) and BG powder (2.5 wt%), as shown in Fig. 4b. This shows
the complementary relationship between both materials with the enhancement of
absorbance intensity after the addition of BG. The selection for graphite and BG
concentrations were based on previous sections, where average range of graphite
was selected, and subsequently improvising the formulation with low concentra-
tion of BG to observe any possible effects induced by BG within the suspensions.
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Fig. 3 UV absorbance intensity of different weight percentage of BG suspension in chloroform.
Insert figure shows an apparent plateau absorption region ranging from 250 to 300 nm

The BG concentration was chosen to be less than 10 wt% since higher BG resulted
in agglomeration within the suspension (data not shown). Furthermore, the results
illustrate a stable exfoliation of graphene with similar trend shown in Fig. 1. Interest-
ingly, at even higher concentration of graphite 6 wt%, which previously shown low
absorbance intensity as compared to other concentrations as discussed in Sect. 3.1,
displays no signs of agglomeration after addition of BG. It is assumed that addition
of BG plays an important role in enhancing the solubility feature of graphene in
chloroform. This being a vital characteristic in any physiological application.

3.5 Exfoliation of MWCNT/BG Suspension in Chloroform

On the other hand, Fig. 5 shows a trend which displays further agglomeration draw-
backs of MWCNTs at higher concentration (6 wt%). MWCNTs has shown the most
stable state and higher intensity at a weight percentage of 3 wt% with the addition of
2.5wt%BG, in contrast to a higher concentration ofMWCNTs as depicted in Fig. 5a,
b. In comparison to Fig. 2, a drop in absorbance intensity values can be seen for all
concentrations of MWCNTs, even after incorporation of BG, which might be due
to either further agglomerations of both particles or dominant of lower absorbance
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Fig. 4 UV absorbance intensity of liquid exfoliated graphene-BG suspension in chloroform.
Different weight percentages of graphite (G) and BG used for comparisons as shown in a 3 wt% of
G exfoliated with 1 and 2.5 wt% of BG, respectively and b 6 wt% of G exfoliated with 1 and 2.5
wt% of BG, respectively. Insert figures show respective clearer plateau absorption region ranging
from 250 to 300 nm
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Fig. 5 UV absorbance intensity of different weight percentage of MWCNT-BG suspension in
chloroform (shown in a) 3 wt% of MWCNT exfoliated with 1 and 2.5 wt% of BG respectively
and b 6 wt% of MWCNT exfoliated with 1 and 2.5 wt% of BG respectively. Insert figures show
respective clearer plateau absorption region ranging from 250 to 300 nm
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intensity values BG upon addition to MWCNTs. The drawback is seen somehow to
hinder the processing ability of these two superior materials.

Such selections for MWCNT concentrations were based on most affected and
average values as discussed in Sect. 3.2, whereby low concentrations of BG
were chosen to study any possible effects within the suspensions in reducing the
agglomerations of the particles.

4 Conclusions

A comparative study on absorbance intensity between exfoliation of graphene and
MWCNT, respectively, with the addition of BG in chloroform has been discussed.
Graphene demonstrates greater composition stability upon the liquid exfoliation in
chloroform, which is further improved by the addition of BG compared to BG on
MWCNTs. This characteristic is crucial to illustrate the complementary relation-
ship between both types of materials-corresponding to their solubility profile, which
affects cell adhesion in contact with a physiological fluid. In contrast, MWCNTs
demonstrate an inverse relationship before and after the addition of BG due to
agglomeration effects, whichmay cause limitations in the preparation and processing
of materials, especially in key, surface-dependent applications such as biomedical
engineering therapies.

Future studies following on from the current findings where further characteriza-
tions, for example, analyzing morphology and composition of the composite mate-
rials, are highly anticipated. These observations are vital in confirming the synthe-
sized materials and extending into a biological study which will further evaluate the
functionality of BG in facilitating and enhancing the overall composite, especially
with graphene. The findings of this research may potentially contribute to study the
enhancement of BG towards exfoliation of nanoparticles (graphite and MWCNT) in
solvent (chloroform), by reducing the usual agglomeration effects encountered by
nanoparticles in suspensions.
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Increasing the Bacterial Cellulose Yield
by Supplementation of Static Culture
Medium

Farhana Islam and M. Tarik Arafat

Abstract High production costs and low production rates often restrict the use of
bacterial cellulose (BC) at the industrial scale despite having excellent unique prop-
erties and potential. In this study, BCwas produced by Enterobacter amnigenusGH-
1, which was isolated from rotten apples and identified by gram staining reaction.
Attempts were taken to enhance yield by supplementing the culture medium with
two water-soluble polysaccharides: gelatin and acacia and oil. Here, the polysac-
charides acted as a growth factor for bacteria and the oil facilitated the supply of
sufficient oxygen and nutrients to the microorganisms. Results showed that the yield
of cellulose increased significantly by 900% over the standard medium when the
medium contained gelatin in the presence of oil by the dual effect of polysaccharide
and oil. Moreover, enhancement of yield using medium thickening polysaccharides
in the static culture medium could be possible due to the presence of oil as oil could
continue to supply oxygen and nutrients to bacteria. On the other hand, gelatin and
acacia, when used alone made the medium viscous resulting in a shortage of oxygen
and nutrients in the medium. ATR-FTIR result confirmed the presence of functional
groups of cellulose at the obtained white pellicle.

Keywords Bacterial cellulose · Yield · Oil

1 Introduction

Polysaccharides are the most common natural polymers on earth. They are long
chains of carbohydrate molecules composed of monosaccharide units with the
general formula C6H10O5 bound together by glycosidic linkages. Their structure
can range from linear e.g. cellulose to highly branched e.g. glycogen [1]. Cellu-
lose is the most plentiful naturally occurring polysaccharide in nature obtained from
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sustainable sources. Up to 15,000 D-glucose residues (a glucan) link by β(1 → 4)
glycosidic bonds to form this linear polymer [2].

The main dominant pathway to obtain cellulose is from plants. It is renewable,
cheap, and biodegradable. However, plant cellulose coexists with lignin and other
polysaccharides, e.g., hemicellulose [3]. In order to get pure cellulose from plants,
physical and chemical treatment and other purification processes are needed. Mean-
while, the purity of cellulose has become increasingly important in biomedical
applications. Cellulose can also be synthesized by bacteria, fungi, and algae [4].
The discovery of bacterial cellulose was first reported by A. J. Brown in 1886 [5].
During the synthesis process, inside the bacterial body, glucose chains are produced.
They extrude out through tiny pores present on the cell and combine to form nano-
sized fibers, generating a web-shaped network structure with many empty spaces
between the fibers. Bacterial cells get entrapped in the complex cellulose network,
frequently enhancing the population at the air–liquid medium. The polymer matrix
facilitates nutrient supply and helps in the adhesion of cells onto any attainable
surface. The synthesis of BC production involves two consecutive mechanisms:
synthesis of uridine-5′-diphosphate-α-D-glucose (UDP-glucose), finally polymer-
ization of glucose into long un-branched chains [6]. Thus, cellulose formation by
laboratory bacterial culture is an fascinating access to pure cellulose.

Bacterial cellulose (BC) is an advantageous biomaterial having highly potential
applicability in different biomedical sectors [7]. BC is characterized by high levels
of biocompatibility, moisture-holding capacity, mechanical stability, and purity. It
provides a supportive environment for wound healing and is suitable for controlled
drug delivery, tissue engineering, and bio-sensing fields [8]. BC can be synthesized
from both specific gram-negative bacteria species: Acetobacter, Agrobacterium,
Azobacter, Salmonella, Rhizobium, and gram-positive bacteria species: Sarcina
ventriculi. Enterobacter sp. producing bacterial cellulose was turned up for the first
time in 2001 [9]. Several methods are being used to produce BC. Among them,
static culture is a comparatively simple, low-tech, and widely used method than the
other methods [10]. Different culture medium and medium composition and culture
conditions have been studied to observe the effect on BC production over the last
many years [11]. However, the number of pellicles formed in the static medium
is relatively lower because the pellicles act as an effective barrier at the air/liquid
interface in the static medium. This barrier is formed between oxygen on one side
and nutrients on the other side as a result which sufficient oxygen cannot reach the
cellulose-producing bacteria. Hence, the growth of cells slows down.

Low yield rate and comparatively high production cost have limited use of BC
as an alternative to plant cellulose. Effective BC-producing strain and optimized
culture conditions are the primary requirements for using BC in industrial appli-
cations. Several approaches have been studied for decades to find a process that
can significantly increase the yield of BC [12]. These efforts have been escalated
in recent years owing to the outstanding application of BC in the aforementioned
biomedical fields. In addition, there have been attempts to increase yield and lower
cost by synthesizing using industrial and foodstuff wastes like vegetable and food



Increasing the Bacterial Cellulose Yield by Supplementation … 543

waste, molasses, glycerol, etc. [13]. Besides, different additives such as polysaccha-
rides: agar, sodium alginate [14], xanthan, organic acids, ethanol, fruit juices [12], oil
[15] have been used to increase yield. It has been shown that the addition of water-
soluble polysaccharides reduces the shear stress of BC by enhancing the relative
viscosity of the medium to form uniform pellets, and it delays BC coagulation and
stimulates cell growth and BC production [16, 17]. On the contrary, these medium
thickening polysaccharides decrease BC yield in static culture since there is no shear
stress acting on there, hindering nutrient supply by making the medium viscous.
In this study, an approach has been taken to explore more effective alternatives to
the existing processes, and efforts have been made to increase yield more than the
existing best processes give. Two water-soluble polysaccharides: Gelatin and acacia,
have been employed in the static culture of BC to observe the effect on BC production
in the presence of oil, which has been earlier proven to supply sufficient oxygen and
nutrient supply to the microorganisms in the medium. Bacteria were extracted from
rotten apples and identified by the gram staining method. The obtained BC pelli-
cles have been characterized by attenuated total reflection Fourier transform infrared
spectroscopy (ATR-FTIR). Statistical optimization has also been performed.

2 Experimental Set-Up and Methodology

2.1 Materials

Glucose, Peptone, Yeast Extract, Disodium phosphate, Bacteriological agar, and
Citric acid were purchased from Sigma Aldrich. Gelatin and acacia were purchased
from Research Lab. Bacterial strain Enterobacter amnigenus GH-1 was extracted
from rotten apples.

2.2 Isolation and Screening of Microorganisms

Standard Hestrin-Schramm (HS) medium composed of 2% glucose (w/v), 0.5%
peptone (w/v), 0.5% yeast extract (w/v), 0.115% citric acid (w/v), and 0.27%
disodium phosphate (w/v) was employed to extract microorganism from rotten apple
as well as to culture those extracted bacteria for producing cellulose. Medium pH
was adjusted to 6. Rotten apples were cut into small pieces and put into 100ml sterile
saline containing conical flasks. In order to detach the surface microbiota, the flask
was kept in a shaker for 30 min at room temperature. 0.5 ml extract from the flask
was added to 10 ml of HS medium with 0.5% (v/v) ethanol, 0.2% (v/v) acetic acid
and 0.02% (w/v) cycloheximide into a test tube. It was then kept at room temperature
for 24 h of incubation. After that, 1 ml of enriched sample from the test tube was
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inoculated into 100ml of HSmedium and incubated at room temperature for 14 days.
Flasks were kept for growth and observed for pellicle formation.

2.3 Microorganism Culture

Sterile phosphate buffer solution was used to serially dilute white pellicle culture
grown on the air/liquid surface of the medium. 0.1 ml of appropriate dilutions were
then spread onto the HS agar medium plate containing 1.5% (w/v) bacteriological
agar and incubated at 37 °C to get an isolated bacterial colony.

2.4 BC Production and Purification

100 ml of standard HS medium (pH 6.0) was inoculated with a single bacterial
colony and incubated at 28 °C for 7 days for cellulose pellicle formation. Formation
of pellicle started at the air/liquid interface on the 3rd or 4th day of incubation. The
pellicle was carefully removed after 7 days of incubation and immersed in 2%NaOH
solution. Then transferred to DI water and boiled for 30 min and then washed again
thoroughly with DI water. Drying was carried out in an oven at 65 °C overnight
before further characterization. In the next step, to increase the yield of BC, Oil,
gelatin, and acacia were used as additives, and several combinations of three of
these variables have been made to examine the effect. Firstly, two types of oil were
used to differentiate the effect. Next, the medium was complemented with medium
thickening agent gelatin and acacia alone. Finally, how gelatin and acacia work in
the presence of oil is examined. 1% (v/v) oil was used. Two different percentages of
gelatin and acacia were used: in one experiment, gelatin and acacia were used 0.04%
(w/v) and 0.06% (w/v), respectively, and in another experiment, both percentages
were increased to 0.5% (w/v). Samples were labeled as control, HS + RO, HS +
PO, HS + G, HS + A, HS + PO + G, HS + PO + A, HS + PO + G + A where
control represents a medium with only standard HS medium without any additives
and HS, RO, PO, G, A represent standard HS medium, rice oil, palm oil, gelatin,
and acacia, respectively. For example, HS + PO + G + A represents standard HS
culture medium is supplemented with palm oil, gelatin, and acacia.

3 Characterization

Attenuated total reflection Fourier transform infrared spectroscopy (ATR-FTIR)
spectrum was recorded by Nicolet iS5 ((Nicolet Instrument Corporation, WI, USA)
FTIR Spectrometer with an accumulation of 40 scans at room temperature in the
range of 500–4000 with spectral resolution 2.
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Fig. 1 a bacterial colony on the agar plate b gram staining reaction proved gram-negative bacteria
obtained and c formation of cellulose pellicle at the air/liquid interface

4 Results and Discussion

4.1 Identification and Gram Staining of BC-Producing
Microorganism

Isolated single colonies were observed on the agar plate shown in Fig. 1a. The pure
colony was slimy, smooth, and cream in color. Enterobacter amnigenus GH-1 are
gram-negative bacteria, and in gram staining reaction test, they show pink/red color
like found in the test shown in Fig. 1b.

4.2 Statistical Optimization of BC Yield

Awhite pellicle was observed at the air/liquid interface of the conical flask, as shown
in Fig. 1c. Comparative results are shown in Fig. 2. The yield of BC increased about
200% in HS + PO than the control concluding that palm oil works better than rice
oil in BC production. When gelatin and acacia were added alone, HS + G and HS
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Fig. 2 The yield of BC synthesized by Enterobacter in control HS medium and a HS medium
supplemented with two oils: rice oil (RO) and palm oil (PO) and medium thickening water-soluble
polysaccharide gelatin (G) and acacia (A) and b HS medium supplemented with gelatin (G) and
Acacia (A) in the presence of palm oil (PO). The yield of cellulose was highest for HS + PO + G
around 900%

+ A samples showed a decreased yield of BC than control as these polysaccharides
cause a shortage in supply of nutrients by increasing viscosity of the medium, but
the addition of oil compensated this shortcoming. Figure 2 shows that when the
medium is complemented with oil and medium thickening agent, yield increased up
to 900% than the control; HS + PO + G showed the highest amount of yield. The
selection of a suitable polysaccharide with a proper percentage is critical [18]. For
example, when gelatin percent was increased to 0.5%, the yield decreased as BC
production impeded when the medium became more viscous. On the other hand,
when acacia concentration 0.06% is used, no cellulose was produced, whereas at
0.5% concentration, cellulose formed, suggesting a lower concentration was used
earlier.

Normally in the production of BC, a glucose medium is used. There is a tendency
of sinking movement of cellulose pellicle as there works a downward force due to
the density of BC pellicle being slightly higher than the glucose medium because
cellulose is a polymer of glucose [19]. The sinking process helps in increasing the
availability of nutrients and oxygen, which are critical to BC formation and the
formation of new sticking cellulose layers on top of the primary layer. But normally,
opposite to sinking downward force, the rough surface of the vessel applies upward
frictional force trying to hinder the sinking process, thus decreasing BC production.
Oil has a tremendous effect on increasing bacterial cellulose yield. It was observed
that the addition of oil reduces these frictional forces enabling the sinking process
and allowing sufficient nutrients and oxygen to the top layer. It works in the following
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process; it forms a cone shape in the flask, BCmass deposited at the lower part of the
structure leaving free fresh medium at the top to allow bacteria cells to produce BC.
This process is self-fueling and escalating as a new layer of cellulose forms after the
previous layer sinks. This can be continued up to four coherent.

Oil droplets tend to adapt a funnel form within cellulose according to the law of
physics, where the base of the funnel directs at the surface of the medium. At the
same time, oil being hydrophobic pushes back the cellulose matrix, which consists
of >98% of water. These two opposing processes create spaces in between, which
are accessible to oxygen in the air and possibly facilitate oxygen exchange within
deeper layers of cellulosemembranes [15].On the other hand, addedpolysaccharides:
gelatin and acacia enhance the growth of bacteria significantly [20]. This dual effect
together enhanced the yield of cellulose more than oil alone does.

4.3 ATR-FTIR

The presence of cellulose was confirmed by ATR-FTIR, shown in Fig. 3. A broad
absorption band of the hydroxyl group appears 3400 cm−1 [21]. The C–H stretching
bands of –CH3 and –CH2 groups are observed at 2900 cm−1. The peak at 1640 cm−1

corresponds to H–OH vibration of absorbed water molecules in BC. Glycosidic
C–O–C stretching vibration is observed at 1000 cm−1 [22].

Fig. 3 ATR-FTIR spectrum shows functional groups of cellulose produced by Enterobacter
amnigenus GH-1 isolated from rotten apple
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5 Conclusion

In this present study, Enterobacter amnigenus GH-1 was successfully isolated from
rotten apple and could produce cellulose pellicle in a static culturemedium.A signifi-
cant increase of BC could be achieved by a simplemethod using polysaccharide addi-
tives and oil into the culture medium. The limitation of using water-soluble medium
thickening polysaccharides in static culture in the production of BCwas successfully
eliminated by using oil.Oil supplies oxygen and nutrient to themicroorganism,which
was earlier hindered in the absence of oil due to the viscous nature of the medium.
These polysaccharides are also a source of growth factors for bacteria. As a result,
polysaccharides in combination with oil enhanced yield by a significant amount.
ATR-FTIR confirmed the presence of cellulose in the obtained pellicle. Our further
study aims at evaluating useful properties, e.g., swelling, mechanical strength, cyto-
toxicity of BC, to investigate that the new technique used to increases yield would not
cause depression of any of these properties. Therefore, this simple technique indi-
cates a new strategy in the study of enhancing bacterial cellulose yield and demands
further investigation of its functional properties for application in various biomedical
fields.
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Novel Method of Producing
Free-Standing SU8-Based Carbon
Scaffold as Biomedical Engineering
Application

Vieralynda Vitus, Fatimah Ibrahim,
and Wan Safwani Wan Kamarul Zaman

Abstract For the first time, this paper highlighted the method of detaching SU8-
based carbon scaffolds from substrates using the acid treatment method. This finding
provides a method to detach pyrolysed scaffolds from a substrate without the need to
scrap thepattern.Briefly, the scaffold patternswere fabricatedusingphotolithography
and the pyrolysis method. Then, various attempts of detaching the carbon scaffold
by using acids were investigated include H2SO4, HNO3, H2O2, and H2SO4/HNO3.
Under 60 min treatment of HNO3 with stirring and non-stirring conditions has led
to the detachments of pyrolysed SU8 without visible defect on the structure. This
finding provides a free-standing SU8-based carbon scaffold that could be easily
incorporated into hydrogel or other composites materials to form a conductive 3D
in vitro model for biological application. Hence, these novel detachment methods
provide new knowledge to detach SU8-based carbon scaffolds, while performing
surface treatment to improve the surface properties of carbon scaffolds. The findings
of this study improve the potential of SU8-based carbon scaffolds as tools in future
biological applications.
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1 Introduction

Carbon materials have been extensively and widely studied in various fields of appli-
cation. Currently, carbon frompolymer precursors hasmade itsway as a potential tool
in biomedical applications due to their flexibility and customisable ability in fabri-
cations [1]. To date, the negative photoresist SU8 polymer was widely employed in
producing nano- and micro-scale scaffolds through MEMS technology to fabricate
patterns similar to the extracellular matrix of cells [2]. Based on previous studies, the
SU8-based carbon scaffold has shown to be biocompatible and could influence cells
behaviours. Plus, the carbon-based scaffold’s electroconductive properties support
the growth of electro-active cells such as cardiac cells, neural cells, and skeletal
cells [3–5]. However, the surface of the SU8-based carbon scaffold is insufficiently
hydrophilic, which is less favour by cells. Thus, surface treatments were utilized to
improve the hydrophilicity of the SU8-based scaffold.

Commonly, the surface treatments performed on carbon materials is to improve
the surface wettability and adhesion properties, which affect the biocompatibility of
carbon [6]. Among the current surface treatment methods employed on carbon mate-
rials are wet chemical treatments using an acid solution. Various acid solutions and
mixtures include HCL, HNO3, H2SO4, H2SO4/HNO3, H2SO4/NaOH, were utilized
[7–10]. Acid treatment on carbon materials is mainly done on carbon nanotubes and
other carbon powder [9, 11–13]. However, there is no report yet on the ability of acid
treatments to loosen the interfacial adhesion strength, which led to the detachment
of carbon scaffold from substrates.

Currently, most of the studies utilising SU8 polymer in the production of SU8-
based carbon scaffolds are attached to a substrate for example, fabrication of SU8
micro pattern on silicon wafer [14]. Based on previous studies, the detachment
method of SU8 polymer from substrate has been widely employed to obtain free-
standing devices or structures from coating materials to the sacrificial layer. For
instance, Microchem Omnicoat was used as substrate’s coater prior to the deploy-
ment of SU8 for easy removal of SU8 structure from the substrate [15]. Others
use the PDMS layer to easily detach the SU8 structure from the substrate [16, 17]. In
comparison, Jang et al. [18] utilised chrome/gold as a sacrificial layer to release the
SU8 structure. Meanwhile, Chiriacò et al. [19] applied Lift-Off Resist as a sacrificial
layer for easy peel off to obtain a free-standing SU8 structure. However, although
various method to release SU8 polymer structure from substrate has been devel-
oped, the method to release pyrolysed SU8 carbon structure from substrates remains
unexplored.

Therefore, in this manuscript, we present for the first time the methods to detach
SU8-based carbon scaffold from a substrate that simultaneously undergoes surface
functionalisation. Through this finding, a free-standing SU8-based carbon scaffold
was obtained. The free-standing SU8-based carbon scaffold could be potentially
incorporate into hydrogel or other composites materials to create a conductive 3D
carbon model for in vitro biological application.
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2 Methods

2.1 Fabrication of SU8-Based Carbon Scaffold on Substrates

Firstly, the fused silicawaferwas cleanwith acetone, isopropanol, and distilledwater.
Followed by drying with nitrogen gas and further drying on the hot plate at 200°C for
1 h. Subsequently, spin coating of SU8 3035 photoresists on substrates at 3000 rpm
speed to obtain 35 µm height. Next, the SU8 was soft baked at 105°C for 20 min
on the hot plate and then exposed to UV light for 25 s under the photomask. After
that, the SU8 was post baked at 105°C for 6 min followed by the development step
using SU8 developer and final bake at 190°C for 1 h. Finally, the substrates were
subjected to pyrolysis process to obtain carbonised patterns at 900°C in the furnace
(Nabertherm more than heat 30–3000°, P330, Germany) under a continuous flow of
nitrogen gas with a flow rate of 2 cc/min.

2.2 Acid Treatment on SU8-Based Carbon Scaffold
from Substrates

The process of detaching the pyrolysed SU8 from substrates was performed by
using H2SO4, HNO3, H2SO4/HNO3, and H2O2. The process was performed at
60°C in 30 min intervals with and without stirring conditions of 180 rpm speed on a
hot plate. After that, the pyrolysed SU8 pattern was washed with running tap water,
and a pH meter was used to check the pH level to ensure all acid remnants had been
removed.

2.3 Fabrication of SU8-Based Scaffold on Substrates
with Kapton Tape

Prior to spin coating, the Kapton tape was applied on the microscope glass slide,
followed by spin coating of SU8 at 3000 rpm speed. Next, the SU8 was soft baked
at 65°C for 20 min on a hot plate and exposed to UV light for 15 s and post baked at
95°C for 5 min on a hot plate. Then, the UV exposed SU8 patterns were immersed in
SU8 developer for 1 h. After that, the SU8 structure was peeled off from the substrate.
Lastly, it was subjected to a final bake at 190°C for 1 h on a hot plate. The overall
process as in Fig. 1.
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Fig. 1 Detachment method by using Kapton tape on SU8 polymer

2.4 Pyrolysis Process of the Detached SU8-Based Scaffold

Prior to pyrolysis, the detached SU8-based scaffold was sandwiched between two
pieces of fused silica wafer and placed on a ceramic boat and then placed the ceramic
boat in the centre of the furnace tube. Then, the pyrolysis process was performed at
900°C in the furnace (Nabertherm more than heat 30–3000°, P330, Germany) under
a continuous flow of nitrogen gas with a flow rate of 2 cc/min.

3 Results and Discussion

Based on the investigation, H2SO4 treatments on both stirring and non-stirring condi-
tions resulted in visible structural damage at 60- and 120-min treatments, and the
pyrolysed SU8 pattern remains attached on the substrate. On both HNO3 conditions
at 30 min treatment, the bottom attached parts of the SU8-based carbon scaffold on
the substrate visibly began to detach (see Fig. 2). At 60 min, HNO3 treatment on
both conditions has led to the detachment of pyrolysed SU8 from substrates without
visible damage. The H2O2 treatments on pyrolysed SU8 under both treatment condi-
tions do not lead to the detachment of carbon structure, and no visible damage was
seen. Lastly, the treatments under the mixture of H2SO4/HNO3 on both conditions
led to the detachment of carbon structure, but severely damage patternswere obtained
(see Table 1).

Therefore, visually the most suitable acid treatment to detach the pyrolysed scaf-
fold from fused silica substrate is through 60min treatment of HNO3 either in stirring
or non-stirring conditions.

Additionally, in this study, we also attempted to detach the SU8 polymer struc-
ture prior to the pyrolysis process by using Kapton tape as a release layer. However,
through this investigation, the pyrolysis process on the detached SU8 polymer struc-
ture resulted in extreme shrinkage, breakage, and curling of SU8-based carbon struc-
ture (see in Fig. 3d). Thesemaybe due to the stress of interfacial shear strength under a
high heat temperature environment [20]. Therefore, detaching the scaffold prior to
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Fig. 2 The bottom attached part of SU8-based carbon scaffold on fused silica wafer. The darker
colour indicates the scaffold still adhere to the substrate, whereas the greyish colour indicates the
scaffold is no longer attached to the substrate

the pyrolysis process is not feasible. Thus, this is the main reason we utilised acid
treatments after the pyrolysis process of the SU8-based scaffold.

4 Conclusion

This study describes a simple, time-saving, cost-effective method to detach SU8-
based carbon scaffold while simultaneously performing surface functionalisation. To
our knowledge, this is the first investigation to detach pyrolysed SU8-based scaffold.
Further studies will be conducted in the future to understand better the effect of acid
treatment towards the detachment of SU8-based carbon scaffold and the potential use
of free-standing SU8-based carbon scaffold in biomedical engineering applications.
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Fig. 3 Detached SU8 polymer pattern byKapton tapemethod. a Pattern on photomask; bDetached
SU8patterns under themicroscope; c SU8pattern after final bake;dPyrolysed detached SU8pattern
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The Effect of microRNA Targeting
IL-17RA in the Regulation of RANKL
and OPG Expressions in Stem Cells
from Human Exfoliated Deciduous Teeth

Wan Khairunnisaa Wan Nor Aduni, Rashidi Dzul Keflee, See Too Wei Cun,
and Asma Abdullah Nurul

Abstract microRNA is a small RNA molecule able to regulate gene expressions
at post transcription level, either via mRNA degradation or translational repression.
This study is designed to determine the potential microRNA targeting IL-17RA
and its effects towards OPG and RANKL expressions in SHED. Complex filtra-
tion process via in silico study, using the most recent algorithmically programmes
(DIANA-micro T CDS, mirWalk v2.0, and TargetScan v7.1) was done to predict
potential microRNA. The concentration of 25, 50, and 100 nM microRNA targeting
GAPDH were optimized to determine the most efficient downregulation activity.
The result showed that 50 nM microRNA mimic transfected for 48 h resulted in the
lowest level of GAPDH mRNA expression measured by quantitative real time PCR.
Following microRNA optimization, SHED were grown for 7 days in complete α-
memsupplementedwith osteoinducing reagents and treatedwith 50 ng/mL IL-17A to
enhance osteogenic differentiation. Treated cells were then transfected with 50 nM
of predicted microRNA (hsa-miR-4524a-3p and hsa-miR-6761-5p) for 48 h. The
expressions of IL-17RA, OPG and RANKL were measured by qPCR and normal-
izedwithβ-actin. ThemicroRNAmimic hsa-miR-4524a-3p downregulated IL-17RA
expression more than the microRNA mimic hsa-miR-6761-5p (p < 0.01). Addi-
tionally, both OPG and RANKL expressions were downregulated by both mimics,
although only OPG expression was significantly decreased. These findings highlight
the importance of microRNA targeting IL-17RA and its effects on regulating the
expressions of OPG and RANKL in SHED, implying a role in the bone metabolism
process.
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1 Introduction

Bone metabolism is a complex mechanism of bone growth and bone resorption,
which entails a vital interaction between osteoblast and osteoclast. The mecha-
nisms are regulated by several cell types and molecular signalling pathways. The
RANK/RANKL/OPG signalling pathway has received the greatest attention in the
field of bone metabolism and is critical for bone remodelling. Receptor activator
of NF-κB (RANK) is a TNF receptor superfamily homotrimeric transmembrane
protein, whereas receptor activator of NF-κB ligand (RANKL) is membrane-bound
osteoblasts or secreted by activated T cells. Meanwhile, osteoprotegerin (OPG) can
act as a soluble decoy receptor for RANKL which is secreted by various cell types
including osteoblasts [1]. RANK is a signalling receptor for RANKL and the binding
between those two will induce osteoclast differentiation, whereas OPG will act as a
negative regulator of RANK signalling, thus inhibits osteoclastogenesis [2].

Stem cells from human exfoliated deciduous teeth (SHED) possess self-renewal
capacity and able to differentiate into multiple cell lineages including osteogenic
lineagedifferentiation.Those capabilitiesmake the cells as a promising cell source for
bone tissue regeneration [3]. It has been reported that after 4weeks supplementedwith
osteoinducing reagents, SHED developed Alizarin red-positive nodules, indicating
calcium deposition in the cultured cells [4]. Also, osteogenic induced SHED has
been reported to stimulate the upregulation of different bone markers such as ALP,
bone sialoprotein, CBFA1 (Core-Binding Factor, Runt Domain Alpha Subunit 1),
and MEPE (Matrix extracellular phosphoglycoprotein with ASARM motif) [5].

IL-17A is the member of IL-17 cytokines, consisting of IL-17A, IL-17B, IL-17C,
IL-17D, IL-17E, and IL-17F, produced by Th17 cells [6]. IL-17A is the most studied
subunit, particularly its pro-inflammatory activity, in which it actively promotes the
production of pro-inflammatory factors in pathological conditions. IL-17A specif-
ically binds to its receptor protein, IL-17RA. Any monoclonal antibodies directed
against the receptor would eventually inhibit IL-17A-mediated activity, implying
that binding is required to elicit IL-17A-specific biological responses [7].

Rapid advancements inmicroRNAstudies in osteogenic differentiation havemade
this an interesting topic in which these microRNAs can help in the control of gene
expression. [8]. Regulation occurs at post-transcriptional level by either translational
suppression or mRNA degradation due to the action of the RNA-induces silencing
complex (RISC) binding to the 3’UTR region of target sites with the assistance of
microRNA [9].

In the present study, we predicted microRNA targeting IL-17RA using algorith-
mically programs, i.e. DIANA-micro T CDS, mirWalk v2.0, and TargetScan v7.1
and two microRNAs were selected. The hsa-miR-4524a-3p and hsa-miR-6761-5p
were transfected into SHEDwhich were pre-treated with IL-17A and the expressions
of OPG and RANKLwere evaluated by qPCR. To date, this is the first study to report
on the effect of microRNAs targeting IL-17RA on the OPG and RANKL expressions
in SHED. This study will pave the way for the possible use of microRNA targeting
IL-17RA in regenerative medicine and bone diseases.
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2 Materials and Methods

2.1 Cell Culture

SHED were purchased from AllCells, USA and were maintained in alpha minimum
essential medium (Gibco, USA), completed with 10% fetal bovine serum (Gibco,
USA), and 1% penicillin–streptomycin (Gibco, USA) at 37 °C and 5% CO2 in
humidified atmosphere. The medium was changed every 3 days.

2.2 Osteogenic Differentiation

Prior to transfection, SHED were maintained in osteogenic medium containing
50μg/mL L-ascorbic (Wako, Germany), 10 mM β-glycerophosphate (Sigma, USA),
and 10 nM dexamethasone (Sigma, USA) for 7 days. The cells were treated with
50 ng/mL of recombinant IL-17RA for 7 days before transfection and 24 h after the
transfection.

2.3 microRNA Mimic Transient Transfection

The prediction of microRNAs targeting IL-17RA mRNA was performed via in
silico study. List of potential microRNAs were shortlisted from three most recent
algorithmically different programmes such as DIANA-microT CDS, mirWalk v2.0,
and TargetScan v7.1 and were further analysed based on site features of mRNA-
microRNA pairing. SelectedmicroRNAswere transiently transfected using Lipofec-
tamine® 3000 transfection reagent (Invitrogen, USA) diluted with 1X Opti-MEM®
I reduced serummedium (Invitrogen, USA) onto SHED for 48 h. In this study, SHED
were transiently transfected with 25, 50, and 100 nMmicroRNA concentrations (for
optimisation) and 50 nM was selected for the actual study.

2.4 Quantitative Real Time-PCR

Total RNA was extracted using RNeasy® Mini Kit (Qiagen, Germany) as described
by manufacturer. The purified RNA (2000 ng) was reverse transcribed to cDNA in
20uL reaction by using High Capacity cDNA Reverse Trancsription Kit (Applied
Biosystem, USA). The expressions of IL-17RA, GAPDH, and osteogenic genes
(OPG and RANKL) were quantified in triplicate by SYBR®Green expression assay
on SYBR®Green PCRMaster Mix (Applied Biosystems, USA) according to manu-
facturer’s instruction. The expression of tested genes was normalized with internal
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control gene, reference geneACTB.The relative gene expression levelwas calculated
by using 2−��CT method [10]

2.5 Statistical Analysis

All experiments were carried out in three biological replicates and the quantita-
tive data were reported as mean ± standard deviation. Independent t-tests and one-
way analysis of variance (ANOVA) were used to determine significant differences
between means, followed by post hoc multiple comparisons. The significance level
for all statistical analyses was set at p < 0.05.

3 Results

3.1 Prediction of microRNAS Targeting IL-17RA by in Silico
Study

Identification of microRNA recognition elements (MREs) which is 3’ untrans-
lated region (3’UTR) of IL-17RA gene were analysed by three algorithmically
different programs (DIANA-micro T web server v5.0, TargetScan Release 7.1 and
miRWalk 2.0). Application of these programs resulted in 36 non-repeating conserved
microRNAs binding site at the 3’UTR of IL-17RA gene which were then analysed
for their minimum free energy (MFE) by using RNAhybrid. Further analyses of
microRNAs were evaluated for their most stable seed match which is 8-mer site
type, resulting in 19microRNAs being shortlisted. The best two potential microRNA
mimics (hsa-miR-6761-5p and hsa-miR-4524a-3p) were selected based on the evalu-
ation of their perfect Watson–Crick base pairing at the seed region, low minimal free
energy (MFE) and have very good pairing to both 5’ and 3’ ends of the microRNA
(5’ dominant canonical), lack of G: U wobble pair and bulges at the seed region.

3.2 Transfection Optimisation Efficiency Using microRNA
Targeting GAPDH

SHED were transfected with different concentrations of microRNA targeting
GAPDH (25 nM, 50 nM, and 100 nM) to determine the most significant of GAPDH
mRNAdownregulation. After 48 h of transfection, the expression of GAPDHmRNA
was measured. All the concentrations significantly downregulated the expression of
GAPDH mRNA by 0.1237-fold at 25 nM (p < 0.0001), 0.0632-fold at 50 nM (p
< 0.0001), and 0.0842-fold at 100 nM (p < 0.0001) as compared to controls (see
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Fig. 1 Relative fold change of GAPDHmRNA level in SHED transfected with 25, 50 and 100 nM
of microRNA-targeting GAPDH and non-targeting microRNA as negative control transfected for
48 h and normalized with β-actin. Error bars are standard deviation (SD) from three replicates.
Asterisk (****) indicates p < 0.0001, (**) indicates p < 0.01. ‘p’ indicates compared to negative
control and ‘q’ indicates comparison between microRNA-targeting GAPDH column

Fig. 1). Thus, 50 nM was selected as the optimal concentration of microRNA for
downstream experiments.

3.3 Effects of the Predicted microRNAs Targeting IL-17RA
on the Level of IL-17RA mRNA Transcript

The hsa-miR-4524a-3p and hsa-miR-6761-5p mimics were transfected into SHED
respectively. The hsa-miR-4524a-3p mimic significantly downregulated IL-17RA
mRNA expression by 0.195-fold (p < 0.001). The other predicted mimic, hsa-miR-
6761-5p showed downregulation of IL-17RAmRNA expression by 0.6144-fold (p <
0.001). The results indicated that hsa-miR-4524a-3p mimic downregulated IL-17RA
expression more effectively than hsa-miR-6761-5p mimic (see Fig. 2).
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Fig. 2 Relative fold change of IL-17RA mRNA levels in SHED transfected with 50 nM of miR-
6761-5p mimic, miR-4524a-3p mimic and non-targeting microRNA as negative control transfected
for 48 h and normalized with β-actin. Error bars are standard deviation (SD) from two replicates.
Asterisk (***) indicates p < 0.001 and (**) indicates p < 0.01 (One-way ANOVA)

3.4 Effect of microRNA Targeting IL-17RA on Osteogenic
Marker Expression, OPG and RANKL by Quantitative
Real-Time PCR

The effects of microRNA targeting IL-17RA, hsa-miR-4524a-3p and hsa-miR-6761-
5pmimics were also evaluated on selected osteogenic markers expressions, OPG and
RANKL. Both microRNAs group showed significant downregulation of OPG gene
expression when compared to the control group; hsa-miR-6761-5p with 0.44-fold (p
< 0.01) and hsa-miR-4524a-3p with 0.13-fold (p < 0.001). However, no significant
reduction of RANKL gene expression in SHED treated withmiR-6761-5pwith 0.55-
fold (p > 0.05) and miR-4524a-3p with 0.24-fold (p > 0.05) was observed compared
to control (see Fig. 3a, b).
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Fig. 3 Relative fold change of a OPG and b RANKL mRNA levels in SHED transfected with
50 nM of miR-6761-5p mimic, miR-4524a-3p mimic and non-targeting microRNA as negative
control transfected for 48 h and normalized with β-actin. Error bars are standard deviation (SD)
from two replicates. Asterisk (***) indicates p < 0.001 and (**) indicates p < 0.01 (One-way
ANOVA)

4 Discussion and Conclusions

The current study was designed to figure out the effect of predicted microRNA that
potentially binds to the 3’UTR of IL-17RAmRNA via in silico study. DIANA-micro
T web server v5.0, TargetScan Release 7.1 and miRWalk 2.0 were the bioinformatics
tools that have been used to manage the mounting flow of microRNA-related data.
A total of 2825 predicted microRNAs were extracted from three algorithmically
different program and only 36 non-repeating conserved microRNA were chosen
from these programs. Only two shortlistedmicroRNAswere chosen for experimental
validations which were hsa-miR-4524a-3p and hsa-miR-6761-5p. Hsa-miR-4524a-
3p and hsa-miR-6761-5p have perfectWCmatch andmicroRNA target classification
which is 8-mer and 5’ dominant canonical. This finding is in agreement with Witkos
et al., which stated the canonical with complete pairing within the seed region are the
best choice of target formicroRNA[11]. In addition, bothmicroRNAs showedperfect
number of match, low number of mismatch, absent in G-Uwobble and bulges at seed
position as well as more WC pairing at nucleotide 12–17 when compared to other
predicted microRNAs. These features are important to enhance the effectiveness of
microRNA-mRNA interactions which facilitate target prediction [12]

Optimizations for transfection are required to promote the success of genetic
material into cells and optimise transfection efficiency. For optimal results, the effi-
ciency of transfection should be reported as high as possible. It is important to
conduct multiple transfections under different conditions to discover the ideal condi-
tion for maximal transfection effectiveness whenever working with a new cell line
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[13]. In the present study, microRNA targeting GAPDH (positive control) signif-
icantly downregulate GAPDH gene expression at 25, 50, and 100 nM of mimic
concentrations. In order to confirm that the mimic is efficiently knocking down the
target, it is always important to include positive control microRNA, and it should be
routinely transfected to maintain the optimal transfection condition in every exper-
iment [14]. Furthermore, non-targeting mimics must be used as controls in exper-
iments to demonstrate that the activity of the mimics is specific and not due to
background influences [15].

Both predicted microRNAs (hsa-miR-4524a-3p and hsa-miR-6761-3p) targeting
IL-17RA showed significant downregulation of IL-17RAmRNA transcript in SHED.
Each microRNA might have different targets, leading to different roles and different
responses according to the targets. In previous studies, predicted microRNAs have
different important roles for instance, in a pilot study of microRNA transcriptome
profiling in response to eCig (e-cigarettes), hsa-miR-6761-5p was expressed with
eCig treatment [16]. Besides that, hsa-miR-4524a-3p, was discovered by a group
of researchers by using next-generation sequencing expression analysis in breast
cancer and showed that it has novel role in few subtypes of breast cancer [17]. These
findings showed that both microRNAs have important roles in diseases. In contrast
to our study, both predicted microRNAs also showed novel role in normal condition
where these microRNAs significantly downregulated IL-17RA gene expression and
demonstrated effects on osteogenic markers, OPG and RANKL.

IL-17Awas previously demonstrated to have important roles in osteogenic differ-
entiation of SHED, providing IL-17A-treated SHED a promising cell source for
bone regeneration [18]. Furthermore, IL-17A also induced mineralization activity
as well as altered OPG/RANKL ratio. In addition, IL-17A enhanced the prolifer-
ation and differentiation of MC3T3-E1 and hFOB and expected to be involved in
mineralization via RANK signalling pathway [19]. The present study showed the
IL-17A/IL-17RA interaction which affects the RANKL expression and suggested
the role of RANKL-dependent IL-17RA expression in bone remodelling of SHED.
Furtherwork is required to validate the role ofmicroRNA targeting IL-17RAwhether
directly or indirectly affects expression of RANKL.

In conclusion, this is the first study to describe the role of microRNA targeting
IL-17RA in rIL-17A induced SHED and its effects on the osteogenic markers. These
results are important to understand the potential molecular mechanism between IL-
17A and IL-17RA in physiology of bone and provide insight into tissue engineering
and other pathological research.
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Synthesis of Polycaprolactone Using
Novel Crude Lipase: Parameter
Optimization

Paveethra Thegarathah, Muhamad Harith bin Amran,
Jegalakshimi Jewaratnam, and Khanom Simarani

Abstract Polycaprolactone was synthesized using ring opening polymerization
process by utilizing a novel lipase enzyme from Aspergillus niger sp. D-optimal
design in DoE was used to optimize the reaction parameters for the synthesis of
polycaprolactone. The variables selected were temperature (30–70 °C), time (30–
150 min), mixing speed (100–500 rpm) and enzyme volume (5–9 mL). The response
variable chosen is the number average molecular weight, Mn. Experimental results
obtainedwas used to explain the interactions between parameters and responses were
analyzed and validated. The result shows a good agreement with a minimum error
between the actual and predicted values as the error is only 2.35%.

Keywords Polycaprolactone · Lipase · Polymerization

1 Introduction

Polycaprolactone (PCL) is an aliphatic polyester which is used in the biomedical
industry. PCL has become popular in producing films, mats, drug delivery systems
and scaffolds for various tissue engineering applications due to its biodegradability,
biocompatibility, and adjustability. In addition, slow degradation of PCL and PCL-
based materials make its preferable for bone substitute materials [1]. However,
conventional method of synthesizing PCL using metal catalysts may causes harm
to human body. It might leave traces of metal catalyst. Hence, there is a need for
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a more sustainable method of PCL production to provide a better alternative while
preventing the traces of metal catalyst.

The first reported synthesis of PCL is by using thermal treatment of its monomer,
ε-caprolactone. Since then, PCL has been widely synthesized using ring-opening
polymerization of ε-caprolactone metal catalyst. On the other hand, greener alterna-
tive uses lipase enzyme instead of metal catalysts, mainly due to its sustainability
which requires milder reaction condition [2]. Therefore, constant stirringmethod has
been utilised in the synthesis of PCL in this study because it is convenient to handle
and inexpensive [3]. Eventually, the quality of the acquired PCL will be determined
through its molecular weight distribution. The factors affecting the variety of results
in the enzymatic polymerization are the enzyme activity of the enzyme, thermal
properties of the enzyme, type of solvent used, pH values of the solvent, monomer-
to-ratio solvent etc.CandidaAntarctica lipaseB (CALB) is one of themost promising
biocatalysts in enzymatic polymerization of PCL. Nevertheless, there are still large
amount of enzyme that has not been used in these are of studies.

In this study, a novel enzyme has been used. Lipase from Aspergillus niger sp. is
produced in palm oil mill effluent (POME) and used in the enzymatic polymerization
of PCL. The novel lipase best reacts at an optimal temperature of 40 °C. The reac-
tion parameters for the synthesis of PCL were optimized by using response surface
methodology (RSM) in design-of-experiment (DOE) software, called Statease. The
parameters studied in this study are reaction temperature, reaction time, mixing
speed and enzyme volume. Then, the responding parameter measured is the number
of average molecular weight of the synthesized polymer. This study aims to deter-
mine the interaction between the reaction parameters and optimized conditions that
will yield polymer with desired molecular weight.

2 Methodology

The lipase from Aspergillus niger sp. that was used in this enzymatic polymerization
process was received from another study that was conducted along with this one.
ε-Caprolactone, toluene, chloroform, and methanol of analytical grade were also
obtained from Merck Sdn Bhd, Malaysia.

The preparation of PCL was conducted on a hot plate with constant magnetic
stirring. Firstly, 10 ml of ε-caprolactone, 20 ml of toluene and a given volume of
lipase enzyme were added into a conical flask with a magnetic stirrer. The reaction
temperature, reaction time, mixing speed and enzyme volume were set according to
the experimental runs given by DOE. After the desired period of constant stirring,
cold chloroform was added to stop the reaction. After that, the solvent present and
excess chloroform were removed through rotary evaporation. The acquired precip-
itate is dried overnight in an oven at 50 °C. Final sample obtained were sent for
characterization study using nuclear magnetic resonance (NMR) spectroscopy.

Response surface methodology in DOE software was used to optimize the reac-
tion parameters. The range of reaction parameters were chosen based on literature
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Table 1 Reaction parameters chosen for optimization by D-optimal design of the research surface
methodology

Reaction parameter Annotation Range Interval Units

Reaction temperature A 30–70 10 °C

Reaction time B 30–150 30 min

Mixing speed C 100–500 100 RPM

Enzyme volume D 5 9 mL

review. D-optimal design in RSM was used as it can thoroughly analyse the inter-
action between the reaction parameters (reaction temperature, reaction time, mixing
speed and enzyme volume) and the responding parameter (number average molec-
ular weight). Table 1 shows the reaction parameters and its rangewhile Table 2 shows
the experimental runs generated by the software.

3 Results and Discussion

The PCL obtained from this experiment is then characterized by nuclear magnetic
resonance (NMR). Figure 1 shows the H1 NMR spectra for the product of the exper-
iment. Peaks at 2.63 ppm, 4.16 ppm, 2.38 ppm, and 2.80 ppm indicate the presence
of PCL, where each peaks represent methyl group end, hydroxyl group attached to
methyl group, and overlapping hydroxyl methylene, respectively.

A total set of twenty-five experimental runs were generated byD-optimal factorial
design with varying combinations of reaction parameters along with responding
values are presented in Table 2. The results obtained were used to fit the observed
data into polynomial equation (1) which displays the effect of parameters and their
possible relations.

Mn = −258.68 ∗ (A) + 168.22 ∗ (D) + 1515.60 (1)

Fromequation (1), it can be observed that the reaction temperature (A) and enzyme
volume (D) are significant to the models and the reaction time (A) and mixing speed
(C) is not very significant to the model. Table 3 shows the reduced quadratic model
for the study. Table 3 shows that P-value less than 0.05 expresses that the model
terms are significant. Factors A and D are found to be the significant terms (Table 4).

Predicted R2 which is 0.2663 stays within reasonable agreement with the value of
the Adjusted R2 of 0.3715, where the difference is less than 0.2. Adequate Precision,
which measures the signal to noise ratio, has a value of 7.4618. This implies that it is
an adequate signal, where a ratio greater than 4 is much desired. This information can
be used to navigate the design space of the model. DOE has successfully pinpointed
the optimized values for each of the reaction parameters and is show in Table 5.
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Table 2 Response values based on experimental runs

Run Factor 1 Factor 2 Factor 3 Factor 4 Response 1

A: temperature
(°C)

B: time (min) C: mixing speed
(RPM)

D: enzyme volume
(mL)

Mn

1 30 150 500 7 1667

2 30 150 100 5 1502

3 30 150 100 9 1348

4 30 30 500 5 2012

5 30 30 500 5 2241

6 70 30 500 7 1256

7 30 60 200 5 1733

8 70 150 100 7 1438

9 70 150 500 5 1885

10 50 150 300 7 1450

11 30 30 100 7 1724

12 70 30 200 9 1855

13 40 60 400 7 936

14 40 120 400 9 1392

15 60 30 100 5 2303

16 60 30 100 5 857

17 70 150 500 9 1237

18 30 30 500 9 1353

19 70 30 200 9 1895

20 50 90 100 9 2135

21 50 120 500 6 1426

22 30 150 500 7 1623

23 70 90 300 5 1201

24 30 60 200 9 731

25 70 150 500 9 1117

4 Conclusion

Optimization of enzymatic polymerization was obtained by conducting minimal
number of runs generated by theD-optimal design.NMRanalysis shows the presence
of PCL in the sample obtained. The optimal conditions from the regression model
were obtained at reaction temperature: 38 °C, reaction time: 90 min, mixing speed:
300 RPM and enzyme volume: 5 mL. The predicted and experimental values display
a good agreement with a percentage error 2.35%. It can be concluded that the reaction
temperature, mixing speed and enzyme volume are significant in the model.
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Fig. 1 H1 NMR spectra for polycaprolactone

Table 3 Reduced quadratic ANOVA model

Source Sum of squares df Mean square F-value P-value

Model 1.766E+06 2 8.829E+05 8.09 0.0023 Significant

A—Temperature 1.268E+06 1 1.268E+05 11.63 0.0025

B—Enzyme
volume

5.223E+05 1 5.223E+05 4.79 0.0396

Residual 2.400E+06 22 1.091E+05

Lack of fit 1.735E+06 17 1.021E+05 0.7669 0.6916 Not significant

Pure error 6.654E+05 5 1.331E+05

Cor total 4.166E+06 24
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Table 4 Fit statistics for the regression model

Std. dev. 330.31 R2 0.4239

Mean 1532.68 Adjusted R2 0.3715

C.V. % 21.55 Predicted R2 0.2663

Adeq precision 7.4618

Table 5 Optimized values of the reaction parameters for the production of PCL

Reaction
temperature
(°C)

Reaction time
(min)

Mixing speed
(RPM)

Enzyme
volume (mL)

Mn

Predicted value 38.48 90 300 5.18 1511.94

Experimental
value

38 90 300 5 1475.49

Percentage
error (%)

2.35

Acknowledgements The research was financially supported by research university grant
GPF030A-2019 from Faculty of Engineering, University of Malaya.

References

1. Malikmammadov, E., Tanir, T.E., Kiziltay, A., Hasirci, V., Hasirci, N.: PCL and PCL-based
materials in biomedical applications. J. Biomater. Sci. Polym. Ed. 29(7–9), 863–893 (2018).
https://doi.org/10.1080/09205063.2017.1394711

2. Albertsson, A.-C., Srivastava, R.K.: Recent developments in enzyme-catalyzed ring-opening
polymerization. Adv. Drug Deliv. Rev. 60(9), 1077–1093 (2008). https://doi.org/10.1016/j.addr.
2008.02.007

3. Li, Q., Li, G., Yu, S., Zhang, Z.,Ma, F., Feng, Y.: Ring-opening polymerization of E-caprolactone
catalyzed by a novel thermophilic lipase from Fervidobacterium nodosum. Process Biochem. 46
(2011). Bixler,A.: Family-Friendly Science: Increasing FamilyEngagement in STEMEducation
(2016)

4. dos Santos, J.C.S., Bonazza, H.L., de Matos, L.J.B.L., Carneiro, E.A., Barbosa, O., Fernandez-
Lafuente, R., Gonçalves, L.R.B., de Sant’ Ana, H.B., Santiago-Aguiar, R.S.: Immobilization of
CALB on activated chitosan: application to enzymatic synthesis in supercritical and near-critical
carbon dioxide. Biotechnol. Rep. 14:16–26 (2017). https://doi.org/10.1016/j.btre.2017.02.003

5. Foresti, M.L., Ferreira, M.L.: Synthesis of polycaprolactone using free/supported enzymatic
and non-enzymatic catalysts. Macromol. Rapid Commun. 25(24), 2025–2028 (2004). https://
doi.org/10.1002/marc.200400392

6. Kumar, A., Gross, R.A.: Candida antartica Lipase B catalyzed polycaprolactone synthesis:
effects of organic media and temperature. Biomacromol 1(1), 133–138 (2000). https://doi.org/
10.1021/bm990510p

7. Lam, C.X.F., Teoh, S.H., Hutmacher, D.W.: Comparison of the degradation of polycaprolactone
and polycaprolactone–(β-tricalcium phosphate) scaffolds in alkaline medium. Polym. Int. 56(6),
718–728 (2007). https://doi.org/10.1002/pi.2195

https://doi.org/10.1080/09205063.2017.1394711
https://doi.org/10.1016/j.addr.2008.02.007
https://doi.org/10.1016/j.btre.2017.02.003
https://doi.org/10.1002/marc.200400392
https://doi.org/10.1021/bm990510p
https://doi.org/10.1002/pi.2195


Experimental Study Between TPU Flex
and Silicon Materials Mechanical
Properties as an Alternatives
in Development of the CardioVASS Heart
Model

Nur Afikah Khairi Rosli, Mohd Azrul Hisham Mohd Adib, Mok Chik Ming,
Nurul Natasha Mohd Sukri, Idris Mat Sahat, and Nur Hazreen Mohd Hasni

Abstract The development of a heart model for medical training purposes in the
current market is still new. The mechanical properties and the selection of materials
become the main elements in determining the type of materials used. This paper
highlighted to study of the mechanical properties between TPU Flex and silicon to
determine the suitability of thematerial for the development of theCardioVASS heart
model. Both of the materials were assessed by utilizing the tensile, compression, and
hardness test methods to prove the validity of the materials for the CardioVASS heart
model. Results suggested that the TPU Flex was superior to the silicon materials in
terms of strength and durability.

Keywords TPU · Polyurethane · Silicon · Polymer · Three-dimensional printing ·
Hardness test · CardioVASS device ·Medical · Healthcare · Heart model

1 Introduction

The emergence of revolving technology nowadays had paved ways for the polymers
group material to be explored in many sectors, including in the medical sectors.
The flexible polyurethane thermoplastic (TPU) and silicon materials are the most
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common materials of the polymers group that had marked their contribution espe-
cially in the current market [1–10]. However, some factors needed to be reviewed
before implemented these elastomericmaterials for further use; themechanical prop-
erties factors. As the materials were known as soft, biocompatible, and flexural
materials, therefore there were some concerns regarding the strength, durability, and
endurance of the substance to be applied in long-term usage. Thus, this research was
conducted to evaluate the following materials that include the experimental tensile
test, compression test, and hardness test.

Silicon is one of the feasible materials that had been a preference for medical and
healthcare applications. Poojari [11] in her research had suggested the encapsula-
tion of the medical device implants by using silicone materials due to their excellent
biocompatibility and mechanical properties. This material has excellent material
properties, accompanied by high flexibility, low biological activity, ease of fabrica-
tion, chemical and thermal stability, biocompatibility, and hydrophobicity [11–13].
Rahaman et al. [14] had suggested the utilization of silicon nitride for ceramic implant
materials, particularly in orthopedic surgery.

The TPUmaterial commonly available as a rigid substance before extruded using
the three-dimensional printer into the designated shapes. Most of the TPU usage
revolved around the manufacturing and processing field that includes the footwear
industry, cables, wires, and others [15]. Although the TPU Flex material was not as
popular as silicone in the medical fields, however, this material can be applied for
similar purposes as silicone and have outstandingmechanical properties compared to
silicone. For instance, the TPUhas good tensile strength, tear, and abrasion resistance
compared to the silicone material [16, 17].

CardioVASS device or known as the cardiovascular simulator is a newly invented
device that had been proposed to be utilized for the education and learning process.
The history of this device started with the fabrication of an experimental heart-S
apparatus [18, 19] that was evaluated into few models and now was known as the
CardioVASS device. The research of this device was divided into three research
modes; the physiology of blood circulation in the human heart [20], the observation
of the heart’s mechanism, and the comprehension of the pathophysiological state of
the heart during the catheter insertion into the small arteries [21]. This research was
also a continuation of the CardioVASS system study that focused on the fabrication
of the heart model materials.

The objectives of this research are to study the mechanical properties of the
TPU Flex and silicon materials to determine the suitability material characteristics
to be fabricated as a heart model for the CardioVASS device.



Experimental Study Between TPU Flex and Silicon Materials … 579

2 Methodology

2.1 Fabrication of the Test Samples

The fabrication of the test samples started with designing the test samples using the
Solidwork version 2016 software by referring to the ASTM D1621 for the compres-
sion test and ASTM D638 [22] specifications for the tensile test. The dog-bone
specimens of the tensile test for TPU Flex materials were directly printed using
the Ender 3 Pro printer by setting up the printer to be compatible with the material
setting in Table 1. Figure 1a, b depicts the design and printing process during the
experiment was carried out. Next, the compression test used a rectangular shape of
specimens as shown in Fig. 2. The same method as the tensile test was applied while
preparing for the compression test specimens. Since the silicon materials existed in
the liquid form, the process of curing activities and mixture between silicon solution
with the hardener solution were explained as in Fig. 3. Table 2 depicts themechanical
properties of the silicon materials.

The TPU Flex test samples were extruded from the TPU Flex filaments at room
temperature to gain the specific test specimen as illustrated above. The TPU Flex

Table 1 Mechanical
properties of the TPU
Flex material [23]

Characteristics Value

Durability High

Strength High

Flexibility Very high

Chemical resistance Medium–high

Abrasion resistance High

Water resistance Medium

Nozzle temperature 220–250 ºC

Heated bed Up to 60 ºC

(a) (b)

Fig. 1 a Showed the designation of the test specimens for the TPU Flex tensile test. b Depicts the
printing process for the molds of the tensile and compression test for the silicon materials
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Fig. 2 a Depicts the specifications of the tensile test for the TPU Flex materials. b Showed the
specifications of the compression test for the TPU Flex materials. c, d Depicts the molds for the
silicon materials specifications

Fig. 3 a Shows the silicon solution was stirred completely before the mixing process to ensure the
solution was even in viscosity. b Depicts the hardener solution that was poured into the beaker that
contained the silicon solution based on the ratio of 3% of hardener to the total volume used for the
silicon solution. The mixture was then stirred for about 5 min to blend them well. b Showed the
silicon mixtures were poured into the molds to obtain the desired shapes for the test samples

samples utilized about 100 g approximately of TPU Flex filaments per test samples
printed. The fabrication of the silicon samples used about 100 g of silicon mixtures
per test specimens and cured at room temperature for 24 hours.
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Table 2 Mechanical
properties of the silicon
materials

Characteristics Value

Base viscosity 24,000 cP

Density 1.18 g/cc

Tear resistance 17/N mm

Hardness After 72 h 21 ± 2 shA

Strength resistance 3/N mm2

Elongation at break 400%

2.2 Tensile and Compression Test

The tensile and compression test were carried out by employing an Instron 300 K
machines with a speed of 20 mm/min at the room temperature surroundings. The
tensile samples were first marked with a marker to calibrate the tensile grips and
the test specimen length. The samples were tested until achieved the breaking point
(completely tear). Next, the compression test was conducted by applying for the
parallel compression plates. The rectangular samples were then pressed until the
maximum height of extension for the samples achieved. The data was then collected
using the Instron software and tabulated as in Tables 3, 4, 5, and 6. Figure 4 depicts
the tensile and compression test of the samples by using the Instron 300 Kmachines.

Table 3 The tensile test results of the TPU Flex specimens

Tensile strain at maximum
tensile extension (mm/mm)

Load at maximum tensile
extension (N)

Modulus (automatic)
(MPa)

Sample 1 2.29 2.22 3.29

Sample 2 1.67 68.20 8.23

Sample 3 2.26 −1.04 3.18

Table 4 The compression results for the TPU Flex material

Minimum load (N) Time at minimum
load (s)

Energy at minimum
load (J)

Extension at
minimum load
(mm)

Sample 1 −3532.19 134.22 8.43 −44.74

Sample 2 −10,592.03 137.00 17.48 −45.66

Sample 3 −12,776.37 106.71 18.73 −45.24
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Table 5 The tensile test results for the silicon materials

Tensile strain at maximum
tensile extension (mm/mm)

Load at maximum tensile
extension (N)

Modulus (automatic)
(MPa)

Sample 1 1.37 −1.30 0.68

Sample 2 1.55 −0.91 0.68

Sample 3 1.35 −1.08 0.89

Table 6 The compression results for the silicon materials

Minimum load (N) Time at minimum
load (s)

Energy at minimum
load (J)

Extension at
minimum load
(mm)

Sample 1 −6464.43 135.91 34.60 −45.30

Sample 2 −6859.55 135.73 36.63 −45.24

Sample 3 −6029.81 135.98 33.01 −45.33

Fig. 4 a Showed the tensile load was exerted on the test samples. b Showed the compression load
was applied on the silicon samples

2.3 Hardness Test

Hardness test is one of the methods that had been used in this experiment to measure
the material’s comprehensive performance reaction especially in the ability of the
materials to withstand the resistance and to determine the elasticity of the materials.
A digital shore durometer (type A) was utilized for measuring the hardness of the
TPU Flex and silicon materials. The durometer type A instrument is suitable for
medium hardness rubber such as plastic, rubber, leather, multi-grease, wax, and
others. The range measured for the durometer instrument was varied from 0 to 100
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Fig. 5 a Shows the mechanism of the Durometer device. b Demonstrated the application of the
Durometer device for measurement activities

HA. The higher the HA values, the higher the hardness of the material tested. By
following the guidelines from ASTM D2240, a sample of the TPU Flex and silicon
materials were prepared respectively before the experiments were conducted. The
sensing pin that resembles needle-like stuffwas penetrated thematerials by a constant
force and created resistance force from the samples that generated the hardness values
for each of the samples [24] (Fig. 5).

3 Results and Discussions

3.1 Strength of Material

TPU Flex Material
The results of the tensile test for the TPU Flex materials were recorded and tabulated
into the graph and Table 3. Three identical samples of the TPU Flex materials were
analyzed and merged into the same graph to obtain a comparison of the graph trends
during the experiments. In Fig. 6, the sample 1 and sample 3 achieved almost the same
correlation values with the extension of the TPU Flex test samples achieved 400 mm
respectively. The trends of both samples 1 and 3 were increasing significantly that
demonstrated the elongation process occurred during the extension process of the
samples before reaching the breaking point and dropped values that reached almost
400 N for both of the samples respectively. However, samples 2 displayed an odd
shape of the graphs compared to samples 1 and 3. Sample 2 managed to achieved
tensile extension at 170 mm approximately which is less than sample 1 and 3 results.
Furthermore, sample 2 also conveyed 320 N of load approximately which showed
a huge difference in the load values compared to samples 1 and 3. The irregular
shapes at the end of the dropped values of the test samples 2 represented there was a
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Fig. 6 a Showed the graphs of tensile load versus the tensile extension of the TPU Flex materials.
b Depicts the compression load versus compression extension

continuous extension of the material even after the breaking point of the material was
portrayed. These samples have different values and trends due to the different stress
distribution for each of the specimens. Sample 1 and 3were completely broken during
the experimental process at the center point of the dog-bone specimens while sample
2 breaks at the end radius of the specimens. These situations may happen because
of the distinct load from the tensile grips that were exerted on the specimens and
the inconsistency of the filled volume of the TPU Flex specimens after the printing
process that lead to the dissimilar stress distribution of the tensile specimens.

From the Fig. 6a, Hookean behavior were founded at the early stage of the tensile
test. The linear elastic properties then changed to viscous behavior in the middle
of the experiments with the additional load observed. In this phase, the stress and
strain relationship were directly proportional. As the load exceeded the limitation of
the TPU Flex material, the TPU Flex exhibit plastic behavior and finally break with
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permanent damagewere recorded.Meanwhile, Fig. 6b form the viscoelastic behavior
where the material return to their original shapes after the load was removed.

Silicon Material
The tensile test for the silicon material demonstrated similar increasing trends of
extension due to the elastomeric properties of the silicon material before reached the
breaking points where the tensile load values plummeted to zero values. The tensile
strain at maximum tensile extension for samples 1, 2, and 3 were 1.37 mm/mm,
1.55mm/mm, and 1.35mm/mm respectively. The load atmaximum tensile extension
for sample 1 was −1.30 N, sample 2 was −0.91 N and sample 3 was −1.08 N. The
automatic modulus analyzed were 0.68 MPa for both samples 1 and 2 while sample
3 showed slightly high values with 0.89 MPa.

The graphs in Fig. 7 illustrated the corresponding trends for all of the test samples
where the compression extension results were decreased due to the force exerted on
the specimens. Similar trends for the compression test as in the Fig. 6bwere observed
in the Fig. 7b where the silicon specimens underwent viscoelastic phase that enable
the material to rebound back to the original length and shape with minimum exerted
load recorded was 6000 N approximately and compressed until 90% of the height
of the sample. Based in Table 6, the silicon material required less load compared to
the TPU Flex material in Table 4 values with almost twice load values. However,
the energy generated at minimum load of the silicon were twice of the TPU Flex
material. Therefore, from these results we can deduce that the TPU Flex material
have twice strength compared to the silicon material but at the other side, the silicon
demonstrated twice elasticity than the TPU Flex material due to the ability of the
silicon to absorb force from the applied load.

3.2 Material Hardness

The hardness of the materials can be measured through the hardness test by using
the Durometer shore A device that utilizes the indentation method to calibrate the
elasticity and the durability of the following materials. In Table 7, three distinct
points of a single test specimen were used to determine the average values of the
TPU Flex and silicon materials. The huge gaps between these two materials depicted
that the TPU Flex materials were way too hard compared to the silicon materials.
This relationship suggested that the increase the shore values, the harder the material
hardness.



586 N. A. K. Rosli et al.

Fig. 7 a Showed the graph of tensile load versus tensile extension for silicon materials. b Depicts
the compression load versus compression extension for the silicon materials

Table 7 Durometer hardness test for the TPU Flex and silicon materials

Material 1 2 3 Average (HA)

TPU Flex 76.5 73.5 77.5 75.8

Silicon 16.0 18.0 18.5 17.5
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3.3 The Suitability of the TPU Flex and Silicon Material
in the Fabrication of the CardioVASS Heart Model

In this research, we tried to highlight the suitability of the TPU Flex and silicon
material for the fabrication of the CardioVASS heart model by studying the mechan-
ical properties of the materials respectively. The research conducted by Adib et al.
[21] and Khairul et al. [25] had implemented TPU Flex shore 85 A materials for the
manufacturing of their heart model. Based on their research, they had successfully
constructed a simple TPU Flex heart model but with multiple limitations confronted
such as the difficulties in adjusting the strength and flexibilities of the model. Aiming
to fabricate a functional heart model with good flexibilities and mimicking the actual
heart, our CardioVASS project tried to solve the problems related to the heart models
by studying the mechanical properties of the model to identify the strength and
weaknesses of each of the material selected as in this paper. Previously, the TPU
Flex shore 85 A was tested and compared with the soft epoxy resin material to iden-
tify the significance of the material with the fabricated heart model [15]. The results
shown that the TPU Flex was able to demonstrate better elongation, flexibility and
strength compared to the epoxy resin material. The maximum modulus gained for
the TPU Flex shore 85 A was 13.78 MPa that almost multiple of the maximum
modulus results for the TPU Flex shore 95 A with 8.23 MPa as in the Table 3.
The values may vary due to the design implementation, infill, layer, thickness and
temperature setting during the extrusion of the samples. The shore hardness of the
TPU Flex material also may dropped during the extrusion process as represented
in Table 7 where the average shore hardness dropped to 75.8 HA compared to the
actual TPU Flex filament, 95 HA. Richard et al. [26] in his research mentioned that
the polyurethanes was among the most feasible type of polymer for the heart valve
applications that manage to achieve several hundredmillion cycles during the in vitro
durability testing. Recent studies demonstrated by Hoashi et al. [27] had success-
fully constructed 20 custom made 3D printed heart model for preoperative surgical
simulations to treat the congenital heart disease by utilizing the polyurethanes resins
materials. The findings demonstrated that polyurethane resins can be recognized as
having potential utility, particularly in understanding the relationship between intra-
ventricular communications and great vessels, as well as in simulation for creating
intracardiac pathways. Thus, we can deduce that the TPU Flex material was capable
to be fabricated as heart model due to the excellent elastomeric properties. However,
the application of the TPU Flex material for the fabrication of the heart model itself
was not enough due to the insufficient strength and strain properties of the heart
model prototypes and many researchers tried to solve the problems by mixing the
polyurethanes materials with other polymer and materials to enhance their current
properties [28, 29] (Table 8; Fig. 8).

Silicones material or known as siloxane was also one of the feasible types of
polymer material that had used widely in manufacturing field, especially in the
medical region. In this paper, the tensile and compression test had demonstrated that
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Table 8 Mechanical properties for the TPU Flex [15]

Modulus (automatic
young’s modulus)
(MPa)

Tensile stress at
tensile strength
(MPa)

Tensile stress at
break standard
(MPa)

Force at tensile
strength (kN)

Sample 4 13.78 2.31 0.02 0.31

Sample 5 11.57 2.32 0.01 0.31

Sample 6 12.07 2.34 0.01 0.31

Fig. 8 Demonstrated a graph of tensile test versus extension for the TPU Flex material

the silicone material was twice weaker in strength compared to the TPU Flex mate-
rial. However, the hardness test revealed that the silicone was four times weaker in
terms of mechanical hardness shore.While hardness is dependent on ductility, elastic
stiffness, plasticity, strain, strength toughness viscoelasticity and viscosity [30] of a
material, it is understandable that there was some contradiction between the ratios as
distinct mechanical test were conducted. On the contrary, because of the composition
of silicon which allows free rotation along the chain, the silicone exhibits more elas-
ticity than the TPU Flex as described earlier in Sect. 3.1, resulting in high polymer
flexibility [31]. Nicholas [31] in his research had highlighted the application of the
silicone elastomers for the fabrication of the artificial hearts agreed that the silicone
elastomer was suitable for the soft artificial heart development because of the soft-
ness properties of the silicone itself. He also mentioned that the past artificial heart
was commonly rigid due to the material properties constraint. The softness from the
silicone was desirable as it can biomimicking the actual heart physiological blood
flow and pumping.

In short, both TPU Flex and silicon material demonstrated high potential to
be developed as heart model for the CardioVASS device. However, the materials
still restricted to some weaknesses especially in strength, durability and elasticity
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compared to the actual heart. Improvement for both of the material were expected in
the future for better heart model making.

3.4 Limitations

Therewere some limitations founded in this research. To beginwith, the presentwork
only represented a single type of polymer, silicone and TPU Flex shore 95 A only. By
using a wide range of elastomeric polymer studies, we can make more strength and
flexibilities comparison regarding the mechanical properties of the selected material.
Next, the method that had been conducted to fabricate the samples were restricted to
the FDM 3D printer only for the TPU Flex material and curing process method for
the silicon. A better and compromise results expected when utilizing an advanced
method in the fabrication process. For instance, using the stereolithography (SLA)
and digital light projector (DLP)method that can produce a flexible and precisemodel
sample with the complex geometries. Lastly, there was no addition of distinguished
materials were presented in this work compared to the other research that known
can establish the mechanical properties of the elastomeric materials especially. High
scale of research must be done to study the most suitable material that can merge
with the existing selected material that can improvise the mechanical properties of
the material.

4 Conclusions and Recommendations

In conclusion, the tensile and compression test validate that the TPU Flex and silicon
materials were able to demonstrate high strength and elasticity although have a soft
structure of materials. Regardless, to achieve the actual heart strength, the TPU Flex
and silicone strength were way too low in strength and durability. The results pointed
out that the TPU Flex material was twice higher in strength compared to the silicon
material. In contrast, the siliconmaterialwas twice elastic than theTPUFlexmaterial.
Here, we can conclude that both of the materials were capable to be fabricated as
heart model for theCardioVASS device but the TPU Flex materials were preferred as
the material have better strength, elongation, and durability compared to the silicon
material. However, the softness properties from the silicone material was desirable
for the development of the heart model due to the natural properties of silicon that
biomimicking the actual heart. With the vast types of polymer, there still some room
for the improvement for improvising the currentmechanical properties of thematerial
by merging different types of polymers or material and changing the method of
material manufacturing by using advanced technological machine for 3D printing
such as SLA printer. In the future, more research and development must be carried
out to improvise the mechanical properties of the selected materials so that we can
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obtain an excellent heart model that can initiate the revolution of the local heart
model in the market.
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Assessment of the Cardiac Response
to Sleep Arousal

Sobhan Salari Shahrbabaki and Mathias Baumert

Abstract Sleep arousal or transient unconscious wakefulness is a part of normal
sleep. However, once its frequency increases, it may disturb the sleep and make
it fragmented. The objective of this study is to assess the effect of sleep arousals
on cardiovascular function. We investigated cardiac responses to sleep arousal in a
large sample comprising 2656 older men. We quantified beat-to-beat QT and RR
time intervals on ECG 15 s prior and following to arousal onset. Obtained results
show that in more than three-quarters of the men, the average RR interval shortened
during arousal compared to pre-and post-arousal intervals, while less than half of
the men experienced average QT interval shortening during arousals. The QT and
RR variability increased significantly during arousal, where RR variability changes
were more prominent than QT variability changes. The QT variability index was
weakly correlated with the apnea–hypopnea index and arousal index. In conclusion,
arousal episodes trigger cardiovascular function, and their effect can be measured
and quantified through cardiac QT and RR time intervals.

Keywords Sleep arousal · Heart rate · Cardiac time interval · Polysomnography ·
QT variability

1 Introduction

Sleep arousal is defined as transient unconscious wakefulness, can exert a strong
effect on sympathetic activity such as heart rate, blood pressure and peripheral vaso-
constriction [1, 2]. It occurs spontaneously or occurs as the body’s response to poten-
tially dangerous situations, such as noise or breathing becoming obstructed or any
limb movements. Despite arousals are a part of normal sleep and do not often lead
to complete awakening, an increase in the number of arousals may affect the sleep
architecture and intensify the sleep fragmentation. As a consequence, it may cause
excessive daytime sleepiness, poor executive functioning, fatigue and somnolence in
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following days [3]. Clinically, polysomnography (PSG) and manual scoring deter-
mine the rate and cause of arousal occurrence. Arousals often emerge as sudden
shifts in the power of electroencephalogram (EEG) frequency to values >16 Hz
with duration between 3 and 15 s [4]. The number of arousals per hour of sleep,
arousal index (AI) is a marker of sleep fragmentation and quantifies sleep quality
[5]. In addition, the duration of arousal episodes was demonstrated as an effective
parameter in sleep fragmentation [2, 6]. Furthermore, the combination of duration
and frequency of arousals known as arousal burden is associated with increased
long-term cardiovascular mortality, particularly in women [7].

The influence of sleep arousal on the cardiovascular function can be measured
through cardiovascular dynamics. Heart rate variability (HRV) has been assessed as a
marker for the detection of sleep events and the prediction of different sleep breathing
disorders [8, 9]. However, HRV does not perform as a relaible marker of potentially
pro-arrhythmic changes that may occur in the cardiac or in the atrial or ventricular
myocardium [10]. On the other hand, the QT interval is a marker of ventricular
repolarization duration and can non-invasively assess the tonic sympathetic activity
[11, 12].

Our main objective is to estimate QT and RR time interval variability before
and after the occurrence of sleep arousals to quantify cardiac response to arousal
activation and assess the influence of arousal episodes on heart function.

2 Methodology

2.1 Data Acquisition

The MrOS sleep study was conducted between December 2003 and March 2005
with 3155 community-dwelling men at six clinical centers in the United States. We
had access to the PSG datasets of 2892 participants, where each dataset contained
22 biosignal recordings. Of those, 236 participants were excluded due to inadequate
ECG recording or lack of manual scoring arousals. One channel electrocardiography
(ECG) and one channel EEG (C1) of 2656menwere analysed. EEGwas recorded at a
sampling rate of 256Hzwhile the sampling rate of ECGwas 512Hz. Sleep events like
arousals and sleep disordered-breathing (SDB) episodes including obstructive sleep
apnea, hypopnea, central apnea weremanually scored by sleep technicians according
to the American Academy of SleepMedicine criteria. Apnea–hypopnea index (AHI)
was computed based on the number of apneic events per hour of overnight sleep.
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Fig. 1 An example of QT and RR time interval variability before, during and after arousal onset

2.2 ECG Analysis

To investigate the cardiac responses to arousal occurrence, the ECG time series
around the onset was selected for every single arousal. The RR and QT time intervals
were automatically computed using a 2-dimensional signal warping algorithm [13].
RR and QT time intervals were estiamted as the time interval taken between two
consecutive R waves and the time delay between the start of the QRS complex to the
T wave termination, respectively. Then, in each arousal episode, two time series for
QT and RR were defined with considering arousal onset, (1) Pre-arousal for QT and
RR intervals between 10 and 5 s prior to onset, (2) Arousal for QT and RR intervals
from 5 s before to 5 s after arousal onset and (3) Post-arousal for QT and RR variation
within 5 to 15 s after onset (Fig. 1). By this means, in each subject, six matrices were
generated that each row represents 10 s QT or RR time series pre, during or post
single arousal.

2.3 Cardiac Interval Variability Measures and Statistical
Analysis

To evaluate QT/RR variability, we computed several statistical measures for inter-
vals. MeanQT, MeanRR, SDQT and SDRR respectively represent the mean and
standard deviation of QT and RR. Moreover, the QT variability index (QTVi) was
also computed based on the equation proposed by Berger et al. [14].

To determine how measures vary before and after arousal and whether their
changes were statistically significant, we applied Student’s paired t-test. The
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Pearson linear correlation coefficient also assessed any possible associations between
computed parameters.

3 Results

In all 2656 participants, a total of 382,516 arousal episodes were scored (Mean ±
SD: 144 ± 71.3 per subject). The arousal index in all men was 25.1 ± 12.5 h−1

.

As shown in Table 1, the average QT interval shortened during arousal in about
44% of men. In addition, in almost 38% of the men, the average post-arousal QT
interval was more prolonged than after arousal onset. As shown in Fig. 2a, the differ-
ence between MeanQT before, during and after arousals is statistically significant
but very small in absolute values.

The average RR time interval during arousal was significantly shorter than pre-
arousal situations inmore than 77%ofmen. On average, the RR interval shortened by
about 20ms during arousals (Fig. 2a).Measures of cardiac interval variability, SDQT
and SDRR, significantely increased comparing to pre- and post-arousal. Arousal
caused SDQT increased by 44% compared to pre-arousal, while arousal-related
SDRR was 122% greater than pre-arousal SDRR. Thus, arousal-related RR interval
variability seems to be almost three times stronger than QT variability.

As shown in Fig. 3, the correlation of MeanQT and MeanRR seems to be inde-
pendent of arousal presence. On the other hand, the correlation between SDQT and
SDRR during arousal was comparably lower than pre- and post-arousal (ρ= 0.41 vs.
ρ = 0.578 and ρ = 0.501). That means that QT and RR changes caused by arousals
are not necessarily in the same direction.

We also assessed the correlation of QTVi with two sleep metrics, AHI and AI
(Fig. 4). Obtained results show that only arousal QTVi had a significant yet weak
correlation with AHI and AI (AHI: ρ= 0.044, p= 0.027; AI: ρ= 0.041, p= 0.044).

Table 1 Men with average QT and RR interval shortening or lengthening caused by arousals

Shortening (%) Prolongation (%) No change (%)

Pre-arousal versus arousal

QTpre − QTaro 1164 (43.8) 1174 (44.2) 318 (12)

RRpre − RRaro 2051 (77.2) 591 (22.3) 14 (0.5)

Arousal versus post-arousal

QTpost − QTaro 1296 (48.8) 1007 (37.9) 353 (13.3)

RRpost − RRaro 1240 (46.7) 1353 (51) 63 (3.3)

QTpre and RRpre Average QT and RR interval before arousal; QTaro and RRaro Average QT and
RR intervals during arousals; QTpost and RRpost Average QT and RR interval after arousal
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Fig. 2 Point-plots represent an estimate of the central tendency of cardiac time intervals measures
before, during and after arousal onset. P1 values demonstrate the results of the Student’s paired
t-test for measures (MeanQT, MeanRR, SDQT and SDRR) before and during arousals. Similarly,
P2 values represent paired t-test results for arousal and post-arousal onset measures

4 Discussion

This paper is the first to investigate the cardiovascular response to sleep arousals in
a large cohort of older community-dwelling men. We extracted markers to quantify
cardiac interval variability triggered by sleep arousals. Arousals not only intensify
sleep fragmentation but also may increase the risk of cardiovascular mortality [7].
This manifests the importance of an investigation on the influence of sleep arousal
on cardiac function.

The magnitude of QT variability can be considered as an indirect measure of
the ventricular sympathetic control if it progressively increases as a function of the
sympathetic drive, and this augmentation is accompanied by the rise of the amount
of QT variability unrelated to RR changes and respiratory-related fluctuations [15,
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Fig. 3 Scatterplots show the correlation between QT and RR variability measures before, during
and after arousal onset

16]. However, cardiac diseases may cause dissociation between QT and RR [17, 18].
Furthermore, ageing can lead to QT interval decoupling from the RR interval [19].
An arousal episode like a trigger causes a sympathetic surge which can be reflected
as sudden alterations on QT modulation. QT variability has previously shown to
be correlated with the severity of sleep apnea [20]. Our findings also indicate the
correlation between QT beat-to-beat variability with AHI.

This study only focused on white older men.

5 Conclusion

The cardiovascular response to sleep arousal was quantified and assessed by cardiac
time intervals variability markers. Sleep arousal leads to increased QT and RR
intervals modulations where RR variability is more prominent than QT variability.
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Fig. 4 Scatterplots show the correlation between QT variability index and arousal index (AI) and
apnea/hypopnea index (AHI) before, during and after arousal onset
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Abstract As part of promoting an eco-campus facility in University of Malaya, this
project has developed an automated carbon sequestration monitoring system using
few sensor modules and analysis of tree growth. The tree growths (i.e., diameter
and height) has been monitored to quantify carbon sequestration. The calculated
carbon sequestration is also compared with the data collected from the proposed
sensor. The study area was conducted at Rimba Ilmu, UM and the prediction of
the carbon sequestration for the next 10 years is also presented in this paper. The
analysis presented in this paper has added new insight on achieving carbon balanced
ecosystem in the campus through the tracking and quantification of the carbon stored
in the tree.
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1 Introduction

As part of promoting an eco-campus facility in the University of Malaya (UM), the
first step the university has taken, is quantifying the carbon storage in the campus.
UM has a unique campus, with over 1600 species that occupies an area of 80 ha.
Prior to this project, there is no proper and real time monitoring system on carbon
sequestration in the campus.

Carbon sequestration is a process that removes carbon dioxidewhich trapping heat
in the atmosphere. As a result, the heat builds up and warms up the atmosphere and
the Earth. This phenomenon can induce climate change and rise in global warming
issues. Plantation of trees canmakeway for lesser carbondioxide in our surroundings,
thus reduces the trapped heat as whole. With the capability of storing large amount
of carbon through their woods, trees add carbon stock as they grow. Generally, major
carbon storage reservoir generated from faster growing trees which contributed to
higher annual sequestration rates.

Since UM has pledged to be ecofriendly campus, continuous efforts on main-
taining carbon storage reservoir have been great interest to the campus community.
UM is also subjected to an increase scrutiny of their sustainability practices since it
participated in green matric ranking among other universities in the world.

A tool of real time monitoring system on carbon sequestration of the planted trees
in the campus will provide a great insight on pertaining a carbon balanced ecosystem
could be achieved in the campus. This can be done by proper carbon management
through quantification of carbon sequestered in trees on campus [1]. Therefore, this
paper presents an analysis on carbon sequestration rate of campus trees located at
our in-house tropical forest, namely Rimba Ilmu.

2 Climate Change and Low Carbon Cities Assessment
System

Since July 2019, Malaysia government has taken conscious initiatives in addressing
the impact of global warming by launching National Green Technology Policy
(NGTP). This remark as breakthrough in the country’s history in addressing sustain-
able development issues. Besides NGTP, the government has initiated Low Carbon
Cities Framework (LCCF) as part of their serious efforts in reducing carbon emis-
sion to achieve sustainable development. As stated in LCCF, landscaping and regular
maintenance f the trees both have significant impact on the amount of carbon that they
can sequestered. Realizing this scenario, a tool to quantify the carbon sequestration
and tree growth will provide valuable information for proper landscape planning for
sustainable living.

Alarming concern over greenhouse gas emission and its impact towards climate
change renews anxiety on whether existing efforts on global term is suffice [2]. It
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is known to many that most strategies center onto reducing greenhouse gas emis-
sion to a much lower level, it is equally important that sinking of carbon is made
complementary to existing mitigation methods [3]. In this agenda, sinking of carbon
requires extensive carbon storage agents, which naturally are the trees [4]. Through
their natural processes, trees absorb carbon dioxide into their woods and convert it
to biomass, while at the same time produces oxygen through its leaves. Reducing
carbon in the atmosphere pave the ways for heat to be removed and therefore creating
cooler surroundings [5].

Considerable effort is undergoing to conduct this natural carbon storage on smaller
scale, as at the level of local region such as businesses and institutions. Trees play
major role in carbon cycle due to their capability in sequestering and storing carbon.
During photosynthesis process, the carbon dioxide will be converted to sugars and
stored as biomass [6]. It is estimated that the terrestrial forests able to sequester 3
billion tons of anthropogenic carbon per year, which covers almost 30% of fossil
fuel- and deforestation-related CO2 emissions globally [3].

During carbon sequestration process, individual trees are carbon sinks due to their
capabilities in locking CO2 in their tissue and can only released to the atmosphere
when the trees are decomposed. It is reported in [7] that larger trees have larger foliage
biomass which are likely to sequester more carbon per year. However, if trees exceed
the growth rate, their capability as carbon sources significantly reduced and could
increase deforestation chances. Therefore, proper management and tracking of these
carbon stores are important to be maintained.

Carbon sequestration capacity of small groups of trees regardless of the species
can be beneficial within the context of the smaller community. This is the whole idea
of localized or regionalized mitigation of carbon emission. The reasoning behind
localized or regionalized mitigation method is that the control over carbon storage
practice is easier and immediate, thus enabling faster decision making by the stake-
holders. Information collected over smaller groups of trees absorbing carbon can be
integrated into existing platform for analytics for decision making on management
and mitigation.

This project focuses on characterizing carbon sequestration by individual trees
in a localized or regionalized environment, which in specific for this research is
university campus. To date, there is no proper monitoring system on carbon seques-
tration implemented by any party in UM, only logged data on general population of
trees are recorded. Therefore. This project has developed a tool to monitor carbon
sequestration in relation to tree growth in our campus.

3 Tree Growth and Carbon Sequestration in University
of Malaya

Carbon sequestration depends on number of factors, including climate region,
primary productivity of the area, tree species, age, tree growth rate, and diameter
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of the tree. There are many different approaches can be used to estimate the carbon
sequestration, however, most models estimate the carbon sequestration based on the
age of the tree, diameter, height of the tree, tree species and location of the tree. The
carbon sequestration estimation relies on the wood density which depends on the
tree species. Different tree species will have different capability in absorbing carbon
and thus will provide different carbon sequestration rate.

This study looked at the important of urban forest in our campus and their seques-
tration as well as carbon offset potential. It provides equations to estimate the amount
of carbon stored and sequestered in Rimba Ilmu. We cover up to 50 species of trees
in Rimba Ilmu, where initial data of tree growth was collected at the beginning of
the project (i.e. in November 2018). The tree growth data is collected once again
after 6 months of the project to monitor the rate of growth (i.e., in April 2019). We
also monitor the surrounding parameters which include temperature, humidity and
concentration of carbon dioxide throughout this span.

Correlation between tree growth and surrounding parameters will be used to esti-
mate the sequestration rate of the trees at Rimba Ilmu. We also estimate expected
carbon sequestration rate based on the growth rates of the trees. We hope that this
data could be compared with the annual carbon emissions at the campus, in order to
attain carbon-balanced ecosystem.

In this study, we have developed a tool to quantify the sequestration rate and
correlation with its surrounding environment. The outline of the proposed system is
presented in Fig. 1. The amount of biomass and carbon dioxide (CO2) in standing

Sensor modules that has humidity, 
temperature, CO2

- data transmitted wirelessly to receiver

Online data retrieval on 
the dashboard   

Fig. 1 The outline of the proposed system that consists of sensor modules and receiver as well as
live dashboard
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Fig. 2 The sensor modules that were installed on Mangifera foetida (Anacardiaceae); a sensor
without weatherproof casing b sensor with weatherproof casing

woody biomass of selective few tree species was calculated and presented in this
paper. The analytical data that we obtained from the calculation is then compared
with the data that we attained directly from the sensor. The sensor was setup to attain
live data of CO2 concentration for few days at Rimba Ilmu as shown in Fig. 2. The
sensor measured the CO2 concentration within 50 m radius of the study area and was
mounted to the higher tree (more than 2 m height).

To estimate biomass of different trees, non-destructive method was used. The
biomass of tree was estimated on the basis of diameter at breast height (DBH) and
tree height. The above ground biomass (AGB) of tree includes the whole shoot,
branches, leaves, flowers and fruits. The AGB is calculated using:

AGB
(

kg
tree

)
= Volume of tree

(
m3

) × wood densi ty kg
m3 (1)

where

V = volume of the cylindrical shaped tree in m3

R = radius of the tree (m)
H = height of the tree (m).

Equation (2) shows the below ground biomass (BGB) which is calculated by
estimating the root shoot ratio. The BGB is correlated with AGB by 0.26 factor as
shown in the equation below.
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BGB = AGB
(

kg
tree

)
× 0.26 (2)

Once the AGB and BGB are calculated, total biomass of the tree can be estimated
by taking the sum between the two, TGB = AGB + BGB (kg/tree). For any plant
species, it is estimated 50% of its biomass is considered as carbon (Biomass× 50%).

Table 1 tabulates the GPS location, carbon sequestered by the single tree of five
different species from Rimba Ilmu. CS is analytically calculated using the above
equations while CS+ is the carbon sequestered by the tree as recorded by the sensor.
The discrepancy between two data is approximately 6.8% for all types of the tree.We
select these five species to be discussed in this book chapter since these species aged
more than 30 years and able to sequester high carbon. The correlation between the
CO2 sequestered recorded by the sensor and temperature for a daily reading with an
average humidity of 65.63% is shown in Fig. 3. It can be concluded that the carbon
sequestration is higher at night as the photosynthesis is majorly done during night.

We also calculated the prediction of total weight of CO2 to be sequestered by
the five species in Fig. 4a–e for the next ten years. Analyses in Fig. 4a–e are made
based on the assumption that the incremental diameter was estimated at 0.4 cm per
year and the incremental height is at 0.6 m per year for trees that are less than ten
years of age. Meanwhile, diameters of trees aged 11–40 years were estimated to be
incremented at 0.38 cm per year with the height increment at 1 m per year. As for.

Trees that agedmore than 40 years old, the diameter and height remained constant
[7].

In this paper, we presented the amount of CO2 that will have been sequestered for
five species in the next ten-years. As a result, the tress that aged less than 40 years

Table 1 Carbon sequestrated by single tree of different species in Rimba Ilmu (5 samples)

Name of the tree GPS DBH
(m)

H
(m)

TB
(kg/tree)

CS
(kg/tree)

CS+ (kg/tree)

Koompassia malaccensis
(Caesalpiniaceae)

3° 7′ 47′′ N
101° 39′ 27′′ E

0.46 8.79 1422.44 2607.54 2785.133

Anisoptera scaphula
(dipterocarpaceae)

3° 7′ 47′′ N
101° 39′ 27′′ E

0.08 1.59 6.39 11.72 12.5145

Dipterocarpus verrucosus
(Dipterocarpaceae)

3° 7′ 47′′ N
101° 39′ 26′′ E

0.24 11.25 427.37 783.45 418.4024

Streblus elongatus (Moraceae) 3° 7′ 47′′ ’N
101° 39′ 26′′ E

0.47 5.85 1181.40 2165.68 2313.179

Lepisanthes senegalensis
(Sapindaceae)

3°7′ 43′′ N
101° 39′ 23′′ E

0.15 3.13 45.23 82.91 88.55621

GPS global positioning system
DBH diameter at breast height
H height of the tree
TB total biomass
CS carbon sequestered per tree
CS+ carbon sequestered data extracted from sensor (the data of carbon sequestered is per 10,000 volume
(m3)
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Fig. 3 Average weight of CO2 sequestered in trees in one day per 10,000 kg m−3 in correlation
with daily temperature (average humidity of 65.63%)

show an increment more than 50% in their capability to store carbon. However, the
capability of trees at UM to store additional carbon will start to reduce if the trees
are aged more than 40 years,

4 Conclusion

This study calculated the carbon sequestered in five species of trees at Rimba Ilmu,
UM and estimated the annual expected sequestration over the next ten years. It also
estimated that the tree growth for the tree aged less than 40 years will increase
exponentially in the next 10 years. However, it is observed that the diameter and
height remain constant for the tree that aged more than 40 years. This has resulted
in constant carbon sequestration rate throughout the campus. UM has a relatively
large campus, allowing for many trees. If the carbon emission in the campus can
be quantified and known, proper practice and policy implications to provide carbon
balanced ecosystem could be achieved. Increasing the potential of carbon mitigation
in campus could be achieved by offsetting the carbon emission with the carbon
sequestration in trees.
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(a) 

(b) 

(c) 

Fig. 4 Prediction of total weight of CO2 to be sequestered in trees in the next ten years for 5
species. a Koompassia malaccensis (Caesalpiniaceae). b Anisoptera scaphula (dipterocarpaceae).
cDipterocarpus verrucosus (Dipterocarpaceae).d Streblus elongatus (Moraceae) and e Lepisanthes
senegalensis (Sapindaceae)
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(d) 

(e) 

Fig. 4 (continued)

Acknowledgements The authors would like to thank Universiti Malaya for the continuous support
and the UM Living Lab research funding LL037-18SUS granted by UM Eco-Campus Secretariat
andMinistry of Higher Education onMYRGS grant MR001-2019. Special appreciation goes to the
Rimba Ilmu specifically to Dr. Sugumaran A/L Manickam and Dr. Yong Kien Thai for helping our
team during installation of the sensor at Rimba Ilmu.



610 N. H. Chan et al.

References

1. Xu, B., Mitchell, N.: Carbon Sequestration by Trees on the City Campus. The University of
Auckland, Auckland (2011)

2. United Nations: The Paris Agreement, Paris (2015)
3. Tang, K.H.D.: Climate change in Malaysia: trends, contributors, impacts, mitigation and adap-

tations. Sci. Total Environ. 650, 1858–1871 (2019). https://doi.org/10.1016/j.scitotenv.2018.
09.316

4. McLaughlin, C., Elamer, A.A., Glen, T., AlHares, A., Gaber, H.R.: Accounting society’s accept-
ability of carbon taxes: expectations and reality. Energy Policy 131, 302–311 (2019). https://doi.
org/10.1016/j.enpol.2019.05.008.

5. Rötzer, T., Rahman,M.A.,Moser-Reischl, A., Pauleit, S., Pretzsch, H.: Process based simulation
of tree growth and ecosystem services of urban trees under present and future climate conditions.
Sci. Total Environ. 676, 651–664 (2019). https://doi.org/10.1016/j.scitotenv.2019.04.235

6. Nowak, D.J., Crane, D.E.: Carbon storage and sequestration by urban trees in the USA. Environ.
Pollut. 116(3), 381–389 (2002). https://doi.org/10.1016/S0269-7491(01)00214-7

7. Kavehei, E., Jenkins, G.A., Adame, M.F., Lemckert, C.: Carbon sequestration potential for
mitigating the carbon footprint of green stormwater infrastructure. Renew. Sustain. Energy Rev.
94, 1179–1191 (2018). https://doi.org/10.1016/j.rser.2018.07.002

https://doi.org/10.1016/j.scitotenv.2018.09.316
https://doi.org/10.1016/j.enpol.2019.05.008
https://doi.org/10.1016/j.scitotenv.2019.04.235
https://doi.org/10.1016/S0269-7491(01)00214-7
https://doi.org/10.1016/j.rser.2018.07.002


Surface Water Quality Assessment:
A Case Study of Merbok River, Kuala
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Abstract This paper presents a case study on surface water quality assessment at
Merbok river, Kuala Muda, Kedah. The study provides an insight on the feasibility
of environmental pollution monitoring through in-situ water quality measurement.
The study was conducted in the span of five months from November 2020 to March
2021 where the water quality samples were taken twice daily using water quality
system and turbidity probes of EUTECHCyberScan PCD650 and EUTECH-TN100
respectively. The measured water quality parameters are pH, dissolved oxygen,
conductivity, total dissolved solids, salinity, resistivity, and turbidity. Results from the
sampling analysis have shown thatwater quality parameters ofMerbokRiver are cate-
gorized as Class III according to the NationalWater Quality Standards (NWQS). The
study identified a spike in pH (8.9) and dissolved oxygen in February possibly caused
from dumping of industrial waste. Turbidity shows an increase during monsoon
season followed by an increase in conductivity, resistivity and salinity in the dry
season which implies surface runoff from industrial discharges. The state of Merbok
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River requires necessary attention from authorities and policy makers, to prevent
future contamination that degrades the diverse ecosystem.

Keywords Sustainability ·Mangrove estuarine · Environmental pollution ·Water
pollution

1 Introduction

Surface water quality is sensitive to land use changes that has been ongoing since
the era of industrialization and urbanization. It is evident that human activities are
the cause of the increase in pollution and nutrients in rivers, groundwater, and estu-
aries [1, 2]. The contaminated water is prone to spread water-borne diseases from
the disposal of manure, garbage, industrial wastes and runoff [3]. These discharge
contains nutrients such as nitrogen, and phosphorus were an excess in nutrients could
host problems in estuarine and fresh water systems, leading to a hypoxia condition
from low dissolved oxygen concentration [4].

Estuaries are complicated in terms of biological, chemical, and physical character-
istics as it is a mix of freshwater and saltwater of different density and water masses.
The estuarine ecosystem acts as a shelter of various flora and fauna, and as a source
of food, transportation, and development sites for humans. It is vital to monitor the
ecosystem continuously to detect changes in water quality and take immediate action
to prevent future damage.

The change and status of water quality can be reflected through long term moni-
toring of substantial water quality parameters. Dissolved oxygen (DO) is the amount
of oxygen present in the water. Dissolved oxygen is essential for aquatic organisms
to survive. It is the most important measure of water quality as it indicates the water
bodies’ ability to sustain aquatic life. Another crucial parameter is the power of
hydrogen (pH) that defines the acidity or alkalinity of water. In rivers, pH sets as the
foundation of support for the availability of nutrients.

In addition, to understand the amount of impurities present inwater, salinity (SAL)
quantifies the dissolved salt content in water and total dissolved solid (TDS) derives
the amount of organic matter in the water solution. Since dissolved salts and other
organic chemicals can conduct electric current, thus conductivity correlates with
TDS and increases with salinity. Electrical conductivity (EC) measures the ability
of water to pass an electrical current. Both conductivity and TDS are water quality
parameters used as the salinity indicator. The two parameters are not only affected by
salinity, but also material contents which can be expressed as TDS = k EC (25 °C),
given that the value k is characterized with the concentration of ions in water [5].
Subsequent water quality variables are resistivity (RES), which is the opposite of
conductivity; it signifies the ability of water to resist an electric current. Water of
higher concentration of dissolved salts will have lower resistivity.

Turbidity (TUR) is the water quality parameter used to describe the clarity and
haziness of water. A high turbidity contains a high intensity of clay, slit and organic
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matter. The level of turbidity affects light transmission in water which affects photo-
synthesis rate of aquatic plants in water, hence consequently affecting dissolved
oxygen levels [6].

In the present study, sampling analysis and daily observation was carried out in
Merbok River, Kuala Muda, Kedah to assess the variation of water quality parame-
ters. The water quality parameters as described above shall be used as variables for
the assessment of this study as these water quality parameters could easily reveal
the condition of water bodies. This study is helpful to understand the environment
impacts and evaluate the water quality status in understanding possible threats to the
ecosystem.

2 Materials and Methods

2.1 Study Area

This study was conducted at Merbok River situated between latitudes 5° 39 N and
541°N and longitudes 100° 20E to 100° 24E in the northwest of PeninsularMalaysia
of Kuala Muda District, Kedah (Fig. 1). There are two sampling sites in this study,
namely Site A (Fig. 2) at Laguna Jetty Point and Site B (Fig. 3) 1.0 km from Site A.
The river is about 35 km long, 2.5 kmwide and approximately 3–15 m deep. Merbok
River is tidally influenced, with most of the river being a mangrove estuarine. The
main sources of the river are from Bongkok River and Puntar River, Gurun.

The climate characteristics of Merbok River is dry and wet twice per year. Dry
seasons occurs during December, January and February while rainfall is highest

Fig. 1 Location of study area at Merbok River, Kuala Muda District, Kedah
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Fig. 2 Aerial view of the location of site A, Laguna Jetty Point

Fig. 3 Aerial view of site B (5° 41.4 N; 100° 29.28 E)

during November in the north east monsoon andMay in the south west monsoon [7].
The annual rainfall varies between 200 and 250 cm with average daily temperature
ranges between 22 and 32 °C and average humidity in the range of 80–90%. Tidal
range of Merbok River has a mean of 1.7 m with mean neap tide of 0.8 m and mean
spring tide of 2.3 m [8].

The Merbok river catchment was chosen in this study due to its increase in land
use activities over the years. Major activities around the catchment are oil palm and
rubber plantations in the upper andmiddle catchment.Whereas the middle and lower
catchment is saturated with residential areas and urbanization. The lower catchment
is then distributed with swamp andmangroves. The tributaries are currently suffering
from point source pollutions originating from household sullage, wastewater treat-
ment plant and industrial runoffs. Other polluting sources are coming from restau-
rants, development areas, disposal sites, and aquacultural activities [9]. The increase
in economic and population growth has taken a toll on the ecosystem balance of
Merbok basin, particular on the surrounding mangrove habitat.
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Table 1 National water quality standards for Malaysia (INWQS) [11]

Parameter Unit Class

I IIA IIB III IV V

pH – 6.5–8.5 6–9 6–9 5–9 5–9 –

DO mg/l 7 5–7 5–7 3–5 <3 <1

EC µS/cm 1000 1000 – – 6000 –

TDS mg/l 500 1000 – – 4000 –

SAL mg/l 0.5 1 – – 2 –

TUR NTU 5 50 50 – – –

TEMP °C – Normal + °C – Normal + °C – –

2.2 Sampling Protocol

Two points were designated around Laguna Jetty Point (5° 41.63 N, 100° 26.60 E)
for daily water sample collection. The water samples were collected at depths 0.5 m
from water surface, and at riverbanks between 07:00 and 10:00 AM in the morning
and 06:00 and 09:00 PM in the evening from November 2020 to March 2021.

In-situ water quality parameters that are pH, temperature (TEMP), dissolved
oxygen (DO), conductivity (COND), total dissolved solids (TDS), and salinity (SAL)
weremeasured using the EUTECHCyberScan PCD650multiparametermeter, while
turbidity (TUR) is analyzed using the EUTECH-TN100 turbidity meter. Calibration
is performed every three days according to the standards of pH buffer 4,7 and 10,
saturation of dissolved oxygen at 80–100% at sea level, 12,880 µS/cm conductivity
standard, and turbidity calibrated to 0.2 NTU, 20 NTU, 100 NTU, 1000 NTU to
ensure equipment accuracy.

Water quality analysis is a fundamental assessment of the level of pollution of
the water body. The Malaysian Department of Environment (DOE) has categorized
water quality into 5 groups (Table 1) that have different purposes. Class I is clas-
sified as unpolluted and safe for drinking; Class II is fit for recreational use yet
require conventional treatment; Class III is considered as pollutedwater supply hence
requires extensive treatment; Class IV is only for irrigation or domestic use whereas
Class IV cannot be utilized for any purposes [10].

3 Results and Discussion

3.1 Temperature, pH and Dissolved Oxygen

Throughout the sampling period fromNovember toMarch, wet season occurred from
November 2020 to January 2021 while the dry season happened during February
and March. The average water temperature of samples is shown in Fig. 4, ranging
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Fig. 4 The mean value of
daily water temperature from
sampling points

between 27.0 and 31.0 °C. Temperature is lower during the wet season where rainfall
is regular.

Themeasured values of pH,DO, TDS, salinity, and turbidity are tabulated in Table
2 with their respective mean value and standard deviation. It can be deduced that the
water quality in Merbok River is semi-polluted. Based on daily observations, the
surface of the water is only cloudy or hazy during monsoon seasons and relatively
calm throughout the dry season. Litter and garbage were seen occasionally flooding
the area specifically after rainfall. Most of the time, the riverbank area is filled with
lively aquatic life such as prawns and school of fishes; jellyfish was sighted twice
during the end of February. Laguna Merbok Jetty Point (Site A) is a recreational
spot that is usually crowded with jogging residents, whereas Site B is a common fish
netting spot for fishermen.

The range of pH value of Merbok River along the study period is 6.5–8.9 pH,
with an average of 7.08. The average pH value is within the neutral range as per
the NWQS and ideal for biological productivity that is between pH 7.0–8.5 [12].
Nevertheless, it was observed that there is a significant spike in pH during February
followed by a spike in saturated dissolved oxygen. The high value of pH is likely due
to point source pollution from agricultural or wastewater runoff. High pH values can
also be associated with a high photosynthesis rate from dense phytoplankton blooms.
However, the increase in pH levels was then lowered in the following month. Minor
changes in pH levels could have long term effects on nutrient solubility. The minor
increase of pH could also form an oligotrophic state that is high in dissolved oxygen,
this could cause thewater to becomeeutrophicwhen thedemandof dissolvedoxygens
increases with the growth of algae [13] (Fig. 5).

Table 2 The average and standard deviation (average± standard deviation) of measured pH, DO,
TDS, salinity, and turbidity in Merbok River

Sampling site pH DO (mg/l) TDS (mg/l) Salinity (mg/l) TUR (NTU)

Site A 7.04 ± 0.27 3.57 ± 1.74 14.50 ± 10.21 18.76 ± 14.11 31.49 ± 65.63

Site B 7.13 ± 0.35 3.94 ± 2.24 18.23 ± 10.32 23.99 ± 14.59 25.29 ± 50.08

Classification I III – – II
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Fig. 5 The mean value of
daily pH from sampling
points

Figure 6 shows the average range of DO values at Merbok River that is between
(1.40 and 13.35mg/l) with an average of 3.71mg/l. Similar DO results were recorded
by Fatema et al. [14] in 2011. During the study period, the highest DO value was
recorded in February which corresponded with the increase of pH value. Overall,
throughout the study period theDO levels are classified in Class III, hence suggesting
the semi-polluted condition of Merbok River. Along the duration of study, an occur-
rence of fishes crowding to the water surface in November was observed. Fishes
ventilate at the top layer of water for respiration where the surface contains higher
concentration of dissolved oxygen. The event signifies the hypoxic water condition
from low levels of oxygen in water. The low DO level in water bodies is associ-
ated to the increase of oxygen demand caused from the increased concentration of
anaerobic bacteria and organic matter in water [15]. Prolonged conditions of low
dissolved oxygen saturation could impair river ecology, prompting serious hypoxia
events [16].

Fig. 6 The mean value of
daily dissolved oxygen from
sampling points
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3.2 Conductivity, Total Dissolved Solids, Salinity
and Resistivity

Figures 7, 8, 9 and 10measures the conductivity value, total dissolved solids, salinity
(NaCl) and resistivity in Merbok River from November 2020 to March 2021. It is
observed that the trend of conductivity, TDS and salinity are similar. The three water
quality parameters peaked during March and have similar range of mean values.

Fig. 7 The mean value of
daily conductivity from
sampling points

Fig. 8 The mean value of
daily total dissolved solids
from sampling points

Fig. 9 The mean value of
daily salinity from sampling
points
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Fig. 10 The mean value of
daily resistivity from
sampling points

Significant changes in conductivity indicates that there are impurities coming
from pollution source or discharge present in the water. This is due to the additional
increase of chloride, phosphate and nitrate ions from sewage leakage or agricultural
waste [17]. Moreover, higher temperature could also lead to higher conductivity. The
increase in temperature increases the mobility of ions in water. In this study, during
February and March the dry season, temperature has increased by 2 °C, therefore an
increase in conductivity is observed.

Salinity analysis from Fig. 9 shows that the value of salinity in ppt (mg/l) is
between 0.188 and 59.22 ppt with an average of 21.38 ppt. Generally, the range
of salinity for estuaries is between 0.5 and 35 ppt. The average value of salinity is
still within threshold limit. However, the rise in salinity was observed during March
where there is little rainfall in the dry season. Findings from our study correlates
with the results by Manikannan et al. [18] where salinity levels are maximum during
summer (dry season) and lowest in the monsoon season. Rising level of salinity is
reflected from the increase in evaporation and precipitation rate [19]. High level of
salinity could decrease the performance and survival of organisms [20].

In this study, it is evident that the relation between resistivity and salinity is
inversely proportional. Resistivity was the lowest during January, February and
March, while salinity and conductivitywas the highest during that time.After a heavy
rainfall, the values of conductivity, total dissolved solids and salinity are the lowest.
It is concluded that during the monsoon season where rainfall is peak, conductivity
is decreased since the salinity of water is diluted [17].

3.3 Turbidity

Continued in this section is the measure of turbidity throughout the study period. As
depicted in Fig. 11, turbidity could range from as low as 1.13 NTU to 555 NTU. Low
turbidity was observed during the dry season, starting from January. High turbidity
is common during the monsoon season where rainfall is the heaviest in November.
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Fig. 11 The mean value of
daily turbidity from
sampling points

The average turbidity of Merbok River throughout the study period is 28.39 NTU
falling into Class II as per the NWQS.

The observed results matches the research conclusion by Ismail et al. [21]
during 2018, where suspended sediment concentration and suspended sediment load
increases significantly during the wet season compared to the dry season, hence
increases the turbidity. Surface runoffs are a major contributing factor to the elevated
levels of sediment and turbidity. These runoff are due to industrial discharges into
the river [22]. The extreme rise in turbidity poses risk to underwater organism, high
level of turbidity shades sunlight from penetrating into the water, which encourages
the smothering of benthic habitats such as mollusks and polychaetes. Moreover, the
disturbance of sediments in water tend to absorb heat, causing an increase in water
temperature that would reduce the dissolving rate of oxygen. The high concentration
of particulate matter affects ecological productivity, and reducing the resiliency of
aquatic life [23].

4 Conclusion

From the five month in-situ sampling at Merbok River, daily observations and values
of pH, water temperature, dissolved oxygen, conductivity, total dissolved solids,
salinity, resistivity and turbidity, the river is categorized as semi-polluted (Class III).
Water quality between Site A and Site B are similar in average, yet aquatic life were
found to be more dominant at Site B since dissolved oxygen levels were higher and
hence fishery activities were more common at Site B. The predominant fluctuating
factor of the river are pH, dissolved oxygen and turbiditywhich are heavily influenced
by weather and seasonal factors coupled with underlying point source pollution from
industrial activities.

The occasional peak in pH and dissolved oxygen from an undetected source
poses a long-term risk on the aquatic life in Merbok River, as this phenomenon
encourages the growth of algae and increases the demand for dissolved oxygen.
When the supply of oxygen gets depleted, yet the demand remains high, this might
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create an imbalance where the ecosystem could become eutrophic. Moreover, the
high level of turbidity specifically during thewet season could affect the future coastal
and estuarine fisheries. With ongoing urbanization and industrialization taking place
surrounding the area, water quality might deteriorate further.

Forth coming work such as soil sampling analysis of the sediments and collection
of nitrogen or phosphate concentration could be carried out to understand heavy
metal concentration and nutrient levels within the Merbok estuary. Future research
and strategies to improve the coastal ecosystem should be implemented to preserve
the dynamic ecosystem at Merbok River, where mangroves and aquatic life are
dominant in the area.
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