
An Operational Data Collecting
and Monitoring Platform for Fugaku:
System Overviews and Case Studies

in the Prelaunch Service Period

Masaaki Terai(B), Keiji Yamamoto, Shin’ichi Miura, and Fumiyoshi Shoji

RIKEN Center for Computational Science, 7–1–26 Minatojima-minami-machi,
Chuo-ku, Kobe, Hyogo 650-0047, Japan

{teraim,keiji.yamamoto,shinichi.miura,shoji}@riken.jp

Abstract. After a seven-year long-term development process, the super-
computer Fugaku was officially launched as the successor to the K com-
puter in March 2021. During this development process, we upgraded
various system components and the data center infrastructure for offi-
cial service in Fugaku. It was also necessary to upgrade the K computer
operational data collection/monitoring platform for use in Fugaku. As a
result, we are now in the process of developing and deploying an opera-
tional data collection/monitoring platform based on a three-tier pipeline
architecture. In the first stage, the HPC system produces various types
of log/metric data that are used to identify and monitor troubleshooting
issues. Additionally, several thousand sensors operated by the building
management system (BMS) generate metrics for power supply and cool-
ing equipment. In the second stage, we aggregate the data into time-series
databases and then visualize the results via a dashboard in the third
stage. The dashboard provides an interactive interface for multiple data
of the HPC system and data center infrastructure. During the course of
this project, we resolved some issues found in the previous K computer
platform. By using the redundant cores of the A64FX to allocate agents,
it was determined that the new platform takes less than 20 s to collect
metrics from over 150k compute nodes and finally write them to persis-
tent storage. This paper introduces the design of the system architecture
and reports on the current state of the platform renewal project, and
provides overviews of two use cases encountered during the prelaunch
service period.
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1 Introduction

A modern exascale supercomputer system depends on various information tech-
nology (IT) component types (e.g., servers, storage, and network systems) and
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facility equipment types (e.g., power supply and cooling systems), and each sys-
tem component constantly produces a huge number of time-series log/metric
data regardless of whether or not it has failure possibilities. While those
log/metric data are most often used by operators/vendors to monitor the system
behavior and identify issues during troubleshooting, such data have significant
potential as sources for insights into supercomputing/data center operations.
Accordingly, as far back as the startup of the K computer operations, we focused
on the development of an operational data collection and monitoring platform
[27] that would allow us to exploit as well as monitor the massive data produced
during our operations. As applications of that platform, we launched various
projects and have reported their results [15,18,19,25].

Fugaku [8], the successor of the K computer, is an exascale supercomputer
system. The basic system architecture concept, except for the microprocessor,
is based on enhancements to the K computer design. The number of compute
nodes with Arm-based microprocessors has reached 158,976 nodes, and over 500
PFLOPS have been achieved in the TOP500 benchmark [9]. On the other hand,
we adopted a retrofit approach for the facility upgrades. While part of the facility
equipment (including the electrical transformers, a heat exchanger, and a chiller
with a cooling tower) for the power supply and cooling system was upgraded to
handle 30 MW-scale power consumption, most of the K computer facility equip-
ment was integrated into the Fugaku operation without major enhancements.
Due to the total growth in power consumption, a rapid number of job submis-
sions can cause megawatts level power consumption fluctuations that could result
in temporary cooling capacity shortages. Since maintaining stable operations of
both the HPC system and the data center infrastructure is imperative, it was
necessary to implement a comprehensive monitoring system of the entire center
in order to fully understand the energy usage issue.

The replacement process resulted in the need to develop a new operational
data collection and monitoring platform that was created almost from scratch.
In particular, our aim was to address the following issues that had been identified
in the K computer collection and monitoring platform.

– In the K computer operation, we installed fluentd as an agent to collect
log and metric data. However, fluentd, which is written in Ruby, consumes
excessive amounts of memory.

– Due to the need to prevent performance interference, we could not install
collector tools (agents) in the compute nodes of the K computer.

– ZABBIX, which was used in the K computer operation, is limited to 30k metrics
per second due to a bottleneck in the relational database management system
(RDBMS). There could have been an issue in terms of sampling frequency in
the environment of Fugaku, which has more than 150k compute nodes.

– The building management system (BMS) for the facility is a subsystem of
the collection system. (Due to the need to avoid expensive developments,
we developed the platform separately.) However, the overhead of the loading
metrics from the BMS subsystem will need to be considered if we are to
achieve a near-real-time system.
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The platform development is an ongoing project. Based on the issues above,
we have attempted to improve the previous platform implementations and have
resolved several technical issues in the process. In this paper, we report the
current state of the project along with two use cases involving the platform.

– To reduce memory usage, we use logstash and filebeat instead of fluentd
in the Fugaku environment.

– Since Fugaku’s microprocessor has redundant cores (assistant cores) in a node,
we can assign collector agents to the cores without any interference to com-
pute cores of the node and can monitor precise states than the K computer
operations.

– We use Prometheus instead of Zabbix. Prometheus can collect up to 1M
metrics per second. Finally, the platform can collect data from over 150k
compute nodes and write them to persistent storage within 20 s.

The rest of the paper is organized as follows: Sect. 2 presents related work,
while Sect. 3 provides the platform renewal project state, including an overview
of data sources from the HPC system and data center infrastructure, and the
architecture design of the operational data collection and monitoring platform.
Section 4 describes use cases involving a dashboard. In Sect. 5, we present a
summary and discuss our future work.

2 Related Works

For large-scale IT systems, a reliable monitoring and reporting system is essential
for operating and identifying problems during troubleshooting processes. Histori-
cally, such monitoring is performed within the context of surveillance. Today, the
monitoring processes cover numerous targets, including servers, network devices,
storage, applications, and peripheral infrastructure. Meanwhile, as part of efforts
to obtain operation/business insights, some data centers have begun considering
analytics based on their collection and monitoring platforms [13,16,22]. Within
the context of high-performance computing, some supercomputing centers now
use Operational Data Analytics (ODA) [11,12,17] as a formalization process, and
most ODA monitoring systems consider not only HPC systems but also periph-
eral data center infrastructures. Those consolidating platforms often focus on
energy efficiency.

In terms of tools, those ODA platforms employ various types of open-source
software [1–7]. Along with their pipeline mechanisms, those are roughly classified
as collectors, message brokers, time-series databases, dashboards (visualization),
and analysis tools. In ODA platforms, the time-series database plays a key role in
enabling mass data collection with low overheads. One of the tools, Prometheus,
is an open-source monitoring/reporting toolkit that is widely used in monitoring
processes that can integrate a third-party database depending on the system.
Some ODA projects outside the scope of this paper have used or attempted
Apache Cassandra, KairosDB, influxDB, and Victoria Metrics [21]. Since
dashboard systems also provide interactive visualization environments, some
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supercomputing centers have attempted to adopt dashboards into their sites
and have reported their results [10,23,24].

3 Operational Data Collection and Monitoring Platform
in the Fugaku Environment

The development of the operational data collection and monitoring platform is a
relatively new project among all the projects in Fugaku and is an ongoing project.
In this section, we mention the overview of data sources and the architecture
design in the platform.

3.1 Overview of Data Sources

In the Fugaku environment, there are two types of data sources available. One
data group is derived from the HPC system, including compute nodes, boot I/O
nodes, peripheral nodes (e.g., login nodes, pre/post nodes, and so on), storage
(e.g., a Lustre-based parallel file system), and network devices (e.g., switches,
routers, and firewalls). The other group is derived from the data center infras-
tructure, including the power supply and cooling equipment. The details of these
data sources are explained below.

HPC System. Firstly, we begin with a brief overview of the Fugaku HPC
system and peripheral IT equipment. Fugaku employs Arm-based A64FX pro-
cessors [20] enhanced to fit into the current trends of various HPC applications.
Each microprocessor has four core memory groups (CMGs), each of which inte-
grates 13 cores, an L2-cache shared by those cores, a memory controller, and
a ring bus network on a chip. Of the 13 cores, one works as a redundant (or
assistant) core that is used for multi-purpose operating processes. A core mem-
ory group (CMG) directly connects a single second-generation High Bandwidth
Memory (HBM2) unit. Each CMG can access external HBM2 units belonging
to the other CMGs of the processor via the ring bus network. The A64FX pro-
cessor has a hardware performance monitoring unit (PMU) to measure dynamic
program behavior (e.g., number of CPU cycles, number of instructions, floating-
point operations, and cache misses) [14]. These metrics are useful not only for
performance profiling tools but also for our operations to survey workloads’
behaviors.

Fugaku consists of 432 racks with 158,976 compute nodes. By connecting
the compute nodes with the high-speed interconnect (Tofu interconnect D),
Fugaku can be organized as a single huge system to provide exascale computing
resources. In addition, there are various peripheral servers, including login nodes
with x86/Arm-based microprocessors, directory service nodes with Lightweight
Directory Access Protocol (LDAP), job scheduler nodes, pre/post nodes with
a graphics processing unit (GPU)/large-capacity memory, various management
servers, and network devices.
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In addition, Fugaku uses a Lustre-based parallel file system as with the K
computer. During the K computer operations, the global file storage system
shared a portion of the compute racks installed in the computer room, which
degraded system maintainability. In contrast, the Fugaku storage system has
been installed in the data storage room and can be operated separately from
the compute system. The storage capacity is up to 150 PB available in total.
At the time this paper was written, we divided the storage into six file volumes.
In terms of monitoring, the storage system consists of many servers, including
management service (MGS), metadata service (MDS), object storage service
(OSS) servers, and so on. These are monitoring targets in our operation.

To monitor the system’s behavior and keep operators informed, the HPC
system produces a huge number of log data and metrics. Most of the log data
(e.g., syslog messages, job scheduler logs, parallel file system logs, and audit
logs) are recorded by servers. Additionally, some of the network devices gener-
ate syslog messages. Generally, these are time-series event data in a text-based
semi-/unstructured format. The servers also measure various metrics (e.g., load
average, network transfer bytes, memory usage, microprocessors and board tem-
perature, Self-Monitoring, Analysis and Reporting Technology (S.M.A.R.T.),
and electric power consumption on power supply units). The PMU metrics
are also classified in this metric type. Further, network devices generate Sim-
ple Network Management Protocol (SNMP) messages. Generally, these metrics
are time-series data provided in a scalar/vector numerical structured format.

Data Center Infrastructure. Our supercomputing center has dedicated facil-
ities for power supply and cooling systems. In the Fugaku development project,
while the IT equipment was mostly built from scratch, the concept of power sup-
ply and cooling systems resembles the previous design of the K computer and
reuse most of the installed equipment without additional major enhancements.
In the section below, we introduce the facility overviews.

As well as the K computer, Fugaku uses two-type energy sources—electricity
purchased from a public utility company and energy produced by the gas turbine
power generators. The new HPC system is designed to consume electricity up to
37 MW, which is approximately three times more than the K computer. Prior
to the Fugaku installation, part of the facility components (e.g., transformers, a
heat exchanger, chillers and cooling towers, and a thermal storage tank) had been
enhanced to address the increased power consumption. Accordingly, we used a
retrofit approach and reused many facilities installed for the K computer. For
instance, we continue to use the co-generation system (CGS) without additional
enhancements in the Fugaku operation.

Like the HPC system, the data center infrastructure produces various types
of metrics (e.g., air/water temperature, pump flow rate, generated electric power,
and purchased electric power from a public utility company) and miscellaneous
log data. Basically, the log data volume is smaller than the metrics. All the
metrics in the facility are collected by the building management system (BMS),
which works as a subsystem of the operational data collection and monitoring
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system. When we enhanced the facility, we also added sensors to the facility
equipment at the same time. At the time of this writing, the number of sensors
had reached five thousand.

3.2 System Architecture

The operational data collection/monitoring platform consists of a three-tier data
pipeline, as shown in Fig. 1. The first tier is data sources, including the HPC sys-
tem and the data center infrastructure, as discussed in Subsect. 3.1. The second
tier is a data lake used to store the log/metric data in the databases (e.g.,
time-series databases, distributed full-text databases, traditional transactional
databases, and a Portable Operating System Interface (POSIX) file system).
The third tier, which is the end of the pipeline, provides visualization/business
intelligence (BI) tools that can be used to exploit insights. The platform began
operations during the Fugaku prelaunch service period. In the remainder of this
section, the current state of the system architecture is explained.

Compute nodes
(> 150k compute nodes)

Compute and Boot I/O nodes

Network devicesLogin nodes (x86, ARM)
Pre/Post nodes

Storage (MGS, MDS, OSS)
Job schedulers

Other management servers

Prometheus

Elasticsearch

Node_exporter

logstash, beats

Kibana

HPC system

Data center infrastructure

Building Management 
System (BMS)

Samba server
Log aggregation server

Metric aggregation server

Analysis server

High-voltage substation
Co-generation gas-turbines

Chillers
Cooling towers

Air handler units

Visualization/BIData lakeData sources

Time-series DB

Time-series DB

(> 5k sensors)

Grafana

(screening)

Fig. 1. Overview of the collection and monitoring platform.

Data Collection System. In the data lake tier, the data collection system
uses two-type databases depending on the data type. For the metric data, we
use a time-series database (TSDB) provided by Prometheus [6] as an open-
source monitoring/alerting tool. For the log data, we use Elasticsearch [1] with
logstash [4] as a data aggregation tool. To form the pipeline between the data
sources and the data lake tier, we installed Prometheus exporter to serve as a
data collection tool for each compute node and the boot I/O nodes. This tool is
a shipper agent that captures metrics and sends them to the Prometheus server.
Additionally, the exporter has been installed in other servers, including the login
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nodes, pre/post nodes, and the MGS/MDS/OSS servers. On top of those, we
installed filebeat in boot I/O nodes and the abovementioned servers. That is
also a shipper agent in front of logstash.

During K computer operations, we could not deploy any data collection tools
in the compute nodes because the microprocessor did not have any redundant
cores that could be used to assign collectors. In the context of the HPC, per-
formance is the primary concern. Therefore, we needed the ability to prevent
a kind of performance interference (e.g., operating system jitter) that can be
caused by the collectors running as a background daemon. In Fugaku, this issue
was resolved by using the redundant cores.

Monitoring System. To monitor and visualize the time-series data stored in the
databases, we use Grafana [2] and Kibana [3] as front-end tools for Prometheus
and Elasticsearch, respectively. Both tools have fancy dashboards that allow
users to customize their interfaces to meet specific requirements depending on the
operators.

Grafana provides various graphical interfaces (e.g., line graphs, stacked
graphs, heatmaps, tables, and so on). Also, Kibana has similar features that can
be used to visualize log data. Both are managed via graphical user interfaces.

Grafana and Kibana focus on providing effective monitoring and reporting
environments for troubleshooting. While those backend databases have derived
query languages for use when searching data, the query languages impose some
initial learning costs. In the K computer operations, we used redash [7] in addi-
tion to Grafana and Kibana to visualize metrics and data. Kibana is used to
search data with the standard SQL language, which seems to be easier to learn
than domain-specific languages. However, at the time of this writing, we have
only deployed Grafana and Kibana for visualization, and our Kibana environ-
ment is not yet mature enough for use in practical operations because it still
requires additional dashboard customization. Also, we believe that Jupyter [5]
may be a more appropriate tool for more general users. Those general analysis
tools (e.g. redash, Jupyter, and so on) in the third tier are outside the scope
of this paper.

4 Results

In this section, we report on the implementation of monitoring dashboards with
Grafana and introduce two use cases.

4.1 Case 1: The Integrated Monitoring Platform for the HPC
System and the Data Center Infrastructure

Modern supercomputer systems require a complicated power supply and cooling
facility management as with common plant operations. Hence, facility opera-
tors are required to monitor the power consumption of the entire center area
24 h a day, seven days a week, and efficiently manage CGS operations to ensure
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backup electricity available for the IT equipment and to supply steam for the
chillers as needed. From the facility operators’ perspective, the amount of elec-
tricity supplied to the IT equipment is strongly dependent on workload behavior
(e.g., memory throughput, flops, and communication frequency among compute
nodes). While the job scheduler may play a key role in controlling workloads
running simultaneously depending on the available electricity, it does not have
a feature that can create supply-and-demand balances between the available
electricity and the workloads. Accordingly, at the time of this writing, facility
operators used the BMS that was installed at almost the same time the facility
began operations to manage the power supply and cooling systems. That BMS
was implemented on the intranet with access restrictions for security reasons.
However, IT equipment operators also need online information regarding facility
operations.

Based on the background, to integrate both the IT equipment information
and the facility information, we implemented a combined dashboard. In Fig. 2, we
show a portion of the facility metrics extracted from the dashboard, which were
measured during the prelaunch service period that finished in early March 2021.
The missing values in the middle of November were the result of planned main-
tenance. The dashboard can show the power consumption for the entire center
as well as for Fugaku. Except for early October, the average power consumption
was about 17.8 MW because the period of early October had a benchmark-
ing campaign (e.g., HPL). Besides, the dashboard can visualize detailed power
consumption (not shown in the figure) for each group of racks installed in the
computer room. It can also show electricity supplied from the two CGSs and
the public utility company. Although, the amount of purchased electricity was
dominant in the total. Also, we confirmed that the switching operations with
two CGSs within a certain period of time. That operations seem to extend the
lifetime of the equipment and make it easier to maintain. Additionally, power
usage effectiveness (PUE) is commonly used as a comparable metric to evaluate
energy efficiency operations in data centers. Based on the results shown in the
figure, the average PUE is about 1.2. Finally, we confirmed that all the results
are consistent with the related study [26].

4.2 Case 2: Monitoring Overloading Jobs on the Lustre-Based
Parallel File System

As with the K computer, Fugaku has a Lustre-based parallel distributed file sys-
tem allocated to the home and working directories used by workloads. Although
the Lustre-based file system is designed for use in large-scale parallel comput-
ing systems, it has encountered various issues when dealing with specific I/O
patterns. For example, when a number of workloads write to a single file, those
flooding I/Os often cause blocking responses or do not complete the processing
due to the overloading because those transactions are serialized per file. Ide-
ally, issues of this type would be resolved by modifying the user program itself.
However, it is currently difficult to prevent the situation, and they are gener-
ally considered to be accidental issues. From the operators’ perspective, it is
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Fig. 2. A screenshot of electricity supply-and-demand and PUE during the prelaunch
service period. The topmost graph (upper red box) shows power consumption for R-
CCS as a whole and for the HPC system (only Fugaku). The middle graph (middle
red box) shows the power generated by two CGSs and the purchased power from a
public utility company. The bottommost graph (lower red box) shows the PUE and
the exponential moving average of the PUE.

clear that the ability to detect the workload behavior and thus prevent acciden-
tal situations where file system overloading can result in system-wide failures
is required. As shown in Figs. 3 and 4, we use the dashboard to monitor the
Lustre-based file system state. Figure 3 describes OST write I/O performance
using dd with parameters: bs=1M, count=768, oflag=direct. dd is issued at
between 150 and 300-second intervals, avoiding simultaneous execution to the
OSTs to be monitored.

The dashboard can output in CSV format. Tables 1 and 2 show sorted lists
converted from a CSV file regarding the write I/O throughput for the OSTs of a
volume (vol00004) shown in the Fig. 3. For instance, for a slow and fluctuated
OST, it’s not necessarily a malfunction, but it is likely to have some sort of
problem. In this case, OST16 is appeared in both tables. While we showed that
the case focuses on large fluctuations in Table 2, it is assumed that a case with
small fluctuations can also be used for identifying issues. In addition, Fig. 4
describes MGS/MDS/OSS nodes performance. These dashboards are useful for
finding and isolating the problem in operations.

5 Summary and Future Work

As we move toward bringing Fugaku into official service, we can report that
most of the HPC system and a portion of the data center infrastructure have
been upgraded to handle an unprecedented power consumption level of 30 MW.
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Fig. 3. An example of the Lustre-based file system state (OST write I/O performance).
The left graphs describe the number of live/dead OST nodes using dd. If many OSTs
have a long response time (60 s is used as a criterion.), the possibility of failure is
considered. The right graphs describe the OST write I/O throughput using dd.

Table 1. List of the ten slowest OSTs
among the 60 OSTs of vol0004 shown
in Fig. 3. The list is arranged in ascend-
ing order by average (mean).

OST

name

mean

[MB/s]

min

[MB/s]

max

[MB/s]

std

[MB/s]

OST16 437.2 2.0 609.5 115.2

OST22 438.8 2.1 604.7 109.0

OST58 440.5 2.3 619.4 111.1

OST55 441.4 1.6 634.7 110.9

OST25 442.0 1.3 619.4 112.2

OST19 442.5 2.1 614.4 108.0

OST46 443.4 2.2 614.4 111.9

OST52 443.6 2.3 640.0 111.2

OST49 444.8 2.2 614.4 108.7

OST7 444.9 2.0 634.7 111.3

Table 2. List of the most fluctu-
ated ten OSTs among the 60 OSTs
of vol0004 shown in Fig. 3. The list
is arranged in descending order by the
standard deviation (std).

OST

name

mean

[MB/s]

min

[MB/s]

max

[MB/s]

std

[MB/s]

OST47 459.2 2.2 629.5 117.0

OST16 437.2 2.0 609.5 115.2

OST53 462.1 1.4 640.0 114.2

OST32 460.2 2.1 629.5 114.1

OST0 469.7 3.5 645.4 114.0

OST17 459.2 2.0 619.4 113.6

OST20 457.3 2.1 629.5 113.1

OST23 456.5 2.1 614.4 112.8

OST26 455.6 2.1 609.5 112.7

OST2 466.3 3.5 629.5 112.7

Among the other necessary enhancements, we installed a new operational data
collection and monitoring platform to operate in the Fugaku environment. In
this paper, we reported the current state of this project to renew the platform.

The data collection and monitoring platform that was developed and deployed
in this project is based on the three-tier data pipeline architecture. The first stage
of the pipeline is data sources, including the HPC system and the data center
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Fig. 4. An example of the Lustre-based file system state (MGS/MDS/OSS nodes per-
formance). The topmost area (upper red box) describes an overview of disk usage rate
in an MDS node of the Lustre-based filesystem. The middle graph (middle red box)
describes disk usage rate in a primary partition to be monitored. The bottommost area
(lower red box) describes updates on the part of the state of an MGS/MDS/OSS node.
(Color figure online)

infrastructure. The second stage is a data lake used to store the log/metric data
within time-series databases. The third stage, which is the end of the pipeline, pro-
vides visualization/BI features to exploit insights. To avoid vendor lock-in, vari-
ous open-source software components have been adopted for use in this platform.
At the time of this writing, the dashboard with Grafana was used to provides an
interactive interface for multiple data provided by the HPC system and data center
infrastructure. We also introduced two use cases describing the prelaunch service
period. The first case showed comprehensive energy usage and the PUE metric of
the center. The second case showed how the state for the Lustre-based filesystem
was monitored to avoid overloading. In our future work, we will continue our efforts
to resolve the ODA issue found in the K computer.
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