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Abstract. With the rise of deep learning, cancer-specific survival prediction is
a research topic of high interest. There are many benefits to both patients and
caregivers if a patient’s survival period and key factors to their survival can be
acquired early in their cancer journey. In this study, we develop survival period
prediction models and conduct factor analysis on data from breast cancer patients
(Surveillance, Epidemiology, andEndResults (SEER)). Three deep learning archi-
tectures - Artificial Neural Networks (ANN), Convolutional Neural Networks
(CNN), and Recurrent Neural Networks (RNN) are selected for modeling and
their performances are compared. Across both the classification and regression
approaches, deep learning models significantly outperformed traditional machine
learning models. For the classification approach, we obtained an 87.5% accuracy
and for the regression approach, RootMean Squared Error of 13.62% andR2 value
of 0.76. Furthermore, we provide an interpretation of our deep learning models by
investigating feature importance and identifying features with high importance.
This approach is promising and can be used to build a baselinemodel utilizing early
diagnosis information. Over time, the predictions can be continuously enhanced
through inclusion of temporal data throughout the patient’s treatment and care.

Keywords: Deep learning · Breast cancer · Survival period prediction · SEER
cancer registry · Factor analysis · Feature importance

1 Introduction

Cancer is the second leading cause of death in the United States. According to the latest
statistics from the U.S. National Cancer Institute, about 1.8 million new cancer cases
are expected in 2020, with about 600,000 expected new deaths [1]. Breast Cancer is
the most common cancer in the United States, with 276,480 estimated new cases and
40,170 estimated deaths in 2020 [2]. Though cancer is prevalent throughout the United
States, the relative five-year survival rate for breast cancer patients varies by breast

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
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cancer stage. Note that the average risk of a woman in the United States developing
breast cancer sometime in her life is about 13% [3].

Estimated national expenditures for cancer care in the United States in 2017 were
$147.3 billion [4]. The costs are expected to increase in the coming years with an aging
population and newer, more advanced treatment options. An increase in the number of
patients requiring care also drives up health care costs for treating the disease. Research
on disease prognosis fromearly information and clinical data is still needed to betterman-
age resources and time, for both the patient and the healthcare professionals. For patients,
better prognosis early can help plan time spent in care and costs, while for healthcare
professionals it can help plan medical resources, treatment and care strategy for each
patient. These reasons make cancer survivability a topic of great importance to both
researchers from the medical domain, computer intelligence, and medical professionals.

This study is aimed at predicting the survival period of a breast cancer patient, using
the data obtained from Survey Epidemiology, and End Results (SEER) cancer registry
[20]. The research problem is formulated through both classification and regression
techniques. We investigate three different deep learning models and their performance
at providing high dimensionality and highly non-linear decision boundaries and iden-
tifying features that drive survival prediction. This study contributes to identifying an
appropriate approach to estimating and understanding survivability that could be widely
and practically appropriate for medical use.

2 Related Works

Chronic diseases that may threaten the lives of patients and require continuous care
and surveillance are the focus of a majority of previous research. These studies aim at
projecting a timeline of survival to help both patients and healthcare professionals plan
care, time, and resources.

Some researchers have focused on using the results from various laboratory tests
and medical images such as Computerized Tomography (CT) or Magnetic Resonance
Imaging (MRI) scans to predict disease survival for patients. Macyszyn et al. [5] have
used a combination of Linear SVM for predictions and Kaplan-Meyer survival curves
to plot the survival period and map the prognosis from the MRI images of patients with
glioblastoma. Qian et al. [6] proposed Temporal Reflected Logistic Regression (TRLR),
a model to predict survival probabilistic score on a set of patients diagnosed with heart
failure at Mayo Clinic, Rochester. They showed that the new model outperformed the
existing Seattle Heart Failure Model (SFHM). Marshall et al. [7] proposed a custom
Bayesian model, Continuous Dynamic Bayesian Model, that differs in data availabil-
ity at different points during the treatment of the patient, making effective use of the
temporal data sequence. Zhang et al. [8] used LASSO as the regularization and fea-
ture selection method in a multilayer perceptron model to predict the 5-year survival of
patients suffering from chronic kidney disease. Bellot et al. [9] developed Hierarchical
Bayesian models for cardiovascular disease, which utilized a mixture of localized and
individual patient data to build average survival paths for patients and specific survival
paths for individual patients. They developed a personalized interpreter for the model to
highlight the factors affecting the survival prediction for each patient.
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Cancer has been the focus of a large body of research targeting multiple aspects:
diagnosis, prognosis, best treatment estimation and survival period estimation. Gray
et al. [10] tested the performance of the Predict algorithm (version 2), built for 5-year
and 10-year prognostic indicators for breast cancer, using the Scottish Cancer Registry
(SCR). They found that the algorithm overestimates some 5-year prognostic cases while
the overestimation is lower for 10-year prognosis. Song et al. [11] built nomographs to
predict overall and cancer-specific survival of patients with chondrosarcoma and iden-
tified the prognostic factors for 3-year and 5-year survival. Lynch et al. [12] compared
multiple supervised machine learning methods to predict survival time of lung cancer
patients. Tested algorithms includeLinear Regression,Gradient BoostingMachine, Ran-
dom Forest, Support Vector Machine and a custom stacking ensemble combining all the
other machine learning algorithmmodels. The custom ensemble performed the best with
an RMSE (Root Mean Squared Error) value of 15.30%. Sadi et al. [13] proposed the
use of clustering cancer registry data before feature selection for classification model on
survival period prediction. They used the Egyptian National Cancer Institute (NCI) can-
cer registry data to perform clustering and then build classification models inside each
cluster to get a better sense of hyperparameter tuning and achieve better performance.

The SEER dataset provides comprehensive information on the early diagnosis of
patients for multiple types of cancer along with the survival time for patients. It has
been a part of a multitude of research around prediction of survival period. Bartholomai
and Frieboes [14] compared multiple traditional machine learning models in an attempt
to predict the exact survival period for a lung cancer patient by modeling the problem
using both classification and regression techniques. They used Principal Component
Analysis (PCA) to identify the features that have the biggest impact on the survival of
lung cancer patients. Hegselmann et al. [15] developedmodels with a focus on producing
reproducible models for further research use, to predict 1-year and 5-year survival for
patients with lung cancer using logistic regression and multilayer perceptron models.
Naghizadeh and Habibi [16] compared various ensemble machine learning models to
predict survival in cancer comorbidity cases for various cancers. Dai et al. [17] built 1-
year and 3-year nomographs to predict survival for triple negative breast cancer patients
with a histology of infiltrating duct carcinoma. Imani et al. [18] used random forests as
a modeling approach to predict survival in patients with breast cancer recurrences and
identified the important variables in defining survivability for those patients. Kleinlein
and Riano [19] built joint and stage-specific machine learning models to predict 5-year
survival for breast cancer patients. They also tested the performance of thesemodels over
time from training to demonstrate the feature importance in selection for models. Shukla
et al. [20] performed clustering using Self-Organizing Maps (SOM) and DBSCAN to
cluster the patients into related cohorts and build multilayer perceptron to predict 3-year,
5-year and 7-year survival of breast cancer patients.

Most of previous research into survival prediction in breast cancer has focused on
the binary classification model of whether a patient survives a preset period of time or
not. To the best of our knowledge, little research has focused on the predicting the exact
survial periods for breast cancer patients. This study aims to bridge this gap by utilizing
deep learning models to predict survival periods in breast cancer cases, and further



4 S. Doppalapudi et al.

provide interpretability to these models through feature importance analysis, revealing
the features with the largest impact on the survival predictions.

3 Dataset

In this research study, the data was collected from Surveillance, Epidemiology, and
End Results (SEER) program cancer registry. The SEER program is supported by the
Surveillance Research Program (SRP) in NCI’s Division of Cancer Control and Popula-
tion Sciences (DCCPS) andwas established to provide consistent statistics around cancer
incidence in the United States. SEER collects its information from several population-
based registries spread geographically across the United States and estimated to cover
about 34.6% of the United States population. The SEER dataset is one of the biggest and
most comprehensive databases on the early diagnosis information for cancer patients in
theUnited States [21]. The SEER cancer registry includes information on primary tumor,
tumor histology, morphology, the first course of treatment and follow-up with patients
to record the vital status. All the records are de-identified, with very little demographic
information and all the entries are encrypted to provide another layer of security for the
patients’ identity. It includes statistics on incidence of multiple types of cancer such as
breast cancer, lung cancer, intestinal cancer, leukemia, lymphoma, prostate cancer and
others.

3.1 Data Collection and Cleaning

The incidence files in the SEER cancer dataset are available as a set of ASCII text files
with each row in a text representing a record in the registry and the information encrypted
in codes. Thewhole database was segmented by sets of registries and the cancer type.We
selected the November 2018 submission (which was made publicly available in April
2019) for our research.

This submission contained information for the diagnosis years of 1975–2016. For
this research, we only selected the files for breast cancer and built Python codes to
read ASCII text files and return comma separated values (.csv) files, which would be
easier to ingest for data engineering purposes. The Python codes ignored all records with
diagnosis year before 2004 to minimize the impact of now-defunct data fields on our
modeling process. (The registry went through a major data overhaul in 2004 and new
fields were added to replace the older fields.)

Further, the codes representing missing values in the registry were replaced by null
values to standardize the data loss at both individual registry level and the national
registry level. Also, the records of patients with cancer comorbidities were eliminated.
Only patients with breast cancer and no comorbidities were considered to reduce the
effect of other cancers on the survival analysis. Records with missing diagnosis year and
survival time information were eliminated as these values could not be imputed, because
any imputation for thesefields affects the survival analysis directly. This cleaning resulted
in a dataset with 197,038 records for analysis and modeling.
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3.2 Data Preprocessing

The features were divided into categorical and quantitative variables. Also, features that
are built on the target variable, such as variables defining cause of death classifications,
were identified through domain knowledge gained by a better understanding of the
dataset. These variables were not included in the modeling analysis to avoid model bias.

Different pre-processing techniques were used for categorical and quantitative vari-
ables. Variables with more than 20% missing values were eliminated from modelling,
because they were either data collected during different time periods (before 2004 diag-
nosis year) or were not relevant measurements for breast cancer. For the remaining
variables, the median and mode were used to impute missing values for quantitative
and categorical variables, respectively. After the imputation, categorical variables were
binarized using one-hot encoding.

Figure 1 shows the distribution of patients across different survival periods. For the
classification approach of predicting survival period, the survival time in months was
segmented into three bins ‘< =5 years’, ‘5–10 years’, and ‘>10 years’ used as the
target class for multiclass classification modeling. These classes were decided through
knowledge gained from previous research approaches to this problem, where 5-year
and 10-year survival models are the most common. Yet, imbalance exists in the data
coming from ‘>10 years’ class as shown in Fig. 2. To adjust for this imbalance, we up-
sampled other classes to create a balanced dataset for model tuning and evaluation. For
the regression approach, we selected the survival time in months as the target variable.

Fig. 1. Ahistogram to understand the distribution of breast cancer patients across various survival
period.

The features have different scales, which could lead to a longer time for the model
to converge and reach the global minima while also increasing the probability for the
model to get stuck in local minima. Hence, the predictors were all normalized for the
classification approach, while for the regression approach, the target variable was also
scaled for easier comparison between errors across model iterations and between differ-
ent models. The entire dataset was partitioned in the ratio of 80:20 into training and test



6 S. Doppalapudi et al.

Fig. 2. Distribution of Records across the selected three target classes.

sets. The models were trained on the training set and the performance was observed on
the test set.

4 Research Methodology

The data preprocessing methods remain similar for the two different approaches to the
problem (i.e., classification and regression), except for the target variable in the dataset
preparation. However, themodel buildingmethodologies differ for both approaches with
the different tuning approaches and evaluation metrics for both approaches. Artificial
Neural Networks (ANN), Recurrent Neural Networks (RNN), and Convolutional Neural
Networks (CNN) are the three selected deep learning architectures tomodel the problem.

4.1 Deep Learning Architectures

This research study focuses on the performance of deep learning models in the space of
cancer survival period prediction. For this purpose, we have selected three of the most
popular deep learning architectures in practice today- ANN, RNN and CNN.

Neural networks are sub-field of the rapidly growing deep learning space, which is
in itself a sub-field of machine learning. The rapidly growing popularity of deep learning
can be attributed to its performance to model unstructured data such as text and images
and to infer meaning at par with or better than human accuracy.

A basic building block of a neural network is a perceptron. A perceptron provides
each input with a weight and creates a function to represent the input space. This rep-
resentation is then passed through an activation function to produce a probability of the
input sequence representing the output or not. The simplest perceptron model can mimic
a logistic regression model through the use of just one perceptron. A neural network is
formed by arranging groups of perceptrons inmultiple layers to represent the output with
activation functions defined for each layer. A perceptron is known as a neuron inside a
neural network, with the name representing the tendency of neural network to mimic
the performance of neurons inside the human brain. Neural networks have three major
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units - input layer, hidden layers and an output layer. The size of the input and output
layers are always defined by the problem, and the architecture of the hidden layers is
always defined by a machine learning practitioner which helps to model the problem
more efficiently. As the number of hidden layers increases, the defined representation
becomes more complex and highly non-linear.

The earliest defined neural network is ANN [22], which consists of neurons arranged
in multiple layers, with each neuron in one layer fully connected to each neuron in the
next layer. The simplest ANN architecture consists of an input layer, a hidden layer, and
an output layer. As the number of hidden layers increase, the number of parameters to
train in the network increases and the representation becomes more complex.

A neural network where the output of a neuron is fed back as input after certain
time units is known as RNN [23]. This ability makes it easy for them to model temporal
sequences of data such as text and time-series data. But, with the output of neurons being
fed back to the input neuron creates a gradient vanishing problem when the network is
very large and the input sequence is too long. To overcome this problem, Long Short
Term Memory Networks (LSTM) [24] were proposed as a variant of the simple RNN
architecture. LSTM introduced the concept of a forget gate that limits the sequence size
that is under consideration at any particular time, thereby overcoming the vanishing
gradient problem. We use LSTM networks for our research and hereby in this paper,
RNN refers to LSTM architecture.

A neural network model where the weights are shared across a few neurons in a layer
is known as CNN [25]. The shared weights concept makes CNN both space and shape
invariant and makes them the ideal network to model data from images and videos. This
helps in bringing down the number of training parameters that would be required if the
fully connected layers were used to model images. In this study, we are working with
1-dimensional data and hence, use the 1-D convnet architecture. In this paper, CNN
refers to the 1-D convnet architecture.

4.2 Model Architecture and Parameters

4.2.1 Classification Model

The architecture and parameters of the classification model under study are given in
Table 1. With ‘< =5 years’, ‘5 – 10 years’, and ‘>10 years’ as the target classes, this
model attempts to address a multiclass classification problem. Each model has a unique
model architecture with a varying distribution of neurons in each layer, number of layers,
and number of iterations (epochs) over which themodel is trained. In addition, to prevent
overfitting of the data, regularization was performed through the addition of Dropout
layers between the hidden layers. A few hyper-parameters remain similar across all
models, such as ReLU (Rectified Linear Unit) as the activation function in the hidden
layers, Softmax as the activation function in the output layer, Adam (Adaptive Moments
Estimation) as the optimizer with a 0.001 learning rate and Categorical Cross Entropy
as the loss function.

ANN Model: The ANN model has 5 hidden layers with 600, 300, 100, 50 and 20
neurons in each layer, respectively. The model was run over 100 epochs with 10%
Dropout layer after the first two hidden layers.
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Table 1. Parameters for classification models

Parameters ANN RNN CNN

Target classes [<=5 Years, 5 – 10 Years, >10 Years]

No. of hidden layers 5 4 5

No. of neuron in each
hidden layer

[600, 300, 100, 50, 20] [256, 128, 64, 32] [512, 256, 128, 64,
32]

Activation functions in
each layer

ReLU in hidden layers and Softmax on output layer

Loss function Categorical cross entropy

Optimizer Adam (Adaptive Moments Estimation) with 0.001 learning rate

No. of epochs 150 100 100

Dropout layers for
regularization

10% dropout layer
after first two hidden
layers

10% dropout layer
after first two hidden
layers

10% dropout layer
after first and third
hidden layers

RNN Model: The RNN model has 4 hidden layers with 256, 128, 64 and 32 neurons
in each layer, respectively. The model was run over 100 epochs with 10% Dropout layer
after the first two hidden layers.

CNN Model: The CNN model has 5 hidden layers with 512, 256, 128, 64 and 32
neurons in each layer, respectively. The model was run over 100 epochs with 10%
Dropout layer after the first and third hidden layers.

4.2.2 Regression Model

The architecture and the parameters of the regression model under study are given in
Table 2.With the normalized survival period as the target, this model attempts to address
a regression problem. Mean squared error was selected as the loss function since it is
a regression problem with each model having a varying distribution of neurons in each
layer, number of layers, and number of iterations (epochs) over which the model is
trained. Again, to prevent overfitting, Dropout layers were added to the models between
the hidden layers to perform regularization of the network. A few hyper-parameters still
remain similar across models such as ReLU (Rectified Linear Unit) as the activation
function in the hidden layers, no activation function in the output layer, and Adam
(Adaptive Moments Estimation) as the optimizer with a 0.001 learning rate.
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ANN Model: The ANN model has 3 hidden layers with 100, 60, 20 neurons in each
layer, respectively. The model was run over 20 epochs with no Dropout layer.

RNNModel: The RNNmodel has 2 hidden layers with 50, 20 neurons in each layer,
respectively. The model was run over 25 epochs with 20% Dropout layer after the first
and last hidden layers.

CNNModel: The CNNmodel has 2 hidden layers with 40, 20 neurons in each layer,
respectively. The model was run over 50 epochs with no Dropout layer.

Table 2. Parameters for Regression models

Parameters ANN RNN CNN

No. of hidden layers 3 2 2

No. of neuron in each hidden layer [100, 60, 20] [50, 20] [20, 40]

Activation functions in each layer ReLU in hidden layers

Loss function Mean squared error

Optimizer Adam (Adaptive Moments Estimation) with 0.001
learning rate

No. of epochs 20 25 50

Dropout layers for regularization None 20% dropout layer after every
hidden layer

None

4.3 Model Tuning

Themodelswere initially tunedover a large number of epochs to observe the performance
of the models on both the training and test sets.

4.3.1 Classification Model

The plots of the training and test loss and accuracy vs. the number of epochs are shown
in Fig. 3. The optimal numbers of epochs for the ANN, RNN, and CNN models are
determined to be approximately 150, 100, and 100, respectively. The training loss and
test loss can be seen to diverge with the test loss stabilizing due to regularization and
the training loss decreasing at a rapid pace for all the models near the optimal number
of epochs.
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(a) ANN Model 

(b) RNN Model 

(c) CNN Model 

Fig. 3. Epoch Plots for Classificationmodels. Epoch plots are required to find the optimal number
of Epochs to train the models by observing training loss and test loss and finding the point where
over-fitting starts.
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(a) ANN Model

(b) RNN Model

(c) CNN Model

Fig. 4. Epoch Plots for Regression models. Epoch plots are required to find the optimal number
of Epochs to train the models by observing training loss and test loss and finding the point where
over-fitting starts.
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4.3.2 Regression Model

The plots of the training and test loss and accuracy vs. the number of epochs are shown
in Fig. 4. The optimal numbers of epochs for the ANN, RNN, and CNN models are
determined to be approximately 20, 25, and 50, respectively. The training loss and test
loss can be seen to diverge near the optimal number of epochswith the test loss increasing
and the training loss decreasing at a rapid pace for ANNmodel, while test loss stabilized
and training loss decreased at a rapid pace for both the RNN and CNN model.

4.4 Models for Comparison with Previous Research

To put our results in perspective, we compared our results with the results from tradi-
tional machine learning models approaches. Feature selection for classification models
was done using one-way ANOVA tests for continuous variables and χ2 test for cate-
gorical variables. Similarly, for regression models, one-way ANOVA tests were used
for categorical variables and univariate linear regression for continuous variables. These
tests give variables that aremost relevant to the breast cancer classification and regression
models.

4.4.1 Classification Model

For the classification model, we have implemented the following models:

• RandomForest Classifier with 500 tree count, depth of 3 variables andminimum node
size of 50.

• Support VectorMachineswith a linear kernel, primal optimization and a regularization
parameter of 1.7e07.

• Naïve Bayes Classifier with a Complement Multinomial distribution assumed for the
features and Laplace smoothing parameter of 2.37.

The hyper-parameters for these models were selected through a random search for
the optimal hyper-parameters.

4.4.2 Regression Model

For the regression model, three models were implemented:

• Random Forest Regressor with 500 tree count, depth of 3 variables and minimum
node size of 50.

• Gradient BoostingMachinewith 1000 tree count, interaction depth of 1, 0.21 learning
rate and minimum node size of 100.

• Line Regression Model with default parameters.

The hyper-parameters for these models were selected through a random search for
the optimal hyper-parameters.
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4.5 Feature Importance

There has been a growing demand to increase the interpretability of machine learning
models. This is especially true for the models that operate in heavily regulated industries
such as healthcare, mortgages, government and military. Understanding feature impor-
tance in models is a step towards being able to interpret the learning patterns that the
machine learning model interpreted from the data and would help in making the models
more interpretable, bias-free and easier to audit. These reasons contribute to understand-
ing feature importance being an important step in building machine learning models in
the healthcare sector.

To understand important features towards predicting survival period, we employed
two different types of model-agnostic machine learning model interpretation techniques
- one to explain the predictions locally at each prediction level and another to explain
predictions on a global level. At a local level, we aim to understand for each prediction
which feature plays an important role in outputting that particular prediction. At a global
level, we try to understand the impact each feature has on the final prediction. In other
words, we look at the final output as a function of each predictor individually.

For local level interpretability, we used Shapley Addictive exPlanations (SHAP)
[26] values to understand the features driving a set of sample predictions. SHAP is a
framework for machine learning interpretation that combines many algorithms such as
LIME [27], DeepLIFT [28], Shapley Sampling Values [29], Shapley Regression Values
[30], Quantitative Input Influence [31] and layer-wise relevance propagation [32]. SHAP
works as amodel agnostic interpretation and has no performance issues even on blackbox
models such as deep neural networks, random forests or gradient boosting machines.
SHAP provides a feature ranking for each prediction based on the amount of influence
each predictor had on the final prediction. SHAP value for a particular predictor is
provided as a percentage importance considering the most important predictor to have
a base value of 100%.

For global level interpretability, we have built Partial Dependence Plots (PDP) [33]
to understand the effect that each feature in the dataset has on the final prediction across
the complete training set. A partial dependence plot helps to visualize how the value of
final prediction changes with the changes in the feature value. Also, the distribution of
each feature was plotted to understand if the effect of each prediction is significant or
not. Partial dependence plots work on the assumption of binary classification. Hence, to
adapt it to the multiclass classification problem, we have employed One-vs-All approach
to describe the feature importance for each class.

For this studywe investigated the interpretability of the results fromour deep learning
models with the feature importance, which helps identify the most important features at
the local level and global level of interpretability.

4.6 Experimental Setting

The processes of data extraction, cleaning, visualization, transformation and model
building were done in Python. For those purposes, various open-source technologi-
cal stacks such as Numpy [34], pandas [35], Scikit-learn [36], TensorFlow [37], Keras
[38] and Matplotlib [39] were used. For providing the model interpretability and feature
importance using SHAP and Partial Dependence Plots, InterpretML [40] was used.
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5 Results and Discussion

We have used different evaluation metrics to evaluate the performance of the models
for the classification and regression approaches due to the inherent differences in these
approaches.

5.1 Evaluation Metrics

Precision, Recall, F-1 Score, Accuracy, and Cohen’s κ were selected as the evaluation
metrics for the classification models built in this study. These evaluation metrics are
defined by the following equations [1–5]:

Accuracy = TP + TN

TP + FP + TN + FN
(1)

Precision = TP

TP + FP
(2)

Recall = TP

TP + FN
(3)

F1Score = 2 ∗ Precision ∗ Recall

Precision + Recall
(4)

κ = PO − Pe

1 − Pe
(5)

where TP is True Positives, FP is False Positives, TN is True Negatives, FN is False
Negatives, PO is the probability of observed agreement, and Pe is the probability of
random agreement between raters.

For the regression modeling, Root Mean Squared Error (RMSE), Mean Squared
Error (MSE), and Coefficient of Determination (R2) value were used as the evaluation
metrics for the regression model. These evaluation metrics are defined by the following
equations [6–8]:

MSE = 1

n

∑n

i=1

(
yi − y

∧

i

)2 (6)

RMSE =
√
1

n

∑n

i=1

(
yi − y

∧

i

)2 (7)

R2 = 1 −
∑n

i=1

(
yi − y

∧

i

)2
∑n

i=1(yi − y)2
(8)

where, yi is the ith observed value, yi
∧

is the ith predicted value, y is the mean of observed
values, and n is the total number of values in the dataset.
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5.2 Classification Model Results

Deep learning models significantly outperform other baseline models of Random Forest
Classifier, SVM classifier and the Naïve Bayes Classifier (Table 3). ANN turns out to be
the best performing model with achieving 87.50% accuracy, slightly higher than RNN
and CNN.

As shown in Table 3, the performance of deep learning models decreases as the
survival period of the class increases. ANN, RNN and CNN models have much lower
performance on the ‘>10 years’ class. In contrast, the traditional machine learning mod-
els have a much lower performance on the bounded class ‘5–10 years’ in comparison
with the unbounded ‘<=5 years’ and ‘>10 years’. Note the exceptionally low perfor-
mance of the random forest classifier on themiddle class. Among the traditional machine
learning models, the ensemble classifier Random Forest Classifier performs much better
that SVM and Naïve Bayes Classifier. Naïve Bayes Classifier has the worst performance
among all the classifiers at 48.82% accuracy.

The low recall for the ‘>10 years’ and the low precision for the ‘5–10 years’ for the
deep learning models suggest that the models find it difficult to differentiate between
medium length survival period prediction and long survival period prediction. This brings
down the overall performance of the models over ‘5–10 years’ and ‘>10 years’ classes
in comparison with the ‘<=5 years’ class.

Table 3. Performance comparison of classification models

Model Target class Precision Recall F-1 score

ANN model <=5 years 90.94% 94.29% 92.59%

5–10 years 84.06% 91.67% 87.70%

>10 years 87.73% 76.54% 81.75%

Accuracy 87.50%

Cohen’s κ 81.24%

RNN model <=5 years 89.05% 95.11% 91.98%

5–10 years 85.48% 91.31% 88.30%

>10 years 87.95% 75.97% 81.52%

Accuracy 87.46%

Cohen’s κ 81.18%

CNN model <=5 years 90.17% 93.85% 91.97%

5–10 years 83.85% 89.60% 86.63%

> 10 years 85.70% 76.32% 80.74%

Accuracy 86.58%

Cohen’s κ 79.87%

Random forest classifier <=5 years 63.84% 65.62% 64.72%

(continued)
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Table 3. (continued)

Model Target class Precision Recall F-1 score

5–10 years 52.16% 39.07% 44.68%

>10 years 56.82% 69.56% 62.55%

Accuracy 58.04%

Cohen’s κ 37.07%

SVM classifier <=5 years 58.32% 62.98% 60.56%

5–10 years 47.09% 29.89% 36.57%

>10 years 53.65% 69.07% 60.39%

Accuracy 53.93%

Cohen’s κ 30.91%

Naïve Bayes classifier <=5 years 54.08% 56.69% 55.35%

5–10 years 41.59% 30.35% 35.09%

>10 years 48.67% 59.55% 53.56%

Accuracy 48.82%

Cohen’s κ 23.24%

5.3 Regression Model Results

As shown in Table 4, deep learning models significantly outperform other baseline
methods with a lower RMSE and higher R2 value. CNN turns out to be the best per-
forming model achieving 13.62% RMSE and 76.37% R2 value. CNN’s performance is
just marginally better than that of ANN and RNN models.

We have plotted the RMSE vs. Survival Period inmonths alongwith support count in
Fig. 5 for all the models to better understand the error progression over survival period.
Figure 5 shows that the error in prediction for survival period is high for both breast
cancer patients with long survival periods and for those with very short survival period.
The error is lowest for the mid-level survival patients. This indicates that the models

Table 4. Performance comparison of regression models

Model MSE RMSE R2 value

ANN 0.020 13.98% 75.09%

RNN 0.020 13.99% 75.04%

CNN 0.019 13.62% 76.37%

Linear regression 0.022 15.01% 71.27%

Gradient boosting Machine 0.021 14.58% 72.68%

Random forest regression 0.021 14.16% 74.01%
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(a) ANN Model

(b) RNN Model

(c) CNN Model

Fig. 5. RMSEvs.No. of SurvivalMonths plot for the deep learningmodels. The error in prediction
is the lowest for mid-level survival period patients.
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find it difficult to accurately estimate the survival period for low survival period patients
since breast cancer patients have a high mean survival period. The confidence in the
prediction is the highest for mid-level survival and again decreases for long survival
period patients as the number of cases decreases for high number of survival months.
This indicates that the regression approach cannot be useful in an unbounded approach
to modeling the patient survival period. The regression approach works best when the
survival period is bounded on the lower and higher side, away from which the error
increases to an unacceptable level while the support for the survival period goes below
an acceptable threshold value. For example, in the case of breast cancer, the survival
period could be bounded between 60 and 120 months (5 and 10 years, respectively),
as the RMSE is above 12% (which is assumed to be an acceptable threshold of error)
for survival period less than 60 months or greater than 120 months. The other survival
period needs more accurate substitution to help in predicting the exact survival period.

Also, notice the almost identical error progression occurs for all the deep learning
models in the figure. This leads us to believe that various deep learningmodels canmodel
a similar non-linear function from the predictors provided with the data to represent the
survival period.

5.4 Discussion

As shown above, deep learning methods significantly outperform the baseline models
which include traditional machine learning methods such as linear regression, random
forests, gradient boosting machine, support vector machine and naïve Bayes across
both classification and regression approaches. This again represents the ability to learn
highly non-linear decision boundaries from high dimensional data, an aspect where
neural networks tend to do better than other traditional machine learning approaches.

The performance of both RNN and CNN is not better than the performance of
ANN across both classification and regression approaches. The absence of temporal or
sequential data in the dataset could be responsible for this differential. RNN and CNN
can shine with multi-dimensional data such as text or images where they optimize much
faster. Their performance is comparable to ANN without temporal data and represent
a loss of time in the project due to the longer training time that they take on a similar
network size as an ANN. This reinforces that selection of model architecture depends
more closely on the data than any other external factors.

This also opens another avenue to improve the performance of survival models
- through the use of temporal data. The built models will be enhanced through the
availability of temporal data, which can help in providing more accurate predictions.
The build models can be further enhanced through the patient treatment period, resulting
in the increase of prediction accuracy for cases with long survival period.

Prediction of survival period should still be bounded within an acceptable threshold
for the regression approach as many other factors currently not represented in the data
could drive the survival period for longer survival cases. The acceptable bounds for
prediction should be defined based on a specific cancer type as the behavior and survival
period distribution differs for each type of cancer. As a result, cancer-specific survival
models help model the intricacies of each cancer with respect to the survival period.
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Also, specifically for breast cancer, the error in regression for low survival period
is high, which could be augmented by combining with a classification approach. The
classification approach provided high performance on the low survival period class while
the regression approach lagged in performance on low survival periods.A combination of
both approaches could help provide a sufficient threshold for regression predictionwhich
performs best for mid-range survival period. This hybrid approach helps in defining a
tier-structure for predictions that can prove to be a more refined approach for healthcare
professionals and patients to better plan medical resources, treatment and care strategy
at an individual level. Also, the combined approach helps to define a threshold for high
survival periods, where the performance of both models is lower. This threshold should
define the maximum period for which the predictions can be made accurately either
through a classification or regression approach.

5.5 Feature Importance

Feature importance was estimated at both the local and global prediction levels. The fea-
ture importance varied across multiple classes. Age at the time of diagnosis (AGE_DX)
was an important driving factor in prediction, with higher value resulting in a low sur-
vival period prediction and lower age driving higher survival period. Also, the number of
malignant comorbidity tumors (MALIGCOUNT ) was another driving factor, especially
for low survival period predictions with higher count leading to more confidence in the
prediction of low survival period. Similarly, the number of benign tumors (BENBORD-
COUNT ) drives low survival period prediction, with a lower number of benign tumors
leading to low survival period prediction. The tumor size (CSTUMSIZ) and extension
(CSEXTEN), were important features for prediction of higher survival period, with lower
tumor and lesser extension leading to higher survival period prediction. The number of
radiation rounds (RADIATNR) represented another feature contributing highly to high
survival period prediction, with an increasing number of rounds of radiations showing
higher prediction contribution to higher survival period prediction.

Another important factor contributing to low survival period prediction is the grade
of the cancer (GRADE), with a higher grade driving lower survival period prediction.
Laterality of tumor (LATERAL) is an important factor for high survival period prediction,
with higher laterality pushing for a higher survival period prediction. Derived AJCC T
value (DAJCCT ) and N value (DJACCN) provide another facet of higher survival period
prediction with higher T & N values contributing to higher survival period prediction. A
lower number of lymph nodes involved ((CSLYMPHN)) leads to higher survival period
prediction.

Also, some features such as progesterone status (PRSTATUS), primary site for
surgery (SURGSITF), first primary cancer (FIRSTPRIM), marital status (MAR_STAT )
and race (RACEIV ) are driving predictions at the local level, but the dependence is not
seen at the global level. This indicates that these features are important to the model,
but they drive the prediction through interaction with other variables, which cannot be
observed through Partial Dependence Plots. Hence, these features need more scrutiny
to understand their interactions with other variables and the effect of these interactions
on the final prediction.
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Finally, there are a fewvariables that are considered important by themodels, but they
represent information that is already convened through other variables. Hence, even if
they are considered important to the predictions, they still represent information already
conveyed through other variables. These variables include year of birth (YR_BRTH), age
recode (Age_1_REC), adjusted AJCC stage variable (ADJAJCCSTG), administration of
chemotherapy (CHEMO_RX_REC) and primary site (PRIMSITE).

6 Conclusions

This paper aims at providing newways to predict breast cancer survival period by apply-
ing deep learning methods. We were able to model the survival period for breast cancer
patients using ANN, RNN, and CNN and compare those models with baseline models
consisting of linear regression, random forests, gradient boosting machine, support vec-
tor machine, and naïve Bayesmodel.We achieved 87.50% accuracy for the classification
approach with the best-performing ANN model and 13.62% Root Mean Squared Error
(RMSE) and 76.37%R2 value for the regression approachwith the best-performingCNN
model. The deep learning models significantly outperformed the traditional machine
learning baseline models for both the classification and regression approaches.

The performance of classification model was shown to be decreasing as the survival
period in the class increases. This leads to the best performance on ‘<=5 years’ class and
lowest performance on ‘>10 years’ class. In the regression approach, it was shown that
the prediction error was the lowest for mid-range survival period and high for both low
survival period and high survival period cases. Hence, a threshold of acceptable error
specific to a cancer needs to be defined to estimate the maximum threshold of prediction
to receive acceptable values and combine predictions with the classification models to
improve the usability of prediction on low survival period cases.

Note that the performance of deep learning models does not differ much between
models, reinforcing the selection of model architecture based on intrinsic characteristics
of data. Adoption of hybrid architecture with different architectures in different layers
could improve the models’ performance, leading to an increased ability to model more
complex decision boundaries, but with decreasing interpretability.

Finally, we analyzed feature importance at both the individual prediction level and
the model as a whole. Important features were identified that drive both the low sur-
vival period prediction and high survival period prediction, along with the features that
represent information through interactions with other features.

This study constitutes a proof-of-concept that our methodology can serve as a basis
for developing models that will support healthcare professionals and patients plan med-
ical resources, treatment and care strategy with just information collected early in the
patient’s cancer journey.
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Abstract. In this study we seek to study the implications of ignoring intra-
household heterogeneity in choice models estimated using scanner data. Using
a unique data set that identifies choices made by individual customers within a
household, we estimate multinomial choice models at the household level with
and without incorporating intra-household heterogeneity using the Markov Chain
Monte Carlo (MCMC) procedures. We find that the estimates obtained at the cus-
tomer level are significantly different from those obtained at the household level.
We use the estimates obtained at the household and customer level to conduct
a policy simulation to target households with a promotion. We find that using
customer level estimates to target households with a promotion results in signifi-
cantly higher profits relative to targeting based on household level estimates which
ignores intra-household heterogeneity.

Keywords: Discrete choice · Markov Chain Monte Carlo · Intra-household
heterogeneity · Data driven decision making

1 Introduction

Much of the extant empirical work on understanding consumers’ brand choice has used
household level scanner panel data to estimate models. Since the seminal work of [9],
numerous studies have developed great insights into household purchasing behavior
regarding their response to marketing mix variables, variety seeking, use of reference
prices, and more recently, policy simulations. A well-known limitation of these models
is that households may have multiple decision makers, each of whommay exhibit brand
preferences andmarketingmix sensitivities that are distinct from other decisionmaker(s)
within the household. This is commonly referred to as intra-household heterogeneity
or within household heterogeneity. While advances have been made with respect to
modeling inter-household unobserved heterogeneity, little is known about the effects of
intra-household heterogeneity.

The research issue that we seek to address here is whether models estimated at
the individual customer level would yield significantly different insights from those
estimated at the household level. Further, if these insights are different, what is the
magnitude of the difference and what impact does it have on managerial actions. For
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example, if one individual within a household has higher price sensitivity relative to
another member in the household, how would a manager target the household with
promotional offers? Purchase decisions are typically made at an individual customer
level, but scanner data usually records only household level purchases. This limitation
has prevented researchers from properly understanding the above issues.

In this study, we seek to investigate the above important issues using a unique pro-
prietary dataset that identifies which individual customer within a household made the
purchase on a given occasion, based on their use of a store reward card. The rich data
allows us to estimate brand choice models both at the individual level and at the house-
hold level and compare the estimates. To achieve this objective, we estimate random
coefficient multinomial logit models using Markov Chain Monte Carlo (MCMC) meth-
ods popularized in the literature by [1, 18] and many others. We obtain parameters of
interest for each individual customer as well as for each household that comprises of
two individual decision makers. We estimate the models for the frozen meals product
category.

Using the parameters, we address the issues pertaining to the effects of using house-
hold level estimates instead of individual level estimates. Specifically, we ask: which
households would a manager target for offering promotional deals; would the same
households be targeted if individual estimates were available instead of household
estimates and most importantly what implications do these have on profits?

We find that brand preferences and price sensitivities are significantly different
between household- and individual- level models. Note that random coefficient models
are capable of capturing a fair amount of inter-household variation in parameters due to
unobserved variables in the model. In spite of including these controls, the differences in
parameters are significant. We find that targeting based on individual level estimates can
significantly increase profits relative to targeting based on household level estimates.
In the frozen meals category, depending on the brand, the increase in profits ranges
from 11%-61%. We also find that targeting the frequent shopper in the household with
a promotion does not always result in higher profits relative to targeting households
with a promotion based on household level estimates. We believe that these results have
important managerial implications.

2 Literature Review

The availability of grocery scanner data at the household level led to a number of devel-
opments in brand choicemodels. The revolutionwas started by [9]who usedmultinomial
logit models to predict brand choice and understand the effect ofmarketingmix variables
such as price changes and promotions. Subsequent research focused on the importance
of accounting for unobserved heterogeneity using random coefficients models [4, 8],
latent class models [10], semiparametric approaches [4], and mixture models [3, 12].
The use of multinomial probit models was popularized by [15] that allowed for random
coefficients and provided greater flexibility in modeling correlation in error terms of
different brands.

Subsequent research focused on understanding variety seeking and inertial behavior
of households using scanner data ([5–7, 16, 17]). These models typically incorporated
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a state dependence parameter that captured the effect of past purchase of a brand on
the current utility of the brand. The above papers find evidence of inertial behavior (or
positive state dependence) in a number of frequently purchased packaged goods.

Consistent with the above literature, we estimate a random coefficient multinomial
logit brand choicemodel usingMCMC techniques. In the consumer’s utility function, we
allow for state dependence, in addition to brand preferences and price. This specification
will permit us to test whether the response to price promotion is different in models that
use household data relative to models that use individual data. With the exception of [2]
who examine the effects of intra-household heterogeneity on brand choice in frequently
purchased product categories, we are unaware of any other study that examines this
issue. However, our study differs from [2] in that in their model in the absence of enough
observations on an individual consumer in the household the preference parameters
of that individual converge to that of the household level parameters. We envision a
model in which consumers in a household are either frequent or infrequent shoppers,
whose preference parameters are drawn from different hyper priors rather than a prior
common to the household. So, in the absence of enough observations on an individual
in the household the convergence of the individual preference parameters occurs to that
of the hyper parameters of the frequent or infrequent shopper rather than to that of
the individual household. Consequently, our study contributes to the limited literature
on intra-household heterogeneity by adding another level of observed heterogeneity
depending on whether the member in the household is a frequent (infrequent) shopper.

3 Data

Weuse transaction data froma large retail chain,which records each purchase transaction
madeby an individual customer in each shopping trip over a three-year period from2009–
2012, across many of its stores. In each trip made by a customer, we have information
on the size of each UPC (in ounces) purchased, the spending on that UPC in that trip,
the date/time of purchase and the store that it was purchased from. Each customer in
the data set has a unique customer_id which in turn belongs to a unique household_id.
Given our objective, we analyze households that have two customers with non-zero
spending in the product category. We have complete product description (the brand
information) for each UPC only in the frozen meals product category. We use these
product descriptions to identify the brand and the size (in ounces) of the UPC that was
purchased by the customer. Using the spending on the UPC and the size of each unit
purchased we compute the price per ounce for the chosen brand. In addition to price,
we create a variable to control for the effect of customer/households’ past brand choice
on the current choice. This variable takes a value 1, if the alternative was purchased in
the previous choice occasion and is 0 otherwise. This variable serves to capture state
dependence in brand choice. Past studies have found evidence of inertial behavior in a
number of categories and we wish to test if the result holds for individual level estimates
as well.

We restrict our attention in this category to the top six brands which account for
81% of the market share. In the frozen meals category, we have 524 households (1048
customers) making a total of 19,459 choices over the three year period. In Table 1, we



26 P. Pahwa et al.

present descriptive statistics for the product category (frozen meals). For proprietary
reason we had to mask the identity of the brands.

Table 1. Descriptive statistics

Brand Banquet Bird’s eye Healthy choice Marie Stouffer’s Weight watchers

Market share 10% 4% 6% 5% 60% 15%

Avg. price/oz ($) 0.13 0.18 0.3 0.24 0.27 0.32

4 Model

To account for intra-household heterogeneity and contrast it with amodelwhich does not,
we develop two models. We first consider a model which treats the household as a single
decision-making unit and then develop a model which incorporates intra-household
heterogeneity by treating consumers within a household as different decision-making
units i.e. we allow for the brand preferences, sensitivity to price and past purchases to
be different for consumers within a household.

The utility specification of the first model that a household, h, treated as a single
decision-making unit, derives from choosing alternative j on choice occasion t is:

Uhjt = Xhjtβh + εhjt,

h = {1, 2, . . . ,H }, j = {1, 2, . . . , J }, t = {1, 2, . . . ,Th} (1)

Xhjt contains (J-1) brand dummies, price/oz of the alternative and a dummy variable
(to capture state dependence), which takes a value 1 if the alternative was chosen by the
household in the previous choice occasion or zero otherwise. We assume that the error,
εhjt has an extreme value distribution.

In our second model, to recognize that individual customers within a household
may make trips on different occasions and that their preferences may be distinct from
the other decision maker in the household we modify the utility function in Eq. (1) as
follows:

Uhjt = (
Xh1jtβh1

)
fh1t + (

Xh2jtβh2
)
(1 − fh1t) + εhjt,

h = {1, 2, . . . ,H }, j = {1, 2, . . . , J }, t = {1, 2, . . . ,Th}
fh1t = 1, if frequent shopper in household h buys at t

= 0, otherwise

(2)

An important distinction of this model from our base model in Eq. (1) is that in this
model we recognize who in the household makes the shopping trip and we allow for the
preferences to be heterogeneous across the customers in a given household. The dummy
variable, fh1t in Eq. (2) takes into account which customer in the household makes the
shopping trip. So, for instance if the frequent shopper in household h makes the brand
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choice decision in choice occasion t, then fh1t takes a value 1 and takes a value zero if
the infrequent shopper in household h makes the brand choice decision. Note that the
brand preferences, sensitivities to price and the brand bought on the previous occasion,
βh1 and βh2 are specific to the decision maker (customer) on that choice occasion. We

estimate this model to obtain βh =
[

βh1

βh2

]
which yields the preferences and sensitivities

tomarketingmix variables of both customers in each household.Weobtain the household
level parameters and obtain individual parameters for each household using Bayesian
estimation procedures suggested by [1]. We describe this estimation procedure below.1

5 Results

In Tables 2a and 2b,we report the estimated posteriormeans of the preference parameters
and the diagonal elements of the covariance matrix (Â and D̂) obtained from the models
in Eqs. (1) and (2) respectively. As mentioned earlier, in frozen meals we have five brand
dummies, the price coefficient and the state dependence parameter. Not surprisingly the
model that incorporates intra-household heterogeneity has better fit. More importantly,
fromTable 2a, we can see that relative to the base brand Bird’s Eye, on average Stouffer’s
is the most preferred and Banquet is the least preferred.

Table 2a. Estimates for Frozen Meals without intra-household heterogeneity

A Heterogeneity

Estimate SE Estimate SE

Stouffer 3.16 0.14 2.85 0.49

Weight 0.70 0.21 7.60 1.14

Healthy 0.07 0.23 4.57 0.80

Marie −0.16 0.21 5.05 0.77

Banquet −0.67 0.20 7.66 0.98

Price −5.37 0.72 56.38 10.99

Loyalty 1.56 0.04 0.36 0.05

Simulated likelihood −12895

AIC 25804

BIC 25871.6

The estimates of the variance suggest that there is substantial heterogeneity across
households in brand preferences. The estimate of the price coefficient is −5.37 and the
standard deviation is

√
56.38 = 7.50, implying that there is a lot of heterogeneity across

1 We use the standard MCMC estimation procedure to obtain the individual household level and
customer level estimates.
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Table 2b. Estimates for Frozen Meals with intra-household heterogeneity

Frequent shopper Infrequent shopper

A Heterogeneity A Heterogeneity

Estimate SE Estimate SE Estimate SE Estimate SE

Stouffer 3.46 0.17 3.98 0.58 3.15 0.18 3.78 0.82

Weight 0.85 0.24 9.39 1.20 0.19 0.26 7.08 1.09

Healthy 0.24 0.21 5.38 0.81 −0.11 0.26 5.69 1.16

Marie 0.08 0.21 5.75 0.99 −1.74 0.47 12.55 3.70

Banquet −0.63 0.23 8.40 1.45 −0.82 0.25 9.90 1.65

Price −6.37 0.66 53.96 13.73 −3.45 0.61 27.04 8.56

Loyalty 1.54 0.05 0.46 0.06 1.52 0.09 0.60 0.10

simulated likelihood −12800

AIC 25628

BIC 25763.3

households in their price sensitivity. Consistent with prior research, we find evidence of
positive state dependence (or inertia) in purchase decisions over time at the household
level. We observe that there is a smaller variance across households associated with
the state dependence parameter. In Table 2b we report the estimates, Â and D̂ for the
frequent and infrequent shoppers in the household. First, note that on average the brand
preferences and sensitivity to price frequent and infrequent shopper in the household are
quite different. For instance, frequent shopper is more price sensitive on average and has
a stronger preference for brand Stouffer and while the infrequent shopper has a stronger
dislike for Marie relative to the frequent shopper. The state dependence parameter esti-
mate is almost the same for the two customers in the household and is close to the value
in the model that does not incorporate intra-household heterogeneity. This suggests that
customers within a household also exhibit inertia in their purchase decisions over time.

Comparison of the estimates in Tables 2a and 2b reveals that on average the brand
preferences and sensitivity to price of the customers within a household are significantly
different from the estimates obtained in the household level model. The price sensitivity
of the frequent shopper in the household is almost −6.37 while the household level
estimate is −5.37, which is approximately 19% higher while that of the infrequent
shopper in the household is −3.45 which, is almost 36% lower than the household level
estimate.

6 Managerial Implications

In this section we illustrate the difference in targeting implications based on household
and customer level estimates. For the purpose of this illustration, we assume that a
manager wants to run a promotion and target households with a discount. Given the
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differences in household and customer level estimates, we expect that there will be a
difference in profit between the two methods of targeting. However, our interest is in
assessing the magnitude of difference in profit.

Table 3. Profitability of Targeting Households with and without recognizing intra-household
heterogeneity

To demonstrate the magnitude of the differences we segment and target households
based on the estimates of the parameters obtained by the two models. We conduct this
targeting exercise for each of the six brands and in so doing a household is targeted
with a 10% price discount off the average price of the brand (while holding the price of
all other brands at their average prices) if the profits from the discounted price exceeds
that from the undiscounted price. Since, the parameter estimates obtained from the two
models are different, the number of households targeted based on household estimates
are different from those targeted using the customer level estimates.2 Table 3 illustrates
the difference in profits from targeting households based on estimates from recognizing
intra-household heterogeneity with that from estimates that do not.

We would like to note that profits of all six brands are higher when individual level
estimates are used to target households with a promotional discount. The difference
in profits is substantially higher ranging from 11–61%. More interestingly, with the
exception of one brand the increase in profits results from targeting fewer households
with a promotion suggesting that promotions based on household level estimates may
overestimate the efficacy of promotions relative to customer level estimates. We also
explore the drivers of these differences in detail and whether targeting frequent shoppers
in a household with a promotion leads to higher profits.3

7 Conclusion

In this paper, we study the importance of estimating brand choicemodels at the individual
level, since the purchase decisions are made by individual shoppers. Prior research has

2 Variable costs of the brands are assumed to be 80% of the average price.
3 We are unable to provide these details in this version of the paper.
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been unable to assess this issue since they relied on household level grocery scanner
panel data. We find that the estimates obtained at the individual customer level are
significantly different from those obtained at the household level. More importantly,
our findings imply that targeting promotions based on customer level estimates result in
smarter promotional decisions and higher profits relative to those based on household
model estimates. Furthermore, the magnitude of these differences cannot be ignored in
an industry that operates on razor thin margins.
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Abstract. This paper discusses penalized neural networks to establish a stable
neural network model for survey data measured by traditional marketing scales.
Interpreting estimated hidden units and weights in a neural network is often chal-
lenging because of its non-identifiability. Factor models in social science are a tra-
ditional non-identifiablemodel for analyzing questionnairemeasurements. Hence,
many studies have proposed identification conditions. Accordingly, we propose
penalty functions that represent the equivalent identification conditions in standard
factor models to reduce the non-identifiability and instability of neural networks.
We apply these penalty functions in the empirical analysis of autoencoders with
e-service quality scale data. The proposed method provides an explainable result
that is theoretically reasonable in that e-service quality scale. While comparing
the penalized autoencoder with traditional factor models, we discuss potential
applications and tasks of the proposed method in service marketing research for
further exploration.

Keywords: Stable neural network · Identifiability · Interpretability · Latent
variable model · Construct measurements

1 Introduction

Artificial intelligence technology andmachine learning (ML) topics have been discussed
on various contexts in service industry andmarketing areas, e.g., data analytics, customer
engagement, job replacement issues, B2B service work, and customization [1–5]. Actual
MLmodels, such as neural network and deep learning, are often referred to as a black box
model because they provide humans difficult interpretations. Thus, many interpretation
methods have been developed to achieve explainable models and results [6]. ML has
become one of the commonly used methods for analyzing large-scale and unstructured
data in various service domains. For example, the deep learning method, namely, natural
language processing with word embeddings, is applied in user behavior modeling and
sentiment analysis with textual data [7, 8]. However, the instability of neural network
models is an additional issue related to the interpretability of ML [9–13].
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In general, estimated weight parameters and hidden units (features) will be changed
when learning a standard neural network even with the same data and network structure.
Although such learning can achieve similar prediction accuracy, themodel interpretation
may be unexpectedly changed in each learning time. The instability issue is a natural
property because the neural network is a non-identifiable model, which may not be
a serious problem in forecasting tasks. Model identification in social sciences is very
important to interpret the model and parameters. As a result, non-identifiable models,
such as factor models, have been frequently discussed in related research areas [14–
16]. Weight decay or regularization [17, 18] is also a known method for reducing the
instability of neural networks, whereas we consider the extension of traditional factor
model framework for establishing a stable neural network.

This paper presents a simple method for reducing the instability of neural networks
by applying the typical identification conditions of the factor model. We focus only
on the autoencoder because the factor model is an unsupervised model. Nevertheless,
the discussions in this paper can be extended to various types of neural network and
deep learning. The remainder of this paper is organized as follows. Section 2 presents
a review of the necessary foundations of autoencoders and factor models. Section 3
explains our proposed method. The empirical application partially follows [19]’s e-
service quality scale as one of the traditional service marketing scales. Then, Sect. 4
provides a comparison between the proposed models and traditional factor models.
Lastly, Sects. 5 and 6 discuss the empirical analysis results and summarize the limitations
and potential applications for future research, respectively.

2 Background

We briefly review a standard autoencoder [20, 21] and standard factor model [14, 15].
Their relationship is also presented according to [22] to understand the interpretation of
autoencoders in line with the aspect of the traditional latent variable models.

2.1 Autoencoder

Suppose that x is a (p × 1) vector of inputs and that θ is a set of all parameters in the
model. A standard autoencoder defines a mapping x = f (x ; θ). Thus, the model aims to
approximate its outputs. For instance, Fig. 1 shows the path diagram of the autoencoder
with one hidden layer. Hence, the model is defined as follows:

x = W
(p×q)

(2)z(1) + b
(p×1)

(2),

z(1) = f (1)
(
u(1)

)
,

u(1) = W
(q×p)

(1)x(0) + b
(q×1)

(1),

(1)

where the superscripts indicate the place of the layer or hidden layer, W is a matrix
of weight parameter, b is a vector of bias (or constant or intercept) parameter, f is an
activation function, z is a (q × 1) vector of a hidden unit, and a (q × 1) vector u is a
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Fig. 1. Path diagram of autoencoder

latent variable before transformed by the activation function. Figure 1 and Eq. (1) show
that the input and output stages corresponding to the third and first equations are called
encoder and decoder, respectively.

We refer to u as hidden unit scores, whose restriction is one of the important points
in this study. Because the hidden unit score is a latent variable, its variance can take an
arbitrary positive value. Additionally, the magnitudes of the weight parameter depend
on the magnitudes of variance for hidden unit score. These are known as indeterminacy
of the solutions in the factor model [14, 22]. As discussed in Sect. 3, the variance of
latent variable (factor score) is generally assumed to the unit variance in factor model.
This implies that the estimates of weight parameter become standardized solutions by
fixing the variance of factor score to 1. Hence, the magnitude of variance for the hidden
unit score should be taken into account when comparing among the magnitudes of the
weight parameter.

2.2 Relationship Between Factor Model and Autoencoder

One purpose of the autoencoder is dimensionality reduction of multivariate data to
obtain lower dimensional latent variables (features), as with principal component analy-
sis (PCA) and factor analysis. Here, we introduce the factor model as a traditional latent
variable model; it covers PCA and factor analysis. Although both analyses have slightly
different error term assumption [23], they are closely similar and related to autoencoder.
The factor model is defined as follows:

x = Wu + b + e, (2)

where W is a (p × q) matrix of factor loading, u is a vector of factor scores, and b is a
vector of intercepts. In the autoencoder (Eq. 1), these correspond to theweight parameter,
hidden unit scores, and bias parameter, respectively. Here, we emphasize that the hidden
unit score corresponds to the factor score. Additionally, e is a (p × 1) vector of an error
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term assumed as E[e] = 0 and E
[
ee′] = diag

{
ψ1, ψ2, . . . , ψp

}
in the standard factor

analysis. Although probabilistic PCA assumes E
[
ee′] = ψIp[23], the standard PCA

factor model assumes that E
[
ee′] is not a diagonal matrix [15]. In contrast to these

specifications, PCA defines the weighted sum of observed variables U = XW [22],
where U = {u1, u2,..., uN} is a (N × q) matrix of factor scores (or principle component
scores), X = {x1, x2,..., xN} is a (N × p) matrix of centered dataset with 1′

N X = 0p, W
is a (p × q) matrix of factor loading (or weight parameter), and N is the sample size.
Then, the PCA optimization as the weighted sum is given as follows:

argmax
W′W=I

‖U‖22 = argmax
W ′W=I

‖XW‖22 = argmax
W ′W=I

tr
{
W ′X′XW

}
. (3)

This equation provides the equivalent estimates forW in Eq. (2) with PCA assumption,
so that PCA can be expressed as the weighted sum and factor models [22]. Although
these two models differ in path diagram as shown in Fig. 2, they equally express the
standard PCA.

Fig. 2. Path diagrams of principal component analysis for weighted sum (left) and factor (right)
models1

The PCA and autoencoder have a close relationship [25–27]. The autoencoder with
one hidden layer and the linear activation function define the equivalent PCA optimiza-
tion. To simplify, suppose X = {x1, x2,..., xN} is a (N × p) matrix of centered dataset,
set all bias parameters in b to zero, and substitute Z = U = XW ′(1) to the decoder stage
in Eq. (1). Then, we can rewrite the autoencoder model as follows:

X = XW ′(1)
(p×q)

W ′(2)
(q×p)

. (4)

To estimate the weight parameter in the autoencoder model, the following equation is
optimized:

argmin
W(2)W ′(1)=I

∥∥∥X − XW ′(1)W ′(2)
∥∥∥
2

2
(5)

1 Note: Figure 2 displays only the relationship between observed variables and factor
scores.Additionally, the intercept is assumed to be equal to zero in the usual case.
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Additionally, if we assume W ′(1) = W(2) = W , i.e., weight-sharing (weight-tying)
[26], then Eq. (5) is rewritten as follows:

argmin
W ′W=I

∥∥X − XWW ′∥∥2
2 = argmin

W′W=I

{
tr
(
X′X

) − tr
(
W′X′XW

)}

∼= argmax
W′W=I

tr
{
W′X′XW

}
. (6)

This is one of the expressions for the PCA optimization so that Eq. (3) can be obtained
by calculating the first equation as shown in Eq. (6) [22]. These results imply that the
autoencoder contains the weighed sum and factor models for PCA. The encoder stage
expresses the weighted sum model, whereas the decoder stage reflects the factor model.
Comparing Figs. 1 and 2 also provides visual understanding of this insight. Therefore,
the above discussions interpret the autoencoder as either the weighted sum or factor
models. Section 3 below introduces our proposed method considering these traditional
aspects.

3 Proposed Method

The factor model and other latent variable models, such as the latent Dirichlet allocation,
are usually non-identifiable, so that the identification is often a common problem in latent
variable models [24]. To reduce the non-identifiability in the factor model in Eq. (2), the
following identification conditions are assumed [14, 15]:

1

N
U′U = Iq, (7)

W′
(q×p)

W
(p×q)

− diag{ W′
(q×p)

W
(p×q)

} = 0 (W′W is a diagonal matrix). (8)

These constraints provide stable estimates for the factor model, except the sign flips
instability. For unrestricted factor score, the identification condition is given as follows
[15]:

W
(p×q)

= (
Iq,W ′

2

)′
, (9)

where W2 is a ((p − q) × q) sub-matrix of W. We adopt these constraints into the
autoencoder estimation and extend a penalized neural network.

In ML, the penalization typically indicates a regularization, such as L1 (LASSO)
or L2 (Ridge) norms for the weight parameters and output hidden units [20]. Similar
to these methods, we add the penalties for the weight parameter and hidden unit score
based on the above conditions. Suppose that N ∗ is an input sample size or batch size
and that M ∗ is a set of the numbers of penalized layers. Then, we define the penalty
functions for Eqs. (7) and (8) as follows:

LossU :identity(U) = 1

2

∑
k∈M ∗

∥∥∥∥
1

N ∗U
′(k)U(k) − Iq(k)

∥∥∥∥
2

2
. (10)
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LossW :diag(W) = 1

2

∑
k∈M ∗

∥∥∥W ′(k)W(k) − W ′(k)W(k)Iq(k)
∥∥∥
2

2
, (11)

where the dimension ofW(k) is the number of inputs multiplied by the number of outputs
in the k th layer. Additionally, the penalty function for Eq. (9) is given as follows:

LossW :upper identity(W) = 1

2

∑
k∈M ∗

∥∥∥∥W(k) −
(
Iq(k),W

′(k)
2

)′∥∥∥∥
2

2
(12)

Finally, the total loss functions for the proposed models are added to the above penalty
functions. For instance, the total loss function of the autoencoder with Eqs. (10) and (11)
is defined as follows:

E(θ) = 1

N ∗
N∗∑
i=1

Loss
(
xi, x̂i

) + λ1LossU :identity(U) + λ2LossW :diag(W), (13)

where λ1 and λ2 are hyperparameters. For neural network, we change Loss
(
x, x̂

)
to

Loss
(
y, ŷ

)
in Eq. (13), where y is a target variable. The standard backpropagation algo-

rithm can be adapted with SGD, Adam, etc. Here, we introduce an additional penalty
function for a candidate model as follows:

LossU :corr(U) = 1

2

∑
k∈M ∗

∥∥∥∥diag
{

1

N ∗U
′(k)U(k)

}
− Iq(k)

∥∥∥∥
2

2
. (14)

Equation 14 is used to approximate the correlation matrix between the hidden unit
scores. Hence, we use this penalty function rather than Eq. (10) for a comparison with
the correlated factor model.

4 Empirical Analysis

4.1 Data Collection

Data were collected on March 12–16, 2021, through a Japanese marketing research
company that helps conduct an online survey for membership users in Japan. Following
[19]’s procedure, participants were screened to ensure that they have at least one pur-
chase from an online retailer in the past 6 months and provide truthful answers about
their latest online shopping experience. We prepared 12 items of four latent constructs
(website design, fulfillment, customer service, and security/privacy) that represent the
main attributes of the e-service quality of online retailers [19]. Table 1 presents the details
of these items. All 12 items for the latent constructs use a seven-point Likert scale (“1
= strongly disagree” to “7 = strongly agree”). The sample consists of 334 Japanese
customers who purchased goods in the food and drink category2.

2 Note: Although the data were gathered from three categories (food and drink, fashion, and daily
necessities), we used only one category data (food and drink) due to limitations of space.
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Table 1. Measurement of latent constructs

Website design
WD1 Overall, my experience at the online retailer’s website is excellent

WD2 Overall, the quality of the online retailer’s website is excellent

WD3 I am generally very satisfied with the website

Fulfillment
FUL1 Overall, the online retailer’s order fulfillment is excellent

FUL2 Overall, the quality of the online retailer’s order fulfillment is excellent

FUL3 I am generally very satisfied with the order reliability

Customer service
CS1 Overall, the online retailer’s customer service is excellent

CS2 Overall, the quality of the online retailer’s return handling is excellent

CS3 I am generally very satisfied with the customer service

Security/privacy
SEP1 Overall, the online retailer’s handling of data security is excellent

SEP2 Overall, the quality of the online retailer’s security is excellent

SEP3 I am generally very satisfied with handling of private information

4.2 Comparative Models and Estimations

We estimate three candidate autoencoder models to compare the PCA, correlated factor
analysis, and standard autoencoderwith tanh (hyperbolic) activation function. The factor
analysis adapts promax rotation to contrast the candidate model that assumes correlated
hidden unit score. Table 2 presents the details of the candidate models and penalizations.

Model 1 assumes uncorrelated standardized hidden unit scores with linear activation
function,whereasModel 2 assumes correlated standardized hidden unit scores.Although
the penalties for Model 2 are not enough to identify the autoencoder [16], the weight
parameter in Model 2 can be relatively compared by restricting the diagonal elements of
the covariance matrix to 1s. Model 3 employs the tanh activation function with Eq. (14)
and assumes that the weight matrix combinedwith the rowweight vectors corresponding
to the first items of each construct equals the identity matrix. This assumption follows
the theoretical and empirical relationship of the marketing scale shown by [19]. The
standard backpropagation algorithmwithAdam (learning rate=0.01) is used to optimize
these autoencoder models. In addition, we use weight-sharing between the encoder and
decoder weights to easily compare the PCA and factor analysis models. Grid search is
conducted for hyperparameter tuning in each penalty function such that each assumption
of the penalty functions is satisfied. We set only one hidden layer and four hidden units
due to the measurement scale assumptions in Table 1. PCA and factor analysis also
estimate four latent variables.
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Table 2. Candidate autoencoder models and penalizations

Equation (10) Equation (11) Equation (12) Equation (14) Activation

Model 1 Yes Yes No No Linear

Model 2 No Yes No Yes Linear

Model 3 No No Yes No Tanh

4.3 Result

Table 3 shows the result of the hyperparameter tuning of the penalty functions in each
model. The sample covariance of the estimated factor scores (hidden unit scores) is
reported on the upper side in each block of Table 4. Additionally, we calculate W ′W
with estimated factor loadings (or weights) and show them on the lower side in each
block of Table 4. Table 5 presents the estimated factor loadings and weights. The bold
font indicates that the values have an absolute value of more than 0.3.

Table 3. Hyperparameter settings

Equation (10) Equation (11) Equation (12) Equation (14)

Model 1 100 100 Null Null

Model 2 Null 100 Null 100

Model 3 Null Null 100 Null

5 Discussion

First, we discuss the validity of our proposed penalty functions. In Table 4, “Tanh AE”
provides an uneven covariance andW ′W because they are unrestricted. The results may
change with the initial learning values. In contrast to “Tanh AE,”Model 1 approximately
estimates the unit variance matrix and diagonalW ′W matrix. Model 2 also satisfies the
constraints of Eqs. (11) and (14). Thus, the correlation matrix is approximated rather
than the covariance matrix. In addition, Model 3 accurately satisfies the identification
condition (Eq. 12) as shown in Table 5. Each row vector of the identity matrix in the
weight is placed in the row of the corresponding first items of each construct. Therefore,
we find that each penalty function performs well with sufficiently large hyperparameter
value (see also Table 3). Here, we note that the exact unit covariance or correlation
matrix is not estimated but calculated with the estimated hidden unit scores. Similarly,
the covariance matrix provided by factor analysis does not indicate the exact correlation
matrix. Additionally, PCA provides a diagonal covariance matrix and W ′W = I as
the constraints of the standard PCA. In contrast, the correlated factor analysis provides
W ′W �= I due to the promax rotation for the factor loading.
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Table 4. Penalty validation

PCA FA (promax rotation) Tahn AE

F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4
Cov.
F1 8.43 0.00 0.00 0.00 0.96 0.64 0.78 0.77 7.16 7.54 – 5.61 2.92
F2 0.00 1.03 0.00 0.00 0.64 0.96 0.69 0.72 7.54 10.79 – 6.94 3.16
F3 0.00 0.00 0.56 0.00 0.78 0.69 0.88 0.78 5.61 – 6.94 6.20 – 2.67
F4 0.00 0.00 0.00 0.49 0.77 0.72 0.78 0.89 2.92 3.16 – 2.67 3.33

W'W
F1 1.00 0.00 0.00 0.00 2.75 0.17 0.41 0.37 2.23 0.28 – 0.05 0.08
F2 0.00 1.00 0.00 0.00 0.17 2.46 0.13 0.12 0.28 2.77 – 0.21 – 0.10
F3 0.00 0.00 1.00 0.00 0.41 0.13 1.21 0.20 – 0.05 – 0.21 2.17 – 0.06
F4 0.00 0.00 0.00 1.00 0.37 0.12 0.20 1.11 0.08 – 0.10 – 0.06 1.94

Model 1 Model 2 Model 3
F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4

Cov.
F1 0.81 0.03 – 0.01 – 0.01 1.03 0.89 – 0.80 0.83 5.72 5.81 5.25 4.05
F2 0.03 0.89 – 0.02 0.02 0.89 1.03 – 0.87 0.88 5.81 8.46 6.51 4.65
F3 – 0.01 – 0.02 0.88 0.03 – 0.80 – 0.87 1.04 – 0.68 5.25 6.51 6.90 4.66
F4 – 0.01 0.02 0.03 0.84 0.83 0.88 – 0.68 1.01 4.05 4.65 4.66 5.71

W'W
F1 1.58 0.00 0.00 0.01 0.37 0.02 – 0.02 0.02 2.16 0.17 0.06 0.17
F2 0.00 0.58 0.00 0.00 0.02 0.38 – 0.01 0.01 0.17 2.68 0.15 – 0.04
F3 0.00 0.00 1.29 0.00 – 0.02 – 0.01 0.47 – 0.01 0.06 0.15 2.33 0.07
F4 0.01 0.00 0.00 2.19 0.02 0.01 – 0.01 0.48 0.17 – 0.04 0.07 2.17

Note: “FA (promax rotation)” and “Tanh AE” indicate the correlated factor analysis with pro-
max rotation and the standard autoencoder with tanh activation function and weight-sharing,
respectively.

PCA and Models 1 and 2 provide unclear results for the interpretations of the factor
loadings and weights in Table 5. However, we obtain clear factor loading (weight) pat-
terns in the correlated factor analysis and standard autoencoder. Factors 1–5 in the corre-
lated factor analysis indicate fulfillment, security/privacy, website design, and customer
service, whereas those in the standard autoencoder indicate website design, fulfillment,
customer service, and security/privacy.Moreover, Model 3 categorizes the questionnaire
items almost perfectly based on the theoretical relationships. Hence, this finding implies
that our proposed penalty functions can be applied to autoencoders while considering
the identifiability and theoretical relationship in the analysis of the traditional marketing
scale measurements.
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Table 5. Factor loadings (weights) estimates

PCA FA (promax rotation) Tanh AE

F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4
WD1 0.27 0.26 0.06 – 0.47 0.35 – 0.07 0.56 – 0.01 – 0.83 – 0.38 – 0.25 0.25
WD2 0.27 0.01 0.29 – 0.59 0.04 0.11 0.68 0.04 – 0.93 – 0.13 – 0.29 – 0.06
WD3 0.30 0.10 0.13 – 0.26 0.17 0.04 0.62 0.13 – 0.64 – 0.31 – 0.03 0.02
FUL1 0.30 0.28 – 0.26 0.12 0.86 0.02 0.07 – 0.01 0.06 – 0.80 0.28 0.19
FUL2 0.30 0.27 – 0.29 0.10 0.95 0.06 0.05 – 0.11 0.10 – 0.86 0.23 0.13
FUL3 0.30 0.27 – 0.25 0.20 0.82 0.01 – 0.03 0.14 0.08 – 0.72 0.36 0.17
CS1 0.31 0.11 0.01 0.22 0.40 0.07 0.04 0.47 – 0.14 – 0.29 0.56 0.05
CS2 0.25 – 0.06 0.77 0.39 – 0.07 0.07 0.20 0.59 – 0.43 0.64 1.01 0.00
CS3 0.30 0.10 0.11 0.30 0.31 0.01 – 0.04 0.69 – 0.12 – 0.17 0.64 0.02
SEP1 0.28 – 0.48 – 0.16 – 0.01 0.01 0.94 0.01 0.00 – 0.13 – 0.14 0.10 – 0.76
SEP2 0.29 – 0.46 – 0.21 – 0.03 0.09 0.95 0.01 – 0.07 – 0.07 – 0.23 0.05 – 0.77
SEP3 0.28 – 0.47 – 0.10 0.01 – 0.03 0.81 0.03 0.12 – 0.08 – 0.14 0.11 – 0.78

Model 1 Model 2 Model 3
F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4

WD1 – 0.08 0.40 0.21 0.50 – 0.35 – 0.07 0.09 0.05 1.00 0.00 0.00 0.00
WD2 – 0.32 0.23 0.15 0.81 – 0.23 0.07 0.22 0.22 0.86 0.09 – 0.21 0.16
WD3 0.04 – 0.07 0.22 0.37 – 0.15 – 0.16 0.11 0.13 0.62 0.23 0.09 0.02
FUL1 0.30 0.13 0.33 – 0.54 0.04 – 0.10 0.30 – 0.14 0.00 1.00 0.00 0.00
FUL2 0.29 0.11 0.25 – 0.47 0.15 0.00 0.30 – 0.27 0.03 0.91 0.09 – 0.10
FUL3 – 0.06 – 0.30 0.42 0.10 0.04 – 0.18 0.29 0.07 0.01 0.77 0.28 – 0.13
CS1 – 0.13 0.04 0.09 – 0.49 – 0.11 – 0.16 0.16 – 0.18 0.00 0.00 1.00 0.00
CS2 – 0.93 0.10 – 0.39 – 0.49 – 0.26 0.20 – 0.13 – 0.26 0.20 – 0.36 0.85 0.03
CS3 – 0.15 – 0.17 – 0.26 0.17 – 0.14 – 0.33 – 0.08 0.04 0.02 0.21 0.67 0.00
SEP1 0.05 0.43 0.09 – 0.27 – 0.14 0.10 0.12 – 0.36 0.00 0.00 0.00 1.00
SEP2 0.31 0.12 – 0.35 0.03 – 0.13 – 0.18 – 0.15 – 0.24 0.01 0.13 0.07 0.74
SEP3 0.54 0.07 – 0.68 0.18 0.08 – 0.30 – 0.22 – 0.16 0.01 0.06 0.11 0.75

Note: “FA (promax rotation)” and “Tanh AE” indicate the correlated factor analy sis with pro-
max rotation and the standard autoencoder with tanh activation function and weight-sharing,
respectively.

6 Concluding Remarks

In this paper, we introduced the penalizations for stable and explainable autoencoder
based on several identification conditions of the factor model. Our proposed penalty
functions constrained the estimates in the autoencoders so that the identification con-
ditions are satisfied. Thus, we conclude that our method can help estimate a robust
autoencoder for analyzing marketing scale measurements of theoretical constructs. We
aim that the autoencoder and neural network may be available to both theory- and
data-driven models in social science research. However, our proposed method has three
limitations that need future study. First, the criterion-related validity of the proposed
models should be investigated. For example, our future research can use a target vari-
able, such as overall e-service quality or overall satisfaction, to compare the prediction
performances between the proposed models. Second, interpreting and comparing the
magnitudes of the weight parameter may be challenging when using a nonlinear activa-
tion function. Although Model 3 shows the best performance in the empirical analysis,
this model does not constrain the covariance matrix of hidden unit scores. We note that
the weight parameter does not represent a partial derivative relevant to the hidden unit
score due to the nonlinear function. Therefore, approximations with the delta method
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or partial dependence estimation may be potential solutions to evaluate the marginal
effects of hidden unit score with nonlinear activation function [28, 29]. Additionally,
we must examine the effectiveness of constraining the covariance matrix of hidden unit
scores. Models 1 and 2 are convenient in comparing the magnitude of weight parameter
because these models assume the unit variance of hidden unit score. However, it was
difficult to explain the results produced byModels 1 and 2. Third, we implicitly supposed
the undercomplete autoencoder model [20] whose hidden unit score dimension is less
than the input (observed variable) dimension. Although our empirical analysis uses a
small-scale data, the parameter regularization can be adapted to overcomplete and deep
autoencoder model with large-scale data [20].

For future research, we plan to investigate the identifiability of neural networks in
various situations. Although this paper contains several issues, our proposed method
potentially extends the methodology of traditional marketing research. In the service
industry area, many companies manage the big data platform and large amount of cos-
tumer information. For example, hotel companies can easily access customers’ visiting
histories and review text data. Our method may be available to analyze these unstruc-
tured data combined with traditional marketing measurements and achieve “knowledge
fusion” [30] for obtaining a novel insight. These additional tasks will be addressed in
our future research.
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Abstract. Octane loss is an important index to measure economic benefit in the
process of gasoline refining. Therefore, it is of great significance to construct the
prediction model of octane loss in industrial production. In view of the charac-
teristics of numerous variables and complex relationship of variables in gasoline
refining data, t-SNE and K-Means algorithms are used in this paper to do data
reduction and clustering analysis, and then collinear matrix method is used to
gradually select the input variables for model construction, and finally random
forest regression algorithm is introduced to build the prediction model of octane
loss. The experimental results show that compared with the traditional prediction
model, the prediction accuracy of the random forest is significantly improved,
and the weight value of each variable of the model can be obtained by means of
information gain, which provides a reference for the control variable level in the
workshop production process.

Keywords: Octane loss · t-SNE · K-Means · Random forest

1 Introduction

Octane number is an important variable reflecting the combustion performance of gaso-
line, and it is also the commercial label of gasoline. In the process of refining FCC
gasoline from raw materials into products, industrial technologies such as desulfuriza-
tion and olefins reductionwere used, which greatly reduced the sulfur content of gasoline
and improved the cleanness of gasoline, but also reduced the octane number of gaso-
line. Octane number loss is the difference between the octane number of raw gasoline
and product gasoline, which is an important index to measure the economic benefit of
petrochemical enterprises in the process of gasoline refining, so it is of great significance
to establish a prediction model of octane number loss for petrochemical enterprises. In
chemical modeling, methods such as data association or mechanism modeling are often
used to select variables and construct models. However, the gasoline refining process is
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extremely complex, the refining equipment is diverse, and the control variables have a
highly nonlinear relationship, so the prediction effect of the traditional data association
model is not very ideal. In recent years, machine learning methods have been widely
used in the field of chemical modeling. Zheng [1] used the LSTM model to predict the
combustion timing estimation of HCCI engine using mixed fuel under complex working
conditions. Song [2] integrated the least square method with support vector machine to
establish the inverse model of the air-fuel ratio system, and made dynamic feedforward
compensation for the air intake in the transient air-fuel ratio model. Li [3] integrated
genetic algorithm and particle swarm optimization to optimize BP neural network, and
applied it to the prediction modeling of octane number, and achieved a good prediction
effect. Xiao [4] established a prediction model for sulfur content of heavy gasoline dis-
tillate hydrogenation products by using RBF algorithm, which provided guidance for
the production of the unit. Based on the RBF algorithm, Xu [5] used rough set and other
methods to optimize it, and established the identification model of dynamic parameters
of gasoline oil film, which improved the prediction accuracy of the model. As can be
seen from the above, more and more scholars begin to pay attention to the application of
machine learning methods in the field of chemical industry. When processing industrial
data with many variables and complex relationship between variables, machine learning
method can give play to the advantages of computational science to obtain key infor-
mation in the chemical process, so as to improve the efficiency of the chemical process,
raw material conversion rate or product yield and other variables.

Based on the above problems, this paper uses machine learning algorithm to build
the octane number loss prediction model of gasoline. The model greatly improves the
forecasting accuracy of octane loss and provides a more scientific forecasting guidance
for the oil refining industry. In the future, refineries can control the variables that affect
octane number loss according to this model, so as to reduce the loss and the economic
cost.

In this paper, nonlinear reduction and clustering algorithms such as t-SNE are used
to excavate the main variables affecting octane number loss from the high-dimensional
data of gasoline refining, and random forest is used to build the corresponding prediction
model.

2 Research Method

The research framework of this paper is mainly divided into three parts: data prepro-
cessing, variable screening and model construction. Data preprocessing includes the
completion of missing values of the original data and the elimination of outliers, and
then the variable screening step is entered. Firstly, the data was processed by nonlinear
dimensionality reduction. t-SNE algorithm was used to reduce and visually present the
high-dimensional features of the original data, andK-means algorithmwas used for clus-
tering analysis. Secondly, the collinear matrix method is used to do linear dimensionality
reduction, and the in-and-out modulus variables are gradually screened. Finally, random
forest is introduced to construct the octane loss prediction model, and the prediction
results are evaluated and analyzed.
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3 Experiment

The data used in this study came from the historical data collected from the FCC gasoline
refining desulfurization unit of a petrochemical enterprise in 4 years, with a total of 32
pieces. The sample data included 7 raw material properties, 2 raw adsorbent properties,
2 regenerated adsorbent properties, 2 product properties and 354 operational variables, a
total of 367 variables. According to previous research experience, there is a high strength
nonlinear correlation between these variables. After preprocessing the data for missing
values and outliers, 303 variables were left for further screening.

3.1 Nonlinear Dimensionaliy Reduction

1) Selection of dimension reduction method

In view of the high-strength nonlinear relationship between the refining data, the
T-SNE algorithm is used to reduce the dimension of the pre-processed samples and
present them visually in the two-dimensional space, as shown in Fig. 1. The horizontal
axis and the vertical axis are the values of the two fusion variables after dimensionality
reduction, and each point in the figure represents a sample data. In order to verify the
effectiveness of T-SNE for dimensionality reduction of nonlinear data, traditional Prin-
cipal Component Analysis (PCA) and Kernel Principal Component Analysis (KPCA)
were selected to perform the same operation on the data. The visual comparison obtained
after dimensionality reduction by the three methods is shown in Fig. 1.

 t-SNE                                    PCA KPCA

Fig. 1. Dimensionality reduction visual contrast diagram

As can be seen from Fig. 1, after PCA clustering, there is an obvious linear rela-
tionship among the samples of each cluster, while the nonlinear relationship among the
samples is ignored. The sample distribution of KPCA is relatively dispersed, and the
samples with high similarity can not be separated well according to the density. While
T-SNE roughly divides the samples into 4 categories, and the sample distribution of each
category reflects the comprehensive characteristics of linear and nonlinear relations. As
can be seen from the above, the clustering effect after T-SNE dimension reduction and
visualization is significant, with good representativeness.
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2) Visual presentation and clustering

Input the data after dimensionality reduction by t-SNE into K-means algorithm. In
order to determine the appropriate cluster number K, the change curves of K value - and
variance SSE were drawn, as shown in Fig. 2. The elbow method is used to determine
the value of K: when K is 4, the change of SSE tends to converge, and the increase of K
value will no longer cause a big change to SSE. Therefore, K = 4 is set as the number
of clustering clusters of k-means. The clustering results are shown in Fig. 3. It can be
seen that there is a strong linear relationship among some samples, while the clusters
in the lower left corner are clustered, indicating a high degree of nonlinear correlation
among the samples in the clusters. The four clusters generated by K-means clustering
were named as cluster 1, cluster 2, cluster 3 and cluster 4, and the number of samples in
each cluster was 78,137,82 and 28, respectively, with a total of 325 samples. After the
t-SNE nonlinear dimensionality reduction step, the nonlinear relationship between the
clusters has been basically eliminated.

Fig. 2. Changing curve between K and SSE

Fig. 3. Results of clustering
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3.2 Linear Dimension Reduction

Linear dimensionality reduction is performed on the above output clustering results. The
regression model of random forest is introduced into each cluster.

Under the condition of optimal model fitting, the weight value of each variable in the
cluster is calculated, and the output results are based on the weight level. Some variables
are shown in Table 1.

Random Forests adopts the idea of combination method, namely to multiple random
sampling on the sample data structure N training samples classification tree (called a
base classifier), every time in the process of building a base classifier, the outside of
the training sample data as test data, known as the bag outside data, and through the
error rate to evaluate the base classifier performance. Finally, the base classifiers are
combined into a random forest classifier according to the voting criteria. In the process
of constructing the classifier, Random Forest evaluates the importance of variables by
sorting the importance of variables.

The basic principle of variable importance score (VIM_ER) based on the error rate
replacement method is to randomly replace the values of each variable at the same
time and measure the importance of the variable by calculating the difference between
OOB error rates before and after the replacement. Specifically, in order to obtain the
importance score of variable Xi, the random forest was constructed based on the training
samples first, and the error rate of all OOB samples was estimated. Then, the values of
variable Xi in all OOB samples were scrambled to obtain new out-of-bag data (OOB′),
and the ER of the OOB′ samples was estimated. Finally, the ER change values of out-
of-bag data were calculated twice. Finally, the mean of ER change of all OOB samples
is taken as the Vim of Xi, and the Vim of Xi is defined as follows:

VIMER
i = 1

Ntree

∑Ntree

t=1

(
ERit − ER

′
it

)
(1)

Where, Ntree is the number of trees in RF, ERit is the error rate corresponding to the
t tree before the substitution of variable Xi, and ER′

it is the error rate corresponding to
the t tree after the substitution of variable Xi.

According to the calculation formula of Vim, if the variable Xi has no correlation
with the label (category), the error rate of the corresponding data outside the bag will not
change after random replacement of the variable. Theoretically,VIMER

i = 0;Conversely,
if VIMER

i > 0, then the variable Xi is associated with the classification.
As can be seen from the table, on the one hand, the variables at the top of the weight

ranking of each cluster almost have no intersection, indicating that there is a large
difference between clusters and the clustering effect is significant. On the other hand,
from the physical properties of the variables in the table, it can be concluded that the
properties of the variables affecting the octane number loss can be roughly divided into
three categories, namely, pressure variables, temperature variables and flow variables. In
addition, Airspeed of reactor mass, Ratio of hydrogen to oil and Coke of raw adsorbent
to be used also have a certain influence on the octane number loss.



48 C. Zheng et al.

Table 1. Weight table in every cluster

Ranking Cluster_1 Weight (%) Ranking Cluster_2 Weight (%)

1 D-101 Pressure of
raw material buffer
tank

9.847 1 E-203 Temperature of
shell side outlet tube

5.553

2 Temperature of
refined gasoline
outlet unit
temperature

5.621 2 Pressure of lower
loose air purifying air
inlet device

3.431

3 Flow rate of steam
intake device

4.024 3 1.0MPa Temperature
of steam inlet device

2.834

4 R-101 Pressure drop
in upper bed

2.589 4 D-107 flow lower
loose wind

2.813

5 R-101 Pressure
difference between
upper and lower bed
bottom grille

2.436 5 Flow rate of the
purification air inlet
device

2.749

6 Airspeed of reactor
mass

2.207 6 Coke of raw
adsorbent, wt %

1.992

Ranking Cluster_3 Weight (%) Ranking Cluster_4 Weight (%)

1 D-109 Asorbent
matrial level

9.335 1 S_ZORB AT-0004 7.239

2 8.0MPa Outlet of
hydrogen
backblowing
compressor

7.911 2 Coke of raw
adsorbent, wt%

3.4

3 ME-101 Pressure of
backblow manifold

5.881 3 S_ZORB AT-0009 3.196

4 Ratio of Hydrogen
to oil

3.809 4 S_ZORB AT-0013 2.692

5 Block the outlet air
flow of hopper H2
filter

3.208 5 Pressure of preheater
air outlet

2.141

6 D-204 liquid level 1.73 6 D-110 or the
differential

2.026

The top 6 weights of each cluster, a total of 24 variables, were selected as the
variables to be selected, and the collinearity analysis was carried out. Taking the Pearson
correlation coefficient equal to 0.5 as the screening threshold, the collinear matrix among
the variables was obtained. After screening, the highly linear correlation variables were
shown in Fig. 4. As shown in Fig. 4, there is a highly linear relationship between the
two groups of variables: the first group is Airspeed of reactor mass and 8.0MPa outlet of
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hydrogen backblowing compressor; the second group is D-101 Pressure of raw material
buffer tank, S_Zorb AT-0004, S_Zorb AT-0009, ME-101 Pressure of backblowmanifold
and R-101 Pressure drop in upper bed.

Fig. 4. Collinear matrix, R is equal to 0.5

In order to determine the excluded and inserted variables in the two groups, the Pear-
son correlation coefficient between each variable and octane number loss was calculated,
as shown in Fig. 5. Finally, Airspeed of reactor mass with large correlation coefficient
and D-101 Pressure of raw material buffer tank were selected as the input variables of
the two groups.

Fig. 5. Pearson correlation coefficient

Through the above variable screening steps, the final 19 variables into the module
are obtained, as shown in Table 2.
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Table 2. Final input variables

Types of variables Names of variables

Flow rate Flow rate of steam intake device

D-107 flow of lower loose wind

Flow rate of the purification air inlet device

Air flow of blocking the outlet hopper H2 filter

Pressure D-101 Pressure of raw material buffer tank

R-101 Pressure drop in upper bed

Pressure of lower loose air purifying air inlet device

Pressure of preheater air outlet

D-110 or the differential

Temperature Temperature of refined gasoline outlet unit temperature

E-203 Temperature of shell side outlet tube

1.0MPa Temperature of steam inlet device

Others Ratio of hydrogen to oil

Airspeed of reactor mass

Coke of raw adsorbent, wt %

S_ZORB AT-0013

D-109 Asorbent matrial level

D-204 Liquid level

3.3 Prediction Model of Cotane Loss Based on Random Forfest

After the selection of variables, predictionmodel of octane losswas constructed using the
regression algorithm of random forest. The data set after feature screening was divided
into training set and test set according to the ratio of 8:2. Among them, 262 training
sets were used for training model.63 test sets are used to test model accuracy. For the
octane loss predictionmodel, the Error between the predicted value and the true value can
directly reflect the prediction accuracy of the model, so this paper adopts Mean Absolute
Error (MAE) as the evaluation variable of the model. The formula is as follows, where
n is the number of samples.

MAE
(
y, y′) = 1

n

∑n−1

i=0

∥∥∥yi − y
′
i

∥∥∥
2

(2)

When the number of iterations is set to 200 and the model fitting effect is optimal, the
prediction results in the training set and test set are shown in Table 3. The comparison
between the predicted value and the actual value of the test set is shown in Fig. 6, where
the abscissa represents the sample number of the test set.
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Table 3. Prediction results of model

Data set MAE

Training set 0.08

Testing set 0.11

In order to verify the superiority of the random forest model compared with other
prediction models, linear regression, Support Vector Machine (SVM), k-nearest Neigh-
bor (KNN) and decision tree algorithm are used to establish the prediction model of
octane loss on the same data set. The comparison results are shown in Table 4. Through
the prediction comparison of the above 5 models, it can be concluded that the prediction
accuracy of random forest model is the highest, and the average absolute error MAE is
0.11. Decision tree model comes next, while linear regression and SVMmodel perform
poorly.

In order to ensure the accuracy of the experiment and avoid the sample deviation
caused by random sampling, the 10-fold cross-validation method was used to verify
prediction models, and the 10-fold results were averaged. It can be seen from Table 4
that under the same data set, the 10-fold cross-validation result of the random forest
model is still better than that of other models.

Table 4. Comparison of prediction results of different models

Regression model MAE (Data set) MAE (10-fold cross-validation)

Linear regression 0.19 0.19

SVM 0.17 0.16

KNN 0.17 0.16

Decision tree 0.16 0.15

Random forest 0.11 0.13

The above experiments show that random forest has a strong advantage in the algo-
rithm selection of octane loss prediction model. The random forest integrates several
weak learners, and the prediction accuracy is improved by learning improvement among
each learner. Compared with the popular decision tree model and SVM model, the
average absolute error MAE of the random forest model decreases by 0.05 and 0.06
respectively, and the prediction accuracy of the model is significantly improved.
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Fig. 6. Comparison of predicted value and real value

3.4 Analysis of Model Results

In order to analyze the main influencing variables of octane number loss, the eigen
importance function of random forest was used to calculate the weight value of each
variable when the model fitting effect reached the optimum. The results are shown in
Table 5. As can be seen from the table, D-101 Pressure of raw material buffer tank has
the highest weight value of the pressure of the raw material buffer tank, up to 20.547%;
the second is Airspeed of reactor mass and Temperature of refined gasoline outlet unit
temperature which are 9.478% and 8.297%, respectively. The sum of the weight of the
top 5 variables is 51.527%, and the sum of the top 10 variables is 74.808%.

Table 5. Weight table of variables

Ranking Names of variables Weight (%) Cumulative weight (%)

1 D-101 Pressure of raw material
buffer tank

20.547 20.547

2 Airspeed of reactor mass 9.478 30.025

3 Temperature of refined gasoline
outlet unit temperature

8.297 38.322

4 E-203 Temperature of shell side
outlet tube

6.714 45.036

5 D-204 Liquid level 6.491 51.527

6 Flow rate of steam intake device 5.353 56.88

7 Ratio of hydrogen to oil 5.107 61.987

8 Pressure of preheater air outlet 4.536 66.523

9 Air flow of blocking the outlet
hopper H2 filter

4.325 70.848

10 1.0MPa Temperature of steam inlet
device

3.96 74.808
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The top 10 variables are classified according to their physical properties. The pressure
variables include D-101 Pressure of raw material buffer tank and Pressure of preheater
air outlet; temperature variables include Temperature of refined gasoline outlet unit
temperature, E-203 Temperature of shell side outlet tube and 1.0MPa Temperature of
steam inlet device; The flow variables are the flow rate of the steam inlet device and the
flow rate of the outlet gas of the locking hopper H2 filter. Other variables are Airspeed
of reactor mass, D-204 Liquid level, and Ratio of hydrogen to oil.

According to the above analysis results, the enterprise can adjust the variables in the
table according to the different physical properties, so as to reduce the octane number loss
in the gasoline refining process, and bring intuitive economic benefits to the industrial
production.

4 Conclusion

Gasoline refining process involves many variables, and the relationship between the
variables is complex. In this paper, T-SNE and other methods are used to carry out
nonlinear and linear dimensioning reduction for the high-dimensional variables in the
original data, and the variables which have a greater impact on the octane number loss
are gradually screened out. The prediction model is constructed with random forest
algorithm, and a good prediction effect is achieved.

The successful application of this paper can provide relevant guidance for the vari-
able control level of petrochemical enterprises in the gasoline refining process, so as to
reduce the production cost and improve the production efficiency. The next research will
continue to train the model, improve the prediction accuracy, and excavate the variation
rules of variable control and octane loss, so as to further provide a specific debugging
method to reduce the octane loss.
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Abstract. Artificial intelligence (AI) is being prevalently adopted in healthcare.
Its contributions are witnessed in a range of services, including prognosis, diag-
nosis, and treatment, as well as in expanding the availability of clinical expertise.
This paper studies the impact of an AI general practitioner on healthcare service
systems, particularly physicians’ workloads and patients’ waiting times. We com-
pare the service system with the AI general practitioner to the traditional two-tier
service system,where the first level serves as a gatekeeper for the second level. The
results provide valuable insights and implications for public policy on adopting
AI in hospitals from an operational perspective.

Keywords: Artificial intelligence · Gatekeeper · Healthcare · Service systems

1 Introduction

Artificial intelligence (AI) is developing at a fast pace, with its global market size pre-
dicted to reach $328 billion in 2021 and break $500 billion by 2024 [1]. Among the
diverse AI applications, healthcare is one of the most attention-grabbing and attractive
areas, andAIhealthcare is projected to expand at a compound annual growth rate (CAGR)
of over 40% in the next five years. To respond to this growth sector, public policy regard-
ing AI healthcare has been put forward by governments around the world. In October
2016, the United States released the report “Preparing for the Future of Artificial Intel-
ligence”, identifying problems related to AI healthcare and making recommendations
for further actions. At the Artificial Intelligence Technology Strategy Council meeting
in March 2017, the Japanese government prioritized AI for healthcare. In China, a white
paper on AI healthcare was jointly published by the Artificial Intelligence Institute and
the School of Medicine of Shanghai Jiao Tong University.

This paper is motivated by the trend and toward AI in healthcare. We focus on
applying AI as a general practitioner, which comes within auxiliary diagnosis, one of
the highlighted categories in the Chinese white paper on AI healthcare. In the form of a
chatbot or mobile app, the AI general practitioner provides instructions to patients based
on either pictures they take or texts in which they describe their symptoms. This gives
patients access to professional advice anywhere the Internet is available and allows them
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to obtain immediate help without waiting in a long queue at a hospital. At the same time,
the AI general practitioner has limitations: It may lead to incorrect treatments, which
can result for several reasons. First, because of limited medical knowledge, patients may
fail to describe symptoms accurately or misunderstand the instructions provided by AI.
Second, AI itself may make mistakes as a consequence of lacking high-quality data or
learning from inappropriate past practices.

In this paper, we study the impact of the AI general practitioner on aspects of health-
care such as physicians’ workloads and patients’ waiting times. We compare the service
system with the AI general practitioner to the typical two-tier service system, where
the first level serves as a gatekeeper for the second level. Further, we explore how this
emerging technology can be effectively and efficiently incorporated into healthcare ser-
vice systems. The paper proceeds as follows. In the next section, we review the relevant
literature. We describe the model in Sect. 3, and present analytical and numerical results
in Sects. 4 and 5, respectively. Section 6 concludes the paper.

2 Literature Review

For a long time, healthcare has been a hot topic in operations management, which can
help healthcare service systems reduce cost, enhance quality, and improve efficiency.
Reference [2] discusses the general role of operational analysis in improving healthcare,
and many papers have been published in this area since [2] first appeared. For example,
reference [3] studies when to assign a nonprimary bed to a primary patient who has
waited a long time for a primary bed to become available (i.e., overflow), in real time
and under uncertainty. Their proposed approximate dynamic programming algorithm
is remarkably effective in finding good overflow policies. Reference [4] investigates a
stochastic appointment scheduling problem in an outpatient clinicwith a single doctor by
formulating the problem as a convex conic optimization problemwith tractable semidef-
inite relaxation. Also looking at how to offer appointment slots to patients, reference [5]
develops twomodels, nonsequential offering and sequential offering, to capture different
types of interactions between patients and the scheduling system and maximize the total
number of slots booked. Meanwhile, reference [6] studies the effects of rescheduling
on no-show behavior in an outpatient appointment system for both new and follow-up
patients. Finally, reference [7] surveys current research in healthcare operations man-
agement, and it is noteworthy that few of the previous papers consider the implications
for healthcare when emerging technologies are involved.

Our paper examines a service system where AI serves as a general practitioner
and explores how each party in the healthcare context is affected. The service system
we look at is very close to that in the gatekeeper literature. This stream of research
originates from [8], which describes a model of gatekeepers and experts and derives
the optimal referral rate with a deterministic service rate and arrival rate. Reference
[9] considers a similar model and provides financial and operational implications for
outsourcing the gatekeepers and experts. There are also many related empirical works.
Reference [10] considers a nested structure of the different levels of care, which bears
significant similarities to the gatekeeper structure. It focuses on estimating costs and
benefits associated with serving different customer types by different service levels in
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a sophisticated healthcare setting. Reference [11] investigates how workload affects
decisions in a gatekeeper service system using an operational and clinical data set from
a maternity hospital. It finds that gatekeepers ration resource-intensive discretionary
services for customers with noncomplex service needs and increase specialist referral
rates for customers with complex needs. Moreover, reference [12] provides empirical
evidence for the reorganization of general hospitals into separate divisions for routine
and non-routine services, to overcome operational misalignments between the two types
of services. In our paper, we use a gatekeeper service system as the benchmark and
compare the performance of our AI general practitioner service system with it.

The rapid advances in AI have also attracted the attention of and aroused broad con-
cern among academics in medicine [13, 14]. Reference [15] considers how radiologists
and pathologists canmake use ofAI. Reference [16] explains the role ofAI inmedicine in
general, and reference [17] discusses various ways that AI can help with healthcare. Our
paper will tackle a specific problem in medicine and contribute managerial insights that
complement this medicine-focused research by providing an operational perspective.

3 The Model

We consider a service system of medical specialists that introduces AI as a general
practitioner (See Fig. 1). The systemwe examine is distinguished from a two-tier system,
where the first level serves as a gatekeeper for the second level, in the following aspects.
First, a patient can choose to receive treatment from either the AI general practitioner or
direct from a medical specialist. Second, there is a chance that the general practitioner
misdiagnoses the patient, which will lead to an extra delay in treatment. The arrival of
patients follows a Poisson process with rate λ. Each patient is endowed with a condition
of health x ~ uniform [0,1]. A larger x reflects a more serious condition. A patient cannot
observe his or her true condition, but perceives it either optimistically with probability p
or pessimistically with probability 1-p. An optimist will utilize anAI general practitioner
for treatment, while a pessimist will go straight to a medical specialist.

The AI general practitioner is assumed to have infinite capacity; i.e., it is always
able to begin treating patients immediately. This is because a chatbot or mobile app can
serve a massive number of patients at the same time, as long as the server does not break
down. The treatment time for a patient under AI is relatively stable regardless of how
severe his or her condition is, and therefore is assumed to be exogenously given as τ. The
AI general practitioner has a chance of providing incorrect treatment with probability q.
The reasons for such an incorrect treatment are not limited to mistakes made by AI, but
may also result from errors on the part of the patients, such as failing to report accurate
information or understand the instructions. If the patient receives the desired treatment,
he or she will leave the system.

If an incorrect treatment is given, however, the patient will realize it after a while and
will then visit a medical specialist. Since it usually takes time to see whether a treatment
is effective or not, the incorrect treatment is associated with an additional stay in the
system d.Also, the condition of the patientmay deteriorate in the interval, which requires
an additional time δ for the medical specialist to give treatment. In this paper, we focus
on the case that both the additional stay and the extra treatment time are exogenously
given constants.
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Fig. 1. The service system with an AI general practitioner

Fig. 2. The service system with a gatekeeper

Suppose there are n medical specialists in the system. Then the system is formulated
as an n-server queue. There are two sources of arrivals, the patients who visit a medical
specialist directly, and the patients who are misdiagnosed and visit a medical specialist
after that. The treatment time for a patient with a condition x is αS, where α is a constant
scaling and S ~ exp(1/x). The monotonicity suggests that the more severe the patient’s
condition is, the more time it takes to treat. Meanwhile, the convexity suggests that it
is increasingly time-consuming to give treatment as the severity increases. We assume
that a patient visiting a medical specialist will always be treated successfully and will
then leave the system.

We compare the performance of the service systemwith an AI general practitioner to
the two-tier service system with a gatekeeper [8, 9]. In the latter service system, the first
level serves as a gatekeeper to the second level. A patient must first arrive at a gatekeeper,
who may either treat the patient or refer the patient to a medical specialist (See Fig. 2).
For ease of exposition, we denote the system with an AI general practitioner and that
with a gatekeeper by AI and GK, respectively. Table 1 summarizes the notations used
in this study.

4 Analytical Results

Here we consider a simplified model with one medical specialist and no incorrect treat-
ment. We will present results for our full model in the next section. Denote by θ the
threshold of the severity level at which the gatekeeper will refer a patient to the med-
ical specialist. Then the severity levels of patients who arrive at the medical specialist
under GK are uniformly distributed over [θ,1]. It can be shown easily that the arrivals
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to the medical specialist follow a Poisson distribution under both AI and GK, while the
service time of the medical specialist follows a compound probability distribution of an
exponential and a uniform distribution. Therefore, the queue for the medical specialist
can be considered as M/G/1. Without loss of generality, we normalize α as 1.

Following [18], the expected queue length and expectedwaiting time follow the form

Lq = �2E
[
S2

]

2(1− ρ)

and

Wq = �E
[
S2

]

2(1− ρ)

respectively, where � is the arrival rate of direct-entry patients to the medical specialist,
ρ = λE[S], and S denotes a random service time with a general distribution. To ensure
a fair comparison, we first focus on the case where the flows of direct-entry patients to
the medical specialists are the same under AI and GK, i.e., θ = p. Then we have � = (1
− θ)λ = (1− p)λ. Under AI, E[S] and E[S2] are calculated as 1/2 and 1/3, respectively.
Under GK, E[S] and E[S2] are calculated as (1 + θ)/2 and [(1 − θ)2 + 3(1 + θ)2]/12,
respectively. Both E[S] and E[S2] are greater under GK than under AI. Note that Lq and
Wq are increasing in E[S] and E[S2].

Proposition 1. Given the identical arrival rate of direct-entry patients to the medical
specialists, AI performs better than GK.

We conclude in Proposition 1 that AI achieves superior performance to GK in terms
of queue length andwaiting time. Patientswith severe health conditionswill visitmedical
specialists under GK, which causes medical specialists to be occupied with patients who
need longer treatment time, which leads to longer queue length andwaiting time. Though
the performance of AI overwhelmingly dominates that of GK in the above model, we
argue that the current results do not hold for our full model. If a patient is incorrectly
treated by an AI and transferred to a specialist, his/her status will deteriorate due to the
delayed treatment. As a consequence, a medical specialist needs to spend more time
on him/her because the treatment time increases in the severity level. Therefore, the
queue length and waiting time at the medical specialist under AI may be longer than
that under GK. Moreover, if we consider a more realistic case where the probability of
misdiagnoses is increasing in the patient’s health condition, and the additional stay in the
system after an incorrect treatment is related to the condition of a patient, the situation
may become increasingly complicated. In such a case, a more detailed analysis should
be conducted.

Proposition 2. There exists a threshold p0 on p, such that when p < p0 AI performs
worse than GK.

In Proposition 2, we look at the case with nonidentical arrival rates. Since Lq and
Wq are increasing in � = (1− p)λ and hence decreasing in p, we have the proposition.
The superior performance of AI depends highly on the behavior of patients, especially
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their trust in the treatment performed by a nonhuman. If patients are skeptical about
emerging technologies, then the power of AI cannot be sufficiently exhibited. In such a
case, patients will go to the medical specialist regardless of their health condition, which
leads to inefficient use of hospital resources.

Table 1. Summary of notations

λ arrival rate of patients x current severity level of patients

� arrival rate at the specialists x0 initial severity level of patients

S treatment time for human doctors d delay until realizing incorrect treatment

τ treatment time for AI δ extra treatment time due to delay

α constant scaling for service time n number of specialists

p probability of patients being optimistic θ threshold for gatekeeper referral

q probability of incorrect treatment t time in the service system

Wq expected waiting time Lq expected queue length

5 Numerical Results

We perform simulation to show how our analytical results change subject to multiple
server queues with incorrect treatment. The simulation is conducted via Arena, spe-
cialized software for dynamic service systems. We simulate the service systems using
identical random process generations to facilitate fair comparisons and variance reduc-
tion for 90 days. Specifically, we consider a system with two medical specialists, who
work from 8:00 to 18:00 every day with a two-hour break from 12:00 to 14:00. The
number of both the AI general practitioners and the gatekeepers is 1. The parameters are
set as follows. The patient arrival follows a Poisson process, at a rate of λ = 6 per hour,
where direct-entry patients seeing medical specialists can constitute 0.8, 0.85, 0.9, or
0.95 of the flow. (In the AI case, the proportion is the probability of pessimistic patients,
while in the GK case, the proportion is the probability of severity level being higher
than the threshold.) The flows of direct-entry patients seeing the medical specialists are
required to be the same under AI and GK to ensure a fair comparison. We note that the
optimistic and pessimistic patients’ sizes cannot be controlled in reality to be the same as
the proportion visiting the medical specialists. Therefore, we provide one more rowwith
equal-sized optimistic and pessimistic patients, i.e., p = 0.5 under AI, for further refer-
ence. The treatment time under a medical specialist and a gatekeeper are exponentially
distributed, scaled by constants α = 10 and α = 5, respectively, while the treatment time
under an AI general practitioner is τ = 5 min. The chance of being incorrectly treated
by the AI general practitioner or the gatekeeper varies among 20%, 10%, and 0. When
incorrect treatment happens, the patient will visit a medical specialist after d = 1 day,
and there will be an additional treatment time δ = 3 min.
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We can see from Table 2 that the waiting time at the medical specialists under AI
is shorter than that under GK, given the direct-entry patient flow. Because under GK,
patientswith themost severe health conditionswill be sent straight tomedical specialists,
which leads to longer treatment time on average at the medical specialists: Patients
waiting ahead of a particular patient are all severe cases and require lengthier treatment
times. This influence is so strong that the AI service systemwith a lower cure probability
sometimes performs better than the GK service system. Besides, patients may overstate
their health conditions when talking to doctors, which may increase the treatment time
and cause a longer waiting time for others. For example, when the direct-entry patients
seeing the medical specialists compose 0.9 of the flow, and the cure probability is 80%,
the average waiting time of AI is 273.41 min, which is smaller than that of GK (275.80
min). Table 2 also shows that the waiting time at the medical specialists decreases in
both cure probability of the AI general practitioner and the gatekeeper. The reason
behind this is that when the cure probability is high, the number of patients being
referred to the medical specialists will be low, which decreases the waiting time at
the medical specialists. Meanwhile, it is noteworthy that the relationship between the
waiting time at the medical specialists and the proportion visiting the medical specialists
is not monotone. On the one hand, increasing the proportion gives medical specialists
greater pressure, which increases the waiting time. On the other hand, such an increment
means more patients receive correct treatment the first time, and therefore, they need
less time to be cured by the medical specialists. The two conflicting forces together drive
the non-monotone relationship between the waiting time and the entry proportion.

Table 2. Waiting time at the medical specialists

Cure probability

80% 90% 100%

Entry to the medical specialists (AI) 0.5 292.4 289.18 285.63

0.8 284.4 267.62 251.81

0.85 276.77 261.72 258.75

0.9 273.41 261.27 245.81

0.95 272.74 263.19 262.98

Entry to the medical specialists (GK) 0.8 285.95 276.53 280.49

0.85 290.23 276.31 270.05

0.9 275.8 269.74 259.22

0.95 283.11 281.51 265.29

Note. Upper Panel: The Service Systemwith an AIGeneral Practitioner; Lower Panel: The Service
Systemwith aGatekeeper. Rowspresent results for different proportions of patient arrivals as direct
entry to medical specialists (0.8, 0.85, 0.9, 0.95), while columns present results for different cure
probabilities (80%, 90%, 100%).



62 H. Liu and Y.-J. Chen

Table 3 suggests that theAI generates lower utilization of themedical specialists than
GK for reasons similar to those described in the previous analysis. For example, when
the direct-entry patients seeing themedical specialists constitute 0.95 of the flow, and the
cure probability is 90%, the utilization of GK is 0.3587, which is larger than that of AI
(0.1476). Table 3 also points out that the utilization of the medical specialists decreases
in both cure probability of the AI general practitioner and the gatekeeper because, when
the cure probability of the AI general practitioner or the gatekeeper is high, the number
of patients being transferred to medical specialists will decrease, which then decreases
the utilization of medical specialists. A final note is that we omit the comparison with
the other benchmark where all patients go to the medical specialists directly because the
queue length will be infinity and the server will be fully utilized under such a case.

Table 3. The scheduled utilization of the medical specialists

Cure probability

80% 90% 100%

Entry to the medical specialists (AI) 0.5 0.5041 0.4267 0.3794

0.8 0.3478 0.2333 0.1483

0.85 0.3218 0.2229 0.1072

0.9 0.2914 0.1801 0.0738

0.95 0.2664 0.1476 0.034

Entry to the medical specialists (GK) 0.8 0.4345 0.3464 0.2718

0.85 0.431 0.3538 0.2725

0.9 0.3361 0.2488 0.1451

0.95 0.4457 0.3587 0.2639

Note. Upper Panel: The Service Systemwith an AIGeneral Practitioner; Lower Panel: The Service
Systemwith aGatekeeper. Rowspresent results for different proportions of patient arrivals as direct
entry to medical specialists (0.8, 0.85, 0.9, 0.95), while columns present results for different cure
probabilities (80%, 90%, 100%).

6 Discussion

The application of AI is becoming increasingly prevalent in healthcare. AI enhances
performance of the healthcare service system from various aspects. However, a vast
vacuum remains in the literature on how AI influences healthcare operations manage-
ment. Classic studies focus on capacity planning, resource allocation, and redesign of
processes, but none have considered the impact of emerging technologies such as AI.
The introduction of AI to healthcare brings drastic changes in prognosis, diagnosis,
treatment, and the availability of clinical expertise, among others. In this paper, we base
our analysis on this trend in practice, and aim to fill in the research gap and motivate
more research in this area.
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Specifically, we examine the role of AI as a general practitioner in the form of
a chatbot or mobile app. The AI first receives and analyzes pictures patients take or
descriptions patients write about their symptoms. Then it makes diagnoses and offers
treatment instructions accordingly. Note that the model fits not only the case of a service
system with an AI general practitioner but also vast cases in agriculture. For crops,
there are apps diagnosing plant diseases, pest damages, and nutrient deficiencies. These
apps are able to offer corresponding treatment measures in the absence of experts. In
animal husbandry, AI can also analyze conditions affecting cows and help farmers make
decisions. Introducing AI to developing economies and the agricultural sector benefits
the farmer by improving productivity and product quality.

We conclude the paper by pointing out future research directions to enrich the current
content of our model. First, patients’ conditions can be time-dependent. Denote by
x(x0,t) the condition of a patient when the correct treatment is performed, where x0
is the initial state of the patient upon arrival and t is the time the patient spends until
the correct treatment is performed. The function x(x0,t) is increasing in both x0 and t.
Here, the consequence of delayed treatment is reflected in not only the waiting cost from
a psychological perspective but also a deterioration of the condition from a physical
perspective. Meanwhile, it is also possible that a patient is self-cured or spontaneously
cured after a period, especially when the severity is low, which complicates the analysis.
Second, rational patients may be considered. Upon arrival, a patient rationally decides on
which doctor to visit, by comparing costs under the two treatment options. In particular, a
patient faces a tradeoff between a longwaiting time under amedical specialist’s treatment
and a possibility of misdiagnosis (and hence an even longer delay in treatment) under an
AI general practitioner’s treatment. In such a case, one needs to solve for the equilibrium
and characterize the optimal strategy of patients in equilibrium.

The generalization of existing results to the case of misdiagnoses by the AI requires
further study. For example, the probability of misdiagnoses q(x) may be an increasing
function of the patient’s condition, i.e., the more serious the patient’s condition is, the
more challenging for both the AI and the patient to perform the correct treatment and
hence themore likely that misdiagnoses will happen.Moreover, the additional stay in the
system d(x) after an incorrect treatment may also be correlated to the patient’s condition
x. On the one hand, a patient with more serious symptoms may deteriorate more quickly
than a less severe one and hence visit the medical specialist very soon. On the other hand,
patients with a more complicated situation usually expect to follow the instructions by
AI for a longer time before they heal. Therefore, there may be a prolonged period before
a follow-up consultation. To support the functional form for d(x), empirical evidence on
follow-up consultation should be collected.
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A U-net Architecture Based Model for Precise
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Abstract. Convolutional Neural Network (CNN) is one of themain deep learning
algorithms that has gained increasing popularity in a variety of domains across the
globe. In this paper, we use U-net, one of the CNN architectures, to predict spatial
PM2.5 concentrations for each 500m× 500m grid in Beijing. Different aspects of
data including satellite data, meteorological data, high density PM2.5 monitoring
data and topography data were taken into consideration. The temporal and spatial
distribution patterns of PM2.5 concentrations can be learned from the result. Then,
a customized threshold was added for each predicted grid PM2.5 concentration
to define high-value areas to find precise location of potential PM2.5 discharge
events.

Keywords: Convolutional Neural Network (CNN) · U-net · Deep learning ·
PM2.5 concentration

1 Introduction

Beijing is a megacity with intensive energy consumption and relatively concentrated
air pollutants emissions. Many factors contribute to the high concentration of PM2.5
in Beijing, and one of them is its unique geographical location. It connects to Taihang
Mountain on the west and Yanshan Mountain on the north, and the ridges form an
arc- shaped barrier with an average elevation of 1000 m (3280 feet), which makes air
pollutants difficult to diffuse. In addition, the air quality is also affected by its surrounding
regions especially from the South where the air pollution level is higher.

With the implementation of PM2.5 regulations in Beijing over the past few years,
the concentration of PM2.5 has decreased from 89 µg/m3 to 38 µg/m3 from 2013 to
2020, with a decreasing rate of 57.3%. However, it was still higher than the second
level concentration limit of National Ambient Air Quality Standard (35 µg/m3). Since
2019, the annual average concentrations of SO2, NO2, CO and PM10 have reached
the second level concentration limit of National Ambient Air Quality Standard for two
consecutive years, only PM2.5 and O3 were still higher than the standard. And PM2.5
composed the majority part in heavy pollution days. In 2020, PM2.5 was still the major
pollutant in heavy pollution days, accounting for 70.0%. Thus, PM2.5 is still one of the
major pollutants affecting air quality in Beijing. With its unique geographical location
and complex air pollution situations, to continuously improve air quality in Beijing,

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
R. Qiu et al. (Eds.): ICSS 2021, LNOR, pp. 65–75, 2021.
https://doi.org/10.1007/978-3-030-90275-9_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90275-9_6&domain=pdf
https://doi.org/10.1007/978-3-030-90275-9_6


66 F. Wang et al.

it is necessary to develop a method to better understand the pollutant concentration
distribution and locate high discharge areas.

The current PM2.5 monitoring system is a combination of traditional air quality mon-
itoring systems (i.e. city monitors, state monitors, etc) and high-density IoT monitoring
network based on low cost sensors. However, due to the limited number and the limita-
tion of spatial distribution of monitors, it is difficult to obtain the pollution concentration
of certain areas. The common way to obtain the concentration where a monitor does not
exist is to use interpolation methods such as inverse distance weighting interpolation
(IDW) and Kriging interpolation, etc. But the downside of interpolation methods is that
it normally has a large error and is not quite reliable [1, 2].

Another method to calculate the concentration of PM2.5 is using Satellite remote
sensing technique. Compared with the traditional ground monitoring stations, satellite
remote sensing technology can measure large spatial and temporal pollutant concentra-
tion. Satellite remote sensing technique has become one of the most important PM2.5
concentration monitoring methods [3, 4]. Previous research has found that there is a
correlation between Aerosol Optical Depth (AOD) and concentration of near-ground
particles [5–8]. The PM2.5 concentrations can be calculated by using multipleregression
[9], Chemical Transport Model (CMT) [10] and Mixed Effect Model [11], etc. These
models can measure pollutant concentration on a large spatial and temporal scale, but
cannot capture partial changes.

Based on previous research, deep learning methods can also be used to compute the
concentration of PM2.5. This paper uses Convolutional Neural Network (CNN), a deep
learning algorithm which takes surface meteorological data, topographical conditions,
high-density PM2.5 monitoring data, Satellite remote sensing data and grids data as input
and outputs the grid PM2.5 concentrations.

2 Method

Convolutional Neural Network (CNN) is a deep learning neural network which is com-
posed of multiple layers of artificial neurons to process structured data such as images
[12, 13]. The artificial neurons are mathematical functions which are designed to calcu-
late the weighted sum of different inputs and yield an activation value. A typical CNN
includes three layers: convolution layer, pooling layer and fully connected layer. The
convolutional layers are to extract features from the input image, the pooling layers are
to reduce the dimension of the input image and the fully connected layer is to map the
extracted features into final output [14] (see Fig. 1).

Fig. 1. Typical convolutional neural network process
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2.1 Convolution and Activation

A convolution is a type of linear operation used to extract features from input images.
It learns the image features by using a small square of data (known as a kernel or a
filter and the data is called weights or parameters) multiplied with an array of the input
data [14]. The kernel starts from the top left corner of the input image and slides to the
right of the image by a predefined step size. For each sliding step, the dot product of
the kernel and the pixel values gives a single activation value. After sliding all over the
cells, an array of numbers was produced, known as an activation map or a feature map
(see Fig. 2).

Fig. 2. Feature extraction process

The convolution process represents a linear relationship between the inputs and
outputs, which results in one of the drawbacks that nonlinear functions could not well
fit in such a process. Therefore, we combined it with nonlinear functions to increase
the flexibility for more complex scenarios. The new component we added in the CNN
architecture is an activation function. Among commonly used activation functions, such
as Sigmoid, Tanh and ReLU, we chose ReLU in our case for its reliability.

If the input image has a size ofW×W×D and the kernel with a spatial size of F and
stride S and amount of padding P, then, the size of the output volume can be determined
by the following formula:

Wout = W − F + 2P

S
+ 1

The size of output volume will be: Wout × Wout × D
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2.2 Pooling Layer

Pooling layer is designed to reduce the spatial size of the featured maps as well as the
needed amount of computations andweights in thewayof replacing a pixel neighborhood
of the output with a summary static such as Max Pooling, Min Pooling and Average
Pooling. In this paper we will use Max pooling (see Fig. 3).

Fig. 3. Pooling process

If we have an activation map of size W×W×D, and a pooling kernel with a spatial
size F and stride S and amount of padding P, then size of the output volume can be
determined by formula:

Wout = W − F

S + 1

The size of output volume will be: Wout × Wout × D

2.3 Fully Connected Layer

A fully connected layer bridges all the neurons in the preceding steps by inputting
and outputting vectors normally via the connection of a classification function, such as
Sigmoid and Softmax [14]. In this paper, however, we will apply a regression function
on the output since we are expecting to get the concentration of PM2.5.

Generally used CNN architectures include VGG, Le Net-5 and U-Net. We will use
U-Net in our case for modification of parameters in the process of data training. U-
Net consists of two functions: contraction, following the convolution and pooling; and
symmetric expanding, turning transposed convolutions into enabled precise localization
[15]. In the contraction path, it uses 3 × 3 unpadded convolutions with ReLU as the
activation function, followed by a 2 × 2 max pooling with a stride of 2 for spatial
reduction. For the expansive path, it uses 2 × 2 transposed convolution with stride 2,
then followed by two 3 × 3 convolutional layers to concatenate with a cropped version
of the previous feature map (see Fig. 4).
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Fig. 4. U-net architecture

3 Data

3.1 Satellite Data

We chose to use the MODISL2G1km data from Satellite Terra and Aqua, obtained from
NASA’s website. The time period is set from 01/01/2020 to 12/31/2020. The data is
pre-processed into 500 m * 500 m using bilinear interpolation method.

3.2 Meteorological Data

The Meteorological data, that includes temperature, atmospheric pressure, humidity,
precipitation, evaporation, wind direction, and wind speed, is obtained from the National
Meteorological Data Center based on the 18 monitoring spots in Beijing. Similarly, the
data was pre-processed into 500 m * 500 m using Kriging interpolation approach for
better result [16]. Time period is set from January 2020 to December 2020.

3.3 High Density PM2.5 Monitoring Data

In 2016, more than a thousand sensors were set up for PM2.5 monitoring. The spatial
distribution of sensors is 3 km * 3 km in flat areas and 8 km × 8 km in mountain areas.
And the data from January 2020 to December 2020 was used.

3.4 Topography Data

The topography data was obtained from the Shuttle Radar TopographyMission (SRTM)
Digital Elevation Model (DEM) with a spatial resolution of 90 m * 90 m.

The data used in the model is shown in Table 1.
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Table 1. Information of data items

Data Parameter Description Unit Data Parameter Description Unit

PM2.5 PM2.5 Particle ≤
size
2.5 µm3

µg/m3 Meteorological
Data

Pressure Surface
pressure

Pa

Satellite
Data

AOD MAIAC
AOD

- Temperature 2 m air
temperature

°C

Land
Utilization

VI Vegetational
Coverage

- Humidity Relative
humidity

%

LUC Land
Coverage

- Precipitation Total
precipitation

mm

Topography DEM Digital
Elevation
Model

M Evaporation Evaporation mm

Relief Surface
relief

m Wind Speed 10 m wind
speed

m/s

Aspect Surface
aspect

degree Wind
Direction

10 m wind
direction

16
directions

Slope Surface
slope

degree Sunshine
Duration

sunshine
duration

Hour

0 cm ground
temperature

0 cm ground
temperature

°C

4 Result

To train the data, we deployed pre-processed satellite data, PM2.5 monitoring data,
meteorological and topography data into one feature vector and then took the feature
vector as the input of U-net architecture for feature extraction and pattern learning.
For each feature vector, it contains 12 values for PM2.5 monitoring data per month,
3 * 12 pre-processed AOD values, 9 * 18 * 12 meteorological values, one topography
information value, 3 LUC and 6 VI values, which generate 2110 feature values. Then
we used the corresponding values to define labels, such as the value of PM2.5 higher
than a certain threshold, we label it as 1. Finally we took the encoded data as a training
dataset and deployed supervised learning based on U-net architecture. After the CNN
model is trained, we then apply the network for PM2.5 concentration predictions. The
whole process is shown in Fig. 5.

For the accuracy of the model, we use Root Mean Squared Error (RMSE) to evaluate
the predictions. The formula of the error function is defined as:

RMSE =
√

1

N

∑N

t=1

(
yt − y

∧

t

)2
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Fig. 5. Framework of grid PM2.5 concentration prediction

Where N is the number of monitoring sensors, y
∧

t is the predicted concentration for girds
where a monitoring device exists and yt is the actual monitored PM2.5 concentration.
The RMSE for annual average PM2.5 concentrations is 2.24 and the monthly average
is 4.76. We then calculated the correlation for each predicted concentration with actual
monitored concentration. The result shows a positive relation correlation with a R2 of
0.88 for annual average and 0.91 for monthly average. Figure 6 shows the scatter plot
of the correlation between estimated PM2.5 concentration and observed concentration.

 (a)   Annual Average (b) Monthly Average

Fig. 6. Estimated PM2.5 concentration and observed PM2.5 concentration

To further examine the performance of the U-Net based model we deployed in our
study, two other commonly used deep learning models were adopted and compared,
and the results were listed in Table 2. We used the monthly averaged dataset for the
comparison. The RMSE for Gated Recurrent Unit (GRU) and VGG16 were 8.52 and
6.54 respectively, which were much higher than the RMSE we got for the U-Net based
model. Also, the R2 for GRU and VGG 16 were 0.77 and 0.84, lower than that of the
U-Net. In conclusion, the U-Net model we developed has done a relatively better job in
terms of extracting, classifying, processing and predicting data.



72 F. Wang et al.

Table 2. Comparison of the performance of models based on monthly predictions

Model RMSE R2

GRU 8.52 0.77

VGG 16 6.54 0.84

U-Net 4.76 0.91

5 Application

5.1 Beijing Spatial PM2.5 Concentration Distribution

Beijing has been divided into 500 m * 500 m grids and with the output of the algorithm,
we can obtain PM2.5 concentration data for each grid. With the data, we can use data
visualization techniques to display PM2.5 concentration distributions of Beijing, which
enable us to learn the patterns of distribution to get a clear idea of distribution character-
istics in different time periods. Figure 7a shows PM2.5 concentration spatial distributions
of 2020. From the figure, it is obvious to see that the concentration of PM2.5 gradually
decreases from South to the North, showing a gradient distribution.

Besides annual distribution, we can also visualize monthly distributions to get more
details of the patterns. Figure 7b shows the concentration distribution in January 2020.
In January, the Southern part has the worst air quality especially in Fangshan, Daxing
and Tongzhou districts, while the Northern part has the best air quality. And a small part
of the northwest has a slightly higher pollution level than the North. The distribution has
the same pattern as the annual PM2.5 concentration distribution, which shows a gradient
distribution from North to the South.

(a) Beijing PM2.5 Distribution in 2020 (b) Beijing PM2.5 Distribution in January 2020 

Fig. 7. PM2.5 Distribution in Beijing
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5.2 High Value Areas

By creating the spatial distributionmap, it delivers a general idea of the characteristics of
PM2.5 distributions of different time periods and concentration levels in each township.
We then further processed the grid concentration data to add a customized threshold (i.e.
35 ug/m3) by giving varied weights to different parts of the mega city, for example a
higher weight is assigned to the grids inside the built-up area while those in the suburb
have a lower weight. Then, the weighted concentration scores are calculated and ranked,
the top 15% on the list will be automatically recognized as significant high-value area
(marked with purple), the 16%–30% will be recognized as moderate high-value area
(marked with red), and the 31%–45% will be recognized as normal high-value area
(marked with orange). All high-value areas will be highlighted on the map. Each area
where high value is densely distributed, is corresponding to higher pollution level in
the spatial distribution. Take January 2020 as an example, from the spatial distribution
(January in Fig. 7b), it is obvious that the pollution level is more severe in the South than
the North, especially in Fangshan, Daxing and Tongzhou districts. The distribution of
HighValue areas in January (Fig. 8(A)) shows the same pattern as the spatial distribution.
For each highlighted area, it means there is an occurrence of high pollution discharge
in the specific area. Since the high discharge areas have been narrowed down to 500 m
* 500 m grids and with geological information, it is possible to locate the discharge
events. One of the ways to locate these areas are to enlarge the map and find the location
information about a specific grid. Take a random high value area in Fangshan District in
January 2020 as an example, when we enlarge the map, we can clearly see the location
of the grid (Fig. 8(B)) is next to Beijing Tixiang Golf club and right by the toll gate
of G4 highway. Thus it is possible to help local authorities find the source of discharge
events and implement management strategies accordingly.

(a) High value area distribution                                                      (b) Location of a high value area in Fengtai district 

Fig. 8. PM2.5 distributions in January 2020

6 Summary

This paper uses U-net architecture and combines Satellite sensing data, meteorological
data, high-density PM2.5 monitoring network data and topography data together as an



74 F. Wang et al.

input for the deep learning model to calculate the spatial concentration of PM2.5 for
each 500 m * 500 m grid in Beijing. By visualizing the result, we obtained PM2.5
concentration distribution patterns on a temporal and spatial scale. To further narrow
down high concentration distribution areas, we added a customized threshold for each
grid to locate high value areas. Spatial distribution shows overall distribution of Beijing,
while high-value areas help identify specific high discharge events to enable authorities
to find potential sources of pollutants. With the combination of spatial distribution of
PM2.5 and high-value areas, it is possible to help the city continuously improve its air
quality. For next steps, we are planning to add more features such as pollution source
data and high altitude meteorological data to further improve the accuracy of the result.
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Abstract. Acute kidney injury (AKI), which refers to the abrupt decrease in renal
function, is a common clinical condition in cardiovascular patients. The interac-
tion between heart and kidney complicates the patient’s condition, increasing the
difficulty of treatment. Therefore, AKI is one of the focuses in the management
of cardiovascular patients. Timely reversal of AKI is beneficial to the treatment
of patients. In this study, we build a voting-based ensemble prediction model of
acute kidney disease (AKD, referring to acute or subacute kidney damage for
7–90 days) risk for patients in coronary care units (CCU) based on clinical data
within the first 6 h since CCU admission, in order to identify the patients whose
AKI is hard to reverse. Then we interpret our prediction model using Shapley
additive explanation values to help pinpoint important predictors and influence of
clinical characteristics such as fluid status on AKD risk. The results show that our
method has the potential to support clinical decision making.

Keywords: Acute kidney injury · Machine learning · Model interpretation ·
Clinical decision support

1 Introduction

Acute kidney injury (AKI) refers to the abrupt decrease in renal function, resulting in the
retention of urea and other nitrogenous waste products and dysregulation of extracellular
volume and electrolytes [1]. AKI can range from mild kidney impairment to severe
kidney failure requiring dialysis. Previous studies have found that even mild kidney
injury is related to poor prognoses and high resource consumption [2]. AKI is common
in hospitalized patients: according to a meta-analysis conducted by the acute kidney
injury advisory group of the, the overall pooled incidence rate and mortality rate of
AKI reach 22.8% and 22.4% respectively [3]. The etiology of AKI can be classified into
three categories: prerenal disease (caused by insufficient renal perfusion, often because of
volume depletion), intrinsic renal disease (caused by intrinsic damages of renal tissues),
and postrenal causes (caused by urinary tract obstruction). Approximately 65%–75% of
cases of AKI in the hospital are due to either prerenal disease or acute tubular necrosis
(ATN) [4]. If not reversed or treated timely, prerenal AKI can cause tissue death in the
kidneys and lead to intrinsic AKI.
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Nowadays, the prevalence of AKI and cardiorenal syndrome (CRS) is growing in
hospitalized patients with cardiovascular diseases (CVD), attracting expanding focuses.
AKI occurs in approximately 1/4 inpatients with CVD [5]. In the cardiac intensive care
unit, AKI prevalence is reported to be 25%–50%, up to 1/3 of which is severe AKI [6].
On the one hand, heart diseases and kidney diseases share several common diseases such
as diabetes, hypertension, and high cholesterol. On the other hand, dysfunctional heart
and kidneys can impact each other through hemodynamic derangements, inflammatory
signaling pathways, and neurohormonal activation, leading to mutual end-organ disease
progression [7]. The majority of AKI in patients with CVD is caused by decreased
renal perfusion due to low cardiac output and is usually reversible. Through supportive
treatment and volume management, physicians can correct the reduced renal perfusion
and reverse the hemodynamic damage earlier, thus facilitating the control of the disease
and improving patient outcomes.

AKI occurrence, severity, and duration are all related to the short- and long-term
outcomes of patients with CVD. For patients with acute heart failure, previous studies
obtain different conclusions on the impact of transient AKI on prognosis, but all of
them validate that persistent AKI significantly increases the mortality risk [8, 9]. For
myocardial infarction patients, except for patients with transient mild AKI, the outcomes
of all patients with persistent AKI or moderate/severe AKI are significantly worse than
those without AKI [10, 11]. To improve the outcomes of patients with CVD, both AKI
prevention and AKI recovery should be paid attention to.

Abundant research has worked on AKI prediction and prevention, but relatively less
attention has been given to recovery from AKI. Through the study on approximately
17,000 critically ill patients with moderate or severe AKI, Kellum and his team observe
five patterns of AKI recovery: early sustained reversal, relapse recovery, relapse no
recovery, late reversal, and never reversed [12]. Early reversal is defined as the absence
ofAKI for at least 24 hwithin 7 days of the first onset ofAKI in their study and is reported
to be associated with significant improvement in outcome compared to late reversal and
non-reversal. The counterpart of early reversal is acute kidney disease (AKD), which
describes acute or subacute kidney damage for 7–90 days.

Early identification of persistent AKI is important in patient management [13], help-
ing clinicians conduct extended evaluation and intervention to avoid further kidney
damage and reciprocal deterioration between heart and kidneys. However, there are still
limited prediction tools for persistent AKI and delayed recovery. Risk factors have not
been investigated enough either. Thoughmachine learning and artificial intelligence have
been widely used in AKI management, most focus on AKI prediction [14], mortality
prediction [15], and risk factors contributing to AKI [16]. Few have paid attention to
the effect of treatment measures and other factors on the development or recovery of
AKI. Previous studies [17, 18] mainly use resistive index, Cystain C, NGAL, and other
biomarkers to differentiate rapid reversal of AKI from persistent AKI. Brown et al. [19]
use step-wise multivariable negative binomial regression analysis to predict the AKI
duration after cardiac surgery. They find that independent predictors involve baseline
patient and disease characteristics, operative and post-operative factors. Peerapornratana
and his colleagues [20] study sepsis-associated acute kidney disease and predict whether
patients would develop AKD using logistic regression based on clinical variables and
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biomarkers.While existing AKI biomarkers have limited predictability, the combination
of biomarkers and clinical variables can achieve an area under the receiver operating
characteristic curve (AUC) score of 0.74. They find that male sex, African American
race, and high acute physiology score III significantly increase the odds of developing
AKD, while high urine output and the use of mechanical ventilation significantly favor
AKI early reversal. The interpretability of machine learning prediction models is also
an important problem. While more and more complex models are applied to improve
predictive performance, more challenges are encountered in practical application due to
the lack of interpretability.

In view of these limitations in existing studies, this study uses machine learning
methods to predict and analyze AKI recovery in CCU patients and focuses on the inter-
pretability of the model to better support the management of AKI. Specifically, we
investigate several base prediction models and their stacking and voting ensembles to
predict the risk of developing AKD using the data within the first 6 h in CCU. Then
based on the voting ensemble with the best prediction performance, we apply Shapley
additive explanation (SHAP) values to interpret themodel, identify important predictors,
and analyze the impacts of fluid and blood pressure management on AKI recovery, so
as to support clinical decision making.

2 Data Set

2.1 Data Source

The data used in this study is extracted fromMedical InformationMark for IntensiveCare
(MIMIC-III) database. MIMIC-III database is a freely accessible critical care database
[21], which is in accordance with the Health Insurance Portability and Accountability
Act (HIPAA) Privacy Rule. The database includes 58,976 hospitalizations and 61,532
associated ICU stays from46,520 patients admitted to the critical care units in Beth Israel
Deaconess Medical Center between 2001 and 2012. Specifically, for adult patients, the
data involves medical intensive care unit (MICU), surgical intensive care unit (SICU),
coronary care unit (CCU), cardiac surgery recovery unit (CSRU), and trauma surgical
intensive care unit (TSICU).

We extract adult CCU patient data with a primary diagnosis of CVD (ICD9 code:
390.−429.) and having AKI within the first 24 h in CCU. AKI is diagnosed and
staged according to KDIGO (Kidney Disease: Improving Global Outcomes) criteria
[22]. Patients older than 89 years old, with CCU length of stay less than 24 h, with
baseline serum creatinine (SCr) higher than 4 mg/dL, receiving renal replacement ther-
apy (RRT) before CCU admission or expired within 7 days after CCU admission are
excluded. The final dataset includes 1,240 patients, among which 1,121 patients occur
early reversal and 119 patients develop AKD (Fig. 1).

Through literature review and consultationwith clinicians, we extract demographics,
basic health conditions, vital signs, laboratory measures, fluids, and other interventions
within the first 6 h inCCU to predict the risk of developingAKD.Table 1 lists the detailed
clinical variables. The baseline SCr is estimated by the minimum serum creatinine level.
Body mass index (BMI) is calculated from admission weight and height.
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Fig. 1. Data inclusion and exclusion

Table 1. Clinical variables in the dataset

Class Variable Data
type

Missing
(%)

Class Variable Data
type

Missing
(%)

Demographics Age Numeric 0.0 Basic health
conditions

Primary
diagnosis

String 0.0

Gender Binary 0.0 Baseline
creatinine

Numeric 0.0

Ethnicity Nominal 0.0 Diabetes
mellitus

Binary 0.0

Vital signs BMI Numeric 12.1 Hypertension Binary 0.0

Body
temperature

Numeric 3.9 CKD Binary 0.0

Systolic BP Numeric 1.6 CHF Binary 0.0

Diastolic BP Numeric 1.6 AKI stage Ordinal 0.0

Mean
Arterial BP

Numeric 1.6 Fluids Crystalloids Numeric 0.0

CVP Numeric 82.7 Colloids Numeric 0.0

SpO2 Numeric 1.7 Normal saline Numeric 0.0

Heart rate Numeric 1.3 Lactated ringers Numeric 0.0

Respiration
rate

Numeric 1.3 Urine output Numeric 0.0

Lab
measurements

Albumin Numeric 68.8 Net fluid
balance

Numeric 0.0

Bicarbonate Numeric 10.7 Other
interventions

Mechanic
ventilation

Binary 0.0

(continued)
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Table 1. (continued)

Class Variable Data
type

Missing
(%)

Class Variable Data
type

Missing
(%)

BNP Numeric 98.9 RRT Binary 0.0

BUN Numeric 9.2 Diuretics Binary 0.0

Chloride Binary 9.4 Epinephrine Binary 0.0

Creatinine Numeric 9.2 Norepinephrine Binary 0.0

Hematocrit String 6.4 Phenylephrine Binary 0.0

Hemoglobin Ordinal 8.3 Vasopressin Binary 0.0

Lactate Numeric 66.2 Dopamine Binary 0.0

Platelet Numeric 9.8 Dobutamine Binary 0.0

Sodium Nominal 7.7

White blood
cell

Numeric 12.7

Abbreviations: BP: Blood pressure; CVP: Central venous pressure; BUN: Blood urea nitrogen;
BNP: Brain natriuretic peptide; CKD: Chronic kidney disease; CHF: Congestive heart failure

2.2 Data Pre-processing

To deal with the missing values, we first delete variables with more than 60% missing
values including CVP, albumin, BNP, and lactate. Regarding other indicators containing
missing values, median values are used to impute. For time-dependent variables includ-
ing vital signs (except BMI) and laboratory measurements, we extract the maximum and
minimum values within the first 6 h in CCU.

The primary diagnosis of each patient is recorded as the International Classification
of Diseases (ICD-9) code in the MIMIC-III database. The first 3 digits are extracted
and analyzed for each ICD-9 code. Top 6 frequent primary diagnoses (acute myocardial
infarction, cardiac dysrhythmias, heart failure, other forms of chronic ischemic heart
disease, other diseases of endocardium, and other diseases of pericardium) cover more
than 90% of cases. We convert the primary diagnosis from a string to a one-hot vector
based on these 6 primary diagnoses, with the elements referring to ICD-9 codes (410.,
427, 428., 414., 424., 423.). 70% of the data is used for training and 30% for held-out
tests.

3 Methods

3.1 Framework

Our prediction and interpretation framework is shown in Fig. 2. After data extraction and
pre-processing, we first propose six base predictive models to handle the class imbalance
problem. Then stacking ensemble and voting ensemble are applied to convert the weak
learners to stronger ones. The stacking model trains a second-layer learning algorithm
using the predictions of base-learners as input, which can typically enhance predic-
tion accuracy and robustness than individual models. Soft-voting is an easy but useful
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ensemblemethod inwhich the prediction probabilities of individualmodels areweighted
averaging to obtain the final prediction. It can combine the advantages of different mod-
els and achieve better performance. Finally, the ensemble model is interpreted using
SHAP values, which is model-agnostic and thus supports a wide range of prediction
models. Through the model interpretation, not only do we identify important predictors,
but also pinpoint the detailed impacts of predictors on AKD risk.

Fig. 2. Framework of AKD risk prediction and interpretation

3.2 Prediction

Logistic regression is popular in clinical prediction [14] for its solid theoretical founda-
tion and nice interpretation, thus widely used as a baseline. Compared to linear models,
tree models support non-linearity better. We explore three ensemble models of deci-
sion trees: random forest, XGBoost, and LGBM. Random forest obtains accuracy and
robustness through bagging strategy [23]. XGBoost [24] and LGBM [25] achieve peak
performance and efficiency with gradient boosting and parallel computing. To deal with
the class imbalance problem, two strategies are considered: weight adjustment and over-
sampling. The weight adjustment strategy increases the punishment of misclassifying
minority examples, while over-sampling increases the number of minorities. ADASYN
[26] is an efficient over-sampling method that can generate more synthetic data for
“harder-to-learn” examples, i.e.,minority exampleswithmoremajority examples in their
neighborhood. Specifically, we investigate six base-learners, forwhich hyper-parameters
are determined using 5-fold cross-validation on the training set and displayed in
Table 2.

(1) Logistic regression with balanced class weight (LR): weight in the logistic regres-
sion model is adjusted to be inversely proportional to class frequency in the input
data asN/(Nc ∗Ni) for class i, whereN ,Nc,Ni refer to the number of total samples,
number of classes, and number of samples in class i respectively. The penalization
of the misclassification of minority class (i.e., class of AKD) is N0/N1 times as
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much as that of majority class (i.e., class of early reversal), where N0 and N1 refer
to the number of majority and minority class respectively.

(2) Random forest with balanced class weight (RF): similar to LR, class weights in the
random forest model are adjusted to be inversely proportional to class frequencies
in the input data.

(3) Extremegradient boostingmachine (XGBoost)with balanced classweight (XGB1):
the weight of samples in the AKD class in XGBoost model is multiplied by N0/N1.

(4) XGBoost with half balanced class weight (XGB2): the weight of samples in the
AKD class in XGBoost model is multiplied byN0/2N1. Reducing the weight weak-
ens the penalization of misclassification of minority class and favors prediction
specificity more.

(5) Combination of adaptive synthetic sampling (ADASYN) and XGBoost (XGB3):
ADASYN, which generates more synthetic data for minority class based on a
weighted distribution for different minority class samples according to their learn-
ing difficulty, is used for oversampling. It is an extension of synthetic minority
oversampling technique (SMOTE), creating more examples in the vicinity of the
boundary between the two classes than in the interior of the minority class. Then
an XGBoost model is trained on the oversampling training set.

(6) Light gradient boosting machine with balanced class weight (LGBM): the weight
of samples in the AKD class in LightGBM model is multiplied by N0/N1.

Table 2. Hyper-parameters for base-learners

Base-learner Hyper-parameters

LR penalty =’l2’; C = 0.001

RF max_depth = 7; n_estimators = 100; min_samples_split = 150

XGB1 learning_rate = 0.1; n_estimators = 30; max_depth = 5; min_child_weight =
50; gamma = 0.1; subsample = 0.7; colsample_bytree = 0.9

XGB2 learning_rate = 0.1; n_estimators = 30; max_depth = 5; min_child_weight =
30; gamma = 0.1; subsample = 0.7; colsample_bytree = 0.8

XGB3 ADASYN: sampling_strategy = 1; n_neighbors = 5
XGBoost: learning_rate = 0.1; n_estimators = 30; max_depth = 5;
min_child_weight = 50; gamma = 0.1; subsample = 0.7; colsample_bytree =
0.9;

LGBM learning_rate = 0.1; n_estimators = 50; max_depth = 5; num_leaves = 30;
min_child_weight = 50; subsample = 0.8; colsample_bytree = 0.8; reg_lambda
= 0.1; reg_alpha = 0.1

Stacking and voting methods are applied to combine the weak base-learners to
achieve better performance. In the stacking ensemble, logistic regression with balance
classed weight is used as the meta-learner to train based on the predictions of base-
learners. In the voting ensemble, weights are assigned as the F1 score of each basemodel.
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We compare different combinations of base-learners to select the best base-learner group
for both ensemble methods.

3.3 Interpretation

Toobtain reliablemodel interpretation results, it is important to guarantee the consistency
of feature attribution, which means that for model f and f ′, if

f ′
x (S) − f ′

x (S\i) ≥ fx(S) − fx(S\i),∀S ∈ F (1)

then φi
(
f ′, x

) ≥ φi(f , x), where F is the set of predictors and φ represents the
feature attribution or feature importance. In other words, when the model changes, if the
contribution of feature i to the model output does not decrease, then the importance of
feature i should not decrease, either.

Traditional feature importance calculated by the weight or gain in tree-based models
or by odds ratio in logistic regression cannot guarantee consistency. Therefore, for better
interpretation, we employ the SHAP method [27] which originates from game theory
and has a solid theoretical foundation. It calculates the marginal effect of each feature
for each instance based on the game theoretically optimal Shapley values φ:

φj(val) =
∑

S⊆{x1,...,xp}\{xj}
|S|!(p − |S| − 1)!

p! · [
val

(
S ∪ {

xj
}) − val(S)

]
(2)

where, {x1, . . . , xp} are the p features in the model, xj is the feature of interest, and

val(S) = ∫ f̂
(
x1, . . . , xp

)
dPx/∈S − EX ∫ f̂ (X ) (3)

presents the prediction of model f for feature values in subset S that are marginalized
over features excluded in subset S.

The SHAP method estimates Shapley values in a kernel-based approach inspired by
local surrogate models. It is model-agnostic, and can provide information both globally
(for total dataset) and locally (for each instance).

4 Results

4.1 Comparison of Different Methodologies with All Patient Features

Table 3 lists the performance of different predictive models with all patient features. The
results are reported as mean values with 95% confidence interval obtained from n = 200
bootstrap samples on the test set. The best performance for each metric among six base
learners is underlined and the best among all models is in bold.
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Comparing the base predictivemodels, balanced weight inversely proportional to the
number of samples for LR, XGB1, and LGBM largely increase the sensitivity of identi-
fying high-risk AKD patient at the sacrifice of specificity. RF achieves better specificity
but performs worse on sensitivity than LR, XGB1, and LGBM. When we adjust the
weight of the minority class in XGB1 to half, though we can obtain higher specificity,
XGB2 performs quite poorly on sensitivity and AUC score. Both F1 score and AUC
score of XGB3 are the lowest. It achieves a bit higher sensitivity but lower specificity
than XGB2. XGB1 outperforms the other five base-learners in both F1 score and AUC
score.

Due to the relatively poorerAUCscores ofXGB2andXGB3,we test the performance
of including and excluding these two base learners in the two ensembles. Results show
that voting ensembles are more sensitive to the base models than stacking ensembles. In
the stacking ensembles, since the meta-learner automatically learns the results obtained
from the base learners, base-learners with better performance are favored more and the
impacts of poorer base-learners are weakened. But in the voting ensembles, the impacts
of poorer base-learners are greater than in stacking ensembles. The stacking ensembles
achieve higher sensitivity while the voting ensembles achieve higher specificity because
base-learner RF andXGB2weightmore in the voting ensembles.We selectVote4 (voting
ensemble based on LR, RF, XGB1, and LGBM) as the final prediction model with the
best F1 score of 0.33 and the second best AUC score of 0.70.

4.2 Comparison of Different Feature Groups

The performance of different feature groups is investigated based on the selected Vote4
model. Firstly, we compare the six different types of features, among which the group of
laboratory measurements achieves the best performance than other groups. The reason
is likely to be that ICU-level data can reflect the patient’s clinical condition such as
renal function and blood flows in this ICU stay more precisely and thus has higher pre-
dictability. Other interventions and basic conditions also achieve moderate performance,
but favor specificity and sensitivity respectively. The group of demographic features
performs the worst because it contains too limited information to evaluate the patient’s
condition. The relatively poor performance of vital signs and fluids might indicate that
it is not enough to consider blood pressure and fluid status separately.

Secondly, considering that two of the most important things in AKI management
are to maintain normal blood pressure and to optimize the patient’s fluid status, we
discuss the predictability of the feature combinations of fluids and other related variables.
The results demonstrate that prediction based on fluids and blood pressure achieves
much better performance than using fluids only, which demonstrates the necessity of
considering both aspects in patient management. The inclusion of other interventions
further improves the performance, achieving the best F1 score, AUC score, and accuracy
among all the feature groups (Table 4).
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4.3 Important Predictors

Figure 3 presents the top 20 features obtained by SHAP methods. The horizontal axis
corresponds to the SHAP value. The color reflects the feature value, where dark grey
and light grey represent low values and high values respectively. For each feature, each
dot in the bee-swarm plot corresponds to an individual instance. Higher SHAP val-
ues are associated with a higher risk of developing AKD. Besides variables related to
blood pressure and fluids, the important predictors include mechanical ventilation, age,
variables reflecting the renal function (e.g., blood urea nitrogen (BUN) and reference
creatinine), variables related to blood cells (e.g., platelets and hemoglobin), and several
vital signs (e.g., heart rate and respiration rate). Also, patients with acute myocardial
infarction (ICD-9 code: 410.) should be paid attention to especially.

Fig. 3. Top 20 important predictors

4.4 Fluid Status and Blood Pressure Management for CCU Patients with AKI

To better support clinical decisions, more specifically, decisions on the fluid status and
blood pressure management, we investigate the detailed relationship between several
variables related to fluids and blood pressure using partial dependence plots. The results
are shown in Fig. 4 and 5. Similar to Fig. 3, each dot corresponds to an individual
instance. The horizontal and vertical axes represent the feature value and the SHAP
value respectively.
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Fig. 4. Partial dependence plots of fluid variables

According to Fig. 4, excessive intravenous fluids (more than 1000 mL crystalloids
within the first 6 h), high net fluid balance (more than 500 mL within the first 6 h), and
low urine output (less than approximately 400 mL within the first 6 h) are associated
with a higher risk of developing AKD.

Fig. 5. Partial dependence plots of blood pressure variables

Figure 5 illustrates the relationships between AKD risk and systolic blood pressure
(SBP), diastolic blood pressure (DBP), and mean arterial blood pressure (MAP). The



An Interpretable Ensemble Model of Acute Kidney Disease Risk Prediction 89

results suggest that 100 mmHg ≤ SBP ≤ 140 mmHg, DBP > 50 mmHg, and MAP <

100mmHg are associated with lower AKD risk.

5 Summary

AKI and CRS management have attracted more attention in the treatment for patients
with cardiovascular diseases due to the increasing prevalence and the expanding studies
on the interactions between heart and kidneys. Our study focuses the AKI development
in CCU and proposes a voting-based ensemble model to predict the probability of AKI
early reversal, or equivalently the risk of developingAKD, for patientswithAKI based on
the first 6 h data since CCU admission. The model can achieve a moderate performance
with anAUC score of 0.70. The predictionmodel can help identify the CCUpatients who
are at high risk of AKD earlier and thus enable earlier interventions on these patients
to improve their prognoses. To better support patient management, we also interpret
our model using SHAP values. Not only do we identify important predictors but also
pinpoint the relationships between the predictors and AKD risk. Specifically, we provide
references on two of the most important approaches in decreasing the risk of persistent
AKI including fluid management and blood pressure maintenance.

Our study still has some limitations. Most importantly, it is a mono-centric and
retrospective study. Further external validation of the model is required to evaluate
the generalization ability and stability. Secondly, we have not considered whether AKI
would relapse for those patients with early reversal. Early reversal with relapse and early
sustained reversal can be distinguished in future work.
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Abstract. The taste of drugs has always been a key factor affecting children’s
compliance. The children’s preference for bitterness will cause them to fail to take
the medicine on time and affect the treatment effect. To understand the taste of
drugs is the premise of the study of drug correction and masking. The previous
researchmethods usually use the oral tastemethod or the electronic tonguemethod
to judge the taste of drugs,which has some inconveniences. In this paper, the smiles
of the compound were used to derive the physicochemical descriptors and the
MACCSfingerprint, and the predictionmodel of the bitter taste of children’s drugs
was constructed based on the random forest algorithm and XgBoost algorithm.
The hospital data were used for verification and analysis to provide help for the
development of correction and masking of children’s medicines.

In this study, we first collected the bitter and non-bitter data by referring
to the literature, using smiles of compounds to calculate the physicochemical
descriptors and MACCS fingerprints as features, and using Pearson coefficients
and SVM-REF for feature dimensionality reduction. Then, based on the random
forest algorithm and XgBoost algorithm, the bitterness prediction model for chil-
dren was constructed, and the 10-fold cross validation was used to optimize the
model. Finally, themodel is applied to some datasets to predict the content of bitter
compounds. The results show that MACCS fingerprint is the most suitable for the
prediction of bitter compounds. The classification effect of XgBoost is better than
that of random forest. Model of xgboost-maccs has the best classification effect
with 88% accuracy, and model of rf-descriptors has the classification effect with
83% accuracy.

Keywords: Bitter compounds · Molecular descriptor · Random forest ·
XgBoost · Classification model

1 Introduction

The taste of drugs is a key factor affecting the compliance of patients, especially children.
Bitter taste is the most unacceptable taste of drugs. Bitter drugs mainly contain alkaloids
and glycosides and enter the liver meridian. They often have the effects of clearing away
heat and detoxifying, reducing tumor and cardiovascular diseases. They are widely used
in clinical practice and account for a high proportion. A survey in the United States
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showed that 90.8% of acute paediatric patients and 83.9% of chronic paediatric patients’
main obstacles to taking medications are the unpleasant taste of the drugs.

Research has shown that the perception of bitterness is caused by the combination of
bitter substances and bitter receptors, triggering a cascade of amplifying reactions that
stimulate nerve cells to transmit nerve impulses to the cerebral cortex, ultimately leading
to the formation of bitterness. Bitter receptor is a seven-times transmembrane G-protein
coupled receptor (GPCRs), called T2Rs or Tas2Rs, which can mediate the bitter taste
perception process of taste bud cells on the tongue. The specificity of the structure of
each subtype of TAS2R enables it to identify a large number of bitter compounds with
different structures [1].

Before correcting or masking a medicine, we need to know whether the medicine
is a bitter taste medicine. It is known that the medicine is composed of a variety of
compounds, and the main compound is the main reason for affecting its taste. Therefore,
it can be predicted whether the compound is bitter thus predicting whether the drug
is bitter. There are many methods for predicting the bitterness of compounds, such
as oral taste method, electronic tongue method, calcium imaging method, etc. [2, 3].
These methods mainly have the following two problems: First, the direct use of the
oral taste method will have safety, fatigue and individual differences, and the electronic
tongue method have fewer bitter taste receptors, and the accuracy and precision are
poor. Second, calcium imaging and electrophysiology are more complex, have more
influencing factors, and have more limitations, which is not suitable for screening a
large number of compounds.

In recent years, as the machine learning technology has become more maturer, the
application field has become wider and wider, and scholars have begun to apply it to
the prediction of bitterness. Rogers et al. [4, 5] used a dataset consisting of 649 bitter
molecules and 1353 randomly selected molecules (expected to be non-bitter), to develop
a Naïve Bayes classifier utilizing circular fingerprints as molecular descriptors. Huang
et al. [6] used SVM to establish a BitterX tool based on the physicochemical descrip-
tors, which can be used to predict bitterness of compounds. BitterPredict (developed by
Dagan-Wiener et al.) [7] enhances the training data of BitterX and establishes a strict
external verification set. It is a general predictor applicable to different chemical families.
BitterPredict points out that about 40% of random molecules, some clinical and Experi-
mental drugs and natural products are bitter. Some scholars also appliedmachine learning
method to bitter-sweet taste prediction. Based on random forest algorithm, Banerjee and
Preissner [8] used bitter, sweet compounds from BitterDB [9] and SuperSweet [10] to
achieve bitter and sweet dichotomies prediction. Subsequently, Tuwani et al. [11] com-
pared the performance of different molecular descriptors to further identify important
features and feature blocks, and used random forest and Adaboost classifier to train the
model for sweet and bitter binary classification prediction.

In this study, the data in the bitter database BitterDB [9] is collected as a positive
set, and the non-bitter molecules (sweet and unflavored) that have been experimentally
verified as a negative set, using fingerprints and chemical descriptors as signatures, using
random forests andXgBoost classifier performsmodel training, and then selects themost
suitable model for the prediction of bitter drugs by evaluating the performance of the
model.
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2 Materials and Methods

2.1 Data Preparation

The training data used in this study is divided into positive set and negative set.
Positive set: The positive set is mainly composed of BitterDB [9] and research

articles. BitterDB serves as a central resource for information on bitter-tastingmolecules
and their receptors and its information is frequently used for choosing suitable ligands
for experimental studies, for developing bitterness predictors, for analysis of receptors
promiscuity and more. BitterDB currently contains 1041 compounds, including 50 short
peptides, which were cited in the literature as bitter for human and/or were shown to
activate at least one bitter taste receptor (in one of the four organisms—human, chicken,
mouse or cat).

Negativate set: The negative set consists of sweet, unflavored and non-bitter data
that has been experimentally verified. The negative set in this study is collected based
on research articles [12, 13]. Some scholars upload research data when writing papers,
so they can be downloaded directly.

Due to the large number of data sources, duplication of data is highly likely. In this
paper, we use the drop_duplicates function in Pandas to remove the duplicate entries
identical to smiles as the recognition criterion. After excluding duplicate data, there are
2435 data in total, including 914 bitter data and 1521 non-bitter data.

2.2 Molecular Representation

In this study, the physicochemical descriptors and MACCS keys of the compounds
are used as characteristic attributes, and they are all calculated based on the smiles of
compounds [14–16].

(1) Physicochemical descriptors

The physicochemical descriptors can reflect the physical and chemical properties of
the compound. The physical properties include the atomic mass, the number of charges,
and the electronegativity of the compound. The chemical properties include the number
of compoundbonds, structural information, and the number of rings. There aremany soft-
wares for calculating physicochemical descriptors, such as Dragon2D, Dragon2D/3D,
ChemoPy and Canvas. In this study, ChemoPy [17] was used as a tool for calculat-
ing physical and chemical descriptors of compounds, and 10 groups were selected to
describe the physicochemical properties and structure of the molecule from different
angles. These 10 sets of feature descriptors are Constitutional descriptors(30), con-
nectivity descriptors(44), Bcut descriptors(64), Moran descriptors(32), Geary descrip-
tors(32), Molproperty descriptors(6), Charge descriptors(25), Basak descriptors(21),
Estate descriptors(245) andMOE-type descriptors(60),totally 560molecular descriptors
(Table 1).
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Table 1. Introduction to physical chemistry descriptors

Feature descriptors Description Number of descriptors

Constitutional descriptors The structural information of the
molecule, including the mass of the
molecule, the number of various bonds in
the molecule, the number of rings, etc.

30

Basak descriptors Molecular polarity and polarizability 21

MOE-type descriptors Related to the van der Waals surface area
of the molecule

60

Moran descriptors Measure spatial autocorrelation, that is,
the potential interdependence between
observation data of some variables in the
same distribution area

32

Geary descriptors Measure spatial autocorrelation, more
sensitive to local spatial autocorrelation

32

Charge descriptors Describe the charge properties of
molecules

25

Estate descriptors Describe the charge state of molecules 245

(2) Maccs

MACCS keys are molecular fingerprints, which can abstractly represent the specific
structural characteristics of themolecule, mainly represented by segmenting themolecu-
lar structure and representing themolecular structure by obtaining segmented fragments.
MACCS keys are fingerprints derived from the chemical structure database developed
by MDL, known as cheminformatics, as a quick method for screening substructures in
molecular databases. The public version of MACCS keys contains 166 keys, indicating
that a total of 166 molecular structures have been examined, and each key corresponds
to a specific molecular feature.

2.3 Dimensionality Reduction

In this paper, based on ChemoPy, a third-party library of Python, 10 sets of feature
descriptors are calculated, totaling 560molecular descriptors. Due to the duplication and
redundancy of the information represented by some feature descriptors, it is necessary
to perform feature selection operations on molecular descriptors before constructing the
model. Feature selection can not only reduce over-fitting, reduce the number of features
(dimension reduction), and improve the generalization ability of the model, but also
can make the model better interpretability, enhance the understanding between features
and feature values, and accelerate the training speed of the model, So as to obtain better
model performance. In this paper, the feature selection ofmolecular descriptors is carried
out through the point two-column correlation coefficient, Pearson correlation coefficient
and the feature selection method based on SVM-RFE.
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2.3.1 Point Biserial Correlation and Pearson

Point biserial correlation is suitable for calculating the correlation between categorical
and continuous variables. In this study, it is used to calculate the correlation between the
features and the results. In order to make the correlation between the features and the
results as high as possible, this study retains the features with a coefficient value greater
than 0.05.

Pearson can be used to measure the linear correlation between two continuous vari-
ables. In order to ensure the performance of the model, the correlation between each
feature attribute should be as low as possible. Therefore, according to the calculated
Pearson coefficient, if the coefficient between the two is large, greater than 0.9, it indi-
cates that the two are strongly correlated, and the features with low correlation with the
result are deleted.

2.3.2 SVM-REF

SVM-RFE is a sequence backward selection algorithm based on the principle of max-
imum separation of SVM. It first incorporates all features of the model to obtain the

Fig. 1. The heatmap of Pearson correlation coefficients
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weight of the feature, then removes the square of the coefficient with the smallest value
and the corresponding feature of the model, and finally continue training in the model
with the remaining features, and then select features until there are no features. The
number of chemical descriptors has been reduced from 147 to 114. The heatmap of
Pearson correlation coefficients within any two descriptors shows that the descriptors
were weakly correlated with the each other (Fig. 1).

Scikit-learn was used for feature selection in this paper. First, specifies the support
vector machine of the linear kernel function as the classifier by “estimator= svm.SVC(C
= 0.8,kernel = ‘linear’,gamma = 20,decision_function_shape = ‘ovr’)”, and then set
ten-fold cross-validation through “selector = RFECV(estimator, step = 1, cv = 10,
n_jobs = -1)”, step = 1 means deleting a feature in the process of building the model
for each iteration, and finally using “selector = selector.fit(X, y.astype(‘int’))” to train
the model. “selector.ranking_” can reflect the ranking of feature scores, the smaller the
value, the higher the ranking, “selector.support_” can reflect the selection of features,
TRUE means selected, FALSE means eliminated.

2.4 Algorithms and Evaluation Metrics

XgBoost [18, 19] is an improvement to Boosting algorithm. Boosting algorithm can be
used to reduce the deviation in supervised machine learning. It is a method of integrating
several classifiers into a classifier. XgBoost improves on the basis of boosting, and adds
a penalty term when building the model. Random forest [20] is an integrated learning
method for classification, regression, and other tasks. It is a typical bagging algorithm
that can prevent the occurrence of overfitting. Random forest uses the CART tree [21]
as weak classifier. When generating each tree, the features selected by each tree are a
small number of randomly selected features, while CART tree will select all the features
for modeling. Therefore, random forest guarantees the randomness of the features.

Accuracy (ACC), accuracy (PPV), sensitivity (TPR), specificity (TNR), andF1-score
were used to evaluate model performance. The accuracy reflects the proportion of all
the judgment results of the classification model to the total observation value, and the
precision reflects the proportion of the model prediction pair in all the results of the
model prediction being Positive, and the sensitivity reflects on all the results of the true
value of Positive. The specificity of the model prediction pair reflects the specificity of
the model prediction pair in all results whose true value is Negative, and f1-score is an
average result of the accuracy rate and the recall rate.

ACC = TP + TN

TP + TN + FP + FN
(1)

PPV = TP

TP + FP
(2)

TPR = TP

TP + FN
(3)

TNR = TN

TN + FP
(4)
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f 1 = 2 ∗ PPV ∗ TPR

PPV + TPR
(5)

2.5 Model Construction

When machine learning method is used for classification, the training data is required
to be balanced, that is, the number of bitter data and non-bitter data is the same. At
present, among the training data using physical and chemical descriptors as feature
descriptors, there are 888 bitter data and 1488 non-bitter data; among the training data
using MACCS fingerprint as feature descriptor, there are 821 bitter data and 1215 non-
bitter data. In this study, Pandas was used to downsampling non-bitter molecules to
construct an equilibrium dataset for modeling. Taking the number of bitter molecules
as the benchmark, non-bitter molecules were randomly sampled according to the ratio
of the number of bitter molecules to the number of non-bitter molecules: 1:1, and a
balanced data set was finally obtained.

In this study, physicochemical descriptors and MACCS keys are used as feature
attributes, and random forest andXgBoost are used as classifiers to construct fourmodels
respectively. These four models are: RF + descriptors, RF + MACCS, XgBoost +
descriptors and XgBoost + MACCS. The balanced data set is divided into a training set
and a test set according to the ratio of 4:1. GridSearchCV is used to automatically find
the optimal parameters of each model, thereby constructing the optimal model.

3 Results

In this study, we constructed four prediction models to predict whether the compound
is bitter. Figure 2 shows the performance of these four models on the test set. It can be
seen that the classification effects of the four models are relatively good. Among them,
the classification effect of the model based on MACCS keys is better than the model
based on physicochemical descriptors. At the same time, the effect of XgBoost as a
classifier is better than that of random forest. UseXgBoost+MACCS has the best model
effect and the accuracy reaches 0.88. Except for the combination of Random Forest and
physicochemical descriptors, the sensitivity is slightly lower than the specificity. In other
cases, the sensitivity is higher than or equal to the specificity, indicating that the model
has a better prediction effect on the bitter set, that is, the model can more accurately
identify bitter compounds.

Models will show different performance on different data sets, that is to say, the
performance of the model cannot be judged by only one test. Because the amount of
data in this study is not large, multiple tests cannot be conducted, so this article uses a
10-fold cross Validated method to test model performance. 10-fold cross validation is
to train ten models at the same time to take the average, which is equivalent to different
tests on a data set with the same model, but each training data set is not the same, just
like expanding the data set. If the average performance of these ten models is good, it
can prove to a certain extent that the model has a certain generalization ability.

After calculation, the average accuracy of the four models are as follows: “Xgb +
MACCS”: 0.87, “RF+MACCS”: 0.86, “Xgb+ descriptors”: 0.85, “RF+ descriptors”:



98 T. Wu et al.

Fig. 2. Evaluation of model prediction results

0.84. Figure 3 shows the changes in the accuracy of different models tested on the test
set after each training. It can be seen that the performance of “XGB + MACS” model
is stable and the average accuracy is the highest. The combination of randomForest and
physicochemical descriptor not only has unstable performance, but also has the lowest
average accuracy.

Fig. 3. Changes in accuracy of the four models
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3.1 Chemical Features of Compounds

Whether the compound is bitter is closely related to the structure of the compound.One of
the main objectives of this study is to analyze the important and frequent characteristics
of bitter compounds. In order to understandwhich features, contributemost to the change
in the expected class in the classifier, we computed the relative frequency distribution
of all 166 features in both classes (Fig. 4). It is observed that the indexes containing
the frequent features in bitter and non-bitter compounds are different signifying that the
some chemical features are class specific.

Fig. 4. MACCS keys frequency of bitter and non-bitter compounds

This study also calculates the correlation between the physicochemical descriptors
and the taste of the compounds (Table 2). It can be seen that the influence of descriptors
on the taste is very different.

3.2 Application of the Model

Among the four models, XgBoost and MACCS keys perform best when combined.
In this study, the model was applied to several datasets. Specifically, we used FooDB
(http://foodb.ca/), a dataset of food constituents, DrugBank [22] approved set46, and
ChEBI [23] as a representative set of random molecules. These predictions can provide
an estimate of the percentage of bitter molecules in the chemical datasets.

FooDB is the world’s largest and most comprehensive resource on food constituents,
chemistry and biology. The prediction results indicate that about 62% of the compounds
may be bitter, which is a shocking proportion. This shows that many of the compounds
that make up food are bitter, although the food itself is not bitter.

http://foodb.ca/
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Table 2. Correlation coefficients between features and results

Physicochemical
descriptors

Correlation
coefficients

Physicochemical
descriptors

Correlation
coefficients

PEOEVSA7 0.389 bcute12 0.235

bcute1 0.379 Smax28 0.234

UI 0.331 Smax11 0.233

Smax29 0.320 GATSm2 0.230

bcute9 0.319 IC2 0.230

nring 0.285 bcutm8 0.229

mChi1 0.282 MATSv4 0.225

bcute15 0.281 bcutv3 0.224

slogPVSA5 0.278 nnitro 0.223

slogPVSA7 0.278 PEOEVSA6 0.216

naro 0.275 Smax17 0.214

Chi6ch 0.265 QNmin 0.212

MRVSA2 0.264 QNmax 0.209

EstateVSA1 0.247 ncarb 0.206

MATSm4 0.241 … …

The DrugBank database is a unique bioinformatics and cheminformatics resource
that combines detailed drug data with comprehensive drug target information. A total
of 1371 compounds are predicted this time, and about 84% of the compounds are bitter,
so most drugs are bitter.

The prediction onChEBI represents the estimation of abundance of bitter compounds
among random molecules. The results show that about 70% of the random molecules
may have some bitter taste, which means that in many cases the random molecules are
bitter.

4 Discussion and Conclusions

With the rapid development of machine learning, its application in the medical field is
becoming more and more extensive, which also provides a new idea for the prediction
of drug taste. In this study, based on the random forest and XgBoost algorithm, using the
compound’s features (physicochemical descriptors and MACCS keys) to construct four
models, classify the taste of the compound, and use the test set to compare the prediction
effects of the models.

The experimental results prove that the four models constructed in this research have
good classification effects on the classification of bitter drugs. The research shows that:
(1) For the two features in this study, MACCS keys is a better choice for building a
classification model. (2) For the random forest algorithm and the XgBoost algorithm,
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the prediction effect of the bitter compound classification model based on the XgBoost
algorithm is better. (3) The combination of XgBoost and MACCS keys performs best;
(4) The four models constructed in this paper can be used in practice, and the prediction
effect on bitter compounds is better.

This study also used the optimal model for the bitterness prediction of some datasets,
which are FooDB, DrugBank and CHEBI. The results show that about 62% of the
compounds in FooDB are bitter, which is very different from our perception. Most of
the compounds inDrugBank are bitter, accounting for about 84%.About 70%of random
molecules in CHEBI are bitter. This result is opposed to earlier assumption that random
molecules are probably not bitter [24].

There are still improvements in this study: (1) Only physicochemical descriptors and
MACCS keys are used as features for experiments, and other features can be selected for
comparative analysis in the future. (2) The prediction model can only predict whether
the compound is bitter, and cannot express the degree of bitterness. In the future, bitter
compounds can be further subdivided.
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Abstract. The primary data, such as traffic flow, vehicle type composition, and
road network speed in Beijing, is acquired through model simulation and investi-
gation statistics. A dynamic calculation method of high-resolution vehicle emis-
sion inventory was constructed with ArcGIS as the platform based on the road
network traffic information and vehicle emission factors. Meanwhile, the intel-
ligent supervision and identification of high-emission road sections were carried
out based on the spatiotemporal emission distribution characteristics of the road
network. The results show that the spatial distribution of pollutant emission inten-
sity decreases from the main urban area to the suburbs. The emission on ring
roads and expressways presents a linear and radiant distribution pattern because
of the large traffic flow. Besides, the emission intensity of pollutants shows a
noticeable diurnal trend as high during the day and low at night, and mainly
concentrates in the morning and evening peak hours. The dynamic road network
emission can intelligently identify the high emission road segments in real-time,
track the high-emission road segments, and provide critical technical means for
traffic environment management.

Keywords: Emission inventory · High emission road segments · Road network ·
Traffic flow

1 Introduction

Motor vehicles are the primary source of key precursors of atmospheric pollution such as
nitrogen dioxide and VOCs, contributing significantly to urban and regional secondary
air pollution such as PM2.5 and ozone [1]. The current regulation methods for motor
vehicle emission contain drawbacks and uncertainties. For instance, the irregular road
emission inspection method requires many workforces but can only inspect a narrow
range of roads leading to a low efficiency for inspection. In addition, according to the
previous law enforcement experience, the road congested segments or segments with
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many large vehicles are selected for vehicle detection. However, since there is no nec-
essary connection between vehicle emissions and road congestion, uncertainty remains
in law enforcement objects. Moreover, the remote sensing monitoring technology for
vehicle exhaust screens vehicles that release high-intensity emission [2–7]. This method
can only filter out the vehicles that pass through the specified road segment but do not
work for the other roads.

Influenced by the actual traffic flow of the road network and motor vehicle activity
level, the spatial and temporal distribution of vehicle emission changes dynamically.
Therefore, quickly and accurately identifying the high emission road segments became
difficult in vehicle emission supervision. The high emission road segment indicates the
road segment where there is a suspected concentration of high-emission vehicles or a
high-incidence concentration. The high emission road segment narrows the range of
the road segment to enforce the law efficiently based on the road high emission clue.
The accuracy of high emission section identification depends on the refinement level of
the road network emission inventories. Current emission inventories mainly consist of
regional-scale emissions [8–10]. The spatiotemporal resolution of road network emis-
sions is insufficient to accurately and dynamically identify and track high emission seg-
ments. There are significant uncertainties in the emissions generated by spatial allocation
methods based on vehicle ownership [11, 12], leading to errors or omissions in judg-
ments on high emission road segments. This study proposes an intelligent identification
method of high emission road segments based on traffic flow big data. By establishing a
dynamic road network emission inventory with a high spatial and temporal resolution,
the intelligent and accurate identification of high emission and high occurrence road
segments provides technical means for traffic environment management.

2 Methods and Materials

2.1 Technical Route

The scope of this study is the entire region of Beijing. Beijing encompasses 16,400 km2,
including 16 administrative districts that radiate outward from the main urban area
according to the ring road. This study comprises two parts: the construction of high-
resolution road network emission inventory and the identification of suspected high
emission and high incidence road sections.

Firstly, based on the road network traffic flow data combined with vehicle emission
factors, a calculation method for the emission inventory of major pollutants with a
high spatial and temporal resolution was established (temporal resolution was hours,
spatial resolution was road segments). Figure 1 shows the technical route schematic
diagram for constructing vehicle emission inventory with high spatial and temporal
resolution. The first step is to retrieve the hourly average speed of the road network from
the open-source road network congestion map according to the real-time vehicle GPS
positioning information. The second step is to construct a speed-flow density model
based on the traffic observation point data, where road speed is used to retrieve real-
time traffic flow. The real-time dynamic traffic information of the whole road network
includes the computing time, road type, road length, traffic volume, vehicle composition,
and average speed. Simultaneously, the emission factor model is used to simulate and
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obtain the localized emission factors of each vehicle type. The hourly emission of a
single road segment is calculated by the emission formula of a single road segment.
Then, the hourly emission of each road segment can be obtained. Consequently, the
whole road network’s emission inventory is obtained by adding up the emission of each
road segment. The hourly emission calculation formula of a single road segment [13] is
as follows:

Ei,j,h =
∑

EFj,k(v) ∗ Qi,k,h ∗ li (1)

where Ei,j,h is the total emission of pollutant j on the road segment i at hour h, in units
of grams per hour (g/h); EFj,k(v) is the average emission factor of pollutant j for vehicle
category k at speed v, in units of grams per kilometer (g/km); Qi,k,h is the traffic volume
of vehicle category k on the road segment i at hour h, in units of vehicles per hour (veh/h);
li is the length of road segment i, in units of kilometer (km).

In addition, according to the spatial and temporal distribution characteristics of the
entire road network emission inventory, a certain proportion of roads with the highest
emission are automatically selected, such as the top 10% of road network emissions.
Then, these pre-selected suspected high-emission road segments are ranked in a descend-
ing order of emission severity to identify the typical high-emission road.According to the
statistics of the occurrence frequency of high-emission road segments within a period,
the road with high emission and a high incidence is further identified and locked to
provide high emission clues for the motor vehicle regulation.

Fig. 1. High emission and high incidence road identification technology route diagram based on
the high spatial and temporal resolution of the entire road network emission inventory.
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2.2 Calculation of Emission Factors

The vehicle emission factor is an essential parameter in calculating vehicle emissions. It
is widely known that vehicle emission rates are mainly related to vehicle characteristics,
operating conditions, and environmental conditions. The vehicle characteristics include
vehicle classification and utilization parameters. The vehicle classification comprises
vehicle category, fuel type, and vehicle emission control level; the utilization parameters
involve vehicle age and accumulated mileage; the operating conditions include cold
or hot starts and average vehicle speed; the environmental conditions include ambient
temperature, humidity, as well as altitudes.

In this study, the fundamental emission factors for each vehicle type, with different
emission standards under various average speed bins, were calculated by the MOVES
model. MOVES is a model developed in the USA, which introduces Vehicle Specific
Power (VSP) to define tens of bins which denote the engine operating in different states,
and has been widely studied and applied. MOVES calculated the basic emission factors
based on the required data, such as the vehicle operating modes, motor vehicle activity,
vehicle age distribution, road information, and meteorological parameters. According
to the National Technical Guidelines of the Air Pollutant Emissions Inventory for Road
Motor Vehicles and the actual composition of motor vehicles in Beijing, motor vehicles
were divided into seven categories: light passenger cars (LPCs); medium passenger cars
(MPCs); heavy passenger cars (HPCs); light-duty trucks (LDTs); medium-duty trucks
(MDTs); heavy-duty trucks (HDTs) and buses. Since the traffic observation stations
did not contain taxi and motorcycle information, this study did not consider taxi and
motorcycle emissions. Each vehicle type was subdivided into subtypes according to
fuel type and emission standards. The model estimated basic emission factors of the
subtypes of each vehicle type at different average speeds. Finally, the comprehensive
vehicle emission factors by vehicle type and various speeds were calculated using the
following equation:

EFj,k(v) =
∑

f ,m Pk,f ,m ∗ EFj,k,f ,m(v)∑
f ,m Pk,f ,m

(2)

where EFj,k(v) represents the comprehensive emission factors of pollutant j, for vehicle
category k, at speed v, in units of g/veh/km; EFj,k,f,m(v) represents the basic emission
factors of pollutant j, for vehicle category k of fuel type f , with m emission standards,
at speed v, in units of g/veh/km; Pk,f ,m represents the vehicle population proportion for
vehicle category k of fuel type f , with m emission standards, in units of ratio.

2.3 Traffic Flow Simulation

2.3.1 Calculation of Road Speed

Accurate vehicle speed is a critical parameter when calculating vehicle emission factors.
Speed is also crucial in road traffic flow calculation. To better understand the difference
in emission intensities at different road types, this study selected five types of road to
calculate the average speed, consisting of motorway, primary roads, secondary roads,
tertiary roads, trunk roads. The hourly average speed covering all five road types was
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obtained based on vehicle GPS data. Compared with the speed calculation method based
on the congestion map, the hourly average speed in this study more comprehensively
reflected the hourly traffic characteristics, which was closer to the actual traffic condi-
tions. The vehicle’s real-time longitude and latitude information was collected to match
the vehicle trajectory with the road network. For example, as shown in Fig. 2, there were
five roads and two adjacent vehicles’ track points, point 1 and point 2. Four roads fell
within a circle with a certain radius centred on track point 2, while road E was outside
the circle, calculating the angle between the road segments A, B, C, and D and the line
segment respectively, determining the minimum angle of road C. Calculating the dis-
tance of point 2 to segment C, which was less than the minimum distance threshold. The
vehicle trajectory point matching with road C was completed. The speed of all vehicles
on each road section during each calculation period was averaged to obtain the dynamic
road hourly average speed, which is used for traffic flow calculation by using the road
speed-traffic flow model.

Fig. 2. Schematic diagram of fast matchingmethod between vehicle driving track points and road
network

2.3.2 Calculation of Traffic Flow

Traffic flow is a crucial parameter of motor vehicle activity levels. In current studies,
hourly traffic flow data was either calculated by traffic density model or investigated
by video collection and detection methods to express the relationship between the total
volume and speed. In this study, the daily variation of vehicle flow and the quantitative
relationship between vehicle speed and traffic flowwere used to calculate the traffic flow.
Traffic monitoring points have been installed. These traffic monitoring points covered
all types of roads and represented the road traffic conditions in Beijing. Each monitoring
point can collect the primary data such as hourly traffic flow and speed of the motor vehi-
cle which is used for the construction of the speed-traffic flow quantitative relationship
model, and further, obtain the proportion of each vehicle type in the total road traffic.
Vehicle flow varied greatly in different periods, different days (such as workdays, week-
ends and holidays), and different road types. Therefore, this study built a quantitative
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relationship model between vehicle speed and vehicle flow based on different situations
such as periods, days, and road types. According to the statistical fitting analysis of
speed and vehicle flow on each road type, as shown in Fig. 4, the quantitative relation-
ship model between the speed and vehicle flow was obtained through the fitting analysis
of the speed and vehicle flow at each monitoring point. The model was used to adjust
the vehicle flow within the upper and lower ranges of the daily variation of vehicle flow
according to the actual average road speed. Figure 3 shows the daily variation law of road
traffic flow. The overall daily variation distribution of the traffic flow at each monitoring
point was roughly described by analysing the daily variation of the road traffic flow at
the monitoring point. With the statistical fitting analysis and the daily variation law of
vehicle flow, the quantitative relationship model between speed and vehicle flow can be
established at each monitoring point. By comparing these relationship models, under the
same road type, select the corresponding model for each road in the entire road network
according to the spatial proximity principle, and calculate the road traffic flow based on
the average speed of each road calculated in Sect. 2.3.1.

Fig. 3. Daily distribution map of road traffic flow

Fig. 4. Correlation between road average speed and traffic flow
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2.3.3 Vehicle Fleet Composition

The emission varies significantly in different vehicle types or emission standards of a
certain vehicle type, and thus more attention should be paid to emission control tech-
nologies. In addition, the calculation of emission inventory requires the traffic flow of
each vehicle type, so the composition parameters of the fleet are crucial to the emissions
calculation. The composition of vehicles on the road varies with hour and road type.
Therefore, this study analyzed the composition ratio of each monitoring point accord-
ing to different hours and road types. According to the spatial proximity principle of
the same road type, the nearest monitoring point to each road is matched respectively
to obtain the composition of each road in the road network. For example, as shown in
Fig. 5, the Road is a main road, whereas monitoring point C is on the secondary road
which is not consistent with the type of the Road, so monitoring point C is excluded;
monitoring B on the primary road is the closest to the Road and they have the same road
type, so B is selected. For the proportion of emission standards for each vehicle model,
refer to the statistical data.

Fig. 5. Method for determining the composition of road fleet in the road network

2.4 Identification of High-Emission Road Segments

According to spatial and temporal distribution characteristics of the entire road network
emission inventory (as shown in Fig. 6), a certain proportion of roads with the highest
emission are automatically selected, such as the top 10% of road network emissions.
These pre-selected suspected high-emission road sections were ranked in a descending
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order according to the emission level. The typical high road segments will be confirmed
based on the statistics of the occurrence frequency of high road segments within a period
(see Fig. 7). The road with high emission and the high incidence is further identified and
locked. It is considered the primary regulatory object to provide high-emission clues for
motor vehicle regulation.

Fig. 6. Diagram of emission distribution and descending ranking of the road network

Fig. 7. Identification method of road segment with high emission and high incidence in the road
network
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3 Application

3.1 Road Network Emission Distribution

The spatial distribution of NOx emissions during morning peak hours shows an evident
inhomogeneity in emission intensity, as illustrated in Fig. 8. Vehicle emission intensity
decreases gradually and radially from the centre to the city outward. The high traffic
volume and low vehicle speed lead to high emissions in the city centre. The large and
concentrated traffic flow in the central region can easily cause traffic congestion. In the
surrounding areas of Beijing, the emission is generally high in the areas where the urban
freeways are.

As illustrated in Fig. 8, during the morning peak hours, the emission intensities on
the ring roads are generally high. The reason causes that pattern is that more business
activities and human activities occurred in the morning peak hours, leading to more
intense traffic activities. Vehicles emit more pollutants when operating at low speed
with frequent accelerations, decelerations, and idle mode.

Fig. 8. The road network spatial distributions of NOx emissions during morning peak hours

3.2 Road Network Emission Daily Variation

The emission daily variation of different road types is shown in Fig. 9. Among different
types of roads, the motorway has the highest NOx emission, followed by trunk, primary
road, and the tertiary road has the lowest emission. It showed that NOx mainly comes
from the motorway and trunk. In terms of daily variation, the NOx emission showed a
bimodal distribution in the morning and evening. The morning peak hours were 7 to 8
o’clock, and the evening peak hours were 17 to 18 o’clock.
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Fig. 9. Diurnal variation of NOx emission by road types

3.3 Identification Result of Road Segment with High Emission

Figure 10 shows the emission distribution of local regions in the morning peak on a
working day. Apparently, emissions from the North Fourth Ring Road, the North Fifth
Ring Road and the Beijing-Chengde Expressway are significantly higher. According to
the identification method of the high emission sections of the road network, the high
emission sections of the North Fifth Ring Road and the Beijing-Chengde Expressway
can be identified accurately.

Fig. 10. Identification result of road segment distribution with high emission at morning peak
hours
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4 Summary

This study establishes a road network emission inventorywith a high spatial and temporal
resolution based on traffic flow and vehicle emission factors. There are spatial and tem-
poral differences in the emission distribution of motor vehicle networks. The emission
distribution laws of the dynamic network can achieve high emission road recognition
and promote proper law enforcement for motor vehicles.
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Abstract. Accurate prediction of construction cost with the use of limited infor-
mation in the initial phase of a construction project is critical to the success of
the project. However, traditional cost estimation methods have poor accuracy and
efficiency. It is important to utilize the knowledge gained from past projects and
historical cost data to predict a new project’s cost. Therefore, this research tries
to develop a new methodology based on Support Vector Regression (SVR) for
improving the accuracy and efficiency of prediction on a residential project’s total
construction cost and its main component costs including engineering project
cost, installation project cost and decoration project cost. In this research, we con-
structed 15 attributes that correspond with the project characteristics and market
price fluctuations, and developed 4 SVRmodels to predict the residential project’s
costs. To verify the prediction performance of the proposed model, a case study
was performed on 84 residential projects in Chongqing, China. BP Neural Net-
work (BPNN) and Random Forest (RF) were also used to compare the accuracy
and stability of prediction results. The results show that the suggested SVR mod-
els achieve higher accuracy with 98.32% of the overall cost estimation compared
with other models. This research shows that the developed model is effective in
early decision making and cost management since the construction cost and its
component cost can be predicted accurately before the completion of a project’s
design stage.

Keywords: Construction cost prediction · Residential projects · Support vector
regression · Machine learning

1 Introduction

In the initial phase of the project, cost prediction is a critical process where crucial
decisions about the project depend on it and limited information about the project is
available. Accurate prediction of construction cost is the foundation of the cost control,
andhas great influenceon the scientificity of investment decisions and the effectiveness of
target cost control. It also influences the quality of the design scheme and the construction
drawing budget of the next stage [1]. However, the importance of early cost prediction is
in sharp contrast with the amount of information available in the early stage. Traditional
cost estimation methods such as rough calculation method and index estimation method
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cannot meet the needs of estimation accuracy and technological progress, which often
affects the accuracy and rationality of investment objectives [2].

The long-term practice in the field of construction cost has accumulated a large
amount of historical data. In the experience-oriented industries such as construction,
the utilization of previous project knowledge is very important for managing recurring
problems, especially in the early decision-making stage with limited information [3].
In recent years, with the variety of mathematical models and the rapid development of
computer science, many researchers have applied artificial intelligence (AI) techniques
and machine learning (ML) models such as ANNs, regression model, case-based rea-
soning (CBR), hybrid models such as neural-fuzzy models, and evolutionary computing
(EC) such as genetic algorithm (GA) and genetic fuzzy models to accurately predict
the construction cost in the initial phase of the project [4]. Wang et al. used ANNs and
supportive vector machine (SVM) to predict cost at the conceptual stage based on 92
building projects and has a prediction accuracy of 92% [5]. Ahn et al. concluded that
CBR can obtain reliable accuracy in cost prediction of construction projects in the early
stage with limited information [6]. Stoy et al. used five independent variables to pre-
dict the early construction cost of German housing by simple linear regression model,
and the mean absolute error was 0.096 [7]; Kwon et al. studied the maintenance cost
prediction of old houses, and found that Monte Carlo Simulation has higher overall
prediction accuracy than KNN for similar cases [8]. Another commonly used method
is Building Information Modelling (BIM). It can automate cost estimation process and
improve inaccuracies where New Rules of Measurement (NRM) for cost estimation can
be extracted for automatic cost estimate based on a 4D BIM modelling software [9].

The research above enriches the method models of construction cost prediction and
improves the prediction accuracy.But the prediction ismainly about the total construction
cost, which helps decision-making, project application and fund preparation. It is also
necessary to predict its main component cost accurately including engineering project
cost, installation project cost and decoration project cost for compiling a feasible research
report. Therefore, this research aims to develop 4 SVR models to predict costs suitable
for the initial phase of the residential projects, which can get the construction cost of
the proposed project accurately and quickly, and help the construction unit to make
scientific investment decisions and target cost control. BP Neural Network (BPNN) and
Random Forest (RF) were also used to compare the prediction results. We also point out
that it is important to establish and improve the project cost database. It is an inevitable
requirement for the development of construction industry to collect and analyse the
information and data of past engineering projects and reveal their inherent laws for
guiding future engineering practice.

2 Determination of Construction Cost Prediction Indicators
for Residential Projects

2.1 Identification of Construction Cost Prediction Indicators

Due to the different engineering characteristics of different project types, the prediction
indicators may also differ. Considering the reliability of cost data in multiple project
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cases, this research selects residential projects for construction cost prediction. The con-
struction cost studied in this research refers to the construction and installation project
cost, which accounts for the largest proportion of the total investment in the project,
including direct cost, indirect cost, profit and tax. Direct cost includes direct engineering
cost and measure cost, and indirect cost includes stipulated fees and enterprise manage-
ment fee. The construction and installation project cost are the construction price paid
by the construction unit to the construction project.

The complexity and long-term of construction projects determine the complexity and
variety of prediction indicators affecting the construction cost of residential projects, and
the rationality of indicator selection determines the accuracy of construction cost predic-
tion. The purpose of variables selection is to improve the prediction accuracy and provide
a better understanding of collected data. Different scholars choose different indicators
for cost prediction. For example, Ji et al. use 11 indicators to predict multi-family resi-
dential construction cost, including total number of households, total floor area, number
of households per unit floor, number of elevators, number of floors, number of house-
holds supplied per unit elevator per floor, floor height, pit depth, roof type, corridor type
and structure type [10]. In this research, by reading a large amount of literature and
considering the engineering information that may be delivered during the initial phase,
the key predictors that affect the construction cost of residential projects are divided
into two categories: engineering attributes and market attributes, as shown in Table 1.
Although external environmental factors, owners, contractors and other management
levels also have impacts on construction cost, they are not used as a basis for prediction,
considering the importance and parsimony of the indicators.

Table 1. Residential project construction cost prediction indicators

Indicator category Sub-indicators

Engineering attributes Estimated cost indicators for engineering project:
gross floor area (m2), overground floor area (m2), underground floor
area (m2), number of overground floors, number of underground
floors, number of households, total height (m), average floor height
underground (m), type of foundation, type of earthquake resistance,
number of elevators

Estimated cost indicators for installation project:
installation completeness of electrical engineering, HVAC, water
supply and drainage works, fire engineering

Estimated cost indicators for decoration project:
type of entrance doors, type of exterior windows, total exterior wall
area (m2), type of exterior facade decoration, type of flooring, interior
decoration level

Market attributes Construction cost index
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2.2 Quantification of Prediction Indicators

The indicator system identified above is divided into two categories: quantitative and
qualitative indicators. Quantitative indicators have an impact on construction cost
through numerical magnitude, while qualitative indicators are determined by design
schemes, construction processes, and other means. Considering the design scheme and
construction process commonly used in residential projects, the qualitative indicators
are quantified and numbered 1, 2 and 3 respectively from small to large according to
their characteristics on the unit cost with a scale of 1, as shown in Table 2.

Table 2. Quantification of qualitative indicators

Sub-indicators Indicator quantification

Type of foundation Independent foundation (1), strip foundation (2), raft
slab foundation (3), pile foundation (4)

Type of earthquake resistance Level 4 (1), Level 3 (2), Level 2 (3), Level 1 (4)

Installation completeness of electrical engineering Simple (1), more complete (2), very complete (3)

Installation completeness of HVAC Simple (1), more complete (2), very complete (3)

Installation completeness of water supply and
drainage works

Simple (1), more complete (2), very complete (3)

Installation completeness of fire engineering Simple (1), more complete (2), very complete (3)

Type of entrance doors None (1), wood doors (2), steel doors (3), security
doors (4)

Type of exterior windows None (1), aluminium windows (2), steel windows (3),
louvered windows (4)

Type of exterior facade decoration None (1), paint (2), tile (3), dry hanging stone (4),
curtain wall (5)

Type of flooring Cement mortar (1), floor tile (2)

Interior decoration level Simple (1), more complete (2), very complete (3)

The project attributes above are considered as static indicators, but the prices of
labor and main materials fluctuate with market prices, so it is necessary to introduce
construction cost index to adapt the prediction model to the impact of time changes on
costs. Construction cost index is a rate reflecting the change of construction cost in a
certain period relative to that in a base period, which can be used as a basis for adjusting
the price difference of construction cost in different periods [11]. This research directly
uses the construction cost index published by local governments, and the base period is
uniformly January, 2017.

2.3 Reduction of Prediction Indicators

The purpose of indicator selection is to better collect data and improve prediction accu-
racy. Too many indicators can affect the performance of cost prediction methods, and
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inappropriate indicators can reduce model accuracy [12]. In order to get suitable indi-
cators to build the model, this research uses Pearson correlation coefficient to conduct
correlation analysis on unit engineering project cost, unit installation project cost, unit
decoration project cost as dependent variables and corresponding cost prediction indica-
tors as independent variables. We delete indicators with correlation coefficient less than
0.3, and check the multiple covariance among indicators, because indicators with large
degree of covariancewill affect the cost estimation reliability of the results.After repeated
adjustment and verification, 15 simplified prediction indicators were finally determined:
overground floor area, underground floor area, number of overground floors, number
of underground floors, number of households, type of earthquake resistance, number of
elevators, installation completeness of electrical engineering, HVAC, water supply and
drainage works, fire engineering, type of entrance doors, type of exterior windows, type
of exterior facade decoration and interior decoration level.

3 Establishment of Construction Cost Prediction Model Based
on Support Vector Regression

There are various methods to develop predictive models. The regression-based models
are among of those popular and efficient ones. The earliest form of regression was the
method of the least squares, but such kind ofmodels can become deficient in complicated
conditions. In this regard, artificial intelligencemethods are greatly developed. There are
many statistical and machine learning approaches. Support Vector Machine (SVM) is a
novel ML technique to solve classification and regression problems, which maximizes
prediction accuracy while avoiding overfitting [13]. Support Vector Regression (SVR),
as a general method for solving high-dimensional function estimation problems, is based
on Vapnik-Chervonenkis (VC) theory and seeks to identify a hyperplane that is located
as close as possible to all data points by setting up a threshold [14].

SVR refers to fitting the sample number (xi, yi), i = 1, 2, . . . , n, xi ∈ Rd , yi ∈ Rwith
a linear function g(x) = wx + b, assuming that all the sample data can be considered
error-free in terms of the following linear function, controlling for the fitting accuracy ε.

{
yi − wxi − b ≤ ε

wxi + b − yi ≤ ε

(i = 1, 2, · · · n)
(1)

In order to control the complexity of the regression function used to fit, 0.5‖w‖2
needs to be minimized by introducing the relaxation factor εi ≥ 0 and ε∗

i ≥ 0 under
the condition that the error is allowed to exist in the fitting process, so that the above
condition is as follows.

{
yi − wxi − b ≤ ε + εi

wxi + b − yi ≤ ε + ε∗i

(i = 1, 2, · · · n)
(2)
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At this point, the optimization condition becomes to minimize 0.5‖w‖2 +
C

∑n
i=1

(
ε + ε∗

i

)
. The constant C > 0 is likewise a control for the degree of penalty

beyond the ε sample, so that the problem can be transformed into the following.

maxQ(α, α∗) = −ε
∑n

i=1

(
α∗
i + α

) + ∑n
i=1 yi

(
α∗
i − α

)
− 1

2

∑n
i,j=1

(
α∗
i − αi

)(
α∗
j − αj

)(
xixj

) (3)

s.t.
∑n

i=1

(
αi − α∗

i

) = 0
0 ≤ αi, α

∗
i ≤ C, (i = 1, 2, · · · n) (4)

Where αi, α∗
i are Lagrange factors, and the final regression function is obtained as

follows.

f (x) = (wx) + b =
∑n

i=1

(
α∗
i − αi

)
(xix) + b∗ (5)

The above is themathematical procedure for fitting a function regressionwith SVR. It
has provided accurate prediction performance in various areas (e.g., stock price, weather
forecasting, cancer diagnosis) including cost prediction, and it has shown its advantages
over the popular multilayer neural network approach in the global optimum solution,
robustness to outliers, and accurate and rapid prediction results in small sets of data [15].

4 Case Application

4.1 Case Description

In order to ensure the accuracy of model prediction, the samples were selected with
residential projects in Chongqing, considering the different prices of labour and main
materials in different regions, and the differences in construction process and technical
solutions. Moreover, since the structure type is an important factor affecting the con-
struction cost, it is used as the control condition [7]. The dataset used in this research
is not large, but in theory, large datasets allow for better machine learning. However,
due to the private nature of construction costs, it is difficult to obtain cost data [16]. In
this research, 137 groups of residential cost settlement data from 2017 to 2021 were
collected through various channels such as Chongqing Engineering Cost Information
Network and other relevant cost information websites and journals, and 84 groups were
obtained for the case study after deleting the samples with serious data deficiencies,
and the collected sample engineering structure types were all frame shear structures.
By this sample selection method, the regional uniformity and category consistency of
the samples were ensured. Some descriptive statistical information of the sample data is
shown in Table 3.

4.2 Data Preprocessing

After the quantification of qualitative indicators, due to the different magnitudes of
different engineering indicators and the large difference of the absolute values of the
sample data, it is necessary to standardize the input vector and output vector of the
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Table 3. Description of the residential project data

Attribute Min. Max. AVG SD

Overground floor area 2522.2 45555.28 15872.68 9595.917

Number of households 16 574 158.94 102.986

Number of overground floors 10 43 23.56 9.608

Number of elevators 0 7 2.76 1.168

Installation completeness of electrical engineering 1 3 1.49 0.649

Interior decoration level 1 3 2.08 0.564

Engineering project cost 704.494 1030.909 805.9567 73.78508

Installation project cost 69.207 352.401 141.8084 52.35981

Decoration project cost 120.301 566.191 312.6114 118.4331

Construction cost 1278.08 2199.17 1707.64 206.1755

sample data separately in advance to avoid poor training of the model. In this research,
z-score normalization is used to transform the data with the following formula.

xi = xi − x

σ
(6)

xi is the normalized data by z-score. xi is the current data; x and σ are the mean and
standard deviation of the data under index i, respectively.

4.3 Construction Cost Prediction

Accurate prediction of construction cost in the initial phase of a construction project
is critical to the success of the project. It is the most basic basis for cost control in
the whole project process. Underestimating cost is prone to cost overrun and overes-
timating cost easily affects investment decisions and capital preparation. But it is also
necessary to predict the construction cost’s main component cost for compiling the fea-
sible research report. The construction cost to be predicted in this research refers to the
construction and installation project cost, which accounts for the largest proportion of
the total investment in the project, and mainly includes engineering project cost (EC),
installation project cost (IC) and decoration project cost (DC) to be predicted. After the
approximate reduction of the prediction indicators, the engineering project cost (EC)
is predicted by using 7 independent variables including overground floor area, under-
ground floor area, number of overground floors, number of underground floors, number
of households, type of earthquake resistance and number of elevators. The installation
project cost (IC) is predicted by using 4 independent variables including installation
completeness of electrical engineering, HVAC, water supply and drainage works and
fire engineering. The decoration project cost (DC) is predicted by using 4 independent
variables including type of entrance doors, type of exterior windows, type of exterior
facade decoration and interior decoration level. Finally, the construction cost (CC) is
predicted by using 3 independent variables including EC, IC and DC.
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Different kernel function types have a direct impact on the performance of themodel.
In this research, model optimization refers to selecting the kernel function and the corre-
sponding kernel parameters that aremost suitable for the sample data structure from three
kernel functions: Linear Kernel, Polynomial Kernel and Radial Basis Function. Through
many experiments, rbf kernel function with better prediction effect is adopted. 90% of
the data is used for training models and 10% for testing models. In the training process,
grid search is used to find the optimal parameters C and g of SVR models. Finally, the
predicted results and true values of engineering project cost (EC), installation project
cost (IC), decoration project cost (DC) and construction cost (CC) are shown in Fig. 1.
The goodness of fit R2 for predicting engineering project cost (EC), installation project
cost (IC) and decoration project cost (DC) are 0.9687, 0.9478 and 0.9546 respectively.
The goodness of fit R2 used to predict the construction cost (CC) is as high as 0.9832.
From the prediction results, the installation cost prediction model performed poorly on
sample 34, but the overall prediction results are acceptable.

R2=0.9687, MSE=0.0453, MAE=0.1750 R2=0.9478, MSE=0.0227, MAE=0.1240

R2=0.9546, MSE=0.0516, MAE=0.1795 R2=0.9832, MSE=0.0216, MAE=0.1252

Fig. 1. Prediction results of EC, IC DC and CC used SVR

In order to effectively verify the prediction performance of SVRmodels, this research
adopts BP Neural Network (BPNN) and Random Forest (RF) as control models. BPNN
uses error back propagation to learn, which is composed of a large number of nodes and
connections between nodes. RF introduces bagging and randomly selects split attributes,
and its core idea is to generatemultiple decision trees in parallel to forma forest to prevent
over-fitting and achieve optimal classification or regression by increasing the breadth.
The prediction results of the three models are shown in Table 4. R2 is used to describe
the accuracy of model fitting. The larger the value, the better. MSE andMAE are used to
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describe the generalization ability of the model. The smaller the value, the better. On the
whole, SVR models have the best overall prediction effect on four kinds of costs, and
the prediction model developed in this research can effectively predict the construction
cost of proposed residential projects.

Table 4. Comparison of prediction performance of SVR, BPNN and RF

Cost prediction Model type R2 MSE MAE

Engineering project cost (EC) SVR 0.9687 0.0453 0.1750

BPNN 0.9297 0.1016 0.2535

RF 0.9432 0.0825 0.2427

Installation project cost (IC) SVR 0.9478 0.0227 0.1240

BPNN 0.9430 0.0321 0.1324

RF 0.9325 0.0611 0.1865

Decoration project cost (DC) SVR 0.9546 0.0516 0.1795

BPNN 0.9444 0.0524 0.1974

RF 0.9480 0.0590 0.2050

Construction cost (CC) SVR 0.9832 0.0216 0.1252

BPNN 0.9817 0.0239 0.1082

RF 0.9747 0.0224 0.1120

5 Summary

A large number of historical data have been accumulated in the long-term practice of
engineering cost field. How to make full use of these data combined with artificial
intelligence to accurately calculate the reasonable cost of the proposed project is a
research topic worthy of attention. In this study, SVR is proposed based on 84 completed
residential projects in Chongqing, China. We not only predict the construction cost of
residential projects, but also predict the main component costs, including engineering
project cost (EC), installation project cost (IC) and decoration project cost (DC), with
the prediction accuracy of 98.32%, 96.87%, 94.78% and 95.46%, respectively. All the
prediction effects are good, which are higher than the prediction accuracy of BPNN and
RF.

In this research, after eliminating the indicators whose correlation is greater than 0.9
and less than 0.3 by factor analysis, we use seven prediction indicators to predict EC, four
prediction indicators to predict IC, and four prediction indicators to predict DC. When
the data are normalized, we find that the data prediction result by z-score normalization
is better than Min-max normalization, which may be related to Min-max normalization
changing the relative distance of the data. Ahn et al. studied the performance evalua-
tion of 5 different normalization methods including interval standardization, Gaussian
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distribution-based normalization, z-score normalization, logistic function-based normal-
ization, and ratio standardization [6]. It indicates that the data processing method has
a certain influence on the accuracy of the model. To predict the construction cost, this
research uses EC, IC and DC to make the SVR model instead of all the 15 prediction
indicators, because the accuracy of the latter is only 93.02% and is not as high as 98.32%
of the form. There are relatively large correlation indicators among all the 15 prediction
indicators, while the correlation of EC, IC and DC is less than 0.3. It also indicates that
the collinearity of prediction indicators will also affect the prediction accuracy, which
is similar to the effect of the covariance between indicators studied by Ahn et al. on the
case retrieval similarity based on CBRmodel in the prediction of construction cost [17].

Compared with traditional estimation methods such as index estimation, this cost
prediction model developed by machine learning can save time and energy and avoid
artificial estimation errors, playing an important role in determining a reasonable invest-
ment for the construction unit, compiling project proposals and feasibility study reports,
and improving the investment benefit and enterprisemanagement level.With the increase
of completed engineering projects, the accumulation of cost data will make the model
prediction effect better. So we also suggest that it is the inevitable requirement of the
development of construction industry to establish and improve the engineering cost
database, collect and analyze the engineering project information and reveal its internal
law, which is used to guide the engineering practice.
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Abstract. Data mining has made rapid progress in the past decade and detecting
intellectual structure of data mining research is of great help to researchers. The
purpose of this study is to detect the evolutional intellectual structure of data
mining from the aspect of keywords. This study takes the 5,380 papers, published
between 2007 and 2016 retrieved from 11 leading data mining journals defined
by Google Scholar Metrics as the dataset. After data pre-processing, keyword
frequency analysis is caried out to detect the three different developing patterns of
keywords, which indicates that the research focus of data mining has shifted from
such topics as association rule mining to large-scale complex networks. Then this
paper constructs co-word matrices of high-frequency keywords of different time
periods, namely 2007 to 2016 for the whole picture during these years, 2007 to
2011 and 2012 to 2016 for two periods. Clustering results show that there are
four main data mining topics, and the attention has been paid more to graph data
mining and complex network analysis in the past five years.

Keywords: Data mining · Intellectual structure · Co-word analysis · Clustering ·
Evolution analysis

1 Introduction

Along with social development and technical breakthrough, there has been a constant
improvement in the utilisation of information technology and the acquisition of data. The
three pillars of data mining, namely, database, artificial intelligence and mathematical
statistics, havemade rapid development. Datamining is the process of extracting implicit
and useful information from massive data using an array of algorithms and strategies.
The past decade has witnessed a significant leap of the data mining technology, and
numerous studies related to data mining have appeared in top-level journals.

Intellectual structure [1] is a term in information science, which is defined as the
clusters and relationships obtained by bibliographic analysis of a certain field using
bibliographic clustering matrix. Each cluster corresponds to one subfield of research.

Bibliometrics and mapping of science [2] are two useful quantitative tools based
on mathematics and statistics, which are widely used for studying and evaluating the
researches in a given field. The intellectual structure, research fronts and development
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trend of a specific topic can be detected by bibliometric methods. Conventional biblio-
metrics calculate yearly amount of publications, authors, contents, sources and citation
frequency for a given field without digging deeper into the research themes. While, co-
word analysis [3] is a type of content analysis, and when two keywords related to the
same research topic appear concurrently in one paper, these two words are considered
interrelated in some way. The higher the frequency of co-occurrence of the two words
is, the closer their relationship (or the smaller their distance) is. Using modern statistical
tools (such as factorial analysis, clustering and multi-dimensional scale analysis), the
keywords are classified based on such ‘distance’ in a discipline. Therefore, the research
highlights, structure and paradigm for the discipline can be identified. Compared with
conventional bibliometrics, co-word analysis allows for an in-depth study of the research
structure and highlights as well as the prediction of the development trend in a given
discipline.

Co-word analysis has found extensive applications in such fields as medical and
health science, social science, philosophy, humanities and information technology. The
top three fields for which co-word analysis is applied most commonly are information
technology, social science, and medical and health science, among which library and
information science [4] related to information technology is themost extensively studied.

Existing studies on data mining are generally focused on data mining methodology
and its application. However, few studies have been devoted to the evolution of intel-
lectual structure in data mining. We believe that an analysis on the evolution of the
intellectual structure in data mining field is crucial for identifying the development trend
in this field and can providing reference for relative researchers.

To sum up, the aim of this paper is to apply co-word analysis to papers published in
reputed journals on data mining in the past decade, with a purpose to explore the current
status of data mining research and to detect the evolution of intellectual structure over a
five-year cycle from 2007 to 2016.

2 Data

2.1 Data Source

Since data mining is not a subcategory of an existing discipline, making it is impossible
to use the categories given by Web of Science, thus we take Google Scholar Metrics as
the standard. Google Scholar Metrics provide an academic evaluation standard which
uses two important metrics, h5-index and h5-median, to help researchers to assess the
visibility and influence of recent articles in scholarly publications [5]. For a publication,
h5-index is the h-index for articles published in the last five complete years, i.e., it is
the largest number h such that h articles published in the last five years have at least
h citations each. While h5-median is the median number of citations for the articles
that make up its h5-index. Google Scholar Metrics provide a list of top publications
(including both conferences and journals) based on the citations within Google, ordered
by their five-year h-index and h-median metrics. In the sub-category ‘date mining and
analysis’ of category ‘engineering and computer science’, there are nine conferences and
11 journals [6]. It is well-known that articles from top professional journals are strictly
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peer-reviewed by experts. Therefore, we take journals from the Google Scholar Ranking
of Data Mining and Analysis as data selection criteria (Table 1).

Table 1. Brief statistics of top journals of data mining and analysis based on Google Scholar
Metrics

No. Publication title Starting year H5-index H5-median

1 IEEE Transactions on Knowledge and Data
Engineering

1989 66 111

2 Knowledge and Information Systems 1999 38 52

3 ACM Transactions on Intelligent Systems and
Technology

2010 37 68

4 Data Mining and Knowledge Discovery 1997 33 57

5 Wiley Interdisciplinary Reviews: Data Mining and
Knowledge Discovery

2011 30 56

6 Social Network Analysis and Mining 2011 26 37

7 ACM Transactions on Knowledge Discovery from
Data

2007 23 39

8 Advances in Data Analysis and Classification 2007 18 25

9 BioData Mining 2008 17 25

10 Statistical Analysis and Data Mining 2008 17 30

11 Intelligent Data Analysis 1997 16 21

It can be seen that most leading data mining journals do not have a long history
(Table 1). Among these journals, IEEE Transactions on Knowledge and Data Engineer-
ing, first published in 1989, has the longest time span, which is shorter than many other
computer science journals. Besides, seven journals are first published not earlier than
2007 and the rest journals are first issued before the 21st century. Hence, we take liter-
ature published in these leading journals between 2007 and 2016 to reflect the overall
research status of data mining.

2.2 Data Acquisition

Web of Science [7] and Scopus [8] are two famous and authoritative abstract and cita-
tion databases, among which Web of Science provides more detailed information about
literature. Thus, when papers from above journals are included in both databases, we
use Web of Science (WOS) as the data source.

In the SCI-Expanded database of Web of Science core collection, journal titles were
used to locate a specific journal, publication year was limited to 2007–2016, and docu-
ment types included article and review. By this searching strategy, 4,815 bibliographic
data were obtained from Web of Science. While in Scopus, the unique international
standard serial number (ISSN) was used to search papers of these leadings journals that
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were not included inWeb of Science during 2007–2016, and 565 publicationswere found
from Scopus. Thus, a collection of 5,380 publications were obtained, which contains
5,222 articles (97%) and 158 reviews (3%).

2.3 Data Preprocessing

2.3.1 Standardization of the Source Format

The bibliographic format is different between Scopus and WOS, so the format was first
standardised. Depending on our need, 16 required fields with the same meaning were
selected and compared in Web of Science and Scopus. Then, bibliographic data from
the two data sources were merged into one database according to these 16 fields. The
fields which were used in this paper are depicted as AU, TI, SO, DT, DE, ID, AB, C1,
RP, CR, TC, SN, PY, VL, IS, and DI in WOS, and the meaning of fields are given in
Table 2. No. 17 was added manually to indicate the data source of each literature.

Table 2. Fields used in the Experiment

No. Field Meaning

1 TI Title

2 AU Authors

3 C1 Addresses of all authors

4 RP Address of reprint author

5 SN ISSN

6 DE Author keywords

7 ID Keywords plus given by data
source

8 AB Abstract

9 DT Document type

10 CR Cited references

11 TC Times cited

12 SO Source

13 PY Publication year

14 VL Volume

15 IS Issue

16 DI DOI (Digital Object Identifier)

17 Data source Web of Science or Scopus
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2.3.2 Check of Keywords

Co-word analysis is premised on word frequency analysis. The ‘DE’ (author keyword)
columnwas analysed and 13,252 different keywordswere identified, though some incon-
sistent or erroneous records were contained. Some records were pure numbers, such as
“454”; others were mistakenly treated as different keywords because of the non-standard
punctuationmark, for example, ‘fuzzy and probabilistic reasoning’ and ‘fuzzy, and prob-
abilistic reasoning’; the samekeywords in singular or plural formweremistakenly treated
as different, for example, access control and access controls. There were many keywords
which had similar meaning but different forms. The computer will treat the two differ-
ently spelt words as two distinct works regardless of the similarity in meaning, which
causes great confusion to statistical analysis. Therefore, the keywords under analysis
should be properly managed and uniformly indexed. Only in this way can co-word
analysis realistically reflect the research theme of the paper based on co-occurrence
frequency. We built a correction sheet listing the types of non-standardisation and the
results of correction. There were six major types of non-standardisation, which were
ranked in a decreasing order of the number of corrections in each type: singular or plural
form, similar vocabulary, connector, acronym, gerund and mistaken data. The number
of corrections in each type was 349, 122, 88, 45, 39 and 10, respectively. A total of 653
corrections were made, in which one keyword was deleted, two keywords were com-
bined, and 1748 similar keywords were unified into one. Thus, the number of distinct
keywords decreased from 13,252 to 11,502.

3 Analysis on the Evolution of Keyword Frequency

An analysis on the evolution of keyword frequency benefits the understanding on the
shift of research highlights in datamining field in the past decade. From2007 to 2016, the
number of keywords was 826, 992, 1145, 1157, 1446, 1747, 2189, 2151, 2442 and 2510,
respectively. It can be seen that except the number of keywords decreased by 38 from
2013 to 2014, while it increased on a yearly basis for the remaining years. From 2007 to
2016, the number of keywords increased from 826 to 2,510. In addition, the top 1%of the
keywords within a year was considered high-frequency keywords in this paper, so there
were 8, 14, 13, 15, 19, 18, 23, 25, 25 and 24, respectively. The high-frequency keywords
vary from year to year and they are shown in Table 3. Fifty-one distinct keywords were
detected in the high-frequency keywords list. The evolution characteristics of keywords
in the data mining field can be summarised as follows.
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Table 3. High-frequency keywords during 2007 and 2016

Year High-frequency keywords (frequency)

2007 data mining (34), clustering (19), classification (15), machine learning (11), association rules (9),
time series analysis (8), data streams (8), query processing (7)

2008 data mining (45), clustering (23), classification (17), association rules (11), machine learning (11),
query processing (9), support vector machines (8), time series analysis (7), text mining (7), graph
mining (6), feature selection (6), cost-sensitive learning (6), genetic algorithm (6), relational
database (6)

2009 data mining (42), clustering (21), classification (17), feature selection (9), association rules (8),
query processing (8), data streams (7), privacy (7), machine learning (7), spatial databases (6),
algorithms (5), logistic regression (5), e-learning (5)

2010 data mining (29), clustering (28), classification (17), algorithms (13), machine learning (13), query
processing (12), support vector machines (11), data streams (10), association rules (9), graph mining
(8), privacy (8), feature selection (7), text mining (7), ontology (7), social network analysis (7)

2011 clustering (36), algorithms (36), data mining (35), classification (24), social network analysis (19),
experimentation (19), machine learning (14), query processing (10), time series analysis (9),
association rules (7), collaborative filtering (7), anomaly detection (7), design (7), human factors
(7), economics (7), graph mining (7), dimensionality reduction (7), semi-supervised learning (7),
information retrieval (7)

2012 algorithms (59), experimentation (42), data mining (37), clustering (30), social network analysis
(27), classification (26), performance (22), design (20), feature selection (18), human factors (15),
machine learning (14), query processing (11), topic model (9), text mining (9), measurement (9),
anomaly detection (8), sentiment analysis (8), decision trees (8)

2013 algorithms (80), social network analysis (64), experimentation (58), data mining (46), clustering
(35), design (32), performance (31), classification (23), machine learning (21), human factors (19),
recommender systems (14), privacy (14), data streams (14), semi-supervised learning (11),
collaborative filtering (10), theory (10), time series analysis (10), Twitter (10), measurement (9),
query processing (9), trust (9), link prediction (9), ontology (9)

2014 social network analysis (56), clustering (51), data mining (45), classification (29), algorithms (23),
privacy (13), experimentation (13), design (11), recommender systems (11), machine learning (10),
data streams (10), collaborative filtering (9), feature selection (9), query processing (9), transfer
learning (9), topic model (9), social media (9), text mining (9), big data (8), complex networks (8),
measurement (8), graph mining (8), Twitter (8), pattern mining (8), performance (8)

2015 algorithms (88), experimentation (57), social network analysis (47), performance (46), data Mining
(42), design (36), classification (33), clustering (27), machine learning (18), measurement (15),
feature selection (15), theory (14), human factors (14), privacy (14), recommender systems (14),
query processing (14), collaborative filtering (13), anomaly detection (11), Twitter (11), time series
analysis (10), topic model (10), support vector machines (10), community detection (9), spatial
databases (9), social media (9)

2016 social network analysis (51), algorithms (48), data mining (36), clustering (33), classification (30),
performance (24), experimentation (22), recommender systems (21), machine learning (19),
crowdsourcing (17), design (17), time series analysis (15), feature selection (15), collaborative
filtering (14), big data (14), Twitter (12), query processing (12), prediction (11), data streams (11),
anomaly detection (10), online learning (10), support vector machines (10), ensemble learning (10),
topic model (10)
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3.1 Some Keywords Appear Often the High-Frequency Keywords Over the 10
Years

Keywords ‘data mining’, ‘clustering’, ‘classification’, ‘machine learning’, and ‘query
processing’ are always in the high-frequency list over the ten years. For example, ‘data
mining’ is always among the top 1% keywords, or even among the top five keywords.
This is because we included papers in the data mining field, which were published in the
top journals in this field. ‘Clustering’ is always the top eight keywords, since clustering
in one of the basic task of data mining. While keyword ‘algorithms’ appear eight times
in the list over the ten years. These keywords not only represent the hot spots but also the
highlights of research, among which clustering and classification are the two primary
tasks in data mining.

3.2 Some Keywords Appeared in the Past, but not so in the Present

For example, ‘association rule’ appeared most frequently in the first five years, but not
after 2012, which is in line with the fact that association rule was among the most
extensively studied topic from 2007 to 2011. But as the progress is being made in the
topic of association rule after 2012, association rule was no longer the high-frequency
words after 2012.

3.3 Some Keywords Appeared only in the Recent Years, but not so in the Present

For instance, the keyword ‘performance’ did not appear in the first five years, but
appeared between 2012 and 2016. ‘Experimentation’ did not appear in the first four
years, but appeared every year in the next six years. ‘Recommender systems’ did not
appear in the first six years, but appeared every year in the next 4 years. ‘Social network
analysis’ did not appear in the first three years, but appeared every year in the next seven
years. ‘Design’ did not appear in the first four years, but appeared every year in the next
six years. ‘Collaborative filtering’ did not appear in the first four years, but appeared five
times in the next six years, in 2011, 2013, 2014, 2015 and 2016. ‘Twitter’ did not appear
in the first six years, but only appeared in the next four years. ‘Topic model’ did not
appear in the first five years, but appeared in 2012, 2014, 2015 and 2016. “Measurement”
did not appear in the first five years, but between 2012 and 2015.

Apparently, there has been a shift in research focus from ‘association rule’ in the
first five years to ‘performance’, ‘experimentation’, ‘social network analysis’, ‘design’,
‘Twitter’, ‘topic model’ in the next five years. Obviously, along with the rapid devel-
opment of network and other information technologies, the data scale and associations
between the objects increase. This increases the availability of data, and more and more
researchers attempt at data characterization in terms of network. Recent years have seen
a growing number of studies on large-scale complex networks.
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4 Matrix Construction for Co-word Analysis

4.1 Word Frequency Estimate

There are two ways to determine the high-frequency words. The first is empirical, in
which the researchers make an objective choice of high-frequency words by weighing
between the number and frequency of words selected. The second is to use the Zipf’s law
[9] for setting the threshold of high frequency. In the Zipf’s law, T= (−1+

√
1 + 8 × I1)

/ 2, where T is the threshold of high frequency of keywords, and I1 is the number of
keywords with a frequency of 1. This law depicts the relationship between the frequency
of low-frequency words and the word count. However, if there are many technical terms
with extremely high or low frequency, the Zipf’s law is not an appropriate method
to determine the threshold of word frequency. In our study, I1 = 9112, and final T
= 134, and there were only eight keywords with frequency above 134, which was
no sufficient to reflect the knowledge points for a given discipline. Further analysis
revealed that there were too many low-frequency words, leading to an excessively high
I1 but a very low T. The threshold of high-frequency words was too low. Therefore,
the Zipf’s law was not applicable to the choice of high-frequency words in our study.
Here g-index was used to determine the threshold of high-frequency words. Experiment
using real data has demonstrated that g-index is more accurate than the Zipf’s law,
as it can overcome the defect of the Zipf’s law in defining the low-frequency words
while reducing the objectivity in the choice of technical terms. The g-index is concerned
with the contribution of high-frequency words without considering the low-frequency
words. This feature makes it highly suitable for co-word analysis which focuses on high-
frequency words. The g-index is calculated as follows: The source papers are ranked in
a decreasing order of the number of citations, and the g-value is found so that the sum
of the number of citations for the first g papers is equal to or above g2 and the sum of
the number of citations for the first g+1 papers is below (g+1)2. The g-index is defined
as follows: the score for the number of keywords related to a research theme is g. For a
total number N of keywords for a given research theme, the cumulative frequency of g
keywords is equal to or above g2 and the cumulative frequency of g+1 keywords is equal
to or above (g+1)2. We calculated the g-index as 71 in this study, which corresponded
to keywords with a frequency above 25. Thus 77 keywords were chosen as the high-
frequency words. Further inspection of these keywords showed that they sufficiently
represented the knowledge points of the discipline.

4.2 Construction of Co-word Matrix

The high frequency co-word matrix was constructed for the data mining field (Table 4).
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Table 4. High-frequency co-word matrix (partial)

Keywords Active
learning

Algorithms Anomaly
detection

Association
rule

Bayesian
network

Big data

Active
learning

7 1

Algorithms 7 3 9 2 4

Anomaly
detection

1 3 1

Association
rule

9 1 1

Bayesian
network

2 1

Big data 4

As indicated by the above matrix which is yet to be analyzed by relevant software,
datamining is an interdisciplinary science, which is closely connectedwithmathematics,
computer science, and networks.

5 Clustering Analysis of the Co-word Matrix

The intellectual structure of the data mining field was visualized using University of
California at Irvine NETwork (UCINET). Clustering analysis was performed to the co-
word matrix using the cohesive subgroup analysis tool of UCINET. Cohesive subgroup
is a generalized concept of subgroup, and the purpose of cohesive subgroup analysis is
to reveal the substructure in the cluster. Cohesive subgroup analysis is consistent with
clustering analysis.

Before cohesive subgroup analysis using fractions toolkit of UCINET, keywords
without reflecting the true research themes were removed. For example, ‘data mining’
was removed, and other keywords such as ‘algorithm’, ‘design’, ‘experiment’, ‘knowl-
edge discovery’, ‘performance’ and ‘theory’ which caused great confusion to the cluster-
ing, were also removed. The clustering results became more reasonable after removing
these keywords. To map the evolution of the intellectual structure in data mining, co-
word analysis was first performed for the year 2007 to 2016 on the whole and then
separately for different time periods, i.e., 2007–2011 and 2012–2016. Co-word matrices
were built, with a size of 70, 35 and 52, respectively.

For these three matrices, two to ten clusters were experimented (Table 5). Based on
the generated density tables, the number of errors and density were examined (density
was considered qualified if the density of the diagonal matrix was higher than other
matrix densities in the row, with the least errors).
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Table 5. Statistics of clustering results

Time span
Number
of clusters

2007-2011 2012-2016 2007-2016
Density 

qualified
Errors

Density 
qualified

Errors
Density 

qualified
Errors

2 424 960 1792

3 274 654 1216

4 208 506 954
5 × — × — × —
6 × — × — × —
7 × — × — × —
8 × — × — × —
9 × — × — × —
10 × — × — × —

It can be seen fromTable 5 that under each condition, the optimal resultwas achiecved
with four clusters, where the density satisfied the requirement and the number of errors
was the smallest. The clustering result was analyzed for each condition.

5.1 Analysis on the Intellectual Structure in Data Mining from 2007 to 2016

Clustering analysis was performed for the co-word matrix from 2007 to 2016, and the
resulting density tables are shown in Table 6. The density of the diagonal matrix is the
largest in each row with four clusters. The difference is greater between some numbers
of clusters (e.g., three clusters vs. four clusters), but smaller between other numbers
of clusters (e.g., two clusters vs. four clusters). Due to space limitation, the clustering
result of the first cluster is shown in Fig. 1, and the main research topic of each class is
analysed as below.

Table 6. Density table of keyword clusters (2007–2016)

Density table 1 2 3 4

1 0.93 0.33 0.15 0.61

2 0.33 1.00 0.25 0.94

3 0.15 0.25 0.78 0.28

4 0.61 0.94 0.28 1.50
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Fig. 1. Clustering result of keywords during 2007 and 2016

5.1.1 Text Classification and Recommender System

Keywords related to this research theme include Bayesian network, collaborative filter-
ing, crowdsourcing, dimensionality reduction, genetic algorithm, human factors, infor-
mation retrieval, matrix factorisation, mixture models, multi-agent systems, prediction,
ranking, recommender systems, sentiment analysis, social media, supervised learning,
text classification, and topic model. Among these keywords, collaborative filtering, pre-
diction, ranking, recommender systems, and social media are associated with the rec-
ommendation algorithm for a large-scale network under a multi-media environment.
While Bayesian network, crowdsourcing, supervised learning, text classification, senti-
ment analysis, and topic model are associated with text classification and classification
is a supervised method.

5.1.2 Clustering and Approaches based on Machine Learning

Keywords related to this research theme include active learning, anomaly detection,
clustering, complex networks, concept drift, decision trees, ensemble learning, expecta-
tion maximization (EM), K-means, model selection, online learning, optimisation, prin-
cipal component analysis (PCA), regression, semi-supervised learning, support vector
machines (SVM), time series analysis, transfer learning.K-means algorithm is a classical
clustering algorithm. Active learning, concept drift, decision trees, ensemble learning,
EM, model selection, online learning, optimisation, PCA, regression, SVM, and transfer
learning are all data mining methods based on machine learning.

5.1.3 Database-Based Data Mining Techniques and Ontology Semantics

Database was developed earlier than the data mining technology, which did not emerge
until the 1980’s to 1990’s. Keywords related to this research theme include frequent
pattern mining, XML, data streams, personalisation, scalability, spatial databases, pri-
vacy, relational database, query processing, security, similarity search, location-based
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services, semantic web, top-k query, ontology, and indexing, among which frequent
pattern mining was first applied to the database for data mining, and data streams later
emerged after the extension of frequent pattern mining to the data stream field. While
spatial database and relational database are the two major types of database in data min-
ing, query processing, similarity research, top-k query and indexing are important means
to improve the efficiency of databases at an early stage in data mining development. In
this class, XML, semantic web and ontology were associated with semantic study.

5.1.4 Bioinformatics Data Mining, Network Data Mining, Association Rule
Mining, and Text Mining

Keywords related to this research theme include bioinformatics, frequent itemsetmining,
similarity measure, association rule, big data, sequential patterns, classification, graph
mining, link prediction, community detection, text mining, pattern mining, machine
learning, social network analysis, measurement, Twitter, web mining, feature selec-
tion. Bioinformatics, similarity measure and sequence pattern identification are used
for bioinformatics data mining. Keywords such as big data, graph mining, link predic-
tion, community detection, social network analysis, Twitter, and web mining represent
a major research topic in graph mining, link prediction, community identification and
social network analysis under big data. Frequent itemset mining and association rule are
also the keywords which represent the highlights in data mining studies. Text mining is
another keyword related to this research theme, which overlaps with the keyword in the
second class. This agrees with the fact that the overlapping density of cluster 2 and 4
(0.94) are relatively large in the density matrix.

5.2 Analysis on the Intellectual Structure of Data Mining from 2007 to 2011

Clustering analysis was then applied to the co-word matrix from 2007 to 2011. The
resulting density table is shown in Table 7. The density of diagonal matrix in each row
is the largest with four clusters. The clustering result is shown in Fig. 2, and the main
research topic of each class is analysed.

Table 7. Density table of keyword clusters (2007–2011)

Density table 1 2 3 4

1 1.38 0.59 0.20 0.44

2 0.59 0.96 0.18 0.27

3 0.20 0.18 0.33 0.10

4 0.44 0.27 0.10 0.75
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Fig. 2. Clustering result of keywords during 2007 and 2011

5.2.1 Text Data Mining

The keywords include information retrieval, association rule, machine learning, classi-
fication, social network analysis, web mining, privacy, text mining, relational database,
and information extraction. Keywords such as information retrieval, classification, text
mining and information extraction indicate they are related with text mining, as text
mining often focuses on classification based on extracted words.

5.2.2 Clustering and Data Stream Mining

The keywords include personalisation, semi-supervised learning, k-means, spatial
databases, anomaly detection, data streams, clustering, decision trees, query process-
ing, concept drift, and optimisation. Among these keywords, k-means is a classical
clustering algorithm. Besides, keywords such as anomaly detection, data streams, semi-
supervised learning and concept drift indicate studies that detect anomaly in data stream
using semi-supervised learning algorithm.

5.2.3 Frequent Pattern Mining, Semantics-Related Study and Collaborative
Filtering

The keywords include collaborative filtering, frequent pattern mining, rough sets, ontol-
ogy, frequent itemset mining, and semantic web. Generally speaking, the research sub-
themes in this class are less closely corelated, and the density is only 0.33 for this
class.

5.2.4 Dimensionality Reduction and Machine Learning Studies

The keywords include Bayesian network, feature selection, EM, genetic algorithm,
SVM, graph mining, time series analysis, and dimensionality reduction. Keywords such
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as feature selection and dimensionality reduction usually appear in studies on dimen-
sionality reduction for high-dimensional data. Other keywords generally appear in the
conventional methods based on machine learning.

5.3 An Analysis on the Intellectual Structure of Data Mining from 2012 to 2016

Clustering analysis was then applied to the co-word matrix from 2012 to 2016. The
resulting density table is shown in Table 8. The clustering result is shown in Fig. 3, and
the main research topic of each class is analysed.

Table 8. Density table of keyword clusters (2012–2016)

Density table 1 2 3 4

1 1.03 0.27 0.79 0.65

2 0.27 0.81 0.51 0.31

3 0.79 0.51 0.99 0.49

4 0.65 0.31 0.49 0.92

Fig. 3. Clustering result of keywords during 2012 and 2016

5.3.1 Graph Mining and Spatial Data Mining

The keywords include clustering, privacy, network analysis, social network analysis,
ontology, frequent pattern analysis, scalability, graphmining, query processing, informa-
tion retrieval, location-based services, spatial databases, and matrix factorization. Key-
words network analysis, social network analysis and graph mining indicate that graph
mining is done from the perspective of social network analysis or a more extensive
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network. Keyword scalability, query processing, information retrieval, location-based
services, spatial databases, matrix factorization usually appear in the research theme of
spatial data mining and its application.

5.3.2 Data Stream Mining and Classification

The keywords include decision tree, dimensionality reduction, time series analysis,
online learning, concept drift, topicmodel, anomaly detection, text classification, ensem-
ble learning, semi-supervised learning, pattern mining, SVM, and data streams. Key-
words time series analysis, concept drift, anomaly detection and data streams anal-
ysis usually appears in the studies on concept drift detection in data stream min-
ing and time series mining. Keywords decision trees, topic model, text classification,
ensemble learning, semi-supervised learning, pattern mining, SVM usually appears in
classification.

5.3.3 Complex Network Analysis

Keywords include link prediction, classification, social media, crowdsourcing, big data,
supervised learning, EM, mixture models, community detection, measurement, Twitter,
feature selection, and sentiment analysis. The appearance of keywords link prediction,
social media, big data, community detection, Twitter, feature selection and sentiment
analysis indicates that in a big data era, the network scale has been expanding constantly
and complex network analysis has become a research theme in data mining and this
research theme is also closely related to graph mining.

5.3.4 Recommender System

The keywords include complex networks, machine learning, association rule, Bayesian
network, regression, optimization, collaborative filtering, human factors, text mining,
ranking, recommender systems, transfer learning, and active learning. Keywords com-
plex networks, collaborative filtering, ranking and recommender systems usually appear
in recommendation algorithms.

6 Conclusions

We retrieved data mining studies fromWeb of Science and Scopus databases from 2007
to 2016. Keywords were extracted from the retrieved papers and co-word analysis was
carried out. Clustering was applied to the co-wordmatrices and the evolution of the intel-
lectual structure of data mining field was mapped. Our research indicates that from 2007
to 2016, the research focus in data mining has shifted from basic tasks of data mining
such as association rulemining to research based on large-scale complex networks. Clus-
tering results of high frequency co-word matrix show that there are four main topics of
data mining research during 2007 to 2016: text classification and recommender system,
clustering and approaches based on machine learning, database-based data mining tech-
niques and ontology semantics, and bioinformatics data mining, network data mining,
association rule mining, and text mining. Furthermore, by comparison, the main focus of
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datamining shifted from textmining, clustering and data streammining, frequent pattern
mining, semantics-related study and collaborative filtering, dimensionality reduction and
machine learning studies during 2007 to 2011 to graph mining and spatial data mining,
data stream mining and classification, complex network analysis, recommender system
during 2012 to 2016. In future studies, we will derive algorithms to review the extracted
keywords and consider analysis of the clustering results by combining expert knowledge.
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Abstract. As cities strive for more sustainable transportation systems, many are
considering renewable fuels for fleets. Biogas has several advantages as an alter-
native fuel. Composed primarily of methane, it can be cleaned for use in natural
gas vehicles or burned in a turbine/engine to generate electricity for electric vehi-
cles. Biogas can reduce air pollutant emissions from fleet vehicles; in addition, if
wastes are used to produce the biogas in digesters, the problem of urban wastes is
reduced. Many cities already have anaerobic digesters that convert sewage sludge
at water resource recovery facilities (WRRFs) to biogas. Because of its abundance
in landfilled waste (22%), food waste is of current critical concern to the US Envi-
ronmental Protection Agency. Yard (flora) waste comprises an additional 7.8% of
waste going to landfills. Both food and yard waste could be used to boost biogas
production inWRRF digesters. One main question is: WhatWRRF locations with
existing digesters are the best candidates to produce vehicle fuel from food/yard
waste? In this paper, we present an optimization that balances trade-offs between
food/yard waste transportation costs and capital/operating costs for expanding
digesters. An example study is conducted for the City of Dallas, Texas.

Keywords: Food Recovery Hierarchy · Waste management · Anaerobic
digestion · Facility location

1 Introduction

Nationwide, 22% of the waste that goes to landfills is foodwaste, and 7.8% is yard (flora)
waste (US EPA [1]). In Dallas/Fort Worth, food waste constitutes 28% of what goes to
landfills, and yard waste is 3.2% (NCTCOG [2]). According to EPA’s Food Recovery
Hierarchy, if food waste cannot be reduced outright or used to feed hungry people or
animals, the next priority is using it to generate energy, rather than composting or sending
it to the landfill (USEPA [3]). Both food and yardwaste can be used to supplement biogas
production in anaerobic digesters (AD). Many cities already have ADs that convert
sewage sludge at water resource recovery facilities (WRRFs) to biogas. With 14,748
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WRRFs across the US (Center for Sustainable Systems [4]), substantial potential exists
for expanding the co-digestion of food and yard waste at WRRFs. Digesting the food
waste generated by a single average American in one year, which is around 248 lb (US
EPA [1]), could provide enough energy for an electric vehicle (EV) to travel about 41
miles or a compressed natural gas (CNG) vehicle to travel around 22 miles.1

Enhancing existing WRRF infrastructure to accommodate food and yard waste,
to generate biogas for vehicle fuel, involves determining which WRRF with ADs are
the best candidates for co-digestion. The best candidates would provide the most bio-
gas for the least cost. Determining this is not straightforward, however, because of the
large number of potential WRRFs, waste collection routes, and variables that impact
the cost. The 16-county region served by the North Central Texas Council of Govern-
ments, for example, has 9 existing ADs at WRRF (NCTCOG [10]). Trade-offs must be
balanced between food/yard waste transportation costs and capital costs for expanding
ADs, cleaning gas/generating electricity, and installing refueling stations.

Until this F4 project, there was not a model for determining the best use of existing
AD infrastructure for food/yardwaste to fuel conversion.Galli et al. [11] provided a qual-
itative (not quantitative)model of foodwaste generation and recovery for social purposes
for Italy. Several studies have developed food supply network models [12, 13], but they
do not apply to waste. Lee et al. [14] developed a system dynamics food waste model
for Hong Kong, consisting of sub-models for food waste generation, waste treatment,
landfilling, and government expenditure. A similar model, however, is not available for
the US. Several general models are available to facilitate municipal solid waste man-
agement decisions in the US, including Solid Waste Optimization Lifecycle Framework
(SWOLF, NCSU [15]) and Municipal Solid Waste Decision Support Tool (MSW-DST,
RTI International [16]). However, these models are not specific to food/yard waste and
do not address the issue of using existing AD infrastructure to convert food/yard waste
to fleet fuel. EPA’s Co-Digestion Economic Analysis Tool (Co-EAT, Rock and Ricketts
[17]) is not specific to food/yardwaste and requires 78 input values, which are not readily
available.

In this paper, we focus on the F4 Optimization that utilizes information acquired in
the larger F4 project to optimize the allocation of food/yard waste to WRRF locations.
The next section describes the estimation ofWRRFAD capital and operating costs, food
and yard waste generation, and costs to transport waste from collection zones to WRRF
locations. Section 3 presents the optimization formulation, and Sect. 4 discusses results
for City of Dallas case study. Finally, concluding remarks are given in Sect. 5.

1 Note: These calculations assumeamid-range biogas yield of 0.017m3/lbwet foodwaste [5], and
biogas withmid-rangemethane content of 60%,with heating value of 600 Btu/ft3 (SwedishGas
Technology Centre [6]). The EV calculation also assumes a mid-range steam turbine efficiency
of 42.5% for electricity generation (range 40–45%) [7] and electricity consumption of a 2011
Nissan Leaf (3.7 mi/kWh). The CNG calculation assumes that the CNG vehicle gets about the
same fuel economy as a conventional gasoline vehicle on a gasoline-gallon-equivalent basis
(US DOE [8]). The fuel economy of a 2015 CNG Honda Civic (31 MPG) (Compare.com [9])
is used. Miles traveled for the EV exceeds the CNG vehicle because of the low efficiency
(15–25%, Webber, 2007) of the CNG vehicle’s internal combustion engine (ICE). Although
the steam turbine used to generate the electricity has only a 40–45% efficiency, the efficiency
of the electric motor in the EV is 60–75%, which gives an overall efficiency of around 29%,
which is greater than the 15–25% range for the ICE.
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2 Input Parameter Information

30 m

30 m

Fig. 1. 5 MG AD

Alternativemethods of estimatingAD capital and operating costs
were explored by reviewing the literature and talking to UTA
construction and structures faculty members, and city personnel.
Section 2.1 discussADcapital costs, Sect. 2.2 describesADoper-
ating costs, and Sect. 2.3 provides costs for waste pre-processing
and biogas conversion costs.

2.1 AD Capital Costs

Table 1 below estimates capital costs for a 30 m diameter x 30 m tall cylindrical concrete
AD (5 million gallon capacity), as shown in Fig. 1, which is a common shape and size
for new ADs at wastewater treatment plants [18]. Concrete and steel rebar for the AD
were estimated based on plans of existing ADs at the Village Creek Water Reclamation
Facility in Fort Worth, Texas, with height adjusted to 30 m tall (the actual ADs are 30 m
in diameter but only about 10 m tall). Although additional rebar was added to a height
of 30 m in the wall, the rebar diameter was not increased to be able to carry excess load
associated with a taller AD wall.

Table 1. Capital cost of a 30–m concrete anerobic digester [18–20]

Type of cost Specific information $ value

Concrete for walls and base (cub yd) 2355 $706,556

Steel rebar for walls and base (ft) 168,679 $131,642

Mixer (LM20-20-96 model, Ovivo) 20 hp motor and 96-inch Hydrodisk $340,000

Cover (Steel Cover, floating, Westech) For 30 m tank diameter $400,000

Subtotal Cost 1 ($) $1,578,198

Other Costs Heating, Pumping, Electrical: 40% of
Subtotal Cost 1

$631,279

Subtotal Cost 2 ($) $2,209,477

Consultants Cost 6% of Subtotal Cost 2 $132,569

Contractors Cost 12.5% of Subtotal Cost 2 $276,185

Foundation cost (including contractor) $500,000

Grand Total Cost ($) $3,118,230

2.2 AD Operating Costs

Operating costs were estimated for new ADs only, not for the existing ADs, which
are already treating sludge (additional operating costs for adding food and yard waste
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to the existing ADs were not considered). Operating costs were estimated as the sum
of mixing costs, pumping costs, and heating costs. Mixing and pumping costs were
estimated assuming 20 hp and 15 hp motors, respectively; 3–4 h of operation per day
[21]; waste feed rate of 15 tons/day [21]; motor efficiency of 80% [7]; and average
cost of commercial power in the US for 2019 of $0.11/kWh (US EIA [22]). Heating
costs were estimated based on the heat needed to raise the temperature of the waste to
95°F, a mid-range temperature for mesophilic ADs, as well as to compensate for losses.
Our survey of WWRF facilities with ADs found mesophilic ADs to be most common.
The waste heat capacity was assumed to be the same as that of water, since a digester
operated in wet mode would contain 75–90% water content. Heat transfer coefficients
for concrete walls, roof, and floor of the AD were taken fromMetcalf & Eddy [23]. The
efficiency of electric resistance heating was taken as100% (US DOE [8]).

2.3 Waste Pre-processing and Biogas Conversion Costs

Only one grinder for pre-processing food and yard waste and one biogas conversion
system/refueling station could be added perWRRF site, assuming that there is no existing
grinder or biogas conversion system/refueling station. Capital and operating costs are
given in Table 2.

Table 2. Capital and operating costs for waste pre-processing and biogas conversion equipment

Equipment Capital costs Operating costs

Grinder for pre-processing food
and yard waste

$900,000 (Mobark 6600 Grinder),
with replacement every 5 years
(per manufacturer)

$1/ton processed (CBI [24])

Turbine-generator set for
conversion to electricity

$1015 * kW (Installed cost of gas
compression/treatment,
turbine/generator, site work and
housing, US EPA [25])
$250,000 (installed
interconnecting electrical
equipment, US EPA [25])

$0.0144 * kWh (US EPA [25])

Reciprocating engine-generator
set for conversion to electricity

$1300 * kW + $1,100,000
(Installed cost of gas
compression/treatment,
turbine/generator, site work and
housing, US EPA [25])
$250,000 (installed
interconnecting electrical
equipment, US EPA [25])

CNG conversion $95,000 * (ft3/min) 0.6 (cleaning,
compression, and fueling station
equipment, US EPA [25])
$250,000 (installed
interconnecting electrical
equipment, US EPA [25])

$1/(gallon gasoline equivalent)
(US EPA [25])
3.587 m3 CNG = 1 gallon
gasoline equivalent
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2.4 Food and Yard Waste Generation Estimates

Table 3 shows 12 categories contributing to food waste and 4 categories contribut-
ing to yard waste. The US EPA’s Excess Food Opportunities map provides institution-
specific food waste values in tons/year for seven of the food waste categories: edu-
cational institutions (not universities), correctional facilities, food banks, food man-
ufacturers/processors, food wholesale/retail, healthcare facilities, hospitality industry,
restaurants & food services. For the remaining food waste categories, as well as the yard
waste categories, the following basic equation was used:

Waste produced per category per block group (mass/year) = [Waste generation rate
(mass/activity/year)]*[Activity level/block group].

The “Rate” column of Table 3 shows waste generation rate values obtained from
literature. Each rate can then be multiplied by the city- or region-specific activity level
to obtain waste estimates in tons/year, using the equations given in the “Calculation of
waste per block group in tons/year” column in Table 3. Activity levels can be obtained
from geographic information system (GIS) sources given in the “GIS Data Source”
column. In the case of parks and commercial lawns, the GIS data sources provided are
specific to the Dallas case study, so similar sources will need to be obtained for other
regions.

Table 3. Waste categories, generation rate, and GIS information

Waste category Amount of waste generated GIS data source
Type Specific Rate Calculation of waste

per block group in
tons/year

Food waste Single-family
households

5 lb per household
per week [26]

Rate * No. of
single-family
residences per block
group *
52 weeks/year * 1
ton/2000 lbs

US Census Bureau -
ACS 2019 https://
www.census.gov/

Multi-family
households

1 lb per unit per
week [26, 27]

Rate * No. of
multi-family units
per block group *
52 weeks/year * 1
ton/2000 lbs

US Census Bureau -
ACS 2018 https://
www.census.gov/

Universities 0.39 lb per student
per day [26]

Rate * No. of
students per block
group *
365 days/year * 1
ton/2000 lbs

US Department of
Education https://
nces.ed.gov/collegena
vigator/?s=TX

Educational
institutions (not
universities),
correctional facilities,
food banks, food
manufacturers &
processors, food
wholesale/retail,
healthcare facilities,
hospitality industry,
restaurants & food
services

Institution-specific,
tons per year (US
EPA [28])

Already given in
tons/year, waste for
different facilities
aggregated over the
block group

US EPA Excess Food
Opportunities Map
https://geopub.epa.
gov/ExcessFoodMap/

(continued)

https://www.census.gov/
https://www.census.gov/
https://nces.ed.gov/collegenavigator/%3Fs%3DTX
https://geopub.epa.gov/ExcessFoodMap/
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Table 3. (continued)

Waste category Amount of waste generated GIS data source
Type Specific Rate Calculation of waste

per block group in
tons/year

Special event centers
and recreation
facilities

150–4200 lb per
employee per year
(NRDC [29])

Rate * No. of
employees per block
group * 1 ton/2000
lbs

ArcGIS Business
Analyst https://ius
cappa.maps.arcgis.
com/home/index.html

Yard waste Single-family
households

16 lb per household
per week [26]

Rate * No. of
single-family
residences per block
group *
52 weeks/year * 1
ton/2000 lbs

US Census Bureau -
ACS 2019 https://
www.census.gov/

Golf courses 269 lb per acre per
week (US EPA
[30])

Rate * No. of acres
per block group *
52 weeks/yr * 1
ton/2000 lbs

Google Maps, Google
Earth, ArcGIS Online
Maps https://www.
google.com/maps?hl=
en&tab=wl1

Parks 538 lb per acre per
week (US EPA
[30])

Rate * No. of acres
per census block
group * 52 weeks/yr
* 1 ton/2000 lbs

NCTCOG’s Regional
Data Center https://
data-nctcoggis.ope
ndata.arcgis.com/

Commercial lawns 538 lb per acre per
week (US EPA
[30])

Rate * No. of acres
per census block
group * 52 weeks/yr
* 1 ton/2000 lbs

NCTCOG’s Regional
Data Center, City of
Dallas GIS Services
https://gis.dallascit
yhall.com/shapefile
Download.aspx;
https://data-nctcoggis.
opendata.arcgis.com/

2.5 Transportation Cost Estimates

The transportation costs used by the F4 Optimization include two components: (1) fuel
cost to transport food/yard waste to WRRF locations with existing or potential ADs and
(2) garbage truck personnel cost, consisting of one driver and one helper. The routing of
a garbage truck through a waste collection zone follows the existing truck routes given
by the local waste collection agency; therefore, this routing is not considered in the F4

Optimization. Given the locations of the food/yard waste collection zones and the can-
didate WRRF locations, round-trip distances from the centroid of each waste collection
zone to each WRRF location were determined using the shortest path algorithm for the
transportation network in ArcGIS. The fuel cost estimate for the resulting vehicle miles
traveled (VMT)was then calculated assuming a diesel garbage truck fuel economy of 1.7
miles per gallon and the unit cost of $2.92 per gallon of diesel fuel (AFLEET, Argonne
National Lab [35]). Each garbage truck is assumed to transport up to 12 tons per trip, and
an assumption of the F4 Optimization is that all food/yard waste from a collection zone
is transported to the sameWRRF location. To estimate the corresponding personnel cost
for the VMT, a vehicle speed of 30 miles per hour is assumed to convert to the number
of hours of driving, and the hourly pay rates of $20/hour for the driver and $10.40/hour
for the helper are used. In summary, the transportation cost from each waste collection
zone to each candidate WRRF location was estimated as follows:

https://iuscappa.maps.arcgis.com/home/index.html
https://www.census.gov/
https://www.google.com/maps%3Fhl%3Den%26tab%3Dwl1
https://data-nctcoggis.opendata.arcgis.com/
https://gis.dallascityhall.com/shapefileDownload.aspx
https://data-nctcoggis.opendata.arcgis.com/
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Number of trips = [Total tons food and yard waste for zone] / [12 tons per trip],
rounded up to nearest integer.

Fuel cost = [VMT per round-trip]*[Number of trips]*[gallon diesel/1.7
miles]*[$2.92/gallon diesel].

Personnel cost = [VMT per round-trip]*[Number of trips]*[hour/30
miles]*[$20/hour + $10.40/hour].

Transportation cost = Fuel cost + Personnel cost.

3 F4 Optimization

The F4 Optimization was developed, with inputs and outputs shown in Fig. 2. The model
determines the overall least-cost system of ADs for converting food/yard waste to fleet
fuel. In particular, the F4 Optimization is important when there are multiple candidate
WRRF locations, including those with existing ADs and those where new ADs could
be built. The optimization then determines the allocation of food/yard waste from each
collection zone to a WRRF location, so as to minimize total cost. For existing ADs, the
amount of sludge that is already being processed is needed to appropriately reduce that
AD’s available capacity to digest additional food/yard waste.

Fig. 2. F4 Optimization inputs and outputs

The optimization balances trade-offs between food/yard waste transportation costs
(Sect. 2.5) and capital and operating costs (Sects. 2.1 and 2.2) for ADs, waste grinders,
biogas cleaning and conversion, and refueling stations. For example, as shown in Fig. 3,
small capacity ADs in multiple locations may require lower transportation costs due to
the shorter travel distances (lower VMT) between waste collection zones and nearest
WRRF locations. However, higher capital costs would be necessary to add additional
AD capacity and provide gas upgrading/conversion equipment and refueling stations
at these multiple WRRF locations. A large AD at a central facility could minimize the
capital expansion costs (cost per unit of waste digested); however, higher transportation
costs are expected since all the waste must be transported to the single central facility.

Define the following notation for input parameters:
NZ = # of waste collection zones for food/yard pick-up;
NL = # of candidate WRRF locations with ADs;
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Fig. 3. Optimization balancing of transportation costs with AD facility capital costs

Di = food/yard waste amount (demand) to be collected from collection zone i =
1, . . . ,NZ ;

Sl = total available AD capacity at WRRF location l = 1, . . . ,NL;
Cl = AD cost (capital and operating) at WRRF location l = 1, . . . ,NL;
Til = transportation cost from waste collection zone i to WRRF location l.

As described in Sect. 2.5, the transportation costs did not consider the number of trucks
needed to transport waste but did account for the number of garbage truck trips to
transport the entire food/yard waste amount at a collection zone to the same WRRF
location. Define the decision variables as:

xil =
{
1 if food/yard waste from collection zone i is transported to WRRF location l,

0 otherwise;

yil =
{
1 if at least one AD is used at WRRF location l,

0 otherwise.

The optimization formulation can then be written as follows:

Min
NZ∑
i=1

NL∑
l=1

Tilxil +
NL∑
l=1

Clyl

s. t.
NZ∑
l=1

Dlxll ≤ Slyl ∀l,
NL∑
l=1

xil = 1∀i,

xil ∈ {0, 1}, yl ∈ {0, 1}.
The first constraint ensures that food/yard waste transported to each WRRF location l
can be processed by the AD capacity available at that location. The second constraint
specifies that the food/yard waste from each collection zone is assigned to exactly one
WRRF location. Finally, the objective is to minimize costs (as defined in Sect. 2), where
the first term comprises the transportation costs, and the second term adds the capital
and operating costs due to the ADs.
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4 Case Study for City of Dallas

Dallas has two WRRFs, Central and Southside. The only existing AD is located at
Southside, so sludge at Central is currently pumped to Southside to be treated by the
AD. The Dallas case study considered the following two scenarios:

(1) Consider the use of a new AD (5.6 MG) at Dallas Central in addition to the existing
AD at Southside.

(2) Consider expanding AD capacity at Southside by adding a 5.6 MG AD.

For these scenarios, the process of developing the optimization input parameters was
tested using GIS City of Dallas GIS Services [31], GoogleMaps [32]). The F4 Optimiza-
tion code was developed in Gurobi [33] and executed for Scenario (1) to determine the
optimal decisions for transporting food/yard waste to ADs. In actuality, barriers exist
to the addition of ADs at Dallas Central. The City of Dallas previously had ADs at
Dallas Central, which were closed due to limited land availability and odor issues in the
surrounding community. Consequently, Scenario (2) was calculated as a benchmark for
comparison.

Waste collection route information was obtained from the City of Dallas, and
food/yard waste were aggregated by block group and garbage route. It was assumed
that 33% of Dallas food waste and 31% of yard waste is sent to an AD, while 67%, or
2/3 of food waste, is assumed to be fed to the hungry (Hoover [34]). The national average
amount of yard waste currently landfilled is 31% (US EPA [1]). The F4 Optimization
executed for Scenario (1) and the optimal cost was compared to the cost for Scenario
(2). The following assumptions were made in running the F4 Optimization:

• Diesel garbage trucks are used to transport food and yard waste (not electric or CNG).
• AD operating costs are considered only for food & yard waste (not sludge).
• Biogas fromAD digestion of food and yard waste only (not sludge) is used to generate
electricity (for other garbage trucks).

Scenario 2
Southside Dallas Central Total Southside

# of routes 31 251 282 282
Food waste (tons/year) 4,847 51,974 56,821 56,039
Yard waste (tons/year) 125,153 1,724,064 1,849,217 1,849,999
Total Mass (tons/year) 130,000 1,776,037 1,906,037 1,906,038

Digester 11,061,524$      155,619,571$      $166,681,095 166,681,180$         
Grinder 10,151,765$      61,876,173$        $72,027,938 65,961,273$           

Biogas conversion 9,778,009$        127,250,547$      $137,028,555 136,528,314$         
Total (for 50 years) 30,991,297$      344,746,291$      $375,737,589 369,170,767$         

Transportation cost Total (for 50 years) 2,651,882,303$ 57,057,200,025$ $59,709,082,328 101,675,109,264$ 

102,044,280,031$ Total Cost (for 50 years) 60,084,819,917$                                                                 

Scenario 1

Food/Yard Waste

Facility Costs - 
Capital and 
Operation

Fig. 4. City of Dallas feasibility study optimization results
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Fig. 5. Total food/yard waste for the City of Dallas aggregated by block group

Figure 4 shows the optimization results. Figure 5 shows the GIS output the food/yard
waste at collection zones defined by block groups. In total, the Dallas case study has
NZ = 285 waste collection zones and NL = 2 candidate WRRF locations. The amount
of food/yard waste Di (i = 1, . . . , 285) is pulled from the GIS output. For Scenario (1),
the AD capacity size Sl at each WRRF location (l = 1, 2) is 5.6 MG. At Southside, the
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AD cost C1 excludes AD capital and operating costs since the AD already exists and is
operating, but at Central, the AD cost C2 must include both the capital cost for the new
AD and its operating cost.

The following can be observed in Fig. 4:

• For Scenario (2), the existing ADs at Southside are not large enough to accommodate
the food and yard waste, so an additional AD must be added.

• Since a digester must be added for both scenarios, the AD capital and operating costs
are approximately equal for both scenarios.

• Grinder costs are higher for Scenario (1) (Southside & Central), because a grinder
must be provided at each location, vs. only one at Southside for Scenario (2).

• There is a small, fixed cost for biogas conversion that must be paid twice for Scenario
(1), once for each AD.

• Overall WRRF costs are higher for Scenario (1) due primarily to the grinder.
• Transportation costs are higher for Scenario (2) with Southside alone.
• Overall, costs are higher for Scenario (2) with Southside alone, because the greater
transportation costs for Scenario (2).

5 Conclusions and Future Work

The F4 Optimization results for the Dallas case study demonstrate the ability to compare
options to achieve themost cost-effective strategy thatmakes use ofWRRF locationswith
existing ADs. While the optimization model is straightforward, significant effort was
required to generate reasonable input parameters for the optimization. The results from
the F4 Optimization allow comparison between Scenario (1) involving multiple WRRF
locations and Scenario (2) that is a simple AD expansion at a single WRRF location.
Transportation costs are seen to have a significant impact on the optimal decision, which
is an important practical finding. These results have been incorporated into the larger
project to justify the benefit of sending food/yard waste to existing ADs at WRRFs and
generating biogas for fleet fuel.

Future work will generalize the optimization to address other elements. The cur-
rent F4 Optimization is focused on the assignment of waste collection zones to WRRF
locations with ADs. An extended optimization can additionally consider different types
of AD locations, AD capacity decisions, and waste transportation decisions. In this
paper, only WRRF locations were considered, but ADs can also exist at industrial and
farm locations. In the current F4 Optimization, ADs have a fixed capacity, so increasing
capacity is achieved by building more ADs. However, the optimization in the future can
consider new ADs to be constructed with varying capacities. Further, there are multi-
ple types of trucks for transporting waste, including different fuel types. The amount
of food/yard waste generated within a collection zone requires multiple truck trips and
could be transported by different types of trucks to different AD locations. Consequently,
the optimization can consider vehicle fleet size and mix in the future.
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Abstract. Climate change and the integration of renewable energy resources into
the electricity grid in recent years are making electricity consumption very vulner-
able. Traditional time series forecastingmethodologies make predictions based on
historical trends and patterns and are inadequate to address the changing environ-
mental parameters in real-time. Machine learning methods, on the other hand, are
more flexible in taking into consideration of parameters such as temperature, wind
power, and market price, which are likely to fluctuate in real-time and influence
electricity consumption. In this research, we propose to develop an accurate pre-
diction model for hourly electricity consumption using machine learning. We will
use California consumption data fromUS Energy Information Administration and
hourly local climatological data (LCD) from National Oceanic and Atmospheric
Administration for the study. Six machine learning models that include Linear
Regression, K-Nearest Neighbors (KNN) Regression, Gradient Boosting, Ran-
dom Forest Regression, Long Short-TermMemory (LSTM) – a Recurrent Neural
Network, and Support Vector Machine (SVM) will be used, and their prediction
accuracy will be compared and analyzed.

Keywords: Energy consumption · Forecasting · Data analytics ·Machine
learning

1 Introduction

Accurate electricity consumption prediction plays a significant role in energy planning
andmarket operation.The energy suppliers and independent systemoperators aremaking
strategic decisions in dispatch schedules and pricing based on the prediction results to
reduce cost. The integration of renewable energy resources to the electricity grid in
recent years and climate change are making prediction more difficult. With the help of
artificial intelligence, the prediction can be improved by utilizing multiple climate and
market parameters to achieve a higher degree of accuracy.

Our work aims to study and compare different machine learningmodels in predicting
energy consumption for a selected region inCalifornia.Wewill train sixmodernmachine
learning models: Linear Regression, k-NN Regression, Gradient Boosting, Random
Forest, LSTMand aSupport vectormachine algorithm to predict the energy consumption
and compare their prediction accuracy.
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1.1 Related Work

The prediction of demand in the electricity sector is one of the areas where many models
and techniques have been utilized. These methods can be categorized into three different
groups [1–8]. The first group is based on statistical methods such as regression, time
series and econometric. The predication is made either from historical time series data
(univariate models) or from exogenous variables such as time or socioeconomic factors
[9, 10]. The second group includes models that are based on artificial intelligence. This
group has more development in the recent years, where the results are compared with
traditional methods. For example, a SVR model is applied in forecasting load with
seasonal/cyclic pattern in [11]. A comparison study of six univariate methods for short-
term electricity demand forecasting is presented in [12]. The third group consists of
empirical models that rely on human judgment and intuition. For example, a hybrid
empirical mode decomposition and state space model is developed in [13], where the
empirical mode decomposition is applied to decompose the total time series (noise
filtering), and the state space model is employed to forecast every sub-series (feature
extraction), with the state space model parameters being optimized using maximum
likelihood via a Kalman filter. A summary of some representative research on load
forecast using machine learning is shown in Table 1.

Table 1. Representative studies about demand forecasting

Paper Serie Country Model Data

[14] Vellasco,
Pacheco, Ribeiro
and de Souza
(2004)

Hourly
(1996–1998)

Brasil Neuro-fuzzy BSP
model (Hierarchical
Neuro-Fuzzy BSP
(Binary Space
Partitioning))

Temperature,
comfort index and
the profile of
consumption

[15] Egelioglu,
Mohamad and
Guven (2001)

Yearly
(1988–1997)

Cypress Multiple Regression Electricity price, and
number of
consumers and
tourists

[16] Azadeh,
Ghaderiy
Sohrabkhani
(2007)

Monthly Iran ANN integration
(MLP - multilayer
perceptron), time
series and ANOVA

20 years of history

[17] Bianco,
Manca and Nardini
(2009)

Yearly
(1970–2007)

Italy Lineal Regression GDP, population

[18] Ghiassi,
Zimbray Saidane
(2006)

Monthly
(1982–1997)

Taiwan Dynamic Artificial
Neural Networks
(DAN2)

Weather. It is
predicted monthly,
quarterly and yearly

[19] Senjyu,
Mandal, Uezatoy
Funabashi (2004)

Hourly Japan Recurrent neural
network structure

Temperature
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2 Data Resource

Two data sets were selected for the study. The first one is the electricity demand that
can be obtained from The U.S. Energy Information Administration. The second one is
the hourly local climatological data (LCD) downloaded from The National Oceanic and
Atmospheric Administration. The data from Imperial Irrigation District (IID), which is
an irrigation district that serves the Imperial Valley in Southern California was selected
for the study to limit the project scope. It contains more than 38k electricity demand data
records from 07/01/2015 to 10/11/2019. The electricity demand (in Megawatt hours) is
given hourly in UTC time selected area IID. The electricity demand distribution in IID is
shown in Fig. 1. The Balancing Authority Areas in California and Local Climatological
Data Station location are shown in Fig. 2.

Fig. 1. Hourly electricity demand for Imperial Irrigation District (IID) between 07/01/2015 to
10/11/2019.

The documentation developed for the dataset related to the LCD provides a synopsis
of climatic values for a single weather station over a specific month. The documenta-
tion summaries are a product of surface observations from both manual and automated
(AWOS, ASOS) stations with source data taken from the National Centers for Environ-
mental Information’s Integrated Surface Data (ISD) dataset. The climatic values given
in the LCD include hourly, daily, and monthly measurements of temperature, dew point,
humidity, winds, sky condition, weather type, atmospheric pressure and more.

2.1 Data Preparation

The data in LCD is processed to remove redundancy and then transformed to be appro-
priate for themachine learning algorithms. For example, the data that has daily values are
converted into hourly values. The columns with too many missing data are removed as
they don’t provide much value to the prediction result. The date time values are rounded
up to the closest hour and duplicates are dropped to remove redundancies. Some columns
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Fig. 2. (a)Balancing authority areas in California; (b)Local Climatological Data station location.

in the data set are categorical values, for example, “sky condition”, that are not read-
ily recognized by the machine learning algorithms and they are transformed into other
codes. This is done by creating different columns for each sky type with a number “1”
assigned in the column corresponding to the categorical value. We encode the time of
the day by creating a new column with daytime value “0” (from 6am to 6 pm) and
night-time value “1”. Two new columns, namely, Hourly Cooling Degrees and Hourly
Heating Degrees are created to represent the amount of heating/cooling necessary for
different temperature ranges (number of degrees below/above 65 degrees Fahrenheit).
These two new columns are more relevant information to energy consumption.

For the electricity demand dataset, the main preparation is to drop all possible NaN
values and duplicated values, and align the hourly period with the one given in the LCD
dataset. The two data sets are then merged for further processing.

2.2 Data Pre-processing

The pre-processing that we conduct is mainly a multiple ordinary least squares (OLS)
regression (see Fig. 3), and the Pearson’s Correlation Coefficients (see Fig. 4). We per-
form the OLS regression to check which features are important for predicting electricity
demand and which ones are insignificant. The features with high p-value are removed
from the dataset. The Pearson’s coefficient shows us the relationship between the fea-
tures and the energy demand. The features with low or similar correlations are dropped
since they will not affect much to our prediction. After these steps, the last part is to
create the train and test sets with a proportion of 70% and 30% respectively.
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Fig. 3. OSL regression results

Fig. 4. Pearson’s Correlation Coefficients.
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3 Machine Learning Models

We used six machine learning algorithms for the comparison study as described below.

• Linear Regression (LR): LR performs the task to predict a dependent variable value
(y) based on a given independent variable (x). So, this regression technique finds out
a linear relationship between x (input) and y(output) using Ordinary least squares
Linear Regression. The Ordinary Least Squares procedure seeks to minimize the sum
of the squared residuals. This means that given a regression line through the data we
calculate the distance from each data point to the regression line, square it, and sum
all the squared errors together.

• KNN Regression: The principle behind nearest neighbor methods is to find a prede-
fined number of training samples closest in distance to the new point and predict the
label from these. The number of samples can be a user-defined constant (k-nearest
neighbor learning) or vary based on the local density of points (radius-based neighbor
learning). The distance can, in general, be any metric measure: standard Euclidean
distance is the most common choice. Neighbors-based regression is used in cases
where the data labels are continuous rather than discrete variables.

• Gradient Boosting: Gradient Tree Boosting or Gradient Boosted Regression Trees
(GBRT) is a generalization of boosting to arbitrary differentiable loss functions.GBRT
tries to create a strong learner from an ensemble of weak learners. The default loss
function for regression is least squares.

• Random Forest: A random forest is a meta estimator that fits a number of classifying
decision trees on various sub-samples of the dataset and uses averaging (mean predic-
tion) of the individual trees to improve the predictive accuracy and control over-fitting.
The sub-sample size is set to be always the same as the original input sample size.

• Long Short Time Memory (LSTM): LSTM algorithm is a type of Recurrent Neural
Network (RNN) that allows the network to retain long-term dependencies at a given
time from many timesteps before. RNNs were designed to that effect using a simple
feedback approach for neurons where the output sequence of data serves as one of
the inputs. However, long term dependencies can make the network untrainable due
to the vanishing gradient problem. LSTM is designed precisely to solve that problem.

• Support Vector Machine (SVM): SVM performs classification by finding the hyper-
plane that maximizes the margin between classes. SVR is class of SVM capable
of working with continuous values. In SVR, we try to fit the error within a certain
threshold (epsilon).

4 Results and Conclusions

The training data set was used to train the six machine learning algorithms to obtain
predictive models for electricity demand. The accuracy of the six predictive models was
tested using the test data set. The results are summarized in Table 2. The R2 values refer
to the percentage of the response variable variation that can be explained by the model.
The Root Mean Square Error (RMSE) indicates the absolute fit of the model to the data
(how close the observed data points are to the model’s predicted values). The LSTM
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gives the best results with the highest R2 = 0.9848 and lowest RMSE= 24.08 as shown
in Table 2. The LSTM is capable of learning from its own errors through the training
of a large data set (more 38k data records) in the case, and continuously adjusting the
weights of the features, and thus provided the most preeminent result. The loss that is
measured in mean-absolute error versus epoch for the LSTM is shown in Fig. 5. The
loss from the testing data set stays higher than the training data set, which indicate the
model is not overfitted.

Table 2. Model accuracy results

Model R2 Test R2 Train RMSE

LSTM 0.9848 – 24.08

Random Forest 0.8319 0.9712 74.17

KNN Regression 0.8290 0.8931 74.80

SVM – SVR 0.8284 0.8353 74.93

Gradient Boosting 0.8250 0.8358 75.67

Linear Regression 0.7285 0.7290 94.26

It is observed that the LSTM takes much longer computation time in training a
predicative model compared to the other methods. This could be not practical for even
larger data size. The reason is that LSTM learns from its own errors through thousands
of iterations. A thorough feature analysis to reduce insignificant features before training
a LSTM model is thus worthy of investigation to improve computation efficiency. In
addition, hyperparameters used in the machine algorithms, such as weight initialization,
learning rate, activation function, and etc., may have significant impact to the result
accuracy and execution time. We plan to explor these issues in our future studies.

Fig. 5. Loss measured in mean-absolute error versus epoch for both training and testing of LSTM
model.
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Abstract. In order to simulate the effect of market-oriented rental housing con-
struction policy in Nanjing, in this article we use the multi-agent simulation mod-
eling method to build a simulation model. The implementation effect of different
policy measures is simulated by setting different parameters in the simulation
model. Based on the parameters and variables formed from the questionnaire sur-
vey data inNanjing,we run the simulationmodel 5 times on theAnylogic software.
We conclude by formulating policy recommendations for the implementation and
adjustment of the policy. The results show that the subjective factors of consumers
and housing supply are crucial in the process of market-oriented rental housing
construction policy. Not only the supply side and the demand side of the rental
housing market should be comprehensively considered, but a variety of policies
should be combined and implemented at the same time to achieve significant
results.

Keywords: Market-oriented rental housing construction policy · Multi-agent
simulation · Anylogic

1 Introduction

In China, the real estate market has developed rapidly in recent years. As urbanization
continues to advance and the floating population continues to increase, low - andmiddle-
income consumers are increasingly experiencing “housing difficulties”, and the housing
problem of residents needs to be solved urgently. In order to improve residents’ living
conditions, the concept of “rent and purchase simultaneously”was proposed in the report
to the 19th CPCNational Congress in 2017. The housing rental market in China plays an
important role in the implementation of the policy of “rent and purchase simultaneously”.
As one of the pilot cities of rental housing construction in China, it is necessary for
Nanjing to promote market-oriented rental housing construction policy.

Market-oriented rental housing refers to two major types of newly built or rebuilt
houses that adopt market-oriented operation models, are invested by park platforms or
enterprises and institutions, and are used for rental housing [1]. Newly-built housing
refers to newly leased housing built on newly transferred business land, low-efficiency
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land, owned land by enterprises and institutions, and collective construction land. Ren-
ovated houses refer to leased houses that have been renovated in accordance with
regulations on qualified stock houses.

For the research on the market-oriented rental housing, scholars have relevant opin-
ions. Rong Yan [2] proposed that rental housing market has a problem: it is difficult to
balance the three elements of cost, safety and availability.WenboCui [3] believes that the
standardization problem in housing rental market is an important reason for the relatively
low proportion of leasing. And it is also an important issue that needs to be solved in
the market-oriented of rental housing. Ting Shao [4] put forward the problems and solu-
tions in the domestic housing leasing market from the supply side, demand side, market
and legislation. Yonghui Li et al. [5] explored the practical model of affordable housing
from multiple perspectives such as land supply, financing, and security. Yan Wang et al.
[6] analyzed the game behaviors among different types of consumers in China’s real
estate market and believed that the development costs of real estate developers should
be reduced to further reduce the housing price. At the same time, we should pay atten-
tion to the game behavior among consumers and restrict the consumption behavior of
investment consumers. Lin Wang et al. [7] put forward suggestions on the academic
research direction of rental housing in the future by studying domestic literatures related
to the development of rental housing.After analyzing the current situation of China’s
real estate market, Gongde Dong [8] proposed that it is necessary to encourage multiple
social subjects to join the real estate market. Especially for the rental housing market,
the provision of long-term rental housing is more important.

For the study of multi-agent simulation methods, domestic scholars Lin Huo et al.
[9] built an interest rate policy simulation model based on a neural network multi-agent
simulation system to analyze the applicable scenarios of interest rate policies. Jiahan
Chen et al. [10] proposed the impact of themerger policy on housing prices and consumer
decision-making, and finally summarize the relevant policy recommendations.

Based on the above review, this paper adopts the method of multi-agent modeling
to simulate and deduct relevant policies of market-oriented rental housing construction
in Nanjing, and studies the interactive relationship between various subjects in the real
estate rentalmarket and establishes a simulationmodel. Themodel is used to simulate the
decision-making behavior of consumers affected by real estate policy. This paper ana-
lyzes the impact ofmarket rental housing construction policies inNanjing on consumers’
rental decisions, and provides suggestions for the implementation and adjustment of the
policy. At the same time, it provides a feasible method for the study of policy effect.

2 Policy Mechanism

In the real estate market, consumers as the provider of demand, and the government as
the provider and implementer of policies play an important role in the policy simulation
model. This article selects consumers and the government as the two main bodies, and
analyzes the process of how consumers make decisions when the government releases
relevant policies as shown in Fig. 1.

Set the following policy effect evaluation indicators: the absolute value of supply and
demand in the real estate rental market; the balance between rental supply and demand;
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Fig. 1. Process of policy measures

the absolute value of the number of renters among consumers; the ratio of the number
of buyers to the number of renters.

3 Model Building

3.1 Basic Assumptions

1) Consumers are all non-property holders. When entering the model, they need to rent
a house to solve the housing problem.

2) Consumers’ decision to rent a house to purchase a house is generally an irreversible
process. In order to characterize the growth of the consumer population, after buyers
of houses exit the model, the same number of new consumers enter the model.

3) The operation of the model follows the assumptions of economics.

3.2 Consumer Agent Building

3.2.1 House-Buying Capacity Constraints

For consumers, the first thing they face is the budget constraint when they face the
decision of buying and renting a house.

Sf = Fj × 30% × (1 + r) (1)

Among them, Sf is the real estate down payment that consumers need to pay; Fj is
the full price of the real estate, which can be set according to the actual situation; r is
the transaction tax rate to be paid when buying the real estate, initially set at 3%.

Consumers will retain a portion of their monthly net income as the accumulation of
funds for the down payment for the purchase of a house. In thismodel, a systemdynamics
method is adopted to describe the accumulation of funds of consumers. Regarding the
part of the consumer’s monthly income used to accumulate the purchase funds as a flow,
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their property is accumulated as a stock. After a period of accumulation, the property
accumulation of some consumers can reach the critical value of the down payment.

Zc = Inc × w × t (2)

Among them, Zc is the consumer’s property accumulation; Inc is the consumer’s
monthly net income; w is the consumer’s income stability; t is the time in months.

Two indicators are used to determine whether consumers can afford down payment
for real estate. First one is the value of the consumer’s ability to purchase a house.

N1 = Zc × J − Sf (3)

Among them, Nl is the value of the consumer’s ability to purchase a house; Jt is the
subsidy provided by the consumer’s family to pay for the down payment for the purchase
of a house.

According to bank lending conditions, the consumer’s monthly turnover needs to be
more than twice the monthly payment.

Inc ≥ 2Yg (4)

Among them, Yg is the monthly payment required by consumers. This calculation is
based on the equal principal and interest method, and assumes that the repayment period
is 30 years.

Yg = (
Fj − Sf

) × i × (1 + i)360

(1 + i)360 − 1
(5)

Among them i is the loan interest rate.
In summary, the conditions for determining whether consumers can afford the down

payment for housing are as follows:
{
Nl ≥ 0 and Inc ≥ 2Yg BUY A HOUSE
other times CAN′T BUY A HOUSE

3.2.2 House-Buying Willingness Constraints

By referring to domestic and foreign scholars on the factors influencing house purchase
decision, construct the expression of house purchase intention value.

Gf = k1
(
Hd − Y ′

g

)
+ k2[l1Xl + Fl + Sh

3
+ l2Sz] (6)

Among them,Gf is the consumer’s willingness to buy a house; k1, k2 is the influence
coefficient; Hd is the maximum loan repayment limit acceptable to the consumer; Y

′
g is

the proportion of themonthly payment in the consumer’smonthly net income; l1, l2 is the
consumer’s own psychological influence coefficient; Xl is the consumer’s psychological
affiliation needs; is the consumer’s social welfare needs; Sh is the consumer’s influence
on the housing situation of other consumers in their social network; Sz is consumers’
expectation of whether house prices will rise in the future.
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3.2.3 House-Renting Willingness Constraints

According to the domestic scholars’ theory of the “trilemma” problem of the rental
market, the expression of the willingness to rent a house is constructed.

Zf = Zj + Xr + Kd

3
(7)

Among them, Zf is the consumer’s willingness to rent; Zj is the influence of house
rent on the consumer’s rental decision; Xr is the degree of consumer trust in renting; Kd
is the degree of availability of rental housing.

In summary, the conditions for consumers tomakedecisions about buying and renting
houses are as follows:

{
Zf ≥ Gf BUY A HOUSE
Zf ≥ Gf RENT A HOUSE

3.3 Government Agent Building

Government entities influence the behavior of different entities by implementing control
measures in the real estate market. In this model, the specific measures of government
departments are based on the construction measures of market-oriented rental housing
in Nanjing mentioned above.

4 Simulation Analysis

4.1 Simulation Experiment Design

The experiment assumes that initially there are 3000 consumers who need to solve the
housing problem, and their incomes are not equal. When consumers enter the model,
they must first choose renting a house as the way to solve the housing problem. After
the accumulation of time and personal wealth, the value of some consumers’ ability
to buy a house can increase to positive, and the income level can obtain bank loans to
change the way of living, while the rest of consumers cannot change the way of living.
The decision-making process of consumers to buy or rent a house will be affected by
government policy regulation. In this experiment, the implementation of each policy of
the government department will have an impact on different parameters or variables. The
simulation experiment separately counts the purchasers and renters among consumers,
as well as the total supply and demand in the market, and forms charts.

4.2 Data Processing and Parameter Acquisition

This paper uses questionnaires to obtain the variables and parameters of consumers.
Among them, 550 questionnaires were distributed in Nanjing, 532 were recovered,
15 invalid questionnaires were removed, and 517 valid questionnaires were finally
obtained. Through the processing of the questionnaire data, the values of the variables
and parameters related to the consumer subject are obtained as shown in Table 1.
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Table 1. Distribution of parameters

Symbol Distribution Symbol Distribution

Fj The initial value is 2 million yuan l1 U ~ (0,1)

r The initial value is 3% l2 U ~ (0,1)

Inc N ~ (0.5,0.25) Xl Triangular Distribution(0.2,1,0.4)

w Triangular Distribution(0.2,1,0.4) Fl Triangular Distribution(0.2,1,0.4)

Jt Triangular Distribution(10,100,40) Sh Triangular Distribution(0.2,1,0.6)

K1 U ~ (0,1) Sz Triangular Distribution(0.2,1,0.4)

K2 U ~ (0,1) Zj Triangular Distribution(0.2,1,0.4)

Hd Triangular Distribution(0.2,0.8,0.4) Xr Triangular Distribution(0.2,1,0.4)

i The initial value is 0.68% Kd Triangular Distribution(0.2,1,0.4)

Through questionnaire data, Nanjing real estate data in the past five years, and Nan-
jing Housing Security and Real Estate Bureau documents, the values of the parameters
of government entities are obtained. Table 2 shows the settings of the main policy tools
of government departments in the model.

Table 2. Policy measures

Symbol Meaning Influence Measure

xj Provide new renting
housing construction
projects

Increase the supply of
rental housing and increase
the availability

Increase housing supply by
500. The Kd parameter is
increased by 0.21

gj Provide rebuilding renting
housing construction
projects

Increase the supply of
rental housing and increase
the availability

Increase housing supply by
300. The Kd parameter is
increased by 0.16

zj Provide financial support
for undertaking
enterprises

Reduce costs and rents.
Increase the impact of
renting

The Zj parameter is
increased by 0.15

bz Provide protection for the
renting process

Increase consumer trust The Xr parameter is
increased by 0.23

bt Provide renting subsidy Increase consumer trust The Xr parameter is
increased by 0.13

4.3 Simulation Experiment Analysis

4.3.1 No Policy Measures

First, observe the operation of the real estate leasing market without the influence of
government policies as shown in Fig. 2. The initial supply of the leasing market was
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800. When the time runs to about 16 months, the number of buyers and renters in the
real estate market is the same. When the time runs to about 40 months, the rental market
can reach a balance between supply and demand, and the number of renters accounts
for about 0.20. It is more in line with the reality.

Fig. 2. No policy measures

4.3.2 Policy Measures

1) The government provides policies for new renting housing projects.

Adjust the parameters to the initial state, implement xj, zj, bz and operation of the
real estate leasing market is shown in Fig. 3. It can be seen that when new leased housing
projects are implemented and financial support is provided to undertaking enterprises
and institutions, the total supply in the lease market will increase. Due to the increase in
supply and the decrease in the cost of enterprises, the level of rents will fall appropriately,
and the decline in the number of renters will slow down. When the time runs to about
22 months, the number of buyers and renters in the rental market is flat. When the
time runs to about 35 months, the rental market has reached the level of supply and
demand. When the time runs to about 40 months, the rental market has stabilized, and
the proportion of renters is about 0.39.

Fig. 3. New renting housing projects
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2) The government provides policies for rebuilding renting housing projects.

Adjust the parameters to the initial state, implement gj, zj, bz and operation of the
real estate leasing market is shown in Fig. 4. It can be seen that the total supply in the
leasing market will increase when the project is implemented to rebuild rental housing
and provide financial support to the undertaking enterprises and institutions. Due to the
increase in supply and the decrease in the cost of enterprises, the level of rent will drop
appropriately, and the number of renters will rise. Due to insufficient supply, the number
of renters is gradually decreasing. When the time runs to about 20 months, the number
of buyers and renters in the rental market is flat. When the time runs to about 40 months,
the rental market reaches the level of supply and demand. When the time runs to about
50 months, the rental market has stabilized, and the proportion of renters is about 0.37.

Fig. 4. Rebuilding renting housing projects

3) The government provides rental subsidies for specific groups of people.

Adjust the parameters to the initial state, implement bt , and operation of the real
estate leasing market is shown in Fig. 5. It can be seen that the total demand in the
rental market will increase when the rental subsidy policy is issued for specific groups
of people. Due to the insufficient increase in the total supply, the rent level will rise
appropriately, and then the number of renters will drop. When the time runs to about
15 months, the number of buyers and renters in the rental market is the same. When
the time runs to about 28 months, the rental market has reached the level of supply and
demand. Subsequently, due to the decrease in demand in the leasing market, the level of
rents further declines, and the number of renters in the leasingmarketwill increase.When
the time runs to about 62 months, the rental market has stabilized, and the proportion of
renters is about 0.21.
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Fig. 5. Rental subsidies

4) The government provides a combination of new renting housing projects and
issuance of rental subsidies.

Adjust the parameters to the initial state, implement xj, zj, bz , bt and operation of the
real estate leasingmarket is shown in Fig. 6.When newhousing projects are implemented
and rental subsidies are issued, the total supply and total demand in the rental market will
increase. However, because the supply is less than the demand, the number of renters
is gradually decreasing. When the time runs to about 18 months, the number of buyers
and renters in the rental market is flat, and then due to insufficient supply, the number
of renters will drop appropriately. When the time runs to about 60 months, the rental
market reaches the level of supply and demand. When the time runs to about 65 months,
the rental market has stabilized, and the number of renters accounted for about 0.48.

Fig. 6. Combination

4.3.3 Summary

In summary, Nanjing’s market-oriented rental housing construction policy can expand
the total supply and total demand of the rental market through different policies and
combinations. Among them, the provision of new and renovated housing policies can



Simulation Analysis on the Effect of Market-Oriented Rental Housing 171

greatly increase the supply of rental housing. According to relevant economic theories,
the rent level will fall and the number of renters will rise. Granting subsidies to specific
groups of people can bring benefits to some renters. However, the lack of supply and
high demand in the leasing market will lead to an increase in the level of rents. Due to
the increase in costs, the number of renters will decrease, and the policy effect will be
small. When a combination of new rental housing and subsidies for specific groups are
implemented, the total supply in the rental market is increased on the one hand, and the
total demand in the rental market is increased by reducing the cost of renting houses for
consumers on the other hand. From the experimental results, the proportion of renters
among consumers under the implementation of the combined policy has increased by
more than 20% compared with the implementation of other policies. In general, the
combination policy can simultaneously increase the supply and demand in the rental
market, which is conducive to achieving a balance of supply and demand in the rental
market and stabilizing the rent level.

5 Suggestions and Conclusions

5.1 Suggestions

1) Fully consider the subjective factors of consumers and promote the “same right for
renting andbuying.“This simulation experiment confirms that consumer’s subjective
factors have a greater impact on the purchase and renting decisions, so we should
focus on protecting the public service rights of the renting consumers, so as to
increase the proportion of consumer renting.

2) Coordinate multiple parties to implement combined policies to control the balance
of housing supply and demand. The purpose of the market-based rental housing
policy is to effectively increase the supply and demand in the rental market through
the role of the market, enhance the security of rental housing and stabilize the rent
level. The balance of supply and demand in the rental market should be controlled
by coordinating multiple policy entities to implement policies on the supply side
and the demand side at the same time.

3) Grasp the operation and expectations of the real estate market, and adjust the content
of the policy in a timelymanner. This simulationmodel simulates themarket-oriented
rental housing construction policy, and this process can provide a reference for
the actual policy implementation and adjustment. Simulation policy operation is
helpful for comprehensive analysis of current leasing market operation and policy
expectations in the next stage. In turn, the policy plan can be implemented and
adjusted more accurately to ensure the timely control of the policy on the operation
of the house purchase and leasing market.

5.2 Conclusions

This paper usesAnylogic software to conductmulti-agent simulation experiments to sim-
ulate consumer decision-making behaviors during the operation of the market-oriented
rental housing construction policy in Nanjing, and analyze the effects of different mea-
sures in the policy on the real estate rental market. In the process, the objective and
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subjective factors that affect consumers’ decisions on renting and buying houses were
fully considered. The relevant data of Nanjing consumers were obtained through ques-
tionnaire surveys, and the values of variables and parameters were obtained from them to
ensure the validity of the experimental results of the model. During the implementation
of the market-based rental housing policy, attention should be paid to guaranteeing the
legitimate rights and interests of rental consumers, controlling the balance of supply and
demand in the rental market, strengthening the security during the rental process, and
maintaining the healthy and stable development of the rental market.
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Abstract. Traffic congestion and road accidents have been important public chal-
lenges that impose a big burden on society. It is important to understand the factors
that contribute to traffic congestions and road accidents so that effective strate-
gies can be implemented to improve the road condition. The analysis on traf-
fic congestion and road accidents is very complex as they not only affect each
other but are also affected by many other factors. In this research, we use the US
Accidents data from Kaggle that consists of 4.2 million accident records from
February 2016 to December 2020 with 49 variables for the study. We propose to
use statistical techniques and machine learning algorithms that include Logistic
Regression, Tree-based techniques such as Decision Tree Classifier and Random
Forest Classifier (RF), and Extreme Gradient boosting (XG-boost) to process and
train a large amount of data to obtain predictive models for traffic congestion and
road accidents. The proposed predictive models are expected to be more accurate
by incorporating the impact of multiple environmental parameters. The proposed
models will assist people in making smart real-time transportation decisions to
improve mobility and reduce accidents.

Keywords: Traffic congestion · Road accidents · Predictive model ·Machine
learning

1 Introduction

Traffic congestion and road accidents have beenmajor public challenges and are affecting
the people’ daily lives in different ways. The situation is getting worse in the recent
years due to the population growth and the boom in ecommerce in many urban areas
[1]. According to the annual study from INRIX in 2019, the average time Americans
lost to traffic increased by two hours from 2017 to 2019 [2]. Road accidents may have
an even more significant impact on persons’ lives depending on the severity of the
event. In the US, over 38,000 people die in road crashes each year, and 2.35 million
are injured or disabled according to the statistics report from the Association for Safe
International Road Travel (ASIRT) in 2020 [3]. It is important to understand the root
cause of traffic congestion and road accidents and their association so that effective
policies or transportation decision tools can be implemented to improve roadway safety
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and relieve traffic congestion. The analysis on traffic congestion and road accidents is
very complex as they are affected by many factors, such as road demographics, time of
the day/week, weather conditions, and events that may change in real-time [4, 5]. The
development of advanced technologies such as GPS (Global Positioning System) and
IoT (Internet of Things) offers great visibility and transparency of roadway conditions
nowadays. The information, if utilized appropriately, can help people understand the
impact factors on traffic congestion andmake timely transportation decisions to improve
mobility of people and goods. Since the year of 2015, the Department of Transportation
(DOT) launched a series of Smart City Challenge [6], asking for ideas to create an
integrated, first-of-its-kind smart transportation system that would use data, applications,
and technology to revolutionize the transportation systems to help improve people’s lives.

In response to the aforementioned needs, some research has been conducted in the
field of road accident and traffic congestion analysis using data analytics models. A data
mining technique with k-means algorithm to identify locations with high number of
accidents and the affecting factors was conducted in [7]. A detection system that uses
Artificial Neural Network (ANN), Support Vector Machine (SVM), and RF machine
learning algorithms to understand vehicle behaviours and detect accidents on freeways
was developed in [8]. Machine learning algorithms Adaboost, RF, and naïve Bayes were
used to predict the severity of injuries due to accident in [9]. The K-means clustering
algorithm together with association rule mining was used to find various patterns in the
road accident in [10]. Artificial neural network models utilizing FeedforwardMultilayer
Perceptron (FFMLP) was used to predict road accidents for time series forecasting in
[11].ALSTM-GBRT (long short-termmemory, gradient boosted regression trees)model
was used to predict the safety level of traffic accidents in [12].

We propose to use statistical techniques and machine learning algorithms to process
and train the large amount of data offered by advanced information technologies to obtain
robust predictive models for traffic congestion and road accidents. Machine learning
algorithms used in the study include logistics regression, decision tree classifier, random
forest classifier, and XG-Boost. The predicted target is the severity of the accidents,
which is a measure of the impact of road accidents on traffic congestion. The study
also includes analysis to identify the factors that have a significant impact on road
accidents. Data from Kaggle for US accidents with information on weather, location,
period, and POI attributes are used for the analysis. The objective is to build a robust
model using machine learning algorithms for predicting the severity of road accidents.
This information can be used to make important decisions to minimize time spent on
the road. This study contributes the existing literature by analyzing a large amount of
data (4.2 million records) and high dimensional features (49 features), and comparing
five machine learning algorithms to obtain an accurate predictive model. In addition, we
studied the trade-off between the computation effort and model accuracy to provide an
insight on implementing a practical model in real life.

This paper is organized as follows. In Sect. 2, we present the data source and per-
form data exploratory analysis and pre-processing. We introduce the machine learning
methodologies used to train the predictive models in Sect. 3. The numerical results of
the case study, conclusions and future work are discussed in Sect. 4.
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2 Data Source

Collected from Kaggle under the title US Accidents, our dataset consists of 4.2 million
records of car accidents from February 2016 to December 2020 across 49 states of the
United States. The data set has 49 variables with 17 categorical variables, 13 Boolean
variables, 16 numerical variables, 2 Date Time stamps, and 1 string. Out of the 49
variables, 12 of them are traffic attributes, 9 of them are location attributes, 11 of them
are weather attributes, and 13 of them are point of interest (POI) attributes.

2.1 Exploratory Data Analysis

The data entries on Kaggle are from three sources, MapQuest, Bing and other. We select
the data from Bing for our analysis as the target variable “severity” is better classified
with less conflicts. The accident severity from Bing was given four levels, where 1
indicates the least impact on traffic (i.e., short delay as a result of the accident) and 4
indicates a significant impact on traffic (i.e., long delay) [13]. The average impacted area
on the road is 0.01 miles by severity 1 accident, 0.27 miles by severity 2 accident, 0.55
miles by severity 3 accident, and 0.96 miles by severity 4 accident. To limit the scope of
the study, the data set was brought down to a state level and California was identified to
be the state that has the highest number of accidents for further study. The number and
severity of the accidents in California are shown in Fig. 1(a). There are 5534 accidents
with severity 1, 414,069 accidents with severity 2, 20,592 accidents with severity 3, and
8316 accidents with severity 4. It is observed that the data is imbalanced with the highest
number of severity level 2 accident. In Fig. 1(b), it shows how the accidents spread across
the state of California.

Fig. 1. (a) Entries with respect of severity (b) Severity of accidents across CA

The correlation between different attributes and the target variable, severity, was
then studied to have an initial understanding of the impact of the attributes to the target
variable. It shows that a higher number of accidents occurredwhen theweather condition
is fair (Fig. 2(a)), with 0 precipitation (Fig. 2(b)), the wind is calm (Fig. 3(a)), less wind
speed, and higher visibility (Fig. 3(b)).Otherweather features such as pressure, humidity,
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and windchill did not show any significant impact to the target variable (Fig. 4(a) and
Fig. 4(b)).

Fig. 2. Number of accident due to (a) Weather condition, (b) Precipitation

Fig. 3. Number of accident due to (a) Wind direction, (b) Visibility

Fig. 4. Number of accident due to (a) Pressure, (b) Humidity

Feature extraction is then used to extract hour, week, month, and year information
from the period of day attribute. The result shows that a large number of accidents took
place on weekdays other than on weekends (Fig. 5(a)). Over a year, October, November,
and December had more accidents compared to the other months, as shown in Fig. 5(b),
The time between 4 to 6 pm had a higher number of accidents during a day as shown in
Fig. 5(c).
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Fig. 5. Number of the accident in (a) Day of the week, (b) Month in a year (c) Time of the day

Amultivariate analysiswas conducted on the POI attributes by grouping stop, station,
and railway. There were a significant number of accidents when all the three signs are
missing, or there is a missing sign in giving way, crossing, and bump, as shown in Fig. 6.

Fig. 6. Number of accidents with POI attributes

The analysis on the location attributes shows that LA (Los Angeles) is the city that
has the highest number of accidents in California with 44.5% of overall accidents as
shown in Fig. 7.

The duration of traffic that was affected by an accident was calculated from the start
time and end time of the traffic. Together with the distance (in miles) that was affected by
the accident, number of accidents and severity, we could study the relationship between
congestion and road accident. It was observed the more severe accidents (severity 2, 3
and 4) decrease with increasing congestion as shown in Table 1.
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Fig. 7. Number of accidents in cities

Table 1. Relationship between accident and congestion

Severity of the
accident

Number of accident Average distance
impacted in miles

Average duration
impacted in mins

1 5137 0.0104 21.96

2 386,915 0.273 159.29

3 20,371 0.555 195.05

4 8086 0.9623 494.25

2.2 Data Preprocessing

The data is cleaned and prepared for the different machine learning algorithms to train
the predictivemodels in this step. Feature engineering techniques are used to extract time
features and to analyze any trends or patterns over time. Feature selection techniques
are used to handle the high dimensionality by identifying features of high importance.
Features such as Precipitation that contains too many null values are dropped. Features
such as country, state, turning loop, and source, which have a single unique value each,
and those such as ‘ID’, and ‘description’ who have no impact to the prediction target are
removed from the data set. The chi-square test is used to evaluate categorical variables,
Pearson correlation is used to remove highly correlated features, and single or constant
value features are dropped using variance threshold. There are 25 features reaming in
our data set after the cleaning. The data is them split into X (the independent features)
and y (prediction target, severity). We use 70% of the data as the training set and 30% for
testing model accuracy. Feature encoding is performed on train and test set separately to
avoid data leakage and overfitting. The prediction target, the severity levels are converted
into categorical values and all the other features are converted to numerical values using
pandas categorical (). code. Data Imputation is used to fill the missing values with a
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median. SMOTE is used to balance the data set by duplicating the minority data from
the minority data population.

3 Methodology

We used four machine learning algorithms to train the predicative models as described
below.

• Multivariable logistic regression: A classification algorithm that takes less effort and
time to train the model. It converts the loss function to cross-entropy, and probability
prediction to multinomial probability distribution using maximum likelihood estima-
tion to predict different severity classes. The target variable has 4 classes and hence
Multinomial logistic regression is used over logistic regression.

• Decision tree: This is a supervised technique that uses different algorithms to split a
node intomultiple sub-nodes on all variables and selects the best split that provides the
best result. The tree splits at the topmost node where the outcome is represented by the
branches and the leaf consists of class. The tree is stopped once it reaches the defined
stopping criteria. The terminal node represents the mode which is the predictor for
that region. The decision tree requires minimal data cleaning which is helpful in our
data set as there are 49 multidimensional features and over 448 k entries. A decision
tree is also easy to interpret.

• Random Forest (RF): RF algorithm eliminates high variance by adding randomness to
the model. It works by creating multiple decision trees using a bootstrapping method
by random sampling with replacement. A bagging technique is used for output from
each decision tree. The final output is the mode of the output of all the individual
decision trees. To eliminate overfitting and to overcome bias RF is used.

• Extreme Gradient boosting (XG-Boost): The algorithm boosts the model and builds
a base model that provides an output that is used to find the residual. The residual is
the dependent variable for the subsequent tree and the features are used in decision
and terminal nodes. Gain is calculated using the similarity score at each node and the
highest gain achieved is used for splitting the tree. Similarly, multiple trees are drawn
sequentially. Finally, the output from the base model and the subsequent trees are used
to predict the output. use the patterns in residual to its advantage by strengthening
the model with weak predictions and therefore predicts gives low errors. Ensemble
machine learning techniques are used as the prediction is obtained by a combination of
trees that reduces variance by bagging, bias by boosting and improve model accuracy
by stacking.

Python packages including Pandas, NumPy, matplotlib, seaborn, and date-time from
python are used for data analysis and data visualization. Synthetic Minority Oversam-
pling Technique (SMOTE) is used for randomly oversampling the data that utilizes the
k-nearest neighbor algorithm to create synthetic data by increasing the number of records
without adding any new information or variation to the model. The upscaled data is then
fitted to the different machine learning algorithm to train models to predict the accident
severity.
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4 Results and Future Work

The training data set that includes 25 features was used to train the four machine learning
algorithms to obtain predictive models for accident severity. The test data set is then
used to test the accuracy of the four predictive models. The four prediction models were
first trained using the original imbalance data set, and then the balanced data set by
applying SMOTE technique. The accuracy score, Precision, Recall and F1 score of the
four predictive models are summarized in Tables 2, 3 and 4. The four models trained
from the original imbalanced data have similar accuracy. The accuracy of the linear
regression model dropped significantly after applying SMOTE technique, when the data
set is expanded to have 268,139 more entries to balance the data set. The algorithms
Decision Tree, RF and XG-boost exhibited better robustness with both imbalanced and
balanced data and they did better with balanced data in predicting the non-dominant
severity 3 and 4 events as shown in Tables 3 and 4. Study has been conducted to further
reduce the features from 25 to 14 using balanced data to understand the trade-off between
computation expense and model accuracy. Again, Decision Tree, RF and XG-Boost are
demonstrated to have a better robustness in terms of the accuracy score as shown in
Table 5.

The RF model handles noise, multi-class variables, and high variance well, while
the boosting technique learns from the past errors to improve prediction accuracy. It was
observed that the tuning of hyperparameters plays a significant role in the prediction
results for the two models. Further studies will be conducted to explore the optimal
settings for the parameters. In the study of the trade-off between the computation effort
and model accuracy, we simply removed 10 out of the 25 features based on the data
analysis earlier. The accuracy score didn’t change significantly for all themodels. Further
studies will be conducted to investigate the impact of the features in details so we can
establish a removing sequence depending on the required model accuracy. With the
availability of the large data set, we will also explore the use of deep learning algorithms
for the analysis in the future.

The obtained predictive model together with the real time visibility of the environ-
mental conditions offered by advanced information technologies can help build a smart
transportation system to guide people make instant decisions to minimize their time
spent on the road.
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Table 2. Summary of accuracy score with imbalanced data

Multivariable linear
regression

Decision tree Random forest XG- Boost

Original imbalanced
data

95.30 95.03 96.50 96.38

Balanced data
-SMOTE

52.24 93.86 95.22 93.89

Table 3. Result summary with original imbalanced data

Multivariable logistic regression Precision Recall F1 Score Support

Severity 1 0.60 0.27 0.38 1546

Severity 2 0.96 1 0.98 85,184

Severity 3 0.23 0.01 0.01 1914

Severity 4 0.35 0.01 0.01 984

Decision Tree Precision Recall F1 Score Support

Severity 1 0.69 0.71 0.70 1546

Severity 2 0.98 0.98 0.98 85,184

Severity 3 0.29 0.30 0.29 1914

Severity 4 0.30 0.36 0.33 984

Random Forest Precision Recall F1 Score Support

Severity 1 0.73 0.74 0.73 1546

Severity 2 0.97 0.99 0.98 85,184

Severity 3 0.47 0.16 0.24 1914

Severity 4 0.60 0.23 0.34 984

XG-Boost Precision Recall F1 Score Support

Severity 1 0.71 0.79 0.75 1546

Severity 2 0.91 0.99 0.98 85,184

Severity 3 0.47 0.10 0.17 1914

Severity 4 0.64 0.22 0.32 984
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Table 4. Result summary with balanced data (SMOTE)

Multivariable logistic regression Precision Recall F1 Score Support

Severity 1 0.16 0.92 0.27 1546

Severity 2 0.98 0.52 0.68 85,184

Severity 3 0.04 0.47 0.08 1914

Severity 4 0.02 0.30 0.04 984

Decision Tree Precision Recall F1 Score Support

Severity 1 0.64 0.71 0.68 1546

Severity 2 0.98 0.96 0.97 85,184

Severity 3 0.24 0.37 0.29 1914

Severity 4 0.22 0.36 0.27 984

Random Forest Precision Recall F1 Score Support

Severity 1 0.66 0.80 0.72 1546

Severity 2 0.98 0.98 0.98 85,184

Severity 3 0.30 0.37 0.33 1914

Severity 4 0.43 0.34 0.38 984

XG-Boost Precision Recall F1 Score Support

Severity 1 0.72 0.80 0.76 1546

Severity 2 0.97 0.99 0.98 85,184

Severity 3 0.49 0.10 0.17 1914

Severity 4 0.61 0.23 0.33 984

Table 5. Summary of accuracy score with 14 features

Model Multivariable linear regression Decision tree Random forest XG- Boost

Accuracy Score 52.73 93.81 95.19 94.66
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Abstract. We show the equivalence of discrete choice models and a for-
est of binary decision trees. This suggests that standard machine learning
techniques based on random forests can serve to estimate discrete choice
models with an interpretable output: the underlying trees can be viewed
as the internal choice process of customers. Our data-driven theoretical
results show that random forests can predict the choice probability of
any discrete choice model consistently. Our numerical results show that
using random forests to estimate customer choices can outperform the
best parametric models in two real datasets in a shorter running time.

Keywords: Discrete choice model · Random forest · Machine
learning · Online retailing

1 Introduction

Discrete choice models (DCM) have become central to revenue management and
e-commerce as they enable firms to predict consumer’s choice behavior when
confronted with a given assortment of products. Firms that can get inside the
mind of their consumers enjoy unique advantages that allow them to implement
effective strategies to improve profits or market shares. Firms can then further
invest in technologies that sharpen their predictive power. This virtuous cycle
has created a number of market juggernauts while those incapable of playing in
this field are disappearing from the landscape.

To understand and predict consumers’ choice behavior, academics and prac-
titioners have proposed several frameworks, some of which are widely adopted
in the industry. One ubiquitous framework is model-then-estimate. In this
framework, a parametric DCM is proposed to explain how a consumer chooses a
product when offered an assortment. The parameters are then estimated using
historical data.

In the model-then-estimate framework, there is a trade-off between flexibil-
ity and accuracy. A flexible DCM incorporates a wide range of patterns of con-
sumers’ behavior, but it may be difficult to estimate and may overfit the training
data. A parsimonious model may fail to capture complex choice patterns in the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
R. Qiu et al. (Eds.): ICSS 2021, LNOR, pp. 184–196, 2021.
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data. Even estimated correctly, it would be misspecified and not perform well in
prediction. The key to a successful model is to reach a delicate balance between
flexibility and predictability. Not surprisingly, it is not straightforward to find
the “sweet spot” when selecting among the large class of parametric DCMs.

Another framework favored by data scientists is to estimate without mod-
els. Advanced machine learning algorithms are applied to historical sales data,
and used to predict future choice behavior. The framework skips “modeling”
entirely and does not attempt to understand the rationality (or irrationality) hid-
den behind the patterns observed in the training data. With engineering tweaks,
the algorithms can be implemented efficiently and capture a wide range of choice
behavior. For example, neural networks are known to be able to approximate
any continuous functions.

This approach may sound appealing: if an algorithm achieves impressive accu-
racy when predicting the choice behavior of consumers, why do we care about
the actual rationale in consumers’ minds when they make choices? There are two
counterarguments. First, the firm may be interested in not only making accu-
rate predictions but also in other goals such as finding an optimal assortment
that maximizes the expected revenue, which may not have appeared in the data.
Without a proper model, it is unclear if the goal can be formulated as an opti-
mization problem. Second, when the market environment is subject to secular
changes, having a reasonable model often provides a certain degree of general-
izability while black-box algorithms may fail to capture an obvious pattern just
because the pattern has not appeared frequently in the past.

In this paper, we introduce a data-driven framework which we call estimate-
and-model that combines machine learning with interpretable models, and thus
retains the strengths of both frameworks mentioned previously. The model we
propose, binary choice forests, is a mixture of binary choice trees, each of which
reflects the internal decision-making process of a potential customer. We show
that the binary choice forest can be used to approximate any DCM, and is
thus sufficiently flexible. Moreover, it can be efficiently estimated using random
forests [6], a popular machine learning technique that has stood the test of time.
Random forests are easy to implement using R or Python [14,17] and have been
shown to have extraordinary predictive power in other applications.

Our interpretable framework has unique advantages compared with exist-
ing DCMs in literature. For theoretical analysis, we show the random forest can
accurately approximate any DCMs with sufficient data while existing parametric
models have misspecification errors and overfitting problems. In comprehensive
numerical studies on real datasets, we show random forests (1) have more accu-
rate and robust performance than best parametric model; (2) benefit tremen-
dously from increasing sample size compared to other DCMs; (3) run much more
efficiently than the estimation method based on the expectation-maximization
(EM) algorithm for large datasets.
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1.1 Literature Review

We first review DCMs proposed in the literature following the model-then-
estimate framework, in the order of increasing flexibility but more difficult esti-
mation. The MNL model [15] has very few parameters (one per product), which
are easy to estimate [21]. The nested logit model, the Markov chain DCM, the
mixed logit model and the rank-based DCM (see, e.g., Williams [22], Train [21],
Farias et al. [9], Blanchet et al. [4]) are able to capture more complex choice
behavior than the MNL model. However, the computational feasibility and sus-
ceptibility to overfitting remain a challenge in practice. In addition, the class of
RUM belongs to the class of regular models with the property that the prob-
ability of choosing an alternative cannot increase if the offered set is enlarged.
Experimental studies show strong evidence that regularity may be violated in
practice [19]. Several models are proposed to capture more general behavior than
RUM [1,10,11,16], but it is not yet clear if the estimation for such models can
be done efficiently.

The specifications of random forests used in this paper are introduced by
Breiman [6], although many of the ideas were discovered even earlier. The read-
ers may refer to Hastie et al. [12] for a general introduction. Although random
forests have been very successful in practice, little is known about their theo-
retical properties. To date, most studies are focused on isolated setups or sim-
plified versions of the procedure. In a recent study, Scornet et al. [18] establish
the consistency of random forests in regression problems, under less restrictive
assumptions. Scornet [3] provide an excellent survey of the recent theoretical
and methodological developments in the field.

A recent paper by [8] proposes a similar tree-based DCM. Our studies differ
substantially in the estimation step: we focus on random forests, while [8] follow
an optimization approach based on column generation.

Fig. 1. A binary choice tree representation of the partition.
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2 Discrete Choice Models and Binary Choice Forests

Consider a set [N ] � {1, . . . , N} of N products and define [N ]+ � [N ] ∪ {0}
where 0 represents the no-purchase option. Let x ∈ {0, 1}N be a binary vector
representing an assortment of products, where x(i) = 1 indicates the inclusion of
product i in the assortment and x(i) = 0 otherwise. A discrete choice model
(DCM) is a non-negative mapping p(i,x) : [N ]+ × {0, 1}N → [0, 1] such that

∑

i∈[N ]+

p(i,x) = 1, p(i,x) = 0 if x(i) = 0. (1)

Here p(i,x) ∈ [0, 1] represents the probability that a customer selects product i
from assortment x. We refer to a subset S of [N ] as an assortment associated
with x ∈ {0, 1}N , i.e., i ∈ S if and only if x(i) = 1. In the remaining paper, we
use p(i, S) and p(i,x) interchangeably.

A binary choice tree t(x) maps x ∈ {0, 1}N into [N ]+ by sequentially
splitting [0, 1]N along N products, as illustrated by the right panel of Fig. 1.
Moreover, to be consistent with DCMs, we require that t(x) = i only if x(i) = 1.
Equivalently, a binary choice tree partitions {0, 1}N into a number of regions,
denoted as {Ri}. Each Ri corresponding to a leaf node of the tree. The tree
assigns a label ci for all x ∈ Ri. Therefore, one can write t(x) =

∑
Ri

ci ·I{x∈Ri}.
A binary choice tree representation of a partition when N = 2 is demonstrated
in Fig. 1.

A binary choice forest (BCF) is a convex combination or a mixture of
multiple binary choice trees. More precisely, a binary choice forest can be written
as

f(i,x) =
B∑

b=1

wbI{tb(x)=i}

where the tb(x) and wb are, respectively, binary choice trees and non-negative
weights summing up to one. A BCF can be interpreted as decisions made by
B consumer types or segments, with consumers of type b having weight wb and
making decisions based on binary choice tree tb(x).

Notice that f(i,x) maps [N ]+ × {0, 1}N �→ [0, 1] just like DCMs do, so a
BCF is always a DCM according to the definition (1). The converse is also true
by the next theorem.

Theorem 1. Every BCF is a DCM. Every DCM can be represented as a BCF
with at most N · 2N−1 + 1 binary choice trees.

A recent paper by Chen and Mǐsić [8] has independently shown, by construc-
tion, that any choice model can be represented by a decision forest where each
of the trees has depth N + 1. Our result provides a smaller number of binary
choice trees needed for the representation.
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3 Data and Estimation

The main goal of this paper is to provide a practical method to estimate BCFs
using random forests, which have been shown to be able to approximate all
DCMs. The numerical recipe for random forests is widely available and imple-
mentable.

We assume that arriving consumers make selections independently based on
an unknown DCM p(i,x), and that a firm collects data of the form (it,xt) (or
equivalently (it, St)) where xt is the assortment offered to the tth consumer and
it ∈ St ∪ {0} is the choice made by consumer t = 1, . . . , T . Our goal is to use
the data to construct a family of binary choice trees as a means to estimate
the underlying DCM p(i,x) represented by a BCF. We view the problem as a
classification problem: given the input x, we would like to provide a classifier
that maps the input to a class label i ∈ [N ]+, or the class probabilities.

To this end we use a random forest as a classifier. The output of a random
forest consists of B individual binary decision trees (CART), {tb(x)}Bb=1, where
B is a tunable parameter. Although a single tree only outputs a class label in each
region, the aggregation of the trees, i.e., the forest, is naturally equipped with
the class probabilities. Then the choice probability of item i in the assortment
x is estimated as

B∑

b=1

1
B
I{tb(x)=i}, (2)

which is a BCF measuring the proportion of trees that assign label i ∈ [N ]+ to
input x.

We now review the basic mechanism of CART and describe how it can be used
to estimate random forests. The CART mechanism performs recursive binary
splitting of the input space [0, 1]N , which is extended from {0, 1}N . In each
iteration, it selects a product i ∈ [N ] and a split point to split the input space.
More precisely, the split (i, si) divides the observations to {(it,xt) : xt(i) ≤ si}
and {(it,xt) : xt(i) > si}. In our problem, because xt ∈ {0, 1}N is at the corner
of the hypercube, all split points between 0 and 1 create the same partition of the
observations and thus we simply set si ≡ 0.5. To select a product for splitting, an
empirical criterion is optimized to favor splits that create “purer” regions. That
is, the resulting region should contain data points that mostly belong to the same
class. We use a common measure called Gini index :

∑
Rj

tj
T

∑N
k=0 p̂jk(1 − p̂jk)

where tj is the number of observations in region Rj of the partition and p̂jk is
the empirical frequency of class k in Rj . It is not hard to see that the Gini index
takes smaller values when the regions contain predominantly observations from
a single class. In this case, a product is selected that minimizes the measures
and the partition is further refined by a binary split. This splitting operation is
conducted recursively for the regions in the resulting partition until a stopping
rule is met.
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The main drawback of CART is its tendency to overfitting the training data.
If a deep decision tree is built (having a large number of splits), then it may fit
the training data well but introduce large variances when applied to test data.
If the tree is pruned and only has a few leaves (or regions in the input space),
then it loses the predictive accuracy. Random forests, by creating a number
of decision trees and then aggregating them, significantly improve the power of
single trees and moves the bias-variance trade-off toward the favorable direction.
The basic idea behind random forests is to “shake” the original training data
in various ways in order to create decision trees that are as uncorrelated as
possible. Because the decision trees are deliberately “decorrelated”, they can
afford to be deep, as the large variances are remedied by aggregating the “almost
independent” trees. Interested readers may refer to [12] for a formal discussion.

Next, we explain the details of random forests. To create B randomized trees,
for each b = 1, . . . , B, we randomly choose z samples with replacement from the
T observations (a bootstrap sample). Only the sub-sample of z observations is
used to train the bth decision tree. Splits are performed only on a random subset
of [N ] of size m to minimize the resulting Gini index. The random sub-sample of
training data and random products to split are two key ingredients in creating
less correlated decision trees in the random forest. The depth of the tree is
controlled by the minimal number of observations, say l, in a leaf node for the
tree to keep splitting.

These ideas are formalized in Algorithm 1. The use of random forests as
a generic classifier has a few benefits: (1) Many machine learning algorithms
such as neural networks have numerous hyper-parameters to tune and the per-
formance crucially depends on a suitable choice of hyper-parameters. Random
forests, on the other hand, have only a few hyper-parameters. In the numeri-
cal studies in this paper, we simply choose a set of hyper-parameters that are
commonly used for classification problems, without cross-validation or tuning, in
order to demonstrate the robustness of the algorithm. In particularly, we mostly
use B = 1000, z = T , m =

√
N and l = 50. (2) The numerical recipe for

the algorithm is implemented in many programming languages such as R and
Python and ready to use.

More specifically, because of the structure of the application, there are three
observations. (1) Because the entries of x are binary {0, 1}, the split position of
decision trees is always 0.5. Therefore, along a branch of a decision tree, there can
be at most one split on a particular product, and the depth of a decision tree is
at most N . (2) The output random forest is not necessarily a BCF. In particular,
the probability of class i, or the choice probability of product i given assortment
x, may be positive even when x(i) = 0, i.e., product i is not included in the
assortment. To fix the issue, we adjust the probability of class i by conditioning
on the trees that output reasonable class labels:

B∑

b=1

1
∑

j:x(j)=1

∑B
b=1 I{tb(x)=j}

I{tb(x)=i,x(i)=1}.
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Algorithm 1. Random forests for DCM estimation
1: Data: {(it,xt)}T

t=1

2: Tunable hyper-parameters: number of trees B, sub-sample size z ∈ {1, . . . , T},
number of products to split m ∈ {1, . . . , N}, terminal leaf size l ∈ {1, . . . , z}

3: for b = 1 to B do
4: Select z observations from the training data with replacement, denoted by Z
5: Initialize the tree tb(x) ≡ 0 with a single root node
6: while some leaf has greater than or equal to l observations belonging to Z and

can be split do
7: Select m products without replacement among {1, . . . , N}
8: Select the optimal one to split among the m products that minimizes the

Gini index
9: Split the leaf node into two

10: end while
11: Denote the partition associated with the leaves of the tree by {R1, . . . , RM};

let ci be the class label of a randomly chosen observation in Ri from the training
data

12: Define tb(x) =
∑M

i=1 ciI{x∈Ri}
13: end for
14: The trees {tb(·)}B

b=1 are used to estimate the class probabilities as (2)

(3) When returning the class label of a leaf node in a decision tree, we use a
randomly chosen tree instead of taking a majority vote (Step 11 in Algorithm 1).
While not being a typical choice, it seems crucial in deriving our consistency
result (Theorem 2), because a majority vote would favor the choice of product
that most consumers make and ignore less attractive products.

4 Why Do Random Forests Work Well?

Many machine learning algorithms, including random forests, have strong per-
formances in practice. However, with a few exceptions, they do not provide an
explanation for the predictions. We now show that given enough data, random
forests are consistent for any DCM. To obtain our theoretical results, we impose
mild assumptions on how the data is generated.

Assumption 1. There is an underlying DCM from which all T consumers inde-
pendently make choices from the offered assortments, generating data (it,xt),
t = 1, . . . T .

Notice that the assumption only requires consumers to make choices indepen-
dently. We do not assume that the offered assortments xts are IID, and allow the
sequence of assortments offered xt to be arbitrary as the assortments are chosen
by the firm and are typically not randomly generated. Such a design reflects how
firms select assortments to maximize expected revenues or to explore customer
preferences.
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For a given assortment x, let kT (x) �
∑T

t=1 I{xt=x} be the number of con-
sumers who see assortment x. We are now ready to establish the consistency of
random forests.

Theorem 2. Suppose Assumption 1 holds, then for any x and i, if
lim infT→∞ kt(x)/T > 0, lT is fixed, zT → ∞, BT → ∞, then the random
forest is consistent:

lim
T→∞

P

(∣∣∣∣∣

BT∑

b=1

1
BT

I{tb(x)=i} − p(i,x)

∣∣∣∣∣ > ε

)
= 0

for all ε > 0.

According to Theorem 2, the random forest can accurately predict the choice
probability of any DCM, given that the firm offers the assortment for many times.
Theorem 2 guarantees good performance of the random forest when the seller has
collected a large dataset. This is a typical case in online retailing, especially in
the era of “big data”. Random forests thus provide a novel data-driven approach
to model customer choices. In particular, the model is first trained from data,
and then used to interpret the inherent thought process of consumers when they
make purchases. By Theorem 2, when the historical data has a large sample size,
the model can accurately predict how consumers make decisions in reality.

5 Numerical Experiments

In this section, we conduct a comprehensive numerical study based on two real
datasets. The historical data is of the form (it, St)Tt=1. Under parametric model
like MNL and Markov chain model, we postulate a DCM and then maximize the
log-likelihood function

LL =
T∑

t=1

log(p(it, St|θ)), (3)

where θ is the parameters of DCM. MNL proposed by [15] has closed-form choice
probability p(i, S) = exp(vi)/(1+

∑
j∈S exp(vj)), where vj , j ∈ S is the utility of

product j. The log-likelihood function is concave and we can optimize it via the
Python package “SciPy” [21]. Markov chain (MC) model proposed by [4] assumes
that a customer likes alternative j most with probability λj . If alternative j is
not available, with probability ρji the customer transits to alternative i. The
customer will keep transiting until he selects a product in S or outside option
0. Since there are O(N2) parameters in the Markov chain model, it is not easy
to directly optimize the log-likelihood function. [20] develop an EM algorithm
to estimate parameters. In contrast, our random forest can be easily estimated
using Algorithm 1 with the Python package “scikit-learn”.

[2] conduct systematic and exhaustive numerical experiments on synthetic,
semi-synthetic and real data, and show Markov chain model has an outstanding
empirical performance compared to MNL, the nested logit, the mixed logit,
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and rank-based DCM. We choose the MNL and the Markov Chain models as
benchmarks because the MNL model is one of the most widely used DCM and
the Markov chain model has been shown as the best parametric model [2].

5.1 Real Data: IRI Academic Dataset

In this section, we compare different models on the IRI Academic Dataset [7].
The IRI Academic Dataset collects weekly transaction data from 47 U.S. markets
from 2001 to 2012, covering more than 30 product categories. Each transaction
includes the week and the store of purchase, the universal product code (UPC)
of the purchased item, number of units purchased and total paid dollars.

The preprocessing follows the same steps as in Jagabathula and Rus-
mevichientong [13] and Chen and Mǐsić [8]. In particular, we regard the products
sharing the same vendor code as the same product. Each assortment is defined
as the unique combination of stores and weeks. Such an assortment includes all
the products that are available in the store during that week. We conduct the
analysis for 31 categories separately using the data for the first two weeks in
2007. We only focus on the top nine purchased products from all stores during
the two weeks in each category and treat all other products as the no-purchase
alternative.

Unfortunately, sales data for most categories are too large for the EM algo-
rithm to estimate the Markov chain model. For example, carbonated beverages,
milk, soup and yogurt have more than 10 million transactions. For computa-
tional efficiency, we uniformly sample 1/200 of the original data size without
replacement. This does not significantly increase the sampling variability as most
transactions in the original data are repeated entries.

To compare different estimation procedures, we use five-fold cross validation
to examine the out-of-sample performance. We follow [2] and evaluate the empir-
ical root mean squared error (RMSE) in the validation set. That is, for estimated
choice probabilities P̂ and validation set T , we define

RMSE
(
P̂, T

)
=

√√√√√
∑

(i,S)∈T
∑

j∈S∪{0}

(
I{j=i} − P̂(j, S)

)2

∑
(i,S)∈T (|S| + 1)

. (4)

The result is shown in Table 1 comparing random forests to MNL and the
Markov chain model. Random forests outperform the other two in 24 of 31
categories, especially for large data sizes. According to Berbeglia et al. [2], the
Markov chain choice model has already been shown to have a strong performance
in synthetic and real-world studies. Table 1 fully demonstrates the potential of
random forests as a framework to model and estimate consumer behavior in
practice.

For robustness, we also test the result when considering the top five/fifteen
products instead of nine. The results are shown in Fig. 2. We compare the differ-
ence between benchmark (MNL, Markov) and random forest in RMSE divided
by the standard deviation of random forest. Random forest performs the best
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among the three models in 25 and 27 out of 31 categories, respectively. When
the data size is large, random forests can outperform MNL and Markov chain
more significantly.

Fig. 2. Compare the RMSE of random forest with MNL and Markov when focusing
on the top five (left) and top fifteen (right) purchased products.

We run our algorithm on a server with 2.50 GHz dual-core Inter Xeon CPU
E5-2680 and 256 GB memory. In terms of computation time, the random for-
est is the most efficient, while the EM algorithm used to estimate the Markov
chain model takes much longer. For the product category “milk” with 56,849
data points, the random forest only takes 10.7 s, while the Markov chain takes
7115 s. Overall, our algorithm outperforms the best parametric models in terms
of accuracy and efficiency.

5.2 Real Data: Hotel

In this section, we apply the random forest algorithm to a public dataset [5]. The
dataset includes transient customers (mostly business travelers) who stayed in
one of five continental U.S. hotels between March 12, 2007, and April 15, 2007.
The minimum booking horizon for each check-in date is four weeks. Rate and
room type availability and reservation information are collected via the hotel
and/or customer relationship officers (CROs), the hotel’s websites, and offline
travel agencies. Since there is no direct competition among these five hotels, we
process the data separately. A product is uniquely defined by the room type
(e.g., suite). For each transaction, the purchased room type and the assortment
offered are recorded.

When processing the dataset, we remove the products that have less than 10
transactions. We also remove the transactions whose offered assortments are not
available due to technical reasons. For the transactions that none of the products
in the available sets are purchased by the customer, we assume customers choose
the no-purchase alternative.
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Table 1. The summary statistics (the data size, the number of unique assortments
in the data, and the average number of products in an assortment) of the IRI dataset
after preprocessing and the average and standard deviation of the out-of-sample RMSE
(4) for each category when considering the top 9 products.

Product category # Data # Unique
assort

# Avg prod RF MNL MC

Beer 10,440 29 5.66 0.2717 (0.0006) 0.2722 (0.0009) 0.2721 (0.0008)

Blades 1,085 36 4.83 0.3106 (0.0041) 0.3092 (0.0039) 0.3096 (0.0040)

Carbonated beverages 71,114 24 5.42 0.3279 (0.0004) 0.3299 (0.0005) 0.3295 (0.0005)

Cigarettes 6,760 48 5.73 0.2620 (0.0031) 0.2626 (0.0034) 0.2626 (0.0034)

Coffee 8,135 46 6.26 0.2904 (0.0011) 0.2934 (0.0010) 0.2925 (0.0011)

Cold cereal 30,369 15 6.80 0.2785 (0.0004) 0.2788 (0.0003) 0.2787 (0.0003)

Deodorant 2,775 20 6.75 0.2827 (0.0005) 0.2826 (0.0006) 0.2826 (0.0006)

Diapers 1,528 13 3.85 0.3581 (0.0027) 0.3583 (0.0023) 0.3583 (0.0025)

Facial tissue 8,956 22 4.09 0.3334 (0.0007) 0.3379 (0.0011) 0.3375 (0.0008)

Frozen Dinners/Entrees 48,349 35 6.46 0.2733 (0.0004) 0.2757 (0.0003) 0.2750 (0.0003)

Frozen pizza 16,263 50 5.32 0.3183 (0.0002) 0.3226 (0.0001) 0.3210 (0.0001)

Household cleaners 6,403 18 6.67 0.2799 (0.0011) 0.2798 (0.0010) 0.2798 (0.0010)

Hotdogs 7,281 66 5.06 0.3122 (0.0012) 0.3183 (0.0006) 0.3170 (0.0008)

Laundry detergent 7,854 51 6.14 0.2738 (0.0018) 0.2875 (0.0019) 0.2853 (0.0018)

Margarine/Butter 9,534 15 6.60 0.2985 (0.0005) 0.2995 (0.0004) 0.2990 (0.0004)

Mayonnaise 4,380 38 5.08 0.3212 (0.0027) 0.3242 (0.0011) 0.3230 (0.0007)

Milk 56,849 32 4.72 0.2467 (0.0007) 0.2501 (0.0005) 0.2538 (0.0013)

Mustard 5,354 42 6.21 0.2844 (0.0009) 0.2856 (0.0006) 0.2852 (0.0006)

Paper towels 9,520 34 5.71 0.2939 (0.0011) 0.2964 (0.0009) 0.2959 (0.0009)

Peanut butter 4,985 31 4.97 0.3113 (0.0019) 0.3160 (0.0006) 0.3146 (0.0011)

Photography supplies 189 30 3.63 0.3456 (0.0090) 0.3399 (0.0090) 0.3456 (0.0098)

Razors 111 10 2.60 0.3269 (0.0334) 0.3294 (0.0251) 0.3323 (0.0218)

Salt snacks 44,975 28 5.50 0.2830 (0.0006) 0.2844 (0.0007) 0.2840 (0.0007)

Shampoo 3,354 25 6.68 0.2859 (0.0007) 0.2855 (0.0008) 0.2856 (0.0008)

Soup 68,049 23 6.96 0.2709 (0.0006) 0.2738 (0.0007) 0.2729 (0.0007)

Spaghetti/Italian Sauce 12,377 32 5.88 0.2901 (0.0004) 0.2919 (0.0007) 0.2914 (0.0006)

Sugar substitutes 1,269 40 5.35 0.3092 (0.0047) 0.3085 (0.0047) 0.3085 (0.0047)

Toilet tissue 11,154 23 5.65 0.3084 (0.0006) 0.3126 (0.0004) 0.3132 (0.0016)

Toothbrushes 2,562 45 6.04 0.2860 (0.0010) 0.2859 (0.0004) 0.2858 (0.0006)

Toothpaste 4,258 33 6.00 0.2704 (0.0009) 0.2708 (0.0012) 0.2708 (0.0012)

Yogurt 61,671 42 5.19 0.2924 (0.0013) 0.2976 (0.0009) 0.2960 (0.0009)

We use five-fold cross-validation and RMSE defined in (4) to examine the
out-of-sample performance. In Table 2 we show the summary statistics of the
five datasets after preprocessing. We also show the out-of-sample RMSE for each
hotel (average and standard deviation). In addition, we show the performance of
the independent demand model (ID), which does not incorporate the substitution
effect and is expected to perform poorly, in order to provide a lower bound of
the performance.

We find that the random forest algorithm outperforms the parametric meth-
ods for large datasets (Hotel 1, 2 and 3). For smaller data sizes (Hotel 4 and
5), the random forest is on par with the best parametric estimation procedure
(Markov chain) according to Berbeglia et al. [2].
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Table 2. The summary statistics (the total number of products, the data size for in-
sample and out-of-sample tests, the number of unique assortments in the data, and
the average number of products in an assortment) of the five hotel datasets and the
average and standard deviation of the out-of-sample RMSE across five folds.

# Prod # In-sample # Out-sample # Unique assort # Avg prod

Hotel 1 10 1271 318 50 5.94

Hotel 2 6 347 87 26 3.27

Hotel 3 7 1073 268 25 4.32

Hotel 4 4 240 60 12 2.33

Hotel 5 6 215 54 21 3.52

RF MNL MC ID

Hotel 1 0.3040 (0.0046) 0.3098 (0.0031) 0.3047 (0.0039) 0.3224 (0.00430)

Hotel 2 0.3034 (0.0120) 0.3120 (0.0148) 0.3101 (0.0124) 0.3135 (0.0178)

Hotel 3 0.2842 (0.0051) 0.2854 (0.0065) 0.2842 (0.0064) 0.2971 (0.0035)

Hotel 4 0.3484 (0.0129) 0.3458 (0.0134) 0.3471 (0.0125) 0.3584 (0.0047)

Hotel 5 0.3219 (0.0041) 0.3222 (0.0069) 0.3203 (0.0046) 0.3259 (0.0058)
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Abstract. The data show that the shortage and deterioration of water resources
have brought serious impact on China, and these problems need to be solved.
In this paper, the four causal chains of China’s water resources system are con-
structed by comprehensively considering the factors of population, society and
economic development, and the system dynamics method for forecasting China’s
water resources demand from 2013 to 2025 is established. Based on the analysis
of the proposed water system dynamics model, the total water demand, water con-
servancy investment and water recycling in China under different water resources
strategies are predicted. Under the water resources strategy of high investment in
water conservancy facilities, low wastewater discharge rate and high wastewater
purification rate, the total water demand in China in 2025 will be about 722 bil-
lion M3, the investment in water conservancy facilities will exceed 6815 billion
yuan and the recycled water will exceed 43 billion M3. In addition to population
and economic factors, we also pay attention to environmental factors. In addition,
we introduce water shortage coefficient and environmental pollution coefficient
to evaluate the environmental benefits of different policies. From the perspec-
tive of our sustainability model and integrated numerical results, several interest-
ing management insights were observed. For example, by reducing the discharge
of domestic and production sewage, improving the sewage purification rate and
investment in water infrastructure, the water shortage coefficient will be reduced
by about 8.96%, and the environmental pollution coefficient will be reduced by
about 14.8%, which is conducive to promoting the future development of China’s
water resources, as well as the environment and economy.

Keywords: System dynamics · Prediction ·Water demand ·Water resources
development strategy

1 Introduction

Water is an indispensable substance in creature body. The basic necessities of human
life are inseparable from water. According to authoritative data, China’s share of water
resources has reached 6% of the world’s total water resources. However, 9.6 million
square kilometers of land support 1.4 billion people, which makes China’s per capita
share of water resources being only 2710 m2, less than 25% of the world’s per capita
water resources, ranking 88th in the world. The shortage of water resources cannot meet
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the needs of the population. The reasons for water shortage include water pollution、the
low recycling utilization rate of water resources and the publicity and management of
water resources are not in place. Water shortage has brought many impacts on China:
flood disaster, drought disaster and soil erosion.

Specifically, first flood disaster, the accumulated direct economic loss exceeds 1.1
trillion yuan, which is about 1/5 of the fiscal revenue in the same period. Then drought
disaster, due to the lack of water supply, the annual output value of industry is directly
affected by 230 billion yuan. In normal and dry years, grain production is reduced by 10–
25 billion kg, but in severe drought years, grain output is nearly 50 billion kg. The third
one is water environment; one is soil erosion. The average annual area of soil and water
loss increased by development and construction activities in China reaches 10000 km2,
and the earthwork waste accumulated every year is about 3 billion tons, 20% of which
flows into rivers, which directly affects flood protection. The another one is that the water
pollution is serious. Because of the rapid increase of industrial wastewater discharge, it
is discharged into the river without treatment, which leads to the deterioration of water
environment represented by Huaihe River and Taihu Lake pollution.

One of the national policies adopted by China is to rationally control the total amount
of development. Then, optimize the allocation of water resources.

The main contributions of this research include:

1. Research Object: We forecast chinese water demand, wastewater and recycled water
from 2013 to 2025, analyze implications of implementing different water strategies
and identify feasible measures to conserve water.

2. Model formulation:We consider population and economic development factors, con-
struct four significant relations of chain effect in Chinese water resources system.
Based on the relations of four chains, we establish a system dynamics (SD) app-
roach to predict water demand, recycled water and wastewater of China from 2013
to 2025. Then we introduce two indicators: water shortage coefficient and environ-
mental pollution coefficient to evaluate the environmental benefits. After that, we
adjust relevant parameters according to authoritative documents and analyze the
implications of different strategies.

3. Managerial implications: The final results of predicted water demand show that the
total amount of water resources development in the national management policy is in
urgent need of effective control. From the perspective of system dynamics model, we
suggest that the optimal water resources development strategy suitable for China is to
reduce the domestic sewage and production sewage discharge, increase the sewage
purification rate, and improve the investment of Chinesewater conservancy facilities,
so that the environmental benefits and economic benefits can be maximized.

2 Literature Review

In the aspect of water resources prediction, there are various methods of water resources
prediction, such as multi-objective analysis method, multi-objective decision TOPSIS
method, least squares support vector machine method, water resources supply and
demand balance method, etc. In the simulation and prediction of water supply and
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demand matching in water deficient cities such as Lanzhou [1], only linear and non-
linear equations were used to simulate and predict the water demand of agriculture,
industry, ecology and urban and rural life in Lanzhou, then the spatiotemporal matching
water shortage of Lanzhou including its districts and counties in the future period was
obtained under different water supply schemes; Wang et al. [2] combined with grey
correlation analysis and multiple linear regression model, quantitatively predicted the
supply and demand of water resources in different planning years; Meng et al. [3] estab-
lished a fractional order cumulative grey prediction model to predict the per capita water
consumption of China’s provinces and cities from 2019 to 2024, and found that there
are great differences in the per capita water consumption of different regions; Shuang
et al. [4] determined the explanatory variables related to economy, community, water use
and resource availability, established 11 statistical and machine learning models, con-
ducted interpolation and extrapolation scenarios, and predicted the water consumption
in Beijing Tianjin Hebei region.

To put forward appropriate water resources policies, the multi-objective optimiza-
tion model is established in the allocation of water resources, which takes the unified
allocation of water quantity and water quality into account. The theory of water demand
hierarchy is put forward, which can forecast the domestic water demand in the future
and fine tune the urban water resource management. Zheng Zang and Xinqing Zou [5]
used panel model to study the intensity evolution trend of domestic water, agricultural
water, industrial water and ecological water among provinces in China. It was found
that the proportion of tertiary industry, the rate of industrial wastewater standard, annual
precipitation and per capita GDP had significant influence on water demand. Gao et al.
[6] comprehensively considered various factors affecting the water demand in China
and established the water supply and demand forecasting model by regression predic-
tion method. The analysis shows that the most important factor affecting Chinese water
demand is the GDP, and the adjustment of industrial structure has a certain influence on
water demand, especially, the influence of industrial development on water consump-
tion is higher than that of agriculture. Because of the strong control of water price by
government and low price of water, water price has little influence on demand [6].

At present, the application of SD model in water resources prediction is still in its
infancy. In modern circumstance, most of the water resources prediction of SD model
is based on the demand and supply of industrial, agricultural and ecological water. We
not only forecast the water demand from 2013 to 2025, but also predicts the future recy-
cled water according to the established water system. In addition to the population and
economic factors, we also employ the environmental factors, introduces the water short-
age coefficient and environmental pollution coefficient to evaluate the environmental
benefits of different policies, and puts forward some policy suggestions suitable for the
sustainable development of water resources in China.

3 Problem Statement and Solution Approach

3.1 Theory and Method of System Dynamics

System dynamics can be used to analyse information feedback system, system structure
and function, which has the characteristics of systematization, integrity and dynamic.
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The system dynamics model can be used in time dynamic analysis considering the best
goal of the whole system and it has been successfully applied to strategic analysis and
management decisions of social, economic and ecological complex systems universally.
Moreover, SD model has been used to deal with the problems about water resources car-
rying capacity, water demand prediction and water supply and demand balance analysis
in some researches.

We apply the System Dynamics method to construct the social-water resources sys-
tem model. By changing the relevant parameters, the model can reflect the economic,
social and ecological benefits obtained under different strategies. After that this paper
canmake scheme comparison and selection, so as to propose the optimal water resources
strategy.

3.2 System Analysis Water Resources in China

The proposed SD model starts with the interaction and mutual constraints of resources,
population, economy and environment, and form a feedback system structure. The
following are the main chains in the system model (Fig. 1):

Fig. 1. Main chains in the system model

Chain➀ reveals that population growth requires the consumption of water resources.
With population growth, the more water resources are consumed, and when the water
supply does not reach the consumption rate of water resources, it will restrict population
growth and industrial development.

Chains ➁ and ➂ indicate that water pollution restricts social and economic devel-
opment. The more the population and industrial output value, the more wastewater
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discharge; the more serious the pollution of the water environment, the less the total
population; the more economic losses will be caused, and further affect the expansion
of the industrial scale.

Chain ➃ indicates the positive feedback growth of economic development and
water supply, the industrial development promotes the increase of regional GDP. With
the increase of water conservancy investment, the water supply will increase and the
industrial scale will expand.

In addition to building the main chain, this paper also adds the dynamic variables
like population growth, and build casual graph of this system (Fig. 2):

Fig. 2. Causality diagram of water SD model in China

3.3 Constructing System Dynamics Model

Based on the data of water resources supply and demand and social and economic
development from 2003 to 2012, we establish a social-water resources system model by
using ANYLOGIC simulation software.

Model Assumptions

1 Population growth rate is affected by water scarcity and environmental pollution;
2 The residents’ water consumption per capita is a constant and it will not be affected

by the change of time;
3 Through searching the literature, we suggest that the unit consumption cost of water

resources has little effect on the limitation of water resources [4]. Therefore, when
adjusting the parameters, thewater price is fixed, so it is assumed that the cost required
for the supply or production of water per cubic meter remains unchanged.

4 As the ecological water consumption only accounts for 2% of the total water
consumption, the water demand is divided into domestic water and production water.
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Notations
To construct a SDmodel, it is necessary to consider four factors: constant, stock, dynamic
variable and flow equation.

In reference to the formulation of sewage discharge coefficient and recycled water
coefficient in reference [5], we utilize water shortage coefficient and environmental
pollution coefficient as the index of ecological benefit.

For the system, the physical quantities and meanings are as follow (Tables 1, 2, 3
and 4):

Table 1. Constant

Symbol Definition

i Population growth rate

P Water consumption per capita

M Cost of supply water per cubic metre

Wm Water conservancy investment rate

Wr Wastewater purification rate

Q Domestic wastewater discharge rate

Wi Industrial wastewater discharge rate

Table 2. Stock

Symbol Definition

Dw Domestic water demand

Pw Production water demand

Wd Domestic wastewater amount

Wp Production wastewater amount

S Water supply

Wt Total wastewater discharge

D Total water demand

Rw Purified wastewater amount

Wc Water conservancy investment



Prediction and Analysis of Chinese Water Resource 203

Table 3. Dynamic variables

Symbol Definition

y The year of y

Ny Population in the year of y

G1y GDP of primary industries in the year of y

i1y GDP growth in primary industries in the
year of y

G2y Secondary GDP in the year of y

i2y Growth GDP secondary industry in the
year of y

G3y Tertiary GDP in the year of y

i3y Growth GDP tertiary industry in the year
of y

Gy Total GDP in the year of y

Cl Coefficient of water shortage

Cp Environmental pollution coefficient

Table 4. Equation

Definition Equation

Coefficient of water shortage Cl = (D−S)/D

Environmental pollution coefficient Cp =Wt ×(1−Rw)/S

Domestic wastewater amount Wt =Wd + Wp

Purified wastewater amount Rw = Wt ×Wr

Domestic wastewater amount Wd = N ×Q

Production wastewater amount Wp = Pw ×Wi

The population in the year of y Ny = Ny−1 ×(1 + i ×(1−Cl)×(1−Cp))

The GDP in the year of y Gy= G1(y−1)×(1 + i1(y−1)×(1−Cl)×(1−Cp)) +
G2(y−1)×(1+ i2(y−1)×(1−Cl)×(1−Cp))+ G3(y−1)×(1
+ i3(y−1)×(1−Cl)×(1−Cp))

3.4 Simulation Schemes

We collect relevant data from 2003 to 2012 and take 2012 as the current year to simulate
the water resources system. The end of simulation time is 2025. The initial values of the
main variables are fitted with historical data and initialized.

Main initial values in the proposed SD model (Table 5):
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Table 5. Initial values of the system dynamics model

Parameter Symbol Value

Population growth rate i 169‰

Water consumption per capita P 453.9 m3

Cost of supply water per cubic
metre

M 4.78 CNY

Water conservancy investment
rate

Wm 5.67%

Wastewater purification rate Wr 77%

Domestic wastewater
discharge rate

Q 7.60%

Industrial waste water
discharge rate

Wi 8.10%

We use ANYLOGIC to establish and simulate the proposed SD model (Fig. 3).

Fig. 3. System dynamics model

By adjusting the relevant parameters of the proposed SD model, we address four
strategies:

First, the traditional development strategy, namely low water investment rate, high
wastewater discharge rate and low wastewater purification rate, assumes that the
model runs according to the existing initial value to analyse the supply and demand trend
of water resources.

The second development strategy is low water investment rate, low wastewater
discharge rate and high wastewater purification rate. The measures of reducing
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wastewater discharge rate in production process and improving wastewater utilization
rate are adopted to modify the wastewater recycled rate, industrial wastewater discharge
rate and domestic wastewater discharge rate in the model, so as to analyse the change
trend of water resources.

The third development strategy is high water conservancy investment rate, which is
high wastewater discharge rate and low wastewater purification rate. By increasing
the investment in water conservancy facilities, the water supply can be increased, in
order to reduce the supply and demand gap of water resources in the system, and then
affect the social and economic development. This paper has modified the “investment
rate of water conservancy facilities” in the model to analyse the supply and demand
trend of water resources.

The fourth strategy is to combine strategy 2 and strategy 3, which is high water
conservancy investment rate, low wastewater discharge rate and high wastewater
purification rate, and modify the three initial values of the model, namely, wastewa-
ter recycled rate, industrial wastewater discharge rate and water conservancy facilities
investment rate, to observe the trend of water resources supply and demand in the model.

Contents of the modification and basis for the modification:
The main targets this paper modified are investment rate of water conservancy

facilities, wastewater discharge rate and wastewater recovery and utilization rate.
The investment rate of water conservancy facilities is based on the in-depth Investi-

gation and Investment Strategy Feasibility Report of China Water Conservancy Industry
Market Development in 2020–2026 published by China gold enterprise information
international consulting and statistics of Ministry of water resources show that: from
2010 to 2019, the total investment in water conservancy construction in China shows a
fluctuating growth trend. According to this trend, the annual growth rate of water con-
servancy investment in China will maintain a high level, the investment and construction
of water conservancy industry will continue to increase, so this paper set the value to
80%.

Thewastewater discharge rate is based on the situation of reducing untreatedwastew-
ater discharge to the environment mentioned in The National Comprehensive Water
Resources Planning (2010–2030). The average wastewater discharge rate from 2003 to
2012 is 7.6%. According to the contents of the comprehensive plan, this paper sets the
wastewater discharge rate of 7% in 2025.

The wastewater recovery and utilization rate are based on the national wastewater
discharge and reclaimed water volume target set in The National Comprehensive Water
Resources Planning (2010–2030), and the recycling coefficient of the reclaimed water
in 2030 is estimated to be about 17%, so the recovery utilization rate in 2025 will be set
at 15% (Table 6).
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Table 6. Modifying table of control parameters of different strategies

Parameter Unit Strategy 1 Strategy 2 Strategy 3 Strategy 4

Population growth rate ‰ 169 169 169 169

Water consumption per capita m3 453.9 453.9 453.9 453.9

Cost of supply water per cubic meter % 5.67 5.67 5.67 5.67

Water conservancy investment rate % 77 77 80 80

Domestic wastewater discharge rate % 7.6 7 7.6 7

Wastewater purification rate % 8.1 15 8.1 15

3.5 Output Results

After we input all initial data, ANYLOGIC simulate the operation of this system and
output relevant index changes. The main index changes in the model simulation are
shown in the Figs. 4, 5, 6, 7, 8 and 9 and the simulation results are shown in the Table 7.

Fig. 4. GDP value from 2013 to 2025 Fig. 5. Coefficient of water shortage from
2013 to 2025

Fig. 6. Total water demand from 2013 to 2025 Fig. 7. The amount of recycled water from
2013 to 2025
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Fig. 8. Environmental pollution coefficient
from 2013 to 2025

Fig. 9. Water conservancy investment from
2013 to 2025

Table 7. Comparison of China Water Resources Systems dynamics results 2025

Comparison of China Water Resources Systems dynamics results 2025

Parameter (Unit) Strategy1 Strategy2 Strategy3 Strategy4

The value of GDP
(108¥)

973417.55 984978.36 1039143.00 1048594.50

Total water demand
(108m3)

7125.14 7142.20 7215.49 7228.59

Water conservancy
investment (108¥)

55192.78 55848.27 67544.29 68158.64

The amount of purified
wastewater (108m3)

428.66 411.47 450.14 433.95

Coefficient of water
shortage

0.1395 0.1416 0.1262 0.1270

Environmental pollution
coefficient

0.0209 0.0168 0.0206 0.0178

3.6 Comparative Analysis

According to the research results of Cao et al. [9], the average relative error between
the simulated value and the actual value of the main index can be less than 10%, so the
simulation result can be considered to be effective. According to our SD model, after
substituting the values, the relevant values of strategy 1 are compared with the total water
demand values collected from 2013 to 2019 in China Water Resources Bulletin. We find
that the prediction error of total water demand from 2013 to 2016 is less than 10%,
and the result is effective. However, since 2017, the deviation of the predicted results
has exceeded 10%. We think that this is related to the relevant water-saving policies
implemented in China. Strategy 1 in our model is an original state, that is, the calculated
value is the predicted value not regulated by policies. For strategy 2, 3 and 4, we only use
the strategy to be executed in the future to adjust the parameters, but the actual situation
is more complex. The actual value will be affected by many water-saving measures
implemented by the Chinese government (Table 8).

For example, in 2016, in terms of domestic water saving, some areas implemented
step-by-step water prices for households and raised water prices for non residents; In
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Table 8. Comparison of actual water consumption and predicted total demand

Comparison of actual water consumption and predicted total demand

Year Actual water
consumption

Total water
demand of
strategy 1
(108m3)

Relative error Total water
demand of
strategy 4
(108m3)

Relative error

2013 6183.4 6376.383132 0.03120987 6378.120622 0.031490866

2014 6095 6479.235214 0.06304105 6484.468453 0.063899664

2015 6103.2 6581.843096 0.07842494 6592.234551 0.080127564

2016 6040.2 6677.180372 0.10545683 6694.190304 0.108272955

2017 6043.4 6742.851601 0.11573809 6768.276004 0.119945065

2018 6015.5 6808.522829 0.13182991 6842.361705 0.137455192

2019 6021.2 6881.944505 0.14295232 6925.366375 0.150163817

2017, the three departments issued the Water Saving Society Construction of “the 13th
five year” Plan, vigorously promotewater-saving policy; In 2018, China’s national devel-
opment and Reform Commission and the Ministry of water resources jointly issued the
National Water Saving Action Plan, focusing on “double control of total amount and
intensity”, “agricultural water saving and efficiency”, “industrial water saving and emis-
sion reduction”, “urban water saving and loss reduction”, “water saving and open source
in key areas” and “scientific and technological innovation leading”. After the implemen-
tation of these policies, the total amount of water use in China has been effectively
controlled, the overall water use structure has been gradually adjusted, and the overall
water use efficiency has reached the world average level. According to the statistics of
China economic network, in 2019, the national water consumption of 10000 yuan GDP
and 10000 yuan industrial added value decreased by 24% and 28% respectively com-
pared with 2015, and the effective utilization coefficient of farmland irrigation water
reached 0.559.

Among all the water-saving policies, advanced wastewater treatment process; speed-
ing up the construction of water conservancy in grasslands and pastoral areas, and devel-
opingwater-saving irrigation agriculture; continuing to promote water-savingwater sup-
ply major water conservancy project construction and other important suggestions and
measures are coincide with our management suggestions from SD model, which shows
that our model, to a certain extent, can put forward management suggestions for the
actual situation, which has reference value.

4 Numerical Results

Compared with strategy 1, the wastewater discharge rate of strategy 2 decreased from
7.6% to 7%, and the wastewater purification rate increased from 8.1% to 15%. As
a result, the environmental pollution coefficient decreased by 19.6%, indicating that
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limiting the wastewater discharge rate and increasing the purification rate can reduce the
environmental pollution coefficient and alleviate water pollution.

Compared with strategy 1, strategy 3 increased the investment rate of water con-
servancy facilities to 80%, increased the water supply, and reduced the water shortage
coefficient by 9.5%, which can alleviate the shortage of water resources, but the envi-
ronmental pollution coefficient is only reduced by 1.4%, which is still greater than 0.02,
and the serious problem of environmental pollution still exists.

Strategy 4 combines the advantages of strategy 2 and strategy 3. Compared with
strategy 1, under strategy 4, the water shortage coefficient decreased from 0.1395 to
0.1270, a decrease of 8.96%, and the environmental pollution coefficient decreased
from 0.0209 to 0.0178, a decrease of 14.8%. It can not only alleviate the shortage of
water resources, but also reduce environmental pollution, while maintaining the trend
of economic growth. In addition, our results are similar to those predicted by Gao Jun
et al.

From the results of the SD model, we conclude that adjusting the sewage discharge
rate and sewage utilization rate can help solve the problem of environmental pollution.
Raising the investment amount of water conservancy facilities can alleviate the shortage
of water resources.

Moreover, we evaluate different strategies according to three aspects: economic ben-
efit, ecological benefit andwater utilization efficiency. From the perspective of economic
benefit, strategy 4 can create the highest GDP, followed by strategy 3; from the perspec-
tive of ecological benefit, strategy 3 has the highest sewage treatment capacity, followed
by strategy 4; in terms of water utilization efficiency, although the total water demand
of strategy 3 and strategy 4 is higher than that of strategy 1 and strategy 2, the water
shortage coefficient of strategy 3 and strategy 4 is lower than that of strategy 1 and
strategy 2. This illustrates that strategy 3 and strategy 4 can alleviate the situation of
water shortage.

After analysing the results of different strategies with this proposed SD model,
we propose that: to maximize the environmental benefits, water utilization benefits and
economic benefits, the suitablemeasures for Chinese government to take are reducing the
discharge of domestic sewage and production sewage, improving the sewage purification
rate and increasing the investment rate of Chinese water conservancy facilities.

5 Conclusion

Taking China as the research object, this paper constructs a sustainable development
model of water resources based on China’s population, economy and environment. We
collected relevant data from 2003 to 2012, and changed the parameters of the proposed
sustainable development model according to relevant policies, so as to predict China’s
total water demand, water conservancy investment and water recycling under different
water resources strategies. Among them, under the water resources strategy of high
investment in water conservancy facilities, low waste water discharge rate and high
waste water purification rate, the total water demand of China in 2025 is about 722
billion M3, the investment in water conservancy facilities will exceed 6815 billion yuan
and the recycled water will exceed 43 billion M3. From the perspective of maximizing
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social and environmental benefits, we put forward measures to ensure the sustainable
development of water resources: although the contradiction between supply and demand
ofwater resourceswill still exist in the next 13 years, thewater shortage coefficient can be
reduced to 0.1270 and the environmental pollution coefficient can be reduced to 0.0178
by increasing the investment rate of water conservancy, improving the recovery rate of
wastewater and reducing the direct discharge rate of wastewater, so that the contradiction
of water resources can be alleviated.

The interaction and restriction of each subject in the system can be taken into account
in terms of the proposed SD model. By utilizing the model with ANYLOGIC, we
dynamically analyse the complex social water resources system and intuitively compare
various managerial implications.

However, the proposed SD model has some shortcomings. It does not take the
impact of major accidents on the population growth rate into account, such as epi-
demics. Additionally, in terms of water demand, we simply divide it into domestic water
and production water, without considering public and ecological water.

Although SD model has a certain degree of reference value, it is still only a sim-
plified analysis of the complex system of water resources in China. In the future, more
important factors need to be considered, such as overseas allocation of water resources,
water demand of ecological environment, consumption of surface water and groundwa-
ter. Besides single factor analysis, it also needs to consider the comprehensive effects
of various factors, and then, further explore the complex system of water resources in
China. In the future, we will try to combine GIS technology with the proposed sus-
tainable development model, and extend it to other geographical scales, such as urban
agglomerations and basins with different levels of water resources development.
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Abstract. Due to customers’ heterogeneity, enterprises/service providers usually
adopt a service classification for different customers. However, service classifica-
tion will result in a redistribution of waiting time, reducing wait time for priority
customers by increasing wait time for regular customers. In this way, customers
will form a psychological utility by comparing the expected waiting time between
different queues. In this paper, we study a traditional non-preemptive M/M/1
queuing system in which incorporate customer preferences (loss aversion and
gain seeking) will generate a psychological utility, which leads to the switch of
customers and further impacts the revenue. In our paper, we analyze the monopoly
queuing system in which customers can’t go away freely, and study it from three
perspectives: revenue, social welfare, and customer utility. Firstly, we find that
from the perspective of revenue maximization, enterprises should choose visual
queue for queue classification.Next, enterprises should adopt unobservable queues
for service classifications from social welfare maximization. Then, from customer
utility maximization, enterprises should cancel service classification and keep reg-
ular customers only. Our results not only reaffirm existing research on the benefits
of offering differentiated service and pricing by the service providers but also
challenge some commonly accepted practices.

Keywords: Queuing · Service classification · Prospect theory · Objective
optimization · Strategy and pricing

1 Introduction

The researches on queuing are very significant in improving the quality of service. Queu-
ing involves Internet networks, healthcare, amusement parks, bank queuing service, vehi-
cle routing arrangement, tourism management, etc. When the service system’s capacity
is limited, and customers’ demands are high, enterprises should enhance capacity. Other-
wise, if the capacity cannot be increased, queuing is inevitable. Service providers should
effectively distinguish customer heterogeneity and adopt service classification to reduce
waiting costs and improve queuing efficiency and customer satisfaction due to customer
heterogeneity.
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These literatures [1–4] focus on the cμ rule andGcμ rule and point out that from the
perspective of minimizing waiting costs, enterprises should prioritize customers with
high waiting costs and set different levels of priorities for customers corresponding
to their waiting costs. However, these researches have not considered the customer
behaviour caused by their psychological changes in the queuing process, resulting in
customers’ switch and further influencing the revenue.

Customers who seek service assess three attributes of the service system: the service
reward, the payment, and the expected waiting time. Although numerous factors affect
customer queuing behaviour, in this paper, we focus on the expected waiting time and
assume that customers will form a reference point for waiting time before entering
the service system. We also assume that people make their decisions about whether
to upgrade beforehand. For instance, customers need to decide which ticket (e.g., VIP
or regular) to purchase before entering an amusement park or a museum. Therefore,
they will decide based on historical information regarding the service system’s expected
waiting time.

Besides, one particular example that drove the research is the Express Pass of Uni-
versal Studios, which permits holders to bypass the regular lines (which could be hours
long during peak time) but could cost twice as much as a regular entrance fee. This
seems reasonable to use the park’s limited resources better because the park can gener-
ate extra revenue from customers who prefer to spend more and want to wait less in line.
Even though regular customers choose not to pay the priority fee, they may still expe-
rience resentment and boredom due to perceived unfairness and time loss (as reflected
in some of the negative online reviews of Universal’s Express Pass). Such concerns
and complaints about the priority service are expected because they inherently result
in a redistribution of waiting time from higher-priority customers to lower-priority cus-
tomers. Customer segmentationwill cause differences inwaiting times between different
queues, and customers may have behavioral preferences that may impact the queuing
design [5].

In our paper, we study customer preference [6, 7] based on prospect theory, loss
aversion and gain seeking. It was found [8] that a long wait time would cause harm
to customers in the regular queue, while a short wait would have a positive impact on
customers in the priority queue. Based on this research, we assume that customers will
form a reference point of waiting time before entering the service system. If the customer
waiting time is shorter than the reference waiting time, they will be pleased due to their
gain-seeking preference, and the service utility will thus be enhanced (utility of positive
psychology). In contrast, if customers’ waiting time is longer than the preference waiting
time, they will be impatient due to their loss-aversion preference, and their service utility
will decrease (utility of negative psychology).

The existing literature on customer behaviors in queuing problemsmainly focuses on
customers’ psychological impatience with high waiting costs [9, 10] and offers priority
service. However, they have not considered customers’ psychological behaviors after
they get priority service. Meanwhile, there is not enough attention to the psychological
of regular customers who seem to be in “vulnerable groups” in the queuing process.
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This paper proposes the optimal service strategy (a queuing mechanism) and the corre-
sponding optimal service pricing (priority fee) based on different optimization objectives
incorporating customers’ loss aversion and gain-seeking in an M/M/1 queuing system.

This paper will focus on addressing the following two questions: (1) How do the
preferences work in queuing? (2) What are the implications of the preferences for queue
design, pricing, revenue, social welfare, and customers’ utility? To that end, the paper
studies the monopoly service system in which customers cannot abandon the system
(e.g., VISA application, etc.); thus, customers just have two options: regular or priority,
and displays psychological changes by setting customer preference parameters. In some
situations, enterprises set the VIP service windows and the regular service windows at
the positions where they can see each other in our daily life (e.g., boarding gate, Banks,
etc.). Comparatively, sometimes enterprises set the VIP service windows and the regular
service windows at positions where they cannot see each other (e.g., Internet call center,
etc.). The visualization and comparison in the service process for different types of
customers will further stimulate customer’s psychological changes (Norman, 2009). In
this paper, the setting of service windows under different circumstances is analyzed; we
find the setting of distance between service windows for different types of customers
will also affect enterprise revenue and social welfare changes.

This paper’s innovation: By introducing customers’ gain-seeking and loss-aversion
preference parameters, we want to establish the utility models for priority and regular
customers. Then,webuild the correspondingmodels of the priority service pricing, enter-
prise revenue, social welfare, overall customer utility and then optimize these objectives.
The study suggests that enterprises should adopt visual queues to classify services from
the perspective of revenue. Obviously, with the increase of preference parameters, more
customers will choose to prioritize by paying a higher priority service fee if they feel
unhappy in the regular queue or want to obtain gain-seeking preference in the priority
queue. From the perspective of social welfare, enterprises should adopt unobservable
queues for service classifications due to the social welfare decreasing with the loss aver-
sion parameter in the system. Lastly, from the perspective of utility, enterprises should
eliminate queue classification and adopt the strategy of retaining only regular customers.

This paper’s central architecture: first, we describe the utility model of customers
in the scenario where customers have two kinds of preferences. On this basis, we build
the function of the priority service pricing and the function of enterprise revenue. Next,
we optimize the functions of enterprise revenue, social welfare, and overall customer
utility. We analyze these optimal solutions for the above three objectives and extract the
corresponding service strategies and insights. We then compare the optimal solutions
of these above three optimized objectives with the optimal solutions under the condi-
tion where customers’ preferences are not considered. Finally, we summarize the main
contributions of this study and point out further research.

2 The Literature Review

Two kinds of directions are involved with this research on the service system: Customer
classification and Customer Preferences. Next, we will carry out the relevant literature
review from the above two aspects, respectively.



Pricing and Strategies in Queuing Perspective 215

Smit first suggested optimizing the cμ rule (the highest index μk(t)ck(t) first) to
minimize waiting cost in a deterministic and static environment [11]. Cox and Smith
proved that the cμ rule was also optimal in a stochastic and dynamic environment
with an arbitrary time horizon [12]. Mandelbaum and Stolyar developed the generalized
cμ (Gcμ) rule minimizing both instantaneous and cumulative queuing costs [13]. Che
further showed that the cμ rule was not necessary for revenue maximization [14]. Huang
et al. considered two types of patients (right after triage and in-progress) with congestion
costs; at the same time, in-progress patients served by theGcμ rule andμwere modified
to explain feedback for in-progress patients [15]. Bassamboo and Randhawa believed
that customers became differentiated as time progressed and made efforts to investigate
the optimal scheduling policies that differentiate between customers to minimize the
performance metrics [9].

Optimal Priority strategies in unobservable queues with convex delay costs were
considered [16]. Adiri and Yechiali proposed an optimal priority-purchasing strategy,
which is of control limit type [17]. Alperstein made an effort to determine the optimal
number of priority classes and prices to create higher revenue and show all priorities’
control limits [18]. Wang and Baron analyzed theM/M/c queue with two priority classes
with preemptive rule and focused on low-priority performance [10]. Yang et al. studied
the optimal time trading strategies of priority auction,which is good for the social planner
by improving system efficiency and the service provider by enhancing revenue [19].

Customers’ Preferences on Waiting Time: Zohar and Shimkin characterized amodel
that customers’ patience depends on the anticipated mean waiting time [20]. This lit-
erature investigated how informed anticipated delays affect customers’ choice (balk or
renege) [21]. Yang et al. first researched customers’ service pricing, considering cus-
tomers’ loss aversion behavior but failed to consider the corresponding changes of wait-
ing time caused by the customer flow, which was influenced by customers’ preference
behavior [22]. The literature [23, 24] studied customers who are sensitive to time, and
their preferences on price and lead-time influence optimal strategies for different aims.
Hedayati et al. point if flows have equal weight, the device’s allocation is fair if equal
bandwidth is allocated to each (backlogged) flow in every time interval [25].

Impatience of Customers: Movaghar studied the general customer impatience and
mainly concerned customers’ impatience measured by the deadline until the beginning
of service [26]. Garnet et al. analyzed the simplest abandonment model, with customers’
patience being exponentially distributed more practically for call centers [27]. Armony
et al. studied the unobservable queue where customers cannot realize the total numbers
of customers in the system; their impatience would determine their balking or reneging
[28]. Moyal considered customers’ impatience by a stochastic recursive sequence and
derived their patient times while waiting [29]. Batt and Terwiesch provided evidence for
queue length, and observable queue flow would influence customer abandonment [30].
Finally, Ibrahim et al. studied how the uncertainty of delay announcement (e.g., the LES
announcement policy) influences customers’ patience in call centers [31].

Different from previous studies, this paper considers loss-aversion and gain-seeking
in a service system by comparing customer waiting time and reference waiting time.
This is motivated by the observations and studies in [8, 32].
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3 The Model Setup

In practice, Nazerzadeh andRandhawa proposed that segmenting customerswith hetero-
geneous waiting costs into two types or infinite types would bring identical revenue [33].
Therefore, in this paper, we study customer segmentation only based on two types of
customers (priority and regular), which are also most commonly studied in the literature
[34] and observed in practice.

We model the service provider as a single-server queue. Customers can self-select
based on the priority fee structure, allowing the service provider to make extra revenue
from priority fees. This section assumes that customers enter the service system with
the arrival rate λ and the service rate is μ. Enterprises charge each customer who enters
the system a fixed fee c. If the customer chose to pay an extra priority service fee K , he
(she) would join the “special group,” which is given a priority. It means customers who
pay the overall fee K + c earn a priority relative to customers who only offer the fixed
fee c (This paper assumes the service progress cannot be interrupted (non-preemptive)).
The priority setting for a service system reduces the priority customers’ waiting time
W1 by increasing the regular customers’ waiting time W2. (W2 ≥ W1).

Norman proposes that customers have negative feelings due to having to wait longer
than expected [32]. Customer segmentation involves a reset of the waiting time by
increasing regular customers’ waiting time to reduce the priority customers’ waiting
time. Clearly, the high priority service will bring negative emotions among regular cus-
tomers since their waiting time becomes longer than before when the service providers
did not introduce the customer segmentation and kept only one queue in the system. In
our paper, we adopt the expected waiting time W in a FCFS (First come, First served)
queuing system as the reference waiting time of customers, which is also the waiting
time when the service providers cancel the customer classification and keep only one
queue in queuing. Obviously, when service providers introduce customer segmentation,
the regular customers’ waiting time (low-priority) denoted as W2 exceeds the expected
waiting timeW (i.e.,W2 ≥ W ) in a FCFS queuing system. As a result, the negative psy-
chological utility will generate for regular customers due to the loss-aversion preference
[22]. However, the priority customers’ expected waiting time is less than the reference
waiting time (i.e.,W ≥ W1), their utility increases because of gain-seeking psychology
[8].

This paper denotes the loss aversion and gain-seeking psychology by parameters α

and β, respectively. It is obvious α ≥ 0, β ≥ 0. Based on the above principle and the
contrasts of customers’ waiting time in the queuing with the expectation of waiting time,
and the preferences for loss aversion and gain-seeking, this paper uses the gap between
the regular customers’ expected waiting time and the reference waiting time W2 − W ,
and loss-aversion parameter α to express the negative utility α(W2 − W ) caused by
the loss aversion psychology of regular customers. Relatively, we use the gap between
the priority customers’ expected waiting time and the reference waiting time W − W1,
and gain-seeking parameter β to express the positive utility β(W − W1) caused by the
gain-seeking psychology of priority customers.

Therefore, customers have identical loss aversion parameter α, the larger the gap of
W2−W , the larger the negative utility.When the gap is unchangeable, the negative utility
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will be more extensive if the loss aversion is larger. If customers exist identical gain-
seeking parameter β, the larger the gap ofW −W1, the larger the positive utility. When
the gap ofW −W1 is unchangeable, the positive utility will be larger if the gain-seeking
is larger.

3.1 The Utility Model

We assume that each customer who enters the service system can obtain a service utility
R′. Each customer pays a fee of c or K + c when they enter the service system, and
their corresponding waiting time is W2 or W1 respectively. We assume customers’ unit
waiting costs isH . Due to the high complexity of the analysis on customer waiting costs,
this paper did not focus on research on the distribution function of unit waiting costs for
customers and further suppose that unit waiting costs H obeys the uniform distribution
[35] in the interval G([h, h])(assume h = 0 and normalize h = 1). Thus, the utility
function of priority customers and regular customers are as below,

{
U1 = R′ − K − H · W1 + β(W − W1) − c; U2 = R′ − H · W2 − α(W2 − W ) − c(α ≥ 0;β ≥ 0) (1)

Here, the differences between existing literature and this paper are that regu-
lar customers’ utility U2 �= R′ − H · W2 − c and the utility of priority customers
U1 �= R′ −K −H ·W1 − c [34]. This is because the paper considers the negative utility
caused by regular customers’ loss aversion and the positive utility of priority customers’
gain-seeking.

For a monopoly queue system [36], priority customers’ expected waiting time W1,
and regular customers’ waiting time W2 can be expressed as follows,

{
W1 = ρ

/
μ(1 − ρθ); W2 = ρ

/
μ(1 − ρ)(1 − ρθ) (2)

Canceling the customer segmentation and keeping an FCFS queue in the systemwill
obtain the expected waiting time W in the monopoly queue system (i.e., equilibrium
reference waiting time) as follows [36]:

W = θW1 + ξW2 = ρ
/
μ(1 − ρ) (3)

Among them, θ is the ratio of customers who join the priority queue, where ρ = λ
/
μ

is the offered load of service system. In this paper, we only study the condition of
0 < ρ < 1.

If enterprises adopt the FCFS policy and cancel the customer segmentation, there
hasW2 = W1 = W , then the customers’ references do not work, and the psychological
utility will disappear in queuing (i.e., α(W2 − W ) = β(W − W1) = 0).

In our model, we only have information about the expected wait time. Because we
suppose that customers decide which queue to join before entering the system. For
example, when deciding whether to enter the system, customers can browse the website
(https://touringplans.com/), access to the BBS and ask a friend to explore queuing time
history information. Recall that customers at Universal Studios had to pay for express
passes before entering the park. Although the customer’s personal experience of psy-
chological negative utility or positive utility problem was stronger, the perceptions of

https://touringplans.com/
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waiting time occurred after he had decided whether to purchase the Express Pass. In our
paper, we don’t model customers as having a priori belief of dynamic renewal after each
service encounter. On this basis, we will construct the corresponding new utility model
in the next section, involving the psychological utility of customers.

3.2 The Priority Service Fee and Revenue Management

Customers enter a monopoly queue system (i.e., customers cannot abandon system
freely), whether choosing to join the regular queue or the priority queue depends on the
overall expected utility for these two service types.

When customers enter the monopoly system, they just have two options: priority or
regular. The utility for these two kinds of customers should satisfyU1 ≥ U2 if customers
choose priority queue.

The priority service fee K(θ)(α,β) for customers entering the priority queue and the
ratio of priority customers θ , loss aversion preference parameter α and gain-seeking
preference parameter β is shown in Eq. (4)

K(θ)(α,β) =
(
ρ2

/
μ(1 − ρ)(1 − θρ)

)
((1 + β)(1 − θ) + αθ) (0 ≤ θ ≤ 1) (4)

We assume that R(θ)(α,β) denotes the enterprise revenue, the function relation
between enterprise revenue R(θ)(α,β) and the ratio of priority customers θ , loss aversion
preference parameter α and gain-seeking preference parameter β is shown in Eq. (5)

R(θ)(α,β) =
(
ρ3θ

/
(1 − ρ)(1 − θρ)

)
((1 + β)(1 − θ) + αθ) + λc (0 ≤ θ ≤ 1) (5)

4 Objective Optimization and Insights Analysis

4.1 Revenue Maximization

We optimize the function of revenue R(θ)(α,β), subject to 0 ≤ θ ≤ 1, the corresponding
optimal solutions are shown below.

Lemma 1: If 0 < α < (1 − ρ)(1 + β)
/
(2 − ρ), the optimal ratio of priority customers

in the queueing system, the corresponding optimal priority fee, and the optimal revenue
of service provider are as follows

⎧
⎪⎪⎨

⎪⎪⎩

θ∗
(α,β)(R)

= (1 −
√
1 − (1 + β)ρ

/
(1 + β − α))

/
ρ

K(θ∗)(α,β)(R) = (
ρ
/
μ(1 − ρ)

)
((1 + β − α) −

√
(1 + β − α)2 − ρ(1 + β)(1 + β − α))

R(θ∗)(α,β) =
(
ρ((1 + β − α) −

√
(1 + β − α)2 − (1 + β − α)(1 + β)ρ)2

/
(1 − ρ)(1 + β − α)

)
+ λc

(6)

When there are two kinds of queues (e.g., regular queue and priority queue) in the
system, the optimal ratio of priority customer θ∗

(α,β) decreases with β, however, increases
with α. The optimal priority service fee for the classification of service K(θ∗)(α,β)

increases with α and β respectively. Meanwhile, the maximum revenue R(θ∗)(α,β) also
increases with the parameters α and β, respectively.
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Therefore, the enterprise should stimulate the priority customers’ gain-seeking
parameter and the regular customers’ loss aversion parameter to get more revenue.
Obviously, with the increase of loss aversion for regular customers, more customers will
prefer to enter the priority queue for service (increase the ratio of priority customers and
enhance the priority service pricing for service classification to improve the revenue).
With the increase of gain-seeking for priority customers, enterprises should reduce the
ratio of priority customers and enhance the priority fee to improve enterprise revenue.

Lemma 2: If α ≥ (1 − ρ)(1 + β)
/
(2 − ρ), the optimal solutions are as follows:

{
θ∗
(α,β)(R) = 1;K(1)(α,β) = α

(
ρ2

/
μ(1 − ρ)2

)
;R(1)(α,β) = αρ3

/
(1 − ρ)2 + λc

(7)

Obviously, with the increase of loss aversion parameter, all customers in the sys-
tem will join the priority queue. When there is only one queue (all customers join the
priority queue), the gain-seeking parameter β of priority customers does not affect the
queuing (because the priority customers’ expected waiting time is identical to the ref-
erence waiting time, i.e., W1 = W ). In this way, the revenue is only related to the loss
aversion parameter α. Both the optimal priority service fee for the classification of ser-
vice K(θ∗)(α,β) and the maximum value of enterprise revenue increase with the increase
of α. Similarly, the enterprises should further increase regular customers’ loss aversion
preference parameter α and priority customers’ gain-seeking preference parameter β to
get more revenue.

Lemma 3: If the enterprises cancel the classification of service (i.e., θ = 0) and only
retain regular customers in the system. In this way, there is just one type of customer,
and then the queue system transfers into FCFS (i.e.,W2 = W = W1). Then, we will get
α(W2 − W ) = β(W − W1) =0, which means that the psychological parameters do not
work in the queuing.

Thus, the maximum value of enterprise revenue is R(0)(α,β) = λc under this
condition.

Combined with the above three Lemmas and further derive the following conclusion
and management insight.

Management Insight 1: From the perspective of revenue maximization, enterprises
should adopt the classification of service. Because the revenue increases with the loss
aversion and gain-seeking, enterprises should set the service windows of the priority
queue and regular queue at the positions where they can see and perceive each other
(Observable queues). Stimulate and increase customers’ loss aversion parameter and
gain-seeking parameter by the direct perception and contrast, and further enhance the
priority service fee to obtain more revenue.

The main work of this section can be attributed to Table 1.
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Table 1. The optimal service strategy and pricing based on revenue maximization

Customers’
preference

0 < α < (1 − ρ)(1 + β)
/
(2 − ρ) α ≥ (1 − ρ)(1 + β)

/
(2 − ρ)

Optimal
strategy

Classification of service (Observable) Classification of service
(Observable)

System
design

Two active queues Priority queue only

Optimal
priority fee

K∗ =
ρ((1+β−α)−√

(1+β−α)2−ρ(1+β)(1+β−α))
μ(1−ρ)

> 0

K∗ = ρ2

μ(1−ρ)2
α > 0

4.2 Social Welfare Maximization

When the enterprises offer a service classification to customers, and the ratio of priority
customers in the queue system is θ . Thus, customers whose waiting time costs satisfy
H ≥ h(1− θ) = (1− θ) will join the priority queue and customers whose waiting time
costs satisfy H ≤ h(1 − θ) = (1 − θ) will join the regular queue. The social welfare
produced by the service system includes two aspects, revenue of service provider, and
customers’ utility.

Therefore, the function of social welfare is as follows,

SW (θ)(α,β) = R(θ)(α,β) + U (θ)(α,β) = R(θ)(α,β) + λ

(1−θ)∫

0

U2(H )dH + λ

1∫

(1−θ)

U1(H )dH (8)

Thus, we can further derive the function of social welfare in Eq. (9),

SW (θ)(α,β)=λR′ + λW
((

θ2(2α − 2β − 1)ρ − 2ρθ(α − β − 1) − 1
)/

2(1 − θρ)
)

(9)

Maximize the social welfare function of SW (θ)(α,β), subject to 0 ≤ θ ≤ 1, and the
corresponding optimal solutions are as follows.

Lemma 4: If α < 0.5 + β, the optimal ratio of priority customers in the queueing
system, the optimal priority fee, and the optimal social welfare of the queuing system
are as below

⎧
⎪⎪⎨

⎪⎪⎩

θ∗
(α,β)(SW )

= (1 − √
1 − ρ)

/
ρ

K(θ∗)(α,β) = ρ2((1+β) − (1+β − α)(1 − √
1 − ρ)

/
ρ)

/(
μ(1 − ρ)

√
1 − ρ

)

SW (θ∗)(α,β) = λR′ + λ
([(2β + 1 − 2α)(1 − √

1 − ρ)
/
ρ)(1 − √

1 − ρ) − √
1 − ρ]/2√1 − ρ

)
W

(10)

If the social welfare becomes maximized and there are two kinds of queues in the
queue system, the optimal priority service fee for classification of service K(θ∗)(α,β)

increases with the parameters α and β. The maximum social welfare SW (θ∗)(α,β)

increases with parameter β, however, decreases with parameter α.
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Thereby, enterprises should further enhance the priority customers’ gain-seeking
parameter and reduce the regular customers’ loss aversion parameter (i.e., enterprises
should enhance customers’ service experience, reduce the dissatisfaction of regular cus-
tomers, and improve satisfaction for priority customers) to seek for more massive social
welfare.

Lemma 5: If α ≥ β + 0.5, the optimal ratio of priority customers, the optimal priority
fee, and the optimal social welfare of the system are as below

{
θ∗
(α,β)(SW ) = 1; K(1)(α,β)(SW ) = αρ2

/
μ(1 − ρ)2; SW (1)(α,β) = λR′ − λW

/
2

(11)

If the social welfare is maximized and all the customers select priority service, the
optimal priority service fee K(1)(α,β) increases with the loss aversion parameter (if all
the customers enter the priority queue, W = W1 and gain-seeking parameter β has no
effect the service system). The social welfare is fixed value and unchangeable with the
changes in customers’ psychology.

Lemma 6: If the enterprises cancel the classification of service (i.e., θ = 0) and only
retain the regular customers. Themaximumvalue of social welfare for the service system
is SW (0)(α,β) = λR′ − λW

/
2.

Combined with the above three kinds of situations, when considering customer psy-
chologypreferences, there hasSW (θ∗)(α,β) ≥ SW (1)(α,β) = SW (0)(α,β).Wecan further
obtain the following conclusions and management insights.

Management insights 2: From the perspective of social welfare maximization, enter-
prises should adopt service classification. However, with the increase of loss aversion,
the corresponding social welfare decreases. On this basis, enterprises should set the
service windows of priority customers and regular customers at positions where they
cannot see each other (Unobservable queues). This aims to reduce the stimulus of regular
customers’ loss aversion parameter and increase social welfare.

This central work in this section can be summed up in Table 2.

Table 2. The optimal service strategy and pricing based on SW maximization

Customers’ preference α < 0.5 + β α ≥ 0.5 + β

Optimal strategy Classification of service
(Unobservable)

Classification of service
(Unobservable)

System design Two active queues Priority queue only

Optimal priority fee K∗ =
ρ2

(
(1+β)−(1+β−α) 1

ρ
(1−√

1−ρ)
)

μ(1−ρ)
√
1−ρ

> 0

K∗ = ρ2

μ(1−ρ)2
α > 0
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4.3 Utility Maximization

According to the Eq. (8) for social welfare, we can derive the function of overall
customers’ utility U (θ)(α,β) as follows,

U (θ)(α,β)=λR′ − λ
(
(2αθρ + 1 − θ2ρ)

/
2(1 − θρ)

)
W − λc (12)

Then optimize the function U (θ)(α,β), subject to 0 ≤ θ ≤ 1. The optimal ratio of
priority customers, optimal priority fee, and the optimal customers’ utility are as follows.

Lemma 7:{
θ∗
(0,0)(U ) = 0; K(0)(0,0)(U ) = 0; U (0)(0,0)=λR′ − λW

/
2 − λc (13)

All customers select to enter the regular queue (i.e., no customer enters the priority
queue), we can derive the corresponding conclusion and insight.

Management Insights 3: When the overall customer utility is maximized, the enter-
prise should cancel service segmentation and just keep regular queuing; under this condi-
tion, the queue systemwas transferred into FCFS discipline. This is because the expected
waiting time of customers align with the reference waiting time (W2 = W = W1), and
the customers’ loss aversion parameter, gain-seeking parameter have no effect on the
system (i.e., α(W2 − W ) = β(W − W1) =0).

5 Comparison Analysis of the Optimal Solutions

This section compares the optimal solutions of the above three optimized objectives with
the optimal solutions that ignored customers’ psychology preference (i.e., the existing
literature) to explain the differences in this paper and the traditional work.

(1) If we do not consider the customer preferences (i.e., α = β = 0), when revenue
is maximized, we also should adopt the service classification. The optimal ratio of
priority customers in the queuing system, the optimal priority fee, and the optimal
revenue of service provider are as below.

{

θ∗
(0,0)(R) = 1

ρ
(1 − √

1 − ρ); K(θ∗)(0,0)(R) = ρ(1 − √
1 − ρ)

μ(1 − ρ)
; R(θ∗)(0,0) = ρ(1 − √

1 − ρ)2

(1 − ρ)
+ λc (14)

The optimal service strategy adopted from the perspective of enterprise revenue
maximization has the following relations:

{
θ∗
(α,β)(R) > θ∗

(0,0)(R);K(θ∗)(α,β)(R) > K(θ∗)(0,0)(R);R(θ∗)(α,β) > R(θ∗)(0,0)

Thus, if enterprises can charge a higher priority fee by utilizing customers’
psychology, then stimulatemore customers to require the priority service to generate
more revenue.
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(2) If we do not consider the customer preferences (i.e., α = β = 0), when social
welfare is maximized, we also need to adopt service classification. The optimal
ratio of priority customers, the priority fee, and the optimal social welfare of the
queueing system are as below.

{
θ∗
(0,0)(SW ) = 1

ρ
(1 − √

1 − ρ); K(θ∗)(0,0)(SW ) = ρ(1 − √
1 − ρ)

μ(1 − ρ)
; SW (θ∗)(0,0) = λR′ − λ

√
1 − ρ − (1 − ρ)

ρ
W

(15)

Based on the perspective of social welfare maximization, the adopted optimal
queue strategy has the following relations.
⎧
⎪⎨

⎪⎩
θ∗
(α,β) = θ∗

(0,0);K(θ∗)(α,β) > K(θ∗)(0,0);

⎧
⎪⎨

⎪⎩

SW (θ∗)(α,β) > SW (θ∗)(0,0) if β > α

SW (θ∗)(α,β) = SW (θ∗)(0,0) if β = α

SW (θ∗)(α,β) < SW (θ∗)(0,0) if β < α

Thus, when enterprises focus on utilizing customers’ psychology, they can
charge a higher priority service fee for service classification. However, the optimal
ratio of priority customers has not changed. If customers’ loss aversion parameter
and gain-seeking parameter satisfy α ≤ β, there has SW (θ∗)(α,β) ≥ SW (θ∗)(0,0).
If customers’ loss aversion parameter and gain-seeking parameter satisfy α ≥ β,
there has SW (θ∗)(α,β) ≤ SW (θ∗)(0,0). According to the prospect theory, most cus-
tomers’ psychology should satisfy α ≥ β, thereby the maximum value of social
welfare produced in the service system is less than the optimal solution for the
existing literature.

(3) If we do not consider the customer preferences (i.e., α = β = 0), when customers’
utility ismaximized, we should cancel the classification of service and retain regular
queue only or adopt the classification of service, while don’t charge any priority
service fee, then make all customers join the priority queue. The optimal solutions
under the two conditions are shown.

⎧
⎪⎨

⎪⎩

θ∗
(0,0)(U ) = 0

K(0)(0,0)(U ) = 0
SW (0)(0,0) = λR′ − λW

/
2
and

⎧
⎪⎨

⎪⎩

θ∗
(0,0)(U ) = 1

K(1)(0,0)(U ) = 0
SW (1)(0,0) = λR′ − λW

/
2

(16)

So, in order to maximize the utility of customers, enterprises should cancel the extra
priority service fees and maintain regular queues.

6 Conclusions and Future Research

This paper incorporates the regular customers’ loss aversion preference and priority
customers’ gain-seeking preference into the model of customers’ queuing utility via a
monopoly queue system (i.e., customers cannot abandon the system). This paper studies
the relevant research and drives some valuable conclusions and insights for service
providers considering customer preferences from three perspectives: revenue, social
welfare, and overall utility.
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First, from the perspective of revenue maximization, enterprises should adopt the
classification of service and set the service windows of priority customers and regular
customers at the positionswhere they can see each other tomake a sharp contrast between
the two kinds of customers—stimulating regular customers’ loss aversion preference
and priority customers’ gain-seeking preference by the intuitive perception to get more
revenue. Then, from the perspective of social welfare maximization, enterprises should
also adopt the classification of service. However, the service providers should set the
service windows of priority customers and regular customers where they cannot perceive
each other. This aims tomake regular customers cannot feel priority customers’ existence
and reduce the stimulation for regular customers’ loss aversion preference and further to
get more social welfare. Later, enterprises should cancel service classification and retain
regular customers only from the perspective of utility maximization. Finally, compared
with the optimal solutions of existing methods, the analysis suggests that enterprises
will earn more revenue when considering customers’ psychological preferences. If loss
aversion is larger than gain-seeking, the service system’s social welfare is less than the
existing conclusion. However, if the loss aversion is lighter than gain-seeking, the system
will produce higher social welfare. From the perspective of customer utility, enterprises
adopt the same strategy and get the same utility, whether they consider customers’
psychological preferences.

Our future research directions are as follows. Firstly, in order to analyze the process-
ability, this paper used the uniform distribution of waiting costs. Although we expect the
structural results of our paper to apply to other distribution types, confirming this expec-
tation is a worthy goal. Secondly, understand that the exact waiting time can affect the
extent to which customers are affected by psychological incentives. So, the construction
of a utility model considering the actual waiting time of customers is another research
problem worth paying attention to. In future work, we will also extend our research to
non-monopoly queue system (that is, customers can abandon the system depend on the
utility).
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Abstract. In the hotel industry, online reservation has become one of the main
ways to gain customers, which has brought huge profits. Online hotel review anal-
ysis can help hoteliers get customer feedback and improve service quality, so as
to enhance their competitiveness. Hence, this study proposes a complete online
hotel review analysis process based on text mining to reflect customer preferences
and satisfaction, improving the accuracy of consumer preference factor extraction,
using sentiment score to indicate customer satisfaction to supplement comprehen-
sive evaluation method mentioned commonly in the existing processes. The value
of the proposed process was demonstrated through an example using online Ctrip
hotel reviews. It showed that customers prefer three factors: environment, service
and location. The study also revealed customer satisfaction by sentiment score
distribution graphs. The conclusions and future suggestions are described at the
end.

Keywords: Online hotel reviews · Customer preferences · Customer
satisfaction · Text mining · Sentiment analysis

1 Introduction

In recent years, with the rapid popularization and development of “Internet Plus” and
E-commerce industry, online hotel reservation service has become the preferred way of
business travel and holiday travel. Online reviews are a key source of customer feedback
for businesses. The analysis of online hotel reviews is not only helpful for consumers
to grasp hotel reputation in time to decide purchase intention, but also important for
hoteliers to adjust their services promptly according to customer feedback results.

Text mining is an emerging technology that attempts to extract meaningful infor-
mation from unstructured textual data [1], and various text mining techniques have
been developed to quantify textual information [2]. As most information (over 80%) is
stored as text, text mining is believed to have a high commercial potential value [3].
Most recently, many researchers have successfully analyzed large amounts of online
review texts based on text mining in the hotel industry to obtain customer feedback.
For instance, Xu and Li (2016) analyzed online customer reviews of hotels using latent
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semantic analysis and found that the determinants that create either customer satisfaction
or dissatisfaction toward hotels are different and are specific to particular types of hotels
[4]. He et al. (2017) presented an approach of using natural language preprocessing,
text mining and sentiment analysis techniques to analyze online hotel reviews [5]. This
study found that both extremely satisfied and extremely dissatisfied hotel customers
share a common interest in the five categories: food, location, rooms, service, and staff.
Ahani et al. (2019) developed a new method for the use of Multi-Criteria Decision-
Making (MCDM) and soft computing approaches to identify the important factors for
hotel selection based onprevious travelers’ reviews onTripAdvisor. The results identified
four customer segments, namely “Highly Satisfied Travelers”, “Satisfied Travelers”, and
“Moderately Satisfied Travelers”, showing that different travelers have various degrees
of satisfaction with dissimilar preferences [6]. However, most previous research con-
ducted on online hotel review texts only from the perspective of customer preferences
analysis, such as studying the factors that hotel customers pay most attention to when
choosing hotels, lacking a comprehensive analysis of both customer preferences and
customer satisfaction.

Aiming at solving the problemsmentioned above on online hotel review text mining,
this study proposes a complete online hotel review analysis process based on a variety
of text mining techniques to bring one-stop service to hoteliers. Firstly, Octopus data
collector is used to crawl online review texts of Ctrip hotels, and it is necessary to pre-
process these reviews. Secondly, the Jieba word segmentation tool of Python is used
for word segmentation and keyword extraction, and word cloud is provided for visual-
ize customer preferences. Thirdly, SnowNLP package, which is suitable for sentiment
analysis of Chinese text, is selected to calculate sentiment value of these reviews. With
sentiment score distribution graphs, customer satisfaction is indicated. The results are
verified by accuracy rate, precision rate, recall rate and F1-Score. The process proposed
in this study has solved the following problems well:

1) With the characteristics of online hotel reviews, constructing hotel dictionary and
stop word list to optimize the effect of word segmentation.

2) Extracting keywords from online hotel reviews and visualizing them with word
cloud images to obtain hotel customer preferences, so that hoteliers can make more
targeted improvements.

3) Performing sentiment polarity analysis on online hotel reviews and visualizing using
sentiment score distribution graphs to reflect customer satisfaction.

2 Online Hotel Review Analysis Process

Online hotel review analysis process based on text mining mainly includes three steps:
data acquisition, data analysis and sentiment analysis, as shown in Fig. 1.

1) Data acquisition. Octopus data collector is used to crawl online hotel reviews. The
original reviews need to be preprocessed, including text deduplication and deleting
blank lines.
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2) Data analysis. Firstly, building hotel review dictionary considering the characteris-
tics of hotel reviews; Then, the review texts are segmented, keywords extracted by
Python’s Jieba word segmentation tool. At last, the results are visualized using word
cloud.

3) Sentiment analysis. SnowNLP package, which is suitable for Chinese text sentiment
analysis, is used to calculate sentiment value of these review texts. The results are
visualized by sentiment score distribution graphs and are verified by accuracy rate,
precision rate, recall rate and F1-Score.

Fig. 1. Online hotel review analysis process based on text mining

3 Data Acquisition

3.1 Data Crawling

Ctrip is an online ticketing service company, founded in 1999 and headquartered in
Shanghai, China. With more than 600,000 member hotels at home and abroad, Ctrip
is the leading hotel reservation service center in China. Octopus data collector is a
commonly used data crawling software, which is more convenient and easier, and can
be used to simulate real user behavior for data collection. In this study, Octopus data
collector was used to crawl relevant data of 50 three-star hotels on Ctrip in Qingdao. The
data collected included hotel name, consumer name, consumer rating, consumer specific
review text and review time. For the purpose of studying hotel customer preferences and
satisfaction based on textual data, we choose review texts for analysis. The number of
review texts selected for each hotel was close to 200, and the total number of review
texts was close to 10,000.
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3.2 Data Preprocessing

Data preprocessing is a significant part of data mining. Raw data collected is “dirty,” and
usually have many imperfections [7], such as redundancies, incompleteness, disorder,
and so on. Without data preprocessing, word segmentation, keyword extraction and
sentiment analysis of data will increase a lot of work, and even affect the accuracy of
experimental results. Therefore, it often involves more time and effort to preprocess raw
data to obtain clean, accurate and concise data. The original reviews crawled needs to
be preprocessed, mainly including text deduplication and deleting blank lines.

In the reviews crawled, there are a lot of repeated data. The main two reasons for
repeated texts in the reviews crawled are as follows:

1) Repeated reviews may be posted by the same customer because the same customer
may book multiple rooms in a hotel at the same time (with different occupants).
However, in order to save time, the customer may make same or similar reviews
about these booked rooms. There is no shortage of valuable reviews, but even if
there are valuable reviews, only the first one is meaningful.

2) Consumers copied the reviews that had already been published by other consumers
who came earlier. As can be seen from the characteristics of the language, in most
cases, valuable reviews published by different customers will not be completely
repeated. If there are completely repeated reviews, they are generally meaningless
and are most likely to be copied and pasted from someone else’s review. It is obvious
that only the earliest review is useful.

The existence of repeated datawill increase theworkload and restrict the efficiency of
text mining. Additionally, the weight of repeated data in the whole sample is greater than
that of other data, so it is easier to produce the bias of the results. Thus, no matter what
kind of review text data is obtained, the primary processing should be text deduplication.
Text deduplication refers to the removal of repeated hotel review texts. It is available
to compare each review with the others to eliminate repeated reviews [8]. After text
deduplication, all but one of the many identical reviews remained.

In addition to text deduplication, deleting blank lines is also necessary. Deleting
blank lines refers to the removal of blank lines in hotel review texts. When customers
edit hotel review texts, they often take the way of paragraphing and line feed. In order
to facilitate word segmentation in the follow-up text, blank line removing is carried out
on review texts. Finally, preprocessed reviews are obtained.

4 Data Analysis

Data analysis is composed of hotel dictionary building, Jieba segment, stop word
removing, keyword extraction and word cloud generation.

1) Hotel dictionary building. The existing word segmentation dictionary does not con-
tain some specific words. In order to optimize word segmentation effect, we need
to build hotel dictionary before the word segmentation of hotel review texts. Hotel
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reviews, for instance, often appear “closer to a scenic spot”, so these spot names
need to supplement hotel segmentation dictionary.

2) Jieba segment. Text segmentation is to cut a sequence of Chinese characters into
single words according to the standard. Chinese word segmentation is much more
difficult than English. In the process of feature selection, different segmentation
effects directly affect the weight of words in the text, thus affecting the effect of data
mining. Jieba, a simple and efficient Chinese word segmentation package, is used
here. Based on the prefix dictionary, it can efficiently scan the word graph, generate
a directed acyclic graph (DAG) which is composed of all possible word generation
situations of Chinese characters in a sentence, and then use dynamic programming to
find the maximum probability path to find the maximum segmentation combination
basedonword frequency. It supports a variety of segmentationmodes and algorithms,
including precision mode, full mode, search engine mode. Among them, precision
model is suitable for text analysis.

3) Stop word removing. Stop word removing is deleting unnecessary words and char-
acters from segmentation result set. At present, there are many online stop word list,
such as Harbin Institute of Technology (HIT) stop word list and Baidu stop word
list. In this study, we use stop word list of HIT. After word segmentation, if a stop
word is included in the results of word segmentation, it will be directly removed.
Although there is a universal stop word list, if you want to improve the effectiveness
of word segmentation, it is better to create your own stop word list. In view of the
specific situation of hotel reviews, this study adds some common but meaningless
words in hotel reviews to stop word list, such as “hotel”, “Qingdao”, “check in”,
“next time”, “special”, “super” and so on.

4) Keyword extraction. Based on term frequency–inverse document frequency (TF-
IDF) algorithm [9], Jieba is used to extract keywords from the results of word
segmentation, and the top 20 keywords with TF-IDF values are obtained, which
directly reflects the most concerned factors of hotel consumers on the service of the
hotel. Keyword extraction results of a hotel is shown in Table 1.

Table 1. Review keyword list of a hotel

Rank Keyword TF-IDF value

1 Breakfast 0.3144

2 Clean 0.1970

3 Good 0.1891

4 Front Desk 0.1634

5 Comfortable 0.1479

6 Healthful 0.1329

(continued)
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Table 1. (continued)

Rank Keyword TF-IDF value

7 Service 0.1253

8 Fangte 0.1109

9 Parking Lot 0.0953

10 Enthusiastic 0.0896

11 Environment 0.0876

12 Neat 0.0790

13 Quiet 0.0775

14 Service Attitude 0.0728

15 Recommend 0.0726

16 Decoration 0.0719

17 High Cost Performance 0.0705

18 High Tech Zone 0.0668

19 Location 0.0619

20 Business Trip 0.0619

As can be seen from the Table 1, the three most important keywords in customers’
reviews of this hotel are breakfast, clean and good. Based on thematic clustering [10],
the keywords in Table 1 can be classified into four categories: environment, service,
location and overall evaluation, as shown in Table 2.

Table 2. Four categories of review keywords

Category Number of keywords Total TF-IDF Value

Environment 7 0.7938

Service 6 0.8608

Location 4 0.3015

Overall Evaluation 3 0.3322
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The keywords contained in every category and their TF-IDF values are indicated in
Fig. 2. It can be summarized that customers prefer two factors: environment and service,
of which have more elements and higher total TF-IDF value.

Fig. 2. Keywords contained in every category

5) Word cloud generation. In order to enable hoteliers to obtain customer preference
more intuitively, make better use of hotel review texts to adjust and improve service
in time and enhance customer satisfaction, statistical analysis results are visualized
in the form of word cloud. Word cloud, also known as label cloud, is the prominent
visual presentation of the “keywords” with higher frequency in the text data. The
rendering of keywords forms color pictures, so that you can appreciate the main
expression meaning of the text data at a glance. Here, theWordCloud library, a word
cloud generator in Python, is used to generate word clouds based on the keywords
in Table 1 and their TF-IDF values, as shown in Fig. 3.

Fig. 3. Hotel review keyword word cloud

As can be seen intuitively from this word cloud, customers generally think that the
hotel is in a good location, located in the high-tech zone, close to Fangte scenic spot,
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suitable for business travelers to live; The environment of the hotel is clean, healthful,
neat and quiet, and there is a parking lot. Service attitude is enthusiastic and breakfast
is provided. In general, this hotel has a good reputation and high cost performance, and
is recommendable.

5 Sentiment Analysis

5.1 Sentiment Polarity Analysis Using SnowNLP

Sentiment polarity analysis refers to the analysis and judgment of the positive and nega-
tive emotions of the texts. There are mainly two methods based on lexicon and machine
learning [11]. The former needs to use the annotated sentiment dictionary. The latter
requires a large number of manually annotated corpus as the training set, and achieves
sentiment classification by extracting text features and constructing classifiers. In gen-
eral, machine learning is more accurate than lexicon based and has greater flexibility
due to the richness of semantic expressions.

In this study, SnowNLP based on Bayesian model is used to analyze sentiment polar-
ity of hotel review texts. SnowNLP is a Python library for natural language processing
in Chinese. It can easily conduct sentiment analysis on the content of Chinese text, and
the sentiment score is between 0 and 1. The score is greater than 0.5, indicating positive
emotion. When the score is less than 0.5, the emotion is more negative; The closer you
get to zero, the more negative the emotion is.

After using SnowNLP to analyze sentiment polarity of 50 three-star hotel review
texts, the sentiment scores of these texts were calculated. Some results of sentiment
analysis are shown in Table 3. As can be seen from the Table 3, the first three reviews
contain positive words such as “Good”, “Convenient”, and “Great”. Using SnowNLP to
analysis, their sentiment scores are all above 0.9, showing strong positive emotions.With
negative words like “poor”, “disappointing”, and “troublesome”, the sentiment scores
of last three reviews are especially small, of which sentiment polarity are negative.

With 0 and 1 as a starting point and end point, 0.01 for the interval length, the quan-
tity of these sentiment scores belonging to every subinterval was counted to construct
sentiment score distribution graphs. And sentiment score distribution graphs of two of
these hotels are shown in Fig. 4.

As can be intuitively seen from Fig. 4, reviews of hotel on the left were generally
positive; While reviews of hotel on the right showed negative emotions on the whole.
The total number of reviews with an emotional score of almost 0, that is, completely
negative reviews, was close to 70.
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Table 3. Sentiment scores of some hotel reviews

Rank Reviews Sentiment polarity Sentiment score

1 Good, stayed for three days in a row, subway
entrance and business district are downstairs

Positive 0.998

2 Just go out by the subway, located in a bustling
area, very convenient for eating and shopping

Positive 0.955

3 Great location, rich breakfast, warm service,
parking lot provided

Positive 0.947

4 The facilities are old, environment is messy and
the sanitation is not good enough

Negative 3.933e–06

5 The sanitation of the hotel is poor, and air
conditioner is just as useless as a furnishing. And
service staff is also disappointing, it is
recommended not to stay

Negative 0.020

6 The elevator needs to be transferred to the fourth
floor and above. This is a bit troublesome, and
you can’t directly reach the floor you are going
to. The service is ordinary, nothing special, and
the overall feeling is not good!

Negative 0.055

Fig. 4. Sentiment score distribution graphs of two hotels

5.2 Sentiment Analysis Effect Evaluation

In order to measure the effect of sentiment polarity analysis, this study uses four criteria,
namely accuracy rate, precision rate, recall rate and F1-score, to evaluate. Accuracy rate
reflects the proportion of correct reviews in all reviews in sentiment polarity analysis;
Precision rate reflects the proportion of reviews with true positive (negative) emotional
orientation among the reviews judged as positive (negative) emotional orientation;Recall
rate reflects the proportion of correctly judged positive (negative) emotional orientation
reviews to the total positive (negative) orientation reviews; F1-Score is a weighted aver-
age of accuracy and recall, which takes into account accuracy and recall. The definition
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of F1-Score is presented in Eq. (1).

F1− Score = 2Precision× Recall

Precision+ Recall
(1)

where, Precision = precision rate and Recall = recall rate.
Based on sentiment analysis results of the 50 three-star hotels, the average values of

the four criteria are shown in Table 4.

Table 4. Sentiment analysis effect Evaluation criteria

Accuracy Category Precision rate Recall rate F1-Score

0.87 Positive 0.79 0.91 0.85

Negative 0.91 0.80 0.85

As can be seen from the Table 4, for positive category, the probability that reviews
of which the actual emotion is positive can be judged by SnowNLP is higher, reaching
0.91. But precision rate is not high, for reviews judged by SnowNLP as emotionally
positive, we are only 79% confident that the judgment is correct.

For negative category, for reviews judged by SnowNLP as emotional negative, we
have a 91% certainty that the judgment is correct; However, recall rate is not high, and
the probability that actual negative emotional reviews can be judged by SnowNLP is
only 0.80.

The F1-Score of both types of reviews is 0.85, indicating that sentiment polarity
analysis effect of SnowNLP is good.

6 Summary

In order to help hotels that support online reservation service to obtain customer feedback
and improve services, this study proposes a complete online hotel review analysis process
based on text mining to revealing customer preferences and satisfaction. Taking Ctrip
hotel reviews as an example, it uses Python Jieba word segmentation tool to segment and
extract keywords from online hotel review texts, and uses word cloud for visualization.
The SnowNLP package is used to conduct sentiment analysis. And the research results
were verified by accuracy rate, precision rate, recall rate and F1-Score. But there are
still some shortcomings: First, the trained model in SnowNLP library is based on the
data of E-commerce product reviews. In this study, SnowNLP library was directly used
for sentiment analysis without retraining the model. Secondly, this research only uses
SnowNLP library based on Bayesian model for sentiment analysis, and subsequent
research can also use other natural language processing algorithms, such as support
vector machines (SVM), for comparative analysis.
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Abstract. Local energy markets (LEM’s) have emerged as an important factor in
the development of energy systems which coordinate distributed and privately-
owned generation resources. LEM’s may enable energy transactions between
physically or virtually connected users (consumers and prosumers); local power
system load balancing, increased energy system resilience, and local socioeco-
nomic improvement may be supported. We present an agent-based LEM simula-
tion, modeling a prominent real-world LEM using a double-sided auction-based
design (CDA), and demonstrate a novel approach to LEM design analysis. A
range of fixed local-level supply-demand ratios are evaluated independently to
increase results’ generalizeability, and individualized agent results are considered
in the analysis. Previous results suggesting CDA may improve local outcomes
compared to a baseline market are confirmed. However, potential design issues
related to energy affordability for consumers and sale profitability for prosumers
are also observed. Similarly, while local-level results show maximized market
efficiency, agent-level results suggest considerable matching success disparities
in the local marketplace, despite the use of homogeneous agents with well-tuned
learning models. Further data analysis shows that agents’ day-to-day outcomes
may also vary considerably under CDA. Results may provide decision support to
system engineers and policy-makers, and may support LEM design and analysis
work.

Keywords: Local energy market · Mechanism design · Decision support ·
Agent-based simulation · Sociotechnical systems

1 Introduction

The introduction of renewable generation resources into the consumer market has led
to the emergence of a new type of agent in energy systems. The prosumer is an entity
which utilizes distributed energy generation resources (e.g. residential solar panels),
and accordingly may act as either an energy producer or consumer, depending on its

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
R. Qiu et al. (Eds.): ICSS 2021, LNOR, pp. 238–253, 2021.
https://doi.org/10.1007/978-3-030-90275-9_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90275-9_20&domain=pdf
https://doi.org/10.1007/978-3-030-90275-9_20


Broadening the Scope of Analysis for Peer-to-Peer Local Energy Markets 239

current demand and generation. At the same time, local energy marketplaces (LEM’s) –
in which users may buy and sell energy within the local community – have emerged in
smart grid research as a tool for encouraging prosumption, safely integrating prosumer
energy into distribution grids, and helping to balance local supply and demand. There
are three main LEM network topologies; agent-to-grid (current retail market in most
places); “organized prosumer groups” or cooperative systems; and peer-to-peer (p2p),
which support direct connections between user agents [1]. For the p2p system design,
double sided auction-based designs are among the most popular [2].

LEM’s are often proposed for use inmicrogrid-based energy systems.However, LEM
use in a microgrid requires ensuring that market settlement is consistent with optimal
dispatch scheduling and stability constraints in the physical distribution network. This
additional complexity in system design can be avoided by the deployment of a virtual
LEM platform which runs independently from the physical power grid. A number of
recent energy projects have taken this approach to system design, such as the Brooklyn
Microgid project in Brooklyn, New York, U.S. [3].

In the current testing phases of the Brooklyn Microgrid, a virtual LEM (owned and
operated by LO3 Energy) connects energy consumers and prosumers for trading on a
virtual, peer-to-peer double auction-based platform. At the physical level, the traditional,
centralized distribution grid is the only trading partner for local users; energy is only
delivered from the main grid, and excess prosumer energy is routed exclusively into the
same main grid. But in the virtual LEM, peer-to-peer transactions may allow consumers
to reduce their energy bills by trading directly with local prosumers. For prosumers,
additional value may be realized from their renewable generation via LEM trading. This
increase in generation incentive may indirectly lead to higher amounts of renewable gen-
eration being supplied to the main grid, which may present either an issue or opportunity
for the main power grid. For example, system voltage issues may arise, or alternatively,
local load balancing services may be produced, depending on energy distribution system
design & management [1].

Agent-based simulation is often used to conduct LEM design analysis [4–10]. Cur-
rent agent-based simulation analysis of LEM design has generally focused on system-
level assessments of local market price and efficiency, and prosumer benefit. When
energy affordability is considered, it is generally discussed in terms of relative increases
in affordability compared to the baseline market. Consumer outcomes are generally
considered in aggregate, and outcome analysis is usually limited to aggregated con-
sumer benefit compared to the baseline retail market. An exception to this is [4], in
which agents’ outcome variance across all settlement times is considered; however, in
this work, an auction-based market mechanism is not considered. Additionally, previous
analyses generally consider a limited sampling of real-world generation and demand
data, which may reduce the ability of researchers to generalize their results beyond the
specific system implementation examined.

In the current work, we implement an agent-based simulation environment reflecting
the virtual LEM platform used in the Brooklyn Microgrid, as presented by [3]. The
LEM simulation is settled as a day-ahead market. Agent implementation utilizes the
reinforcement learning method and value function modeling used by [11]. Environment
and agent parameters are tuned according to real-world values; learning parameters are
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tuned via simulation tests. We extend previous analyses of double-sided auction-based
LEM’s in two ways. First, the simulation design allows us to consider a wide range
of supply-demand ratios possible in real-world systems; the results reflect expected
outcomes from each considered market state. Second, we present an improved agent-
level analysis; along with local-level outcome metrics, the results analysis additionally
considers individual outcomes for simulated agents.

This paper first presents environment and agent design, before discussing experiment
design and results analysis. Along with conclusions and recommendations based on
study results, opportunities for follow-up work are discussed. The presented approach
to simulation design and outcome analysis may support generalized assessment of the
potential impact of LEM design on local communities, across system implementations.
Results may provide decision support towards realizing the development and adoption
of energy infrastructure projects which promote positive social impacts and support
effective, justifiable public utility distribution via distributed energy systems.

2 Methodology

The presented agent-based simulation study of potential LEM design impact on system
users in the surrounding community can be broken down into three distinct sections; sim-
ulation environment design, agent design, and experiment design. Environment design
looks at system-level parameters and market implementation, and a simulation execu-
tion overview. Agent design focuses on agent variables, user value function modelling,
and agent learning. Simulation scenarios and data analysis are presented in experiment
design. NetLogo was used for simulation implementation and execution, while R was
used for data analysis and results plotting.

2.1 Environment Design

Fig. 1. System-level and agent-level local energy market modeling

The BrooklynMicrogrid (BMG) pilot project currently utilizes a prominent example
of an auction-based virtual LEM. The local energy system and virtual LEM design are
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discussed in detail in [3]. This LEM is well-represented by the grid-connected LEM
model shown in Fig. 1. The LEM settlement platform utilizes a peer-to-peer network
among agents, and implements a double-sided auction with merit-order bid matching,
discrete settlement times, and a closed “order book” limiting information on other agents.
A uniform market clearing price is produced at each settlement time, in which the price
used for all transactions in a given settlement is given by the bidding price of the last
consumer matched locally. In the following sections, this “closed double auction” is
called “CDA”.

Social welfare maximization is a common approach to modeling virtual LEM’s [10,
18]; the objective is satisfied bymarket efficiencymaxima. In the LEMmodeled, though,
market objective satisfaction is an emergent characteristic of agent-level behavior in the
marketplace. Agents seek tomaximize their own returns from themarketplace according
to value function representations, as indicated on the right-hand side of Fig. 1.

In the simulation environment, a local retail energy grid market is implemented,
representing the retail energy market in the Brooklyn, NY area. In the retail market,
consumers pay a retail fee for energy used, and prosumers may export excess generation
to the main grid at a “feed-in-tariff” compensation rate. In simulations, the grid market
is automatically executed after the local market is settled -- ensuring all users’ current
outstanding demand ismet and outstanding supply is allocated, and satisfying constraints
(2), (3), (6), (8). System-level constraints (4), (5) are satisfied by agent implementations
of (7), (9). Sufficient grid supply and stability are assumed in the modeling. Distribution
system constraints are currently outside of study scope; in most current cases, including
the BMG, the LEM is not directly linked to distribution or scheduling mechanisms.
Connecting these two “sides” of the system is also outside of current scope. Preference
sets α and β are not used here, but are included to support follow-up work (Table 1).

Table 1. Summary of global parameters used in simulation environment

Simulation execution beginswith system-level and agent-level initialization ofmodel
parameters and state variables. Market settlement produces supply and demand match-
ing, transaction quantities, and a uniform local price. Results frommarket settlement are
then passed to agents for processing. For simplicity, variable retail market pricing (e.g.
time-of-use) is not simulated; retail and feed-in-tariff prices are constant. A day-ahead
settlementmarket is simulated. At the beginning of each simulation run, a training period
(“warmUp”) is executed, in which results metrics are not collected and agents’ learning
models are trained for the evaluation period (“numDays”).
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Feed-in-tariff (FiT) is estimated based on [15], and retail-price is fixed at the real-
world 2019 average forBrooklyn,NewYork [16]. Fixedparameters are constant through-
out all included experiments. Epsilon (ε) and lambda (λ) are agent learningmodel param-
eters which are also constant for all agents. The variable parameter, prosumers’ daily
generation (PDG), is fixed in each simulation but varies across simulation scenarios.
It is represented as a percentage of agent demand, which is fixed to the 2019 average
demand for Brooklyn, New York in 2019 [17]. Note that the supply and demand given
to each agent, at each time step, is fixed and uniform (in a given scenario). Commonly in
previous studies, variable parameters within each scenario also include heterogeneous
and non-constant supply and demand values for agents. As opposed to being an over-
simplification, this simulation design supports improved evaluation of emergent market
design impacts, and production of a more generalized analysis with less influence of
factors distinct from the design itself (e.g. spatial, temopral, or system-specific).

2.2 Agent Design

Fig. 2. Agent value function representation according to agent type (con: consumer, pro:
prosumer)

Currently, we adopt the user agent value functions presented in [11], which are rep-
resented in Fig. 2. These value functions may be thought of as modeling users with full
preference for own-economic benefit. Consumers’ value derived from the local market
is represented by the amount of savings realized by their local market settlement, as
compared to if they had secured their energy supply from the retail grid market exclu-
sively. For prosumers, local market value is represented as the amount of profit produced
by energy sales. As in previous work, prosumers’ operation costs are approximated to
zero, reflecting the low operation cost for solar PV generation systems.

Table 2. Summary of agent-level variables
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The two agent types simulated are consumer and prosumer, randomly chosen; a
summary of important variables is shown in Table 2. Agent type determines the agent’s
access to generation resources; consumers are energy purchasers, and for simplicity we
model prosumers strictly as energy suppliers. At each time step, agents submit their
supply and demand quantities to the market, along with their chosen corresponding
bidding or asking price a. Submitted prices are chosen independently according to each
agent’s learning model; specifically, according to current strategy selection probabilities
p, which are calculated according to strategy propensities d. Once the market has been
settled, each agent’s results are then used to evaluate their benefit from the local market,
Rcon for consumers and Rpro for prosumers. Strategy propensities d are then updated
using each agent’s calculated R value.

Fig. 3. Overview of agent learning update at each simulation step

The Modified Roth-Erev (MRE) learning model (see Fig. 3) is used to simulate user
agent adaptation with the goal of maximizing own-benefit. The model does not consider
complex strategy formation (e.g. undercutting of competing sellers in the short term
to increase market share in the long term), but was developed based on extensive data
collected from marketplace behavior studies [12, 13]. The “improved” form is utilized
in simulation-based LEM studies [11, 14]. Each agent has an independent MRE model.
Strategies are chosen from a multinomial distribution in which the probability of each
strategy choice is continually updated. The strategy set used in this work is {0.06, 0.07,
…, 0.16, 0.17}, representing discretized bid/ask price strategies in USD/kWh between
local feed-in-tariff and retail prices, as in previouswork.With repeatedmodel update, the
probability of selecting unsuccessful strategies under the MREmodel are comparatively
reduced, and successful strategyprobabilities becomecomparatively increased. Learning
“memory” is represented by ε, while learning “rate” is represented by λ.

2.3 Experiment Design

Overall, the study is designed to eliminate as many extraneous variables as possible.
Agents of each type are homogeneous to one another, all agents utilize identically-tuned
learning models, and PDG is the sole variable parameter in our study. Accordingly, the
system dynamics and outcomes explored in the results analysis can be clearly attributed
to two sources: market design and agent behavior.

PGD is given as a percentage of agents’ (constant) energy demand, and is varied in
each simulation scenario. In this way, a clear and unique ratio of supply and demand
are produced in each scenario, which we refer to in following sections as SDR for
simplicity. For example, if PDG is 150% of agent demand, prosumers may satisfy 100%
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of own demand, and may additionally supply 50% of their own demand quantity to
the marketplace. The SDR here is 0.5, as supply and demand homogeneity means 50%
of consumer demand can be satisfied locally. Twenty-one SDR’s are considered in the
current study, and are given by the set {0.01, 0.1, 0.2, …, 0.9, 1, 1.1, …, 1.8, 1.9, 2}.

Each of the 21 SDR’s considered represents a unique simulation scenario produced.
All simulations use 50 consumers and 50 prosumers, in order to avoid sampling-related
issues in the results. Each simulation consists of 365 independent market settlements
(after “warmUp”) from which results metric data are collected. (Table 3) One-hundred
repetitions are performed in each scenario, for a total of 3650 local market settlements
considered per scenario. For analysis, each scenario’s agent data is separated by agent
type, consumer and prosumer.

Table 3. Summary of evaluation metrics used for simulation results

For each simulation run in a given scenario, agent outcomes at each time step are
averaged; scenario results for eachmetric are then calculated based on statistics of the set
of averages collected from user agents. Specifically, results plots consider the minimum,
mean, and maximum agent averages reported for all simulation runs in each scenario.
The produced min, mean, and max results curves do not cross in any results plot; these
values are represented on each plot by the top, middle, and lowest curves, respectively
-- or left, middle, and right, respectively.

3 Results and Discussion

3.1 Learning Model Tuning

As one of the two included factors in results emergence is agent behavior, special atten-
tion is paid to agent learning model tuning. Previous work has used an exhaustive search
for tuning [14]. Based on the parameter space analysis in [25], λ = 0.083, and ε in
{0.001, 0.01, 0.02, …, 0.07, 0.08, 0.083} were tested in an environment with four
agents; 2 consumers, and 2 prosumers. Means of 100 simulation runs for each parameter
combination were used for data analysis. First, we look for maximized market efficiency
andmonotonically-decreasing price curve, followed bymaximized bid-ask competitive-
ness. Specifically, agents should continually try to out-bid or undercut others using the
smallest necessary increment to price. Average bids and asks should be near identical
to one another, as same-type agents are homogeneous to one another. Due to analysis
complexity, NetLogo’s Behavior Search was not used.
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Fig. 4. Parameter tuning test results for λ = 0.083, ε = 0.01. Top row, left to right: average local
market price, average bid/ask prices, average quantity matched locally. Bottom row, left to right:
consumer cost from main grid market, prosumer profit from main grid market. In all cases, price
scale does not affect shape of results. Section 2.3 explains x-axis labeling. In average bid/ask
price and average matched quantity plots, crosses represent consumers, and triangles represent
prosumers.

Parameter tuning test results (Fig. 4) showed learning convergence within the param-
eter space searched, with only small differences in outcomes from each test. Compared
to other tested combinations, results for λ = 0.083 and ε = 0.01 best satisfied all three
evaluation criteria. The current model tuning results are consistent with [14] and appear
consistent with [11]. Further test results indicated that a 90-day “agent warm-up” period
was sufficienty to produce learning convergence for all agents, using this parameter com-
bination. As shown in Fig. 4, local market efficiency is maximized in all cases. When
SDR <= 1, all local supply is allocated locally, and when SDR > 1, all local demand
is satisfied locally. The price curve produced reflects expected supply-demand pricing
and competitive price-setting. Further, consumers were competitive with one another
throughout all simulations, in each SDR considered; the same result can be seen for
prosumers as well (top-middle and top-right of Fig. 4).

A notable gap between consumer and prosumer strategieswas presentwith all param-
eter combinations tested, which may have an effect on local market prices. If this gap
was closed, we would expect to see local prices stay higher for longer when SDR <

1, fall lower (and more quickly) towards feed-in-tariff when SDR > 1, or both. How-
ever, this suggests that prices derived from a model or model tuning which produces a
more narrow gap would further confirm the following study results in Sect. 3.2, with
the exception that an affordability threshold may be met in lower SDR’s. In any case,
consider that a consumer’s bid price must meet or exceed a prosumer’s asking price in
a given settlement time, in order for LEM transaction matching to be possible between
them. Accordingly, the gap between consumer and prosumer prices indicates that agent
learning is not an inhibiting factor in local matching for individual agents. Thus, results
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in the following sections related to matching success can clearly be attributed to mar-
ket mechanism design dynamics, as opposed to being a product of learning algorithm
dynamics.

This gap may be closed in alternative learning models, but the MREmodel is empir-
ically validated [12, 13] and provides consistency with previous works such as [11, 14].
A fundamental goal of this work is to produce a generalizable analysis of market dynam-
ics and expected local outcomes under the considered CDA market design. Aside from
being a technically-sound basic approach to reinforcement learning, theMREmodel was
developed based onbehavioural data frommultiple empirical studies on users’ real-world
market behaviour. Accordingly, results may be appropriate for system implementations
which utilize either direct user input or autonomous user agents.

3.2 Local Market Prices

An often-expected benefit of LEM’s is increased energy affordability for consumers.
Consumers currently spend as much as 13% of their income on energy in New York’s
retail energymarkets [19] while NewYork recognizes an affordability threshold at 6% of
income [20]. Based on a retail price of $0.175 USD/kWh, we can thus consider a hypo-
thetical price threshold of $0.083 USD/kWh which may produce energy affordability
for all consumers (Fig. 5).

Fig. 5. Local market prices. Left shows mean average price, right shows min, mean, and max
average price. Baseline retail and feed-in-tariff prices from the main grid are plotted for reference
at 0.17 USD/kWh and 0.053 USD/kWh respectively. A hypothetical locally-affordable price for
all consumers, derived in the proceeding paragraph, is plotted at 0.083 USD/kWh.

Consistent with previous works (e.g. [3, 7, 8, 21]), system-level results show that the
auction-based market can be expected to improve relative affordability and profitability
locally, in most SDR’s, compared to the baseline market (Fig. 4). In general however,
the affordability threshold is not met. On average, affordability threshold achievement
requires SDR>= 2. Further,whenSDR<= 0.5, the average localmarket price of $0.165
USD/kWh may not significantly increase economic value for system users, compared
to baseline retail market value.

In current pilot testing phases, the virtual LEM operating in the Brooklyn Microgrid
has reported potential increases in some prosumers’ benefit preference satisfaction, and
decreased energy costs for prosumers, but local market prices lower than baseline retail
have not yet been reported. [22] If the market generally operates in low-SDR ranges, as



Broadening the Scope of Analysis for Peer-to-Peer Local Energy Markets 247

is strongly suggested by [22, 23], these results may help explain outcomes from current
tests. This result may be important to consider, as LEM’s are commonly expected to
support the realization of a prominent role for distributed generation-based energy sys-
tems (e.g. microgrids) in public utility distribution networks. In public utility distribution
generally, resource affordability is an important goal; these results suggest that this goal
may not be met under the CDA market design, unless a high average-SDR operating
range is achieved in real-world systems.

At the same time, profitability for prosumers may be undermined in high-SDR’s,
according to simulation results. When SDR> 1.6, the minimum average price produced
falls well below the affordability threshold, to the lowest allowed local market price of
$0.06 USD/kWh. In these cases, prosumer profit may be increased without breaking
affordability for any local consumer. Holding other factors equal, we may consider the
CDAmarket as providing sub-optimal benefit to prosumers in these cases, and therefore
also sub-optimal generation incentive. This result may depend to some extent on the
agent learning model used, but nevertheless suggests further investigation.

3.3 Local Market Efficiency

Results in Fig. 4 (left side) support the conclusion that an auction-based LEM settlement
mechanism can achieve local market efficiency if temporal matching of supply and
demand can be achieved (e.g. using energy storage resources) [10, 11]. In [10], it is
noted that maximized market efficiency produces social welfare maxima. When SDR
<= 1, all local supply is allocated locally; similarly, when SDR > 1, all local demand
is satisfied by local\supply. Thus, local market efficiency maximized, and the market
objective is satisfied by the current modeling.

Fig. 6. Local-level and agent-level market efficiency. Left to right: consumer and prosumer grid
cost, respectively, and then consumer grid cost and prosumer grid profit again, respectively, with
agent-level outcome resolution. In all plots, values produced without the local market (i.e. only
baseline main-grid market) are top-most for consumers, left-most for prosumers.

There are significant differences in efficiency, however, when results are separated
according to agent-level outcomes (Fig. 6, right side). These can be considered agent
matching success differences under merit-order matching in CDA. When an agent finds
a match in the local market, they are able to either partially or completely avoid using
the more-expensive/less-profitable retail marketplace. Thus, an agent’s grid-derived cost
decreases as their local matching success increases, and the converse is true for grid-
derived profit. The LEM meets all demand of some consumers when SDR > 0.5 while
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others are not matched at all until SDR >= 1. Similarly, some prosumers are unable to
match when SDR > 1, while others consistently find matches in SDR’s in {0.01, 0.1,
…, 1.8}.

In Sect. 3.1, agents were shown to remain competitive with other agents of the
same type (prosumer or consumer) in all SDR’s, under the current parameter tuning.
Therefore, we conclude that these results emerge frommarket design itself. Specifically,
these outcomes may be produced by the merit-order bid matching used in CDA.

While technical market access is realized for all agents in the local marketplace, we
may consider “effective” market access as whether or not an agent can, in general prac-
tice, expect to secure matches for their supply or demand locally. These results imply
significant differences in effective market access among LEM users under the CDA
design, and support the p2p market design analysis provided by [24]. Effective access
for system users under normal operation is another important goal of public utility distri-
bution; these results suggest another obstacle for CDA market use in distributed energy
infrastructure, beyond supplementary energy markets like the one currently demon-
strated by LO3 Energy in the Brooklyn Microgrid. This issue may also suggest against
CDA use in islanded microgrid systems; in these systems, energy cooperatives may
provide a more suitable design [1].

3.4 Local Market Returns and Outcome Stability

Local market benefit results are shown in Fig. 7 (left-side plots). When SDR < 0.5, the
mean and maximum local cost averages observed for consumers in each SDR differ by
less than $0.5 USD/day. The largest gap is observed when SDR = 0.7, at around $1
USD/day. Consumer average cost results are more consistent when SDR >= 1, where
the range between minimum and maximum is around $1 USD/day, and the mean is near
the median between these. For low-income consumers, a cost difference of $1 USD/day
may have a significant impact on household finances. Also, the minimum average local
consumer cost observed is zero when SDR < 1, indicating that some consumers may
see zero benefit from the LEM unless an average system operating state of SDR >= 1
is achieved. For prosumers, local market profits are consistent and low when SDR <=
1, with the largest min-max difference of about $0.5 USD/day at SDR = 1. When SDR
< 0.6, no difference in prosumer profits are observed. However, in cases when SDR
> 1, significant differences are produced. Mean observed profit average was around $2
USD/day, maximum was nearly $3.5 USD/day, and some prosumers saw $0 USD/day
average profit from the local market.

Aside from indicating a potential issue with distributive fairness, a wide range of
results for similar agents raises an important question: are day-to-day agent outcomes
consistent? To answer this question, standard deviations of agents’ individual results
across all settlements in a simulation were calculated, and minimum, mean, and maxi-
mum reported standard deviations (σ) were plotted for each SDR. The results are shown
in the right-side plots of Fig. 7. According to the current results, some consumers and
prosumers may consistently experience no variation (i.e. σ = 0) in their benefit from
the local market. However, for most agents in many SDR scenarios, this may not be the
case. For both types of agents, average day-to-day outcomes from the LEMmay vary by
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over $1.5 USD; for consumers, the maximum variation observed was $1.7 USD, while
for prosumers the maximum was $1.9 USD.

Fig. 7. Statistics of agent-level market benefit and variation in agents’ daily results. From left
to right: consumer local cost, prosumer local cost, standard deviation in consumer daily cost,
standard deviation in prosumer daily profit.

A steep increase in mean and maximum observed variation is seen for consumers
when SDR < 0.4. Most consumers will often find no matching with local suppliers in
this SDR range, due to relative supply scarcity and the use of merit-order bid matching.
Accordingly, many consumers’ local costs are zero, initially. But as relative local supply
increases, the number of consumers securing local matches increases consistently. Due
to competitive bidding and merit-order bid matching, though, individual matching con-
sistency remains low. More consumers are able to consistently secure bid matching in
the local market when SDR>= 0.4; average and maximum observed outcome variation
decrease as SDR → 1, and average consumer outcome variation is near zero when SDR
>= 1.

Maximum outcome variation greater than zero for consumers and prosumers when
SDR > 1 and SDR <= 1, respectively, suggests some degree of sub-optimality in
agent learning. But on average, prosumer outcome variation is approximately zero when
SDR <= 1. When SDR > 1, maximum observed prosumer variation increases sharply,
reaching $1.3 USD when SDR = 1.1. When SDR> 1, average variation increases in an
overall linear trend, eventually reaching $1.6 USD. As SDR increases, each prosumer’s
supply increases, meaning that fewer prosumers are matched with local buyers. Con-
sidering prosumer competitiveness, and the CDA’s merit-order bid matching use, fewer
matches in each market settlement means greater inconsistency in individual prosumers’
matching success.

As indicated in [14], multiple Nash equilibra can be shown for computational elec-
tricity markets - thus, such notable levels of day-to-day agent results variation may be
surprising. However, the LEM represents an example of a non-stationary multi-agent
strategic game; non-stationarity is known to be an issue in these games for equilibrium
convergence guarantees under value-based multi-agent learning algorithms [26]. For
systems using such learning, the concept of cyclic equilibrium has emerged, in which
systems are shown to converge to cycling through states produced by a finite set of sta-
tionary learning policies. In these cases, we can consider that the length of a cyclemay be
directly related to the variation in agent outcomes produced by the range of cycle states.
Consistent with previous observations of a variety of possible Nash equilibria points in
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electricity markets, these results suggest that there exists a wide -- but not unbounded --
number of equilibria that a CDA-based LEM may converge to in a given SDR.

For consumers, the suggested potential variation in day-to-day outcomes would
mean uncertainty in energy bills. While undesirable for all consumers, this would have
a stronger impact on low-income users. Low-income Brooklyn Microgrid users, for
example, may be vulnerable to this impact if they choose to participate in the LEM. For
prosumers, outcome volatility implies increased investment risk. Over time, sustained
volatilitymayproduce less-favorable financing terms for potential newprosumers,which
itself entails a number of negative impacts. Possible cyclic equilibria and day-to-day
outcome variation under CDA design should therefore be considered in future work.

4 Conclusion and Future Work

In this study, expected system-level and agent-level outcomes from a simulated local
energy marketplace (LEM) were evaluated. The local energy market was modeled after
the virtual LEM operated by LO3 Energy in the Brooklyn Microgrid, which features a
double-sided auction mechanism with closed order book and discrete settlement times
(CDA). Simulations were separated into scenarios according to 21 possible supply-
demand ratios (SDR’s) for real-world settlement. Results were analyzed according to
four metrics; from each metric, potential issues in expected outcomes were discovered,
which may emerge from CDA market design dynamics.

While real-world supply generation and load demand will vary spatially and tempo-
rally in energy systems, including in LEM’s, consider that a unique SDR is produced at
each market settlement time. Thus, expected real-world LEM impacts may be evaluated
as aweighted sumof SDR-specific analysis results. To reduce simulation complexity and
more clearly isolate the impact of market design itself, the current work only considers
average consumer demand; real-world deviation from average demand may be repre-
sented by independent scalings of each term in the weighted summation. This analysis
approach may produce a more generalized view of expected market design outcomes,
compared to previous approaches. Currently, data from real-world LEM settlement is
generally not made public. However, results should be further validated as real-world
LEM settlement data becomes available.

The current simulation analysis suggests that theCDAmarketmay improveoutcomes
at the local level compared to the baseline retail market. However, in nearly all SDR
scenarios considered, a local affordability thresholdwas notmet on average --while some
SDR outcomes suggest a potential deficit in profitability for prosumers. Additionally,
while results show that the CDA market may maximize local-level market efficiency,
agent-level results may be far less optimal. Significant differences in market benefit
and effective access are seen among the homogeneous agents simulated, and many SDR
scenariosmay produce volatility in agents’ day-to-daymarket outcomes. Affordability is
an important goal for energy systems, and LEM sale profitability is essential for systems
where supply fromdistributed andprivately-ownedgeneration resources is expected to be
available. Additionally, the simulatedmarket produced significantly varied outcomes for
similar user agents. Further results analysis suggests potential for considerable volatility
in day-to-day outcomes for user agents in a CDA market, which may produce issues for
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both consumers (low-income consumers especially) and prosumers, andmay potentially
inhibit user base growth. Further investigation of these mechanism design concerns is
recommended.

The current results may support researchers working to identify and address LEM
design issues, system engineers in designing successful energy projects, and community
and public-policy decision-makers in making informed choices regarding local energy
projects and related policies.We can consider LEM’s as examples of complex sociotech-
nical systems; therefore, LEM design development and analysis may be significantly
improved by considering factors such as local socioeconomic inequality, and by model-
ing heterogeneity in the energy sale or purchase preferences of system users. The current
results suggest that notable disparities may be found in agent-level LEMoutcomes under
the CDA market design if these factors are integrated into agent modeling. Currently,
all agents exclusively consider their own economic benefit, but other user preferences
may include a desire to support the LEM, even at greater cost / lower profit, for social
or environmental reasons. Further analysis of CDA and other LEM designs, and further
design comparison work following [4] and [11], may support the development of effec-
tive and equitable next-generation energy infrastructure via distributed energy systems
integrating renewable generation.
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Abstract. Mitigating the COVID-19 pandemic poses a series of unprecedented
challenges, including predicting new cases and deaths, understanding the true
prevalence, and allocating the different vaccines across regions. In this paper,
we describe our efforts to tackle these issues. We first discuss the methods we
developed for predicting cases and deaths using a novel ML based method we
call MIT-Cassandra. MIT-Cassandra is currently being used by the CDC and is
consistently among the top 10 methods in accuracy, often ranking 1st amongst
all submitted methods. We then use this prediction to model the true prevalence
of COVID 19 and incorporate this prevalence into an optimization model for
fair vaccine allocation. The latter part of the paper also gives insights on how
prevalence and exposure of the disease in different parts of the population can affect
the distribution of different vaccine doses in a fairway. Finally, and importantly,
our work has specifically been used as part of a collaboration with MIT’s Quest
for Intelligence and as part of MIT’s process to reopen the institute.

Keywords: COVID-19 · Prevalence · Machine learning · Epidemiology ·
Ensemble methods · Optimization of vaccine distribution

1 Introduction

COVID-19 is an infectious disease caused by the acute respiratory syndrome
coronavirus-2, SARS-CoV-2. Starting in 2019, the virus quickly spread throughout the
world. The proportionally high level of asymptomatic cases, limited testing resources,
and the higher mortality rate compared to the seasonal flu has forced society to
dramatically change how it operates both economically and socially.

All levels of government, institutions, and private organizations have rushed to
respond to this pandemic. Nevertheless, the changing nature of the pandemic has made
short- and long-term planning of activities difficult. A challenge that has impacted orga-
nizations’ ability to respond to the pandemic is the high level of asymptomatic carriers
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as asymptomatic individuals are considered responsible for over half of all COVID-19
spread. Ideally population-wide testing would lead to the identification and isolation of
asymptomatic carriers, but this is not a feasible solution with current testing capabilities.

This leaves governments and institutions unable to assess the true risk they facewhen
making decisions. Understanding true infection levels has become particularly important
as the United States has begun the roll out of different vaccines (in the US there are three
vaccines so far). Supply of these vaccines is currently limited. State-level governments
need to decide how to allocate vaccines, including whether to prioritize first or second
doses. In this paper, we tackle these issues by proposing a novel, end-to-end framework
for case and death prediction. We then transform the detected cases into true cases to
determine the true prevalence of the disease. Finally, we optimize over vaccine allocation
based on the predicted prevalence under fairness and other operational constraints.

1.1 Contributions

• We introduce an ensemble method that accounts for different aspects in the
COVID-19 case and death evolution: We first develop four individual predictive
models, each of which captures different aspects of the disease progression. These
fourmodels are aggregated to create accurate deaths and cases predictions.We provide
upper bounds on the prediction error for each individual model, we illustrate that the
aggregate model’s prediction is more robust to changes in the pandemic and we prove
prediction accuracy and variability bounds for the aggregate model.

• We demonstrate accurate short- and long-term predictions for both cases and
deaths:We compare ourmodel to othermodels used by the Center for Disease Control
(CDC) and we show that our models consistently perform among the best both in the
short-term and long-term future and at several different stages of the pandemic.

• We propose a prevalence method to estimate true disease spread: We propose a
method for determining the “true” cases of COVID-19 estimating the prevalence of
the disease in different regions.

• We propose an optimization framework for determining the distribution of dif-
ferent vaccines and discuss interesting insights: The optimization model we pro-
pose incorporates population heterogeneity for different types of vaccines with vary-
ing efficacy. The optimization model accounts for varying prevalence of COVID-19
in each region, as well as different mortality rates for different age groups. Using
this model, we are able to create recommendations for state-level governments and
the corresponding counties and show insights into the structure of optimal vaccine
allocation.

• We discuss the impact of this work through our collaboration with MIT and
the CDC: The work in this paper has been the outcome of a collaboration on the
MIT COVID-19 Response System (MCRS). The prediction and prevalence models
in this paper were developed as part of the MCRS effort since accurate forecasts of
local prevalence rates are crucial to understanding the appropriate degree of returning
to MIT campus. Furthermore, the models in this paper are used on the CDC web-
site (under the name of MIT-Cassandra to help the CDC and government entities
understand and mitigate the spread of the pandemic.
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1.2 Literature Review

In this paper we introduce different predictive models of COVID-19. The first model is a
feature-basedMarkovian representation approach and is related to offlineReinforcement
Learning (RL). Offline RL [1] tackles situations where experimentation is not feasible,
and learning is performed only from a fixed batch of transition data. The secondmodel is
a Nearest Neighbor Approach on timeseries inspired by the KNN algorithm. To the best
of our knowledge, despite some early work by [2], there have not been as many appli-
cations of KNN to time series prediction problems until recently. The third model is a
Deep Learning approach based on the Bidirectional Long Short-TermMemory (LSTM)
Networks [3]. The final prediction method we use is a generalized compartmental epi-
demiology model that can account for multiple waves of the pandemic, introduced in
[4]. In addition to constructing four different models for COVID-19 case and death pre-
diction, we also aggregate these outputs into final combined predictions for cases and
deaths. Although we will not delve deeply into a literature review of this area due to
space limitations, we refer the interested reader to [5] and [6] and the references therein
for an in-depth discussion of ensemble methods for aggregation. This aggregated model
is then used for extrapolations to true prevalence and optimal vaccine allocation.

2 Predicting COVID19 Detected Cases

When choosing a prediction model for the evolution of the disease, there are several
trade-offs to consider. Some models, such as the epidemiological models impose a lot
of structure on the problem, based on prior knowledge, while others, such a machine
learningmethod learn general classes of functions from the data,with little to noproblem-
specific structure. It is unclear what model to choose based on these trade-offs. We
identify four popular classes of such models: reinforcement learning, machine learning,
deep learning, and epidemiological models. We combine all of these to bring together
the best of all worlds. We focus on four novel individual models that we have developed
or extended for this problem, one from each of these four classes.

i. A feature-based Markovian representation approach that constructs a Markov
Decision Process (MDP) representation of the COVID-19 evolution. We refer to
this method as MRL that is, Minimal Representation Learning. MRL assumes the
observed COVID-19 data on the evolution of each region was generated from an
unknown continuous state spaceMarkovian dynamic systemwhere the states corre-
spond to the features of regions (e.g. growth rate, mobility, government retractions).
MRL uses the observed data to learn a partition of the feature space into “states”
of a finite reduced MDP representation of this dynamic system. This learnt MDP
representation of COVID-19 evolution allows then to predict future evolution and
counterfactuals given alternative restrictive measures. We further introduce a ran-
domized version of MRL we name r-MRL. r-MRL uses random batch-sampling
from the set of paths aswell as bootstrapping from the set of features in order to learn
multiple MDP representations and combines them for a more robust prediction.

ii. Anearest-neighbor weighted time-series approach that generalizes the k-nearest
neighbors approach for time-series prediction.We refer to this method as KNN. The
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KNN explores the similarity between the observed time-series and its relation to the
time-series we want to predict. Tomodel this relationship, we develop a new inverse
weight distance metric to determine relevant time-series neighbors and demonstrate
that the method performs exceptionally well on real data. In addition, we discuss
how to incorporate other features like temperature and vaccination percentage to
further increase the prediction accuracy. Finally, the nature of our model allows for
interpretable results since it matches current behavior of the disease with previous
observations in other regions.

iii. A Deep Learning approach that generalizes the recurrent neural network app-
roach. The algorithm is based on a time-series clustering method that generates
state-clusters upon which different Bidirectional Long Short-Term Memory (Bi-
LSTM) Networks are trained. The Deep Learning approach allow us to leverage
the significant COVID-19 data and features that are available to discover highly
complex functional forms and understand the recurrent nature of the evolution
prediction.

iv. An epidemiological approach that generalizes the SEIRD epidemiological model
into a chained version that is able to capture the various waves of the pandemic.
We refer to this epidemiological model by C-SEIRD (the abbreviation stands
for Chained SEIRD). The C-SEIRD, contrary to the other models, is specifically
designed for epidemiologicalmodelling and imposes a structurewith physical inter-
pretation on the disease evolution. This model leverages the medical understanding
of the disease evolution with differential equations and allows multiple peaks to
better tailor to the COVID-19 structure.

2.1 An Aggregate Predictive Method: MIT-Cassandra

Let N ∈ N be the number of regions for which we want to make a prediction. Let T ∈ N

the number of time periods used in the data to train themodels. In this paper, time periods
refer to number of days. We define H ∈ N as the time horizon for the predictions, i.e.,
we make predictions for time t ∈ [T + 1,T + H ].

We apply these models to make predictions for each region i ∈ [N ], at each time
period t ∈ [T + 1,T + H ]. In this section, we discuss how to aggregate these predictions
in order to obtain one single “best” prediction. For its forecasts for COVID-19 cases and
deaths, the CDC uses a simple average of select submitted models that have performed
well historically. We will extend and go one step further by using Machine Learning
(ML) on an appropriate validation set in order to create the final prediction through an
ensemble of the four proposed methods in this paper.

2.1.1 Formulation

Let ŷi,t,m denote the predicted outcome value (assume this represents the cumulative
number of cases for simplicity) for region i at time t made by model m ∈ M. M is
the set of all individual models that we want to aggregate. ŷi,t represents the actual
outcome value for i at time t. We assume all models were trained up to a time Tval < T .
We choose a class of ML functions F . Our goal is to find for each region i, the best
aggregator fi within this class that takes predictions ŷi,t,m,∀m ∈ M and outputs a single
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prediction ŷi,t i.e., ŷi,t = ŷaggi,t = fi
(
ŷi,t,m

)
,m ∈ M. We assume that for each individual

model mo ∈ M, the function fi(ŷi,t,m),m ∈ M = ŷi,t,m0 ,∀i, t belongs to the set F .
We formulate the training problem, for i ∈ [N ], in terms of cases as the problem of
minimizing the sum of absolute errors. In the final model we built for MIT and posted
on the CDC website, we set F to be within several ML function forms: Regularized
Linear Models, Support Vector Machines (SVM), Classification and Regression Trees
(CART), Random Forests (RF), and XGBoost.

2.1.2 Provable Guarantees

We show that the proposed aggregation yields more accurate and robust results than the
individual models do separately. We begin by showing that the aggregate model under
mild assumptions performs at least as well as the best individual model in-sample, and
then we show that the model is also more robust and stable out-of-sample.

Theorem 1. Consider the aggregate model as discussed. Then the aggregate model has:

1. (In-Sample Predictions) lower in-sample mean absolute error than each of its
individual models. i.e.

T∑

t=Tvat

∣∣yi,t − fi
(
ŷi,t,m,m ∈ M

)∣∣ ≤ min
m∈M

T∑

t=Tvat

∣∣yi,t − ŷi,t,m
∣∣

≤
T∑

t=Tvat

∣∣yi,t − ŷi,t,m0

∣∣,∀m0 ∈ M,∀i ∈ [N ]

2. (Out-of-Sample Predictions)

a. (Robustness) a lower out-of-sample mean absolute percentage error than at least
one of its individual models: that is,

E
[∣∣yi − ŷi

∣∣] ≤ maxE
[∣∣yi − ŷi,m

∣∣]

m∈M

when F is the set of convex combinations.
b. (Variance) a lower out-of-sample variance than at least one of its individual

models: that is,

var
(
ŷi

) ≤ max var
(
ŷi,m

)

m∈M

Theorem 1 guarantees that the aggregate model always has a better in-sample fit in
terms of predictive error. Theorem 1.2.(a) and 1.2.(b) show that the aggregation method
reduces variability and also adds robustness to the final prediction. These results compare
the aggregate model to the worst performing model for out-of-sample predictions. As
such, the worst-performing model is not known in advance and may be different for the
worst expected value and the worst variability. The aggregate model ensures a minimum
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Fig. 1. Experiments with COVID-19 data show the variance of the errors of the aggregate model
predictions (black) always are lower than at least one of the component models (gray), and close
to that of its more stable component model (light gray)

level of performance across the board out-of-sample, while being the best in-sample.We
can also observe experimentally in Fig. 1 that the variance of the error itself (wMAPE)
for predictions of deaths (left) and cases (right) by the aggregate model is lower than at
least one of its component models at various stages in the pandemic and is close to that of
its most stable component model. This evidence is indicative of high-quality predictions,
both in terms of bias and variance.

3 Results with Actual COVID-19 Data

3.1 Data Sources and Feature Spaces

Multiple data courses were utilized in order to construct the dataset used by the mod-
els. Cases and deaths are collected from the Center for Systems Science and Engi-
neering of John Hopkins. State-level social distancing policies are retrieved from the
COVID19StatePolicy Github repository, and global population mobility reports are col-
lected from Google. We used historical weather data provided by the National Climatic
Data Center (NCDC) of National Oceanic and Atmospheric Administration (NOAA)
and Demographics data provided by the US Census Bureau.

TheMRL feature space was constructed based on the historical growth rates, on both
cases and deaths, including multiple lags to capture short-term and long-term effects.
Ratios on differences between cases and deaths helped as well refining the MDP state
space. Finally, we incorporated mobilityrelated data such as the average time spent in
commutes per region in 2020 from Google that proved to be relevant. Experimental
results for the Bi-LSTM and KNN models showed that in addition to deaths and cases,
past mobility and temperature improved case predictions bymore than 20% the accuracy
of the models. Moreover, for deaths prediction past case growth rates also improved the
predictive power of the models. Finally, in the latest predictions starting January 2021,
we have also included vaccinations as a feature in all models, except the C-SEIRD,
which is not feature based.

3.2 Model Predictions

The component and aggregate models predict the cumulative number of deaths and cases
for each state or county in the US. To measure prediction accuracy, we use the mean
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Table 1. Accuracy of the MIT-
Cassandra model at various points
during the pandemic inUS regions.
Alaska, Hawaii excluded

Fig. 2. Statewide predictions (black) from the
aggregate model alongside true death and detected case
counts (gray) for the month of February in
Massachusetts (left) and California (right)

absolute percent error weighted by the true number of deaths or cases in each state
(wMAPE, i.e., weighted Mean Absolute Percentage Error). Table 1 shows prediction
accuracy for the aggregatemodel across differentUS regions aswell as across the country
as a whole.

We test the model on four months at different points during the pandemic. For each
of these months, the models were trained and validated up to the last date of the previous
month, and all predictions beyond that date were out-of-sample. Due to data issues, the
states of Alaska and Hawaii (as well as the District of Columbia and other US territories)
are excluded from the averages shown here.

For the purpose of estimating prevalence and optimally allocating vaccine doses, it
is important to demonstrate that the aggregate model makes accurate predictions on the
level of individual states as well. The plots in Fig. 2 show more precisely cumulative
deaths and cases alongside our aggregate model predictions for Massachusetts and Cal-
ifornia for the month of February. The model is able to closely approximate the true
evolutions of cases and deaths in these states at this time: average percentage errors for
these predictions over this month are shown on the plots.

We extensively benchmark these results at different time periods, with different time
horizons, for the predictions for both cases and deaths against the state-of-the-art models
submitted to the CDC. We find that our model is particularly competitive in terms of
out-of-sample wMAPE, being consistently in the top 10 methods (out of more than 50),
and often ranking 1st at different stages of the pandemic. The results can be seen in
Tables 2 and 3.

In the next section will discuss estimating the true prevalence of the disease, as
opposed to the number of detected cases, which is essential for optimizing vaccine
allocation.
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Table 2. Model results comparing to CDC models for predicting deaths

Month 1 week ahead 2 weeks ahead 3 weeks ahead 4 weaks ahead

wMape CDC
Rank

wMape CDC
Rank

wMape CDC
Rank

wMape CDC
Rank

June 0.019 1 00.39 2 0.07 12 0.108 15

September 0.012 30 0.015 23 0.019 11 0.022 7

February 0.011 1 0.019 1 0.028 5 0.041 14

Table 3. Model results comparing to CDC models for predicting cases

Month 1Â week ahead 2Â weeks ahead 3Â weeks ahead 4 weaks ahead

wMape CDC
Rank

wMape CDC
Rank

wMape CDC
Rank

wMape CDC
Rank

September 0.168 14 0.189 7 0.211 7 0.224 7

November 0.260 6 0.254 1 0.254 1 0.278 2

4 From Detected Cases to True Prevalence

One major challenge of most COVID-19 predictive methods is that they are trained on
confirmed cases, rather than the true number of cases. In this section, we propose amodel
that determines the true cases from the detected cases, also referred to as prevalence,
using random testing serology data from the CDC.

The main intuition for our prevalence model is that testing is limited and is not done
uniformly at random but is rather biased towards the population that is more likely to
test positive. Rather than a constant ratio between positivity rates in tests and prevalence,
we assume a linear relationship. For a random person in the population of interest, we
denote I the random variable of being infected, T the random variable of being tested,
N the random variable of not being tested (N = T ). In what follows we assume that test
results for COVID-19 are 100% accurate. The linearity assumption can then be written
as follows P(I|N ) = αP(I|T ), where α is a constant capturing how likely it is for
someone to be infected knowing that one is not tested versus one is tested. This gives
rise to Eq. (1).

P(I) = P(I|T )P(T ) + P(I|N )P(N ) = P(I|T )(α + (1 − α)P(T )) (1)

Wenotice thatP(T ) andP(I|T ) canbe evaluated empirically by tests over population
and detected cases over tests, respectively. Hence, we obtain Eq. (2), which we can
compute from the data and the predictions as long as we know the value of constant α.

#Infected = (#Cases/#Tests) × Population × [
α + (1 − α) × (#Tests/Population)

]

(2)
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In order to evaluate α for a given region, we use serology and random testing
data from the CDC (https://www.cdc.gov/coronavirus/2019-ncov/cases-updates/geogra
phic-seroprevalence-surveys.html). This data provides an estimate for P(I) in different
regions and times, which we can use to solve for α. The advantage of this method is that
while the different probabilities are time-dependent, α is not. This implies that we can
use this α for back-testing and future predictions.

For the purpose of allocating vaccines optimally, we must estimate this true preva-
lence for each county so that we can allocate vaccines to areas where they will make
the most difference. As an example, Fig. 3 shows detected cases (left) and estimated
prevalent cases during this span (right) for each county in Massachusetts, as our case
study focuses on county-level allocation for this state.

Fig. 3. Detected cases (left) and estmated total cases (right) in each Massachusetts county during
the month of Feburary 2021. Total prevalence using α = 0.11

5 Application to Vaccine Allocation

5.1 Model Formulation

In this section we use the prevalence estimation and case and death predictions deter-
mined in the previous sections, in particular Fig. 3 in order to optimize the different
vaccine allocations across counties and for different population types, vaccine types,
and across first and second doses. The goal is to minimize the expected number of
deaths (alternatively expected number of cases) under capacity and fairness constraints.

We consider the problem of a centralized planner who has to allocate a finite number
of 1-dose (K1) and 2-dose (K2) vaccines across J counties over T time periods. Each
county is heterogeneous and is resided by I different population types. Population types
differ from one another based on characteristics that drive the spread of the virus, and
the efficacy of the vaccine. The objective of the centralized planner is to minimize the
total expected number of deaths. To model this objective, we fist define other population
level parameters.

For a vaccine k ∈ [K1 + K2] let p1,k and p2,k denote the probability of being immune
to the virus after receiving one and two doses respectively. Also for an individual, i ∈ I ,
let p̂t,i,j denote the probability of being infected by the virus without any immunity
at time t, at county j. This probability is given by our predicted prevalence. Once an
individual from a population gets the virus, we let the mortality of the individual be

https://www.cdc.gov/coronavirus/2019-ncov/cases-updates/geographic-seroprevalence-surveys.html


The Power of Analytics in Epidemiology for COVID 19 263

given by mt,i,j. Finally, since we are solving a multi-period problem, we also need to
model the evolution of the pandemic over the population. To accomplish this, we let
n0t,i,j, n

1,k
t,i,j, n

2,k
t,i,j, and c0t,i,j, c

1,k
t,i,j, c

2,k
t,i,j denote the number of susceptible people and the

number of cases that received 0, 1 and 2 doses of vaccine k respectively, at time t, in
county j, from population i. We let v1,kt,i,j and v2,kt,i,j denote the decision variable of the
central planner which denotes the number of allocated vaccines for the first and the
second dose to different counties, population types, and time.

There are a few considerations that must be accounted for, including population
dynamics based on when people of particular subgroups get infected and vaccinated,
fairness constraints to ensure the allocation across regions is equitable and capacity
constraints. We model that the centralized planner wishes to minimize the total expected
number of deaths, over time region and sub-population.

min
v

T∑

t=1

I∑

i=1

j∑

j=1

(

n0t,ij p̂t,j,jmt,i,j +
K∑

k=1

(
n1,kt,i,j p̂�,i,jmt,i,j

(
1 − p1,k

)

+n2,kt,ij p̂r,j,jmt,i,j
(
1 − p2,k

)))
,

s.t.
1∑

i=1

J∑

j=1

(
v1,kt,i,j + v2,kt,ij

)
≤ Vmax,k,t + ∀t ∈ [T ],∀k ∈ [K]

n0t,i,j = n0t−1,i,j −
K∑

k=1

v1,kt,i,j − c0t−1,i,j,∀t ∈ [T ],∀i ∈ [I ],∀j ∈ [J ],

n1,kt,i,j = n1,kt−1,i,j − v2,kt,i,j + v1,kt,i,j − c1,kt−1,i,j,∀t ∈ [T ],∀i ∈ [I ],∀j ∈ [J ],∀k ∈ [K],

n2,kt,i,j = n2,kt−1,i,j + v2,kt,i,j − c2,kt−1,i,j,∀t ∈ [T ], i ∈ [I ],∀j ∈ [J ],∀k ∈ [K],

n0t,i,j, n
1,k
t,i,j, n

2,k
t,i,j, v

1,k
t,i,j, v

2,k
t,i,j ≥ 0,∀t ∈ [T ], i ∈ [I ],∀j ∈ [J ],∀k ∈ [K].

n2,kt,i,j = v2,kt,i,j = 0,∀t ∈ [T ], i ∈ [I ],∀j ∈ [J ],∀k ∈ [K1]. (3)

To condense the formulation further andmake it easier to solve, we use the following

new notations: β
1,k
t,i,j =

T∑

s=t
p̂s,i,jmt,i,jp1,k and β

2,k
t,i,j =

T∑

s=t
p̂s,i,jmt,i,j

(
p2,k − p1,k

)
and

V 1
t,i,j,max = n00,i,j−

t−1∑

s=0
c0s,i,j andV

2
t,i,j,max = n1,k0,i,j−

t−1∑

s=0
c1,ks,i,j (note that these quantities are

known and can be pre-computed). The idea behind this re-formulation is transforming
minimizing the expected number of deaths to maximizing the expected reduction in
deaths through vaccination. We rewrite Formulation (3) into the equivalent Formulation
(4). Formulation (4) is exactly our initial vaccine allocation problem, but notice that
it does not include the evolution constraints, which are replaced by upper bounds on
the number of people eligible for vaccination in each sub-population. This results in a
linear integer program with a totally uni-modular matrix defining its feasible region. As
a result, (4) can be solved fast and efficiently with a simple linear relaxation.
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5.2 Intuition on the Vaccine Allocation Policy

We notice, however, that the vaccination priority (between the different populations and
due to the fairness constraints) across counties, populations, time, vaccine type, and first
vs. second-dose is determined depending on the values of the coefficients β (these are
computed in advance, and depend on the prevalence, the mortality rate, and the vaccine
dose efficacy). Given these observations, we obtain the following takeaways directly:

• Note that β
s,k
t,i,j > β

s,k
t+1,i,j∀t, j and s ∈ [1, 2]. This confirms mathematically that we

should vaccinate any given population as soon as possible.

• Note thatβ1,k
t,i,j−β

2,k
t,i,j =

T∑

s=t
p̂s,i,jms,i,j

(
2p1,k − p2,k

)
. For the same time t, population i,

and county j, priority between vaccinating first and second doses (for 2-dose vaccines)
is entirely determined by the sign of 2p1,k − p2,k . If 2p1,k > p2,k , then priority is
given to vaccinating entirely the population with the first-dose of the vaccines, and
only after that administering the second dose to the population. If 2p1,k < p2,k , then
second-dose administration is prioritized.

maxv

T∑

t=1

I∑

i=1

J∑

j=1

K∑

k=1

(
β
1,k
t,i,jv

1,k
t,i,j + β

2,k
t,i,jv

2,k
t,i,j

)

s.t.
I∑

i=1

J∑

j=1

(
v1,kt,i,j + v2,kt,i,j

)
≤ Vmax,k,t,∀t ∈ [T ],∀k ∈ [K],

I∑

i=1

K∑

k=1

(
v1,kt,i,j + v2,kt,i,j

)
≥ Vmin,t,j,∀t ∈ [T ],∀j ∈ [J ],

0 ≤
K∑

k=1

t∑

s=1

v1,ks,i,j ≤ V 1
t,i,j,max,∀t ∈ [T ],∀i ∈ [I ],∀j ∈ [J ],

0 ≤
t∑

s=1

v2,kt,i,j ≤ V 2,k
t,i,j,max +

t∑

s=1

v1,ks,i,j,∀t ∈ [T ],∀i ∈ [I ],∀j ∈ [J ],∀k ∈ [K],

v2,kt,i,j = 0,∀t ∈ [T ], i ∈ [I ],∀j ∈ [J ],∀k ∈ [K1]. (4)

• We also observe several trade-offs between population i, county j, and vaccine type k.
The proposed formulation allows us to answer questions around prioritizing highly-
effective vaccines in low-prevalence areas, or low-effectiveness vaccines in high-
prevalence areas, or vaccinating the high-susceptible population in low prevalence
areas or the low-susceptible population in high-prevalence areas.

• Note that (4) does not assume a lag between first and second dose vaccines. Neverthe-
less, it can be directly incorporated by replacing the second population limit constraint

by 0 ≤
t∑

s=1
v2,ks,i,j ≤ V 2,k

t,i,j,max + ∑

p=1:max(t−tlag ,0)
v1,ks,i,j∀t, i, j, k, where tlag denotes the

lag which is typically equals 21–28 days, but we can also consider different lags for
each vaccine.
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5.3 Results with Actual COVID-19 Data

We test this approach on the differentMassachusetts (MA) Counties, with three vaccines
that we call vaccine MD, vaccine PF and vaccine AZ, with respectively immunity rates
for 1 dose of p1,1 = 40%, p1,2 = 50% and p1,3 = 75%, and immunity rates for 2 doses
of respectively p2,1 = 90%, p2,2 = 95% and p2,3 = 85%.

We utilize the prevalence in each of the 14 MA Counties on February 1st and predict
the prevalence and the number of cases in the following 100 days regardless of vacci-
nation. In particular, we split the population into nine age groups: 0–4, 5–17, 18–29,
30–39, 40–49, 50–64, 65–74, 75–84, and 85 +, similar to the process of the CDC1.
In this experiment, we use as prevalence the output of the aggregate model, without
using any age breakdown, i.e., we consider that for the same county, the prevalence
across different age groups is the same. We also assume that the mortality is time and
county-independent. Additionally, we set the fairness constraint to be equal to half of
what the population-proportional allocation would have given (for illustrative purposes,
but centralized planner can set this fairness constraint to any value). Finally, we impose
a minimum of 28 days-lag between a first and second dose vaccination for the MD
vaccine, 21 for the PF vaccine, and 30 days for the AZ vaccine. We show our results in
Figs. 4 and 5.

Fig. 4. Cumulative Optimal Vaccine
Allocation by Age Group (Represented in %
of Age Group Population). The graph is read
top to bottom, and the bar for each age group
becomes white when 100% of the population
of this age group received at least one shot of
any vaccine.

Fig. 5. Optimal Vaccine Allocation by
Vaccine Type

Figure 4 shows that themost at-risk population should be vaccinated first, while some
people that are less at risk but are in high-prevalence areas should also be vaccinated
in parallel but sparingly. Figure 5 shows interesting insights on the vaccine distribution,
both among vaccines, but also between first and second doses. For vaccine MD we see
that the property 2p1,1 ≤ p2,1, applies, which means second dose vaccines should be

1 https://www.cdc.gov/coronavirus/2019-ncov/covid-data/investigations-discovery/hospitalizat
ion-death-by-age.html.

https://www.cdc.gov/coronavirus/2019-ncov/covid-data/investigations-discovery/hospitalization-death-by-age.html
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always prioritized (everything else being equal). The figure also shows clearly in the
first two columns that as the population is vaccinated with a second dose as soon as they
are eligible (28 days after first vaccination for MD, and 21 for PF), first doses are given
only in an alternate fashion when the same population cannot receive a second dose yet.
For the PF vaccine, 2p1,2 > p2,2, however these two values are very close, so although
the prioritization should go to first doses, when a subgroup is entirely vaccinated with
a first dose, it is sometimes more effective to start a second dose vaccination for this
subgroup instead of moving to another subgroup. This is why the alternation between
first and second dose vaccines is less dominant thanwhatwe see for vaccineMD. ForAZ,
where the second dose is mainly a booster, we have 2p1,3 � p2,3, we observe that the
optimization model prioritizes almost always the first dose vaccination over the second
dose vaccination. This translates to few or no second doses of AZ being administered
until the end of the experiment.

In conclusion, our optimization approach allows us to understand optimal vaccine
allocation in a data-driven way. The broad strokes of the allocation policy align with
widely held expectations of how vaccines should be distributed. Namely, high risk age
groups and high prevalence areas should be prioritized, but the optimization approach
we propose captures more explicitly the tension between these two rules. For example,
Fig. 4 seems to suggest that we need to begin to vaccinate lower risk groups if they are
in high prevalence areas before finishing with the higher risk groups in low prevalence
areas. The figure also shows how the two-dose allocation policy should play out for
different vaccines given their respective first and second dose protection.

6 Impact and Conclusion

This work is an outcome of a collaboration on the MIT Covid-19 Response System
(MCRS). MCRS is a joint effort between the MIT Quest for Intelligence and Lincoln
Lab to model the effects of returning to campus. MCRS estimates these effects using
de-identified data of campus mobility, with data access and usage overseen by MIT’s
Legal, Ethical, andEquityCommittee and the ITGovernanceCommittee. The prevalence
predictions have been important for reopening the institute by providing MIT senior
administration with the forecasts they need to consider as they make policy decisions on
the degree of allowing access to the campus for different groups (students, faculty, staff
and visitors among others). For more information, see the MCRS FAQ at https://covid-
19.mit.edu/mit-covid-19-response-system-mcrs-faq.

In addition, MIT-Cassandra, the predictive method discussed in this paper is now
part of the CDC models that are used to predict the cases and deaths in different parts
of the US. It is consistently among the top 10 models (out of more than 50 models) at
different stages of the pandemic, and is ranked 1st overall in several months for both
detected cases and detected deaths as shown in the following sections. It is also important
to note that the proposed optimization formulation for vaccination is general, and can
easily be applied to different vaccination centers throughout the world.

6.1 CDC Benchmark

To evaluate the success of our models, we benchmark them against a collection of
models selected by the CDC. In Fig. 6, we present results that compare our models with

https://covid-19.mit.edu/mit-covid-19-response-system-mcrs-faq
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the posted CDC models made publicly available on the COVID-19 Forecast Hub. For
illustrative purposes we show predicted deaths for the month February 2021, as shown
in Fig. 6. The exact results of our model can be found in Table 2. Predictions from these
models are uploaded weekly and forecast weekly deaths and cases up to 5 weeks out.
For the purpose of benchmarking congruently, our methods are trained and validated on
data up until the day the CDC predictions are posted. Predictions beyond that date are
purely out-of-sample.

Fig. 6. Benchmarking the aggregate and best and worst components (black) v. top performing
models at the CDC (top 5 models shown in color). Comparisons in terms of deaths (left) and rank
(right). All results are out-of-sample and made on January 31, 2021

The success of this approach leads to our model consistently performing in line with
the top tier CDC models (top 15 and often top 5), which themselves are selected from a
much larger pool of candidate models (more than 50 models). When predicting deaths
for February, the aggregate model outperforms all other models active at the time in the
first week and never ranks outside the top 15 for longer term predictions. In general, it is
clear that the ensemble method proposed in this paper adds significant value and enables
results in-line with or better than top-performing models.

6.2 Conclusion

This end-to-end framework allows to generate state-of-the-art predictions by leveraging
powerful and complementary individual models, and while having provable guarantees.
It also includes amodel to go from these predictions for detected cases to true prevalence.
True prevalence is vital to decision-makers and is used in our framework to optimize
vaccine allocation, resulting in actionable insights and recommendations. This entire
framework is open-source and has been extensively used by MIT Quest and by the CDC
to combat COVID-19 and mitigate its effects.

References

1. Levine, S., Kumar, A., Tucker, G., Fu, J.: Offline reinforcement learning: tutorial, review, and
perspectives on open problems (2020)

2. Yakowitz, S.: Nearest-neighbour methods for time series analysis. J. Time Ser. Anal. 8(2),
235–247 (1987)



268 M. A. Bennouna et al.

3. Gers, F.A., Schmidhuber, J., Cummins, F.: Learning to forget: continual predictionwith LSTM.
In: 1999Ninth International Conference onArtificialNeuralNetworks ICANN99. (Conf. Publ.
No. 470), vol. 2, pp. 850–855 (1999)

4. Perakis, G., Singhvi, D., Skali Lami, O., Thayaparan, L.: Fighting covid-19: aA multipeak
sir-based model for learning waves and optimizing testing (2021)

5. Dietterich, T.G.: Ensemblemethods inmachine learning. In Internationalworkshop onmultiple
classifier systems, pp. 1–15. Springer (2000)

6. Sagi, O., Rokach, L.: Ensemble learning: a survey. Wiley Interdisciplinary Rev. Data Min.
Knowl. Discovery 8(4), e1249 (2018)



Electric Vehicle Battery Charging Scheduling
Under the Battery Swapping Mode
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Abstract. Electric vehicle battery recharging on the swapping mode has grown
up as an important option other than the plug-in charging mode in China, given
that several auto giants have been dedicated in constructing their battery swapping
systems. However, the lack of effective operational methods on battery recharg-
ing and transportation scheduling has aroused a big challenge on the practical
application of the swapping mode, which enables the necessity of our work. This
study proposes a joint optimization model of recharging and scheduling of elec-
tric vehicle batteries with a dynamic electricity price system, which is able to
identify the optimal charging arrangement (the recharging time and the quantity
of recharging batteries) as well as the optimal transportation arrangement (the
transportation time and the quantity of transporting batteries). For the validation
purpose, a numerical study is implemented based on dynamic electricity prices in
Beijing.

Keywords: Electric vehicle · Battery charging · Battery swapping · Battery
logistics

1 Introduction

Automobile exhaust has become an important cause of air pollution in recent decades.
Electric vehicles (EVs) are clean, which can effectively reduce people’s dependence on
fossil fuels. The usage of EVs instead of fossil fuel-based internal combustion vehicles
(ICVs) has unparalleled advantages in reducing vehicle emissions [1–3]. But the range
anxiety of consumers has severely limited the popularity of EVs. Instead of the battery
charging mode, the battery swapping mode can separate the charging process from the
battery swapping operation. The whole operation time is less than 10 min, which is
much faster than recharging. Under the battery swapping mode, the battery charging
time and quantity can be scheduled reasonably so as to reduce the impacts on the safety
and quality of power grid [4]. Furthermore, the depleted batteries of EVs can be charged
during off-peak hours with a discounted electricity price, which can also reduce the
charging cost.

Current studies on battery swapping mode rarely address the joint optimization of
charging and battery transportation. To bridge this gap,we propose amathematicalmodel
of centralized charging and scheduling of EVs batteries with the goal of minimizing total
cost, which aims to answer the following questions: (a) how to determine the charging
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time and quantity of the batteries; (b) how to optimize the transportation scheduling of
batteries between the battery charging station (BCS) and the battery swapping station
(BSS). The innovation of the present work is multi-fold. First, our model takes into
account the dynamic electricity prices, which not only maintains the security of the grid
but also reduces charging costs. Secondly, we combined the centralized charging process
of batteries and the transportation scheduling of batteries to make joint optimization
decisions. On the basis of meeting consumers’ random demand and matching dynamic
electricity prices, our model dispatches the transportation of batteries between BSS
and BCS, so as to determine the optimal transportation time and quantity of batteries.
Finally,we highlight themanagerial implication of the joint decisionmodel of EVbattery
centralized charging and transportation scheduling by carrying out sensitivity analysis.

The remainder of this paper is organized as follows. Section 2 reviews the latest stud-
ies on EV swapping mode. The optimization model is presented in Sect. 3. Section 4
presents the details for solving the problem. Section 5 provides some managerial
implication. The potential future directions are outlined in Sect. 6.

2 Literature Review

There are a lot of studies on the charging strategies of EVs [5–8]. However, there are
also many insurmountable challenges on the charging strategies such as long charging
time, charging inconvenience and so on. In recent years, with the introduction of BSS,
more and more scholars pay attention to the battery swapping mode [9].

Most of the research on the battery exchange strategy focuses on the optimization
of charging time of EV under the swapping mode. For example, Ref. [10] proposed a
novel centralized charging strategy of EVs under the battery swapping scenario based
on spot electric price. Ref. [11] focused on EV battery swapping station coordinated
charging dispatch method based on CS algorithm to achieve the optimization of daily
charging plan of battery swapping station (BSS). Ref. [12] propose a dynamic operation
model of BSS in electricity market based on the short-term battery management, and
acquires additional revenue by responding actively to the price fluctuation in electricity
market. Ref. [13] designed a typical connection mode of electric vehicle charging and
battery exchange infrastructure, which can provide guidance for the planning of electric
vehicle charging and battery exchange infrastructure interconnected with the grid. Ref.
[14] proposed an optimized charging mode (OCM) to determine the impact of drivers’
switching behavior on power grid and power generation cost. Ref. [15] proposed a
comprehensive optimal allocation method for EV switching stations based on orderly
charging strategy. Ref. [16] considered the demand of EV users and the load of power
grid, and proposed a strategy model of EV switching station to optimize the benefits.
Ref. [17] proposed the optimization framework of the battery switching station operation
model.

Most of the existing studies focus on the charging process of the battery exchange
system, while ignoring the transportation scheduling process between BCSs and BSSs.
However, we propose a centralized charging strategy and transportation scheduling
method of EV batteries under the battery swapping mode, which considers the battery
transportation scheduling problem between BCS and BSS and the matching problem
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between battery charging and the time-of-use electricity price of the State Grid. It is
much closer to the operating conditions of the system in real life.

3 Centralized Battery Charging and Optimized Scheduling Model

3.1 Problem Description

We introduce a mathematical formulation of this problem. First, the model discretizes
the continuous time according to a certain time granularity. According to the time-
of-use electricity price mechanism and the uncertainty of demand, managers need to
make decisions at the endpoints of each time grain. For BSS, the managers need to
make decisions about when to transport how manAy batteries from BCS to meet the
customer’s demand for electricity conversion. For BCS, the decision is when to charge
the depleted batteries, so as to meet the demand of BSS while minimizing the charging
cost. Certain transportation costs will be incurred in the process of transportation. For the
whole system, in order to minimize the total cost, on the basis of meeting the demand,
when to transport and howmany batteries to transport are also the contents to be decided.

3.2 Model

The scenario of the model is presented as follows:

(1) The battery belongs to BSS in BSCS;
(2) The model includes one BCS and one BSS;
(3) BSS cannot charge the depleted batteries (DBs);
(4) The battery type is the same. DBs all have the same SOC, so does the fully charged

batteries (FCBs), so they are charged at the starting point of time granularity, and
all batteries have the same charging time;

(5) The battery delivery time between BCS and BSS is not considered;
(6) The total operating period is divided into discrete time periods. Let g represent the

time granularity;
(7) Electricity prices change over time and only at the end points of time granularity.
(8) To extend battery life, the battery does not stop charging until it is fully charged.

In our model, the cost of battery charging and dispatching in BSCS consists of two
parts:

(1) The electricity cost Pi for battery charging under the time-of-use tariff mechanism;
(2) The transportation cost of batteries dispatched between BCS and BSSs;

The variables and parameters are shown in Table 1.
The model is formulated as:

min S =
T∑

t=1

(
g · PoC · Qt ·

t+M−1∑

i=t

pi

)
+ TP

T∑

t=1

(T in
t + Tout

t ) (1)
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Table 1. Notations

Variable Meaning

t The index for time periods;

g The length of time period t;

TP Single vehicle single transport cost;

Pt Electricity price at time period t;

Wt The number of full batteries in the BSS at the beginning of the t period;

Dt Power exchange demand at the beginning of t;

Q∗
t BCS full battery number at the beginning of t;

Q+
t Number of batteries charged in t period;

Qc The maximum transport capacity of a single vehicle;

Noccup The ratio of full batteries to the capacity of the swapping station at initial time;

Nc The proportion of charging piles that are not occupied in the initial BCS;

M Number of time particles required for a single battery to be fully charged;

Caps The maximum number of cells a BCS can hold;

Capc The maximum number of cells a BCS can hold;

PoC Charging power;

T The total time window length of this study;

Decision Variables

Qt Number of batteries charged at the beginning of t;

TQout
t Number of batteries shipped from BSS to BCS at the beginning of t;

TQin
t Number of batteries shipped from BCS to BSS at the beginning of t;

Tout
t Number of vehicles transporting batteries from BSS to BCS at the beginning of t;

T in
t Number of vehicles transporting batteries from BCS to BSS at the beginning of t;

Subject to

W1 =Caps × Noccup (t = 1) (2)

Wt =Wt−1 − Dt−1 + TQin
t−1 (t ≥ 2) (3)

Wt ≥ Dt (4)

Q∗
1 = (1 − Nc) × Capc − TQin

1 (t = 1) (5)

Q∗
t =Q∗

t−1 + Q+
t−1 − TQin

t (t ≥ 2) (6)

TQin
t ≤ Q∗

t (7)
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Q+
t

{
Qt−M+1, t ≥ M

0, t < M
(8)

t∑

i=1

Qi ≤
t∑

i=1

TQout
i (9)

t∑

i=1

TQout
i ≤

t∑

i=1

Di (10)

t∑

i=1

TQin
i −

t∑

i=1

TQout
i ≤ Caps

(
1 − Noccup
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Objective function (1) is theminimumsumof battery charging cost and transportation
cost.

Constraints can be divided into three categories, including:

(I) Constraints on the Number of Fully Charged Batteries in BSS
Constraint (2) indicates that the number of full batteries in the initial BSS is equal

to the number of available batteries placed in the initial BSS.
Constraint (3) indicates that the number of full batteries in BSS in period t is equal to

the sum of the number of full batteries in BSS in period t−1 and the number of batteries
shipped into BSS, minus the number of batteries required in period t − 1 Constraint (4)
indicates that the electrical changing demands that can be met in each phase should not
exceed the total amount of fully charged batteries available in the current phase of the
electrical changing station.

Constraint (11) is the inventory capacity constraint in BSS, indicating that the dif-
ference between the number of batteries shipped in and out of BSS in period t should
not exceed the inventory capacity in BSS in period t − 1.

(II) Constraints on the Number of Fully Charged Batteries in BCS
Constraint (5) The number of fully charged cells in the initial BCS is equal to the

number of available cells placed in the initial BCS minus the number of fully charged
cells shipped out of the first BCS.

Constraint (6) indicates that the number of fully charged cells in BCS at period t is
equal to the sum of the number of fully charged cells in BCS at the beginning of period
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t − 1 and the number of fully charged cells at the beginning of period t − 1 minus the
number of cells shipped out of BCS at the beginning of period t.

Constraint (7) indicates that the number of batteries shipped out of BCS in each
period should not exceed the total amount of fully charged batteries available in the
charging station in the current period.

Constraint (12) is the constraint of BCS internal free charging capacity, indicating
that the difference between the number of batteries transported in and out of BCS in
period t should not exceed the spare charging capacity in BCS in period t − 1.

(III) Battery Charge Time Constraint
Constraint (8) indicates that when the charging time of the battery is greater than or

equal to the time particle size of M, the battery is fully charged.

(IV) Battery Transport Constraints in Logistics System
Constraint (9) indicates that the number of batteries charged from the initial period

to the current period should not exceed the total number of empty batteries in each BCS
period.

Constraint (10) indicates that the number of batteries shipped out of BSS from the
initial period to the current period should not exceed the demand for changing electricity.

Constraints (13) and (14) are vehicle constraints for transport.
Constraint (15) indicates that all variables are integers not less than 0.

4 Numerical Example Analysis

We solve the problem by using LINGO mixed integer programming solver.

4.1 Parameter Settings

(1) g = 0.5: The time particle size is 0.5, indicating that a decision should be made
every 0.5 h in the charging station, including whether to start charging a new
batch of empty batteries and whether to transport the fully charged batteries to the
changing station;

(2) M = 10: Suppose it takes 5 h to fully charge a battery. That is 10 time granularities;
(3) Caps = Capc = 400: BSS and BCS can hold up to 400 batteries;
(4) Noccup = 0.8: Initially, 20% of the inventory capacity of BSS is idle, which means

80% of the existing inventory is occupied by full batteries;
(5) Nc = 1: There is no battery in the initial state of BCS;
(6) Qc = 50: The maximum transport capacity of a single vehicle is 50 batteries;
(7) TP = 200: A transportation cost is 200 yuan;
(8) PoC = 3: The charging power is 3 kwh;
(9) D ~ Passion (15): Referring to the average visit times of gas stations in real life,

the demand is set to follow the Poisson distribution with an average of 15;
(10) P: According to the peak hours and corresponding electricity prices published by

China Power Grid. The specific setting of electricity price is shown in Table 2:
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Table 2. Electricity price distribution in different periods.

Electricity intensity Period of time Electricity price (yuan /kwh)

Peak 7:00–11:00 1.234

Normal 11:00–19:00 0.856

Peak 19:00–23:00 1.234

Trough 23:00–7:00 (Next day) 0.376

(11) T: The research time is set as the time for all the initial fully charged batteries in
BSS to be swapped out plus an integer multiple of M, combined with the above
parameters, a research cycle = 21+3*M, considering the continuity of themodel
for the study cycle and repeatability, will postpone back 10 research cycle time
granularity, namely the total time of this study window set to 21+ 3*M+ 10, the
start time of study based on real life set to 7:00 in the morning.

4.2 Model Solving

This part assumes that the electrical changing demand D follows the Poisson distribution
with an average value of 15, and a group of samples with a capacity of 61 are randomly
sampled. According to the electrical changing demand represented by this group of
samples, the optimal charging time and quantity distribution as well as the battery trans-
portation time and quantity distribution between the electrical changing station and the
charging station are solved.

Figure 1 shows the quantity distribution of electrical changing demands represented
by this group of samples.

Fig. 1. Electrical changing requirements for each time granularity during the study period
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According to the determination principle of total timewindow length, the study cycle
is 61 time granularity. The optimal solution under this sample electrical changing demand
is shown in Fig. 2. Obviously, most batteries avoid the peak electricity consumption
period and choose to start charging when the electricity price is normal or low.

Fig. 2. Optimal charging time and quantity distribution of BCS.

Figure 3 shows the distribution of transportation time and quantity of batteries from
BCS to BSS.We can found that the battery transportation time is relatively concentrated.

Fig. 3. Optimal time and quantity distribution of batteries from BSS to BCS.

The distribution of full charged battery transportation time and quantity from BCS
to BSS is shown in Fig. 4.
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Fig. 4. Optimal time and quantity distribution of the battery from BCS to BSS.

5 Managerial Implication

From the above analysis, some managerial insights are drawn as follows:

(1) It is easy to adapt themethod to other similar practical scenarios, given that different
scenarios could be mapped to the corresponding sets of parameter values, like
various electricity prices, transportation capacity, demand distribution, etc.

(2) Good timing of centralized charging of batteries is vital to save charging costs and
reduce power grid losses. For example, according to Table 3, nearly 90% of the
batteries are charged in the off-peak period, which lead to lower charging cost and
mitigates the peak load of the power grid.

(3) The company needs to make a trade-off between transportation cost and response
speed. Figure 4 shows only no more than 10 batteries are shipped in many time
periods for rapid response, which implies the company could obtain the shipping
economy of scale by slowing down its response speed and consequently reduce the
transportation cost.
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Abstract. The concern of patient referral service has raised much attention in
recent years. A newly-developed e-consultation service offers a communication
platform for primary care physicians (PCPs) and specialists. The goal of this work
is to find out the impact of information design in such a referral system. The com-
plete information situation is regarded as a basic case in this study. Interestingly,
our finding shows that a complete information disclosure policy may negatively
affect patients’ collective welfare. Therefore, a more delicate information design
can help to further reduce possible welfare loss.

Keywords: Referral medical care · Information design · Patient welfare

1 Introduction

Recently in hospital outpatient clinics, the matching of patients with an appropriate level
of healthcare has raised much attention. Patients normally lack medical literacy and can-
not choose the best care option. This inappropriate decision can lead to overcrowding
and delay in the healthcare system [1]. To optimally utilize limited clinical resources and
bridge care gaps, the most critical decision is identifying the capacity needs of clinical
resources and establish relevant management methods [2]. For example, a newly emerg-
ing and flexible e-consultation service provides a communication platform for primary
care physicians (PCPs) and specialists [3]. In such a referral system, the providers in
the platform make a diagnosis of patients’ severity and then give suggestions to the
patients. PCPs and specialists can share information and expertise through this process,
which could improve the diagnosis accuracy of PCPs and the referral efficiency of severe
patients [4]. E -consults are intended to improve access to specialty expertise for patients
and providers without the need for a face-to-face visit [5], and this innovative and flexible
service is expected to improve the accuracy of diagnosis and the distribution of medical
resources. Besides, with the help of a dedicated information provision policy, the plat-
form can mitigate the excessive medical treatment in the current healthcare system and
navigate the patients to more proper decisions.
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Investigations on the gatekeeper system have been conducted for a long period [6].
However, the understanding and analysis of the information design in such a referral
systemare still limited. In terms of the factors that influence referrals, amix of physicians,
healthcare system structure, and patients are found to influence the referral process [7–9].
As for effective methods to improve the referral system, An et al. [10] show that relevant
public health interventions could be beneficial in some conditions. The establishment of
referral standards for primary healthcare is also to be important [11]. Shaw and Melton
[12] indicate that the extra payment to GPs can reduce some unnecessary referrals
but may lead to missed diagnoses and trust loss. Besides, the introduction of the e-
consultation platform is also proved to be effective in reducing congestion and increasing
overall patient welfare [3]. But only complete information is discussed previously, the
method of information design has not been discussed yet.

Herein, we propose a game-theoretic model, where patients make their choices with
the suggestions from an e-consultant system. First, we investigate the situation that
patients are fully informed of information about their illness severity andmake decisions.
Next, an e-consultant platform aims to maximize the total patient welfare and reveals
part of the information to the patients. For these two cases, we compare the patient
distribution and the total welfare. Our findings can provide interesting insights into the
application of e-consultation and the deployment of information design in the healthcare
system.

2 Problem Description and Basic Model

As mentioned, patients normally lack medical literacy and cannot choose the best care
option even they are informed of their illness severity. We develop a two-level healthcare
system,which consists of PCPs and specialists. Figure 1 delineates the sequence of events
in the e-consultation system. The process can be summarized as follows:

• A patient attends the preliminary screening through the e-consultation platform with
no information about his illness severity.

• A provider in the platform is in charge of the patient’s first diagnosis and comes up
with an ambiguous result.

• The PCP communicates with a specialist through the e-consultant system, subse-
quently, they make an accurate diagnosis.

• The provider in the system receives the complete information about the patient’s
severity and then discloses this information to the patient according to the system
instructions.

• The patient is informed of the severity and makes his visit decision (PCP or specialist
or no visit).
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Fig. 1. Sequence of events in the e-consultation system

2.1 Complete Information

All patients are fully informed of their severity and each patient makes his/her own
decision. The equilibrium of patient utility is achieved at the two thresholds (see Fig. 2),
such that the following equations hold:

θ1VP − cλP − pP = θ1VS − cλS − pS (1)

θ0VP − cλP − pP = 0 (2)

λN + λP + λS = 1 (3)

Equations 1 and 2 represent the utility equilibrium at the two thresholds (θ0, θ1). For
calculation simplification, we assume the utility of all patients of no visit is zero. These
thresholds could be decision references for the platform to design further information
provision policy. A single patient utility is influenced by the severity θ, treatment quality
V , congestion cost cλ, and charged price p. λN is the number of patients with no visits.
λP and λS represent the total visits to PCPs and specialists. The congestion cost only
depends on the congestion level, since patients of different severities may incur the same
congestion cost and they pay more attention to providers’ service.

Fig. 2. Patient visit under complete information situation

2.2 First-Best Division

Unlike the complete information situation, the provider receives complete information
about patients’ illness from the e-consultation platform and reveals part of the informa-
tion to the patients. At this moment, the main aim is to maximize the total utility of the
whole patient. The maximization problem can be formulated as:

max
θ0,θ1

UT =
∫ θ1

θ0

UP(θ)dθ+
∫ 1

θ1

US(θ)dθ (4)
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Uj(θ) = θVj − cλj − pj, ∀j ∈ {P, S} (5)

3 Analysis and Results

Firstly, we examine the characteristics of patient numbers in the complete information
situation.

Proposition 1. Under complete information, the equilibrium outcomes are as below:

• The patient population of no visit, λN = (pS+c)c+pP(VS−VP+c)
(VP+c)(VS−VP+c)+cVP

• The patient population of visiting PCPs, λP = (pS+c)VP−pP(VS+c)
(VP+c)(VS−VP+c)+cVP

• The patient population of visiting specialists, λS = (VP+c)(VS−pS)+Vp(pP−VP)
(VP+c)(VS−VP+c)+cVP

The patient distribution is influenced by the exogenous variables mentioned before.
From the viewpoint of the healthcare system, wemainly discuss the impacts of treatment
quality and price in the two-level system.

Lemma 1. Given the expressions of the total visit to PCP (λP), specialist (λS), and no
visit (λN). Table 1shows the characteristics of these mentioned variables:

Table 1. Effect of the exogenous variables on the patient distribution

λN λP λS

pP ↑ ↓ ↑
pS ↑ ↑ ↓
VP – ↑ ↓
VS ↓ ↓ ↑

↑ (increasing); ↓ (decreasing); - (not monotonous)

The impacts of pP , pS , and VS on patients’ visits are intuitive, while the impact of VP

on the total healthcare visits is more profound. The impacts of healthcare costs exhibit
the same characteristics, the increasing cost of PCP leads to the change of some patients
from PCPs to specialists; similarly, the rise of specialist cost leads to more patients
visiting the PCP. In addition, the increase of both these two costs will cause the increase
of patient population who do not intend to visit a PCP or specialist.

The impact of the treatment quality provided by specialists VS is different. With the
improvement of this quality, some patients who previously visit PCPs are attracted by
the specialist service and change their minds. However, it is noticed this improvement
cause a more crowded situation in the system.
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Fig. 3. Effect of VP on patient distribution

Figure 3 shows the effect of VP on patient distribution. The increase of VP shows
some similar characteristics as VS . When PCP treatment quality improves, some patients
change their visits from a specialist to a PCP. The change of total visit depends on the
value of the treatment quality. Only if the specialist’s treatment quality is sufficiently
low and specialists charge a quite large price (shown in Fig. 3(b)), then the increase
of VP decreases the total healthcare requirement. In other conditions, it is indicated in
Fig. 3(a) that the improvement of VP aggravates crowding in the health system.

Next, the complete information case is compared with the first-best division. The
first-best division represents the ideal information designmethodwhere thewhole patient
welfare is maximized. The distribution of patients is shown in Fig. 4.

Fig. 4. Patient distribution under the first-best division and complete information situations

Proposition 2. Complete information disclosure policy leads to crowded queue in the
healthcare system and may negatively affects patients’ collective welfare.
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In general, if all patients fully realize their severities, many patients are induced to
visit a PCP or a specialist. When compared with the first-best division, a more crowded
queue happens, and this leads to the loss of total patient welfare. Besides, the PCP
treatment cost is found to be important. If the PCP cost is low enough, this crowded
queue is caused by the increase in the patient population who plan to visit PCPs.

4 Conclusions

The e-consultant platform provides an innovative referral service. The application of this
system can empower patient engagement and improve continuity of care, and enhance
the delivery of high-value care, thereby improving the quality of life of patients and
reducing the healthcare cost for society as a whole. Our findings show that: (1) charged
price and treatment quality influence patient decisions, and the treatment quality of
the lower provider is found to be more complicated and should be paid attention to in
a two-level healthcare system; (2) Patients with complete information can lead to an
overcrowded choice. Our results show that a dedicated information provision policy
could be effective to relieve this crowded situation and benefit the patients’ collective
welfare. In addition, the outcomes obtained under the first-best division and complete
information could be references for the platform to make information provision policies,
like disclosing genuine information to the part of the patients according to the calculated
thresholds.
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Abstract. With the development of omni-channel retailing, the O2O retailing
combining traditional offline with online channels brings both opportunities and
challenges to conventional supermarkets. As an important factor for supermar-
kets’ online service capabilities, order picking has become a critical point for
the survival and development of O2O supermarkets. Thus, how to fulfil customer
orders efficiently as well as accurately has become an urgent problem. In order to
improve the order fulfilment performance of O2O supermarkets, we build an order
batchingmathematical model which aims at minimising the total Late Finish Time
(LFT). A genetic algorithm is applied to solve this model. By analysing extensive
numerical experiment outputs, we discuss the influences of SKU concentration of
online customer orders, the mean and variance of Maximum Allowable Comple-
tion Time (MACT) on the performance of order batching and tardiness. Besides,
the Degree of Congestion (DOC) which reflects the potential conflict between
online order fulfilment and offline customer shopping is particularly discussed.
We lastly provide managerial insights and some practical recommendations for
O2O supermarkets.

Keywords: O2O supermarket · Order picking problem · In-store order
fulfilment · Omni-channel retailing

1 Introduction

With the development of omni-channel retailing, the combination of online and offline
channels, namely the O2O business model, has brought both opportunities and chal-
lenges to traditional supermarkets. In recent years, major retail supermarkets, such as
Fresh Hema, Wumart and Yonghui superstores, have started their online business. By
integrating the Internetwith physical retail channels, the retailers aim to provide seamless
shopping experiences for customers. In the meantime, a timely delivery from supermar-
kets to consumers has been transformed from value-added services to standard opera-
tions. Order picking efficiency, as an important criterion of online service, has become a
crucial point for the survival and healthy development of O2O supermarkets. Therefore,
how to complete the order picking process in an efficient and accurate approach has
become an urgent problem to be resolved.

In recent years, a few studies focus on mathematical optimisation of the order pick-
ing process to solve the problem of online orders picking in O2O supermarket. From the
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point of view of food picking constrains in fresh supermarkets, Zhang et al. (2020) con-
sidered the Joint Order Batching and Picker Routing Problem (JOBPRP) and conducted
mathematical optimisation models with and without category constraints, respectively.
An algorithm was proposed to resolve the model with the objective of minimising the
total processing time [1]. Huang et al. (2020) established an optimisationmodel and solu-
tions for group order picking in large online supermarkets based on the JIT streamline
framework. Theoretical recommendations for improving order picking efficiency are
then proposed [2]. Focusing on the performance of omni-channel fresh food supermar-
kets,Wang (2019) designed a joint optimisation scheme of order picking and distribution
from aspects of total delay time, default rate and total cost. [3]. Huang (2018) designed a
scheme of order picking optimisation scheme including mixed assembly flow and estab-
lished a mathematical model to verify the feasibility of the scheme, which has certain
guiding significance for supermarkets to improve the comprehensive ability of online
business [4].

In the broader literature, the Order Batching Problem (OBP) is widely studied using
operations research, heuristic, and greedy algorithm methods. Henn and Schmid (2013)
took the composition of picking orders, their processing times, and the sequence accord-
ing towhich they are released into account and built an order batchingmodel tominimise
the total tardiness for a given set of customer orders [5]. Bozer and Kile (2007) intro-
duced a mixed-integer programming model of order batching problems with the purpose
of obtaining the best solution to the problem of offline order batching, but this method is
recommended only for instances where the order quantity is small (up to 25) [6]. Based
on the FCL picking system of “man-on-goods”, Wang and Pei (2017) built an order
batching model with the objective of reducing the picking path and applied heuristics
to obtain better solutions. Simulation experiments were conducted using the order data
of the logistics centre [7]. In the case of “goods-to-man” order picking systems, Yan
et al. (2020) considered the capacity of picking equipment and the physical limitation
of workers and established an order batching model aiming at minimising the picking
time. A heuristics including clustering algorithm and a genetic algorithm was proposed
to solve the model. A simulation experiment was conducted to prove the effectiveness
and practical significance of the proposed model [8]. Sun et al. (2020) comprehensively
considered the influence of the quantity and volume of commodities with a joint optimi-
sation model of order batching and picking path that minimises the total picking time.
A nested genetic algorithm based on a clustering algorithm was designed to solve the
joint optimisation problem [9].

Literature analysis suggests that the following issues need further discussion: (1)
there are a few mathematical studies focusing on O2O order fulfilment service. (2)
although the existing research on order batching have been detailed studied, most of
them are designed for traditional logistics warehouse. There are few order batching
models specified for O2O supermarket. After analysing and summarising the existing
research results, we focus on the online order batching within O2O supermarkets. Con-
sidering the similarities and differences between supermarket and warehouse as well
as the difference between the online and offline business, we then design a scenario-
oriented order batching model. By comprehensively considering the order picking time,
the travel time of the picker between shelves and the batch processing time, we proposed
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an order batching model with the objective of minimising the total tardiness. The tar-
diness is characterised by the difference between order completion time and due time.
This paper converts the dynamic online order receiving and picking pattern of O2O
supermarket into a static order picking problem by setting a fixed interval time window
which is broadly accepted in practice. This transformation can not only simplify the
algorithm but also improve the efficiency of batch selection. In addition to the general
constraints, such as the total quantity and order capacity of batches, the proposed model
also takes additional factors such as the picking path planning into account. Further,
this study designed a genetic algorithm to solve the problem. In numerical experiments
analysis, we calculated the LFT of eight different situations (that are characterised by
Item-Oriented Concentration (IOC), mean and variance of Maximum Allowable Com-
pletion Time (MACT)) to verify the adaptability and validity of the genetic algorithm
under the certain supermarket layout and online order arrival time distribution. By com-
paring numerical examples of eight scenarios, we draw the conclusions and put forward
relevant management advice about online order processing management for every tra-
ditional enterprise that is undergoing the transformation to O2O business model with
problems such as low order picking efficiency and high picking movement repetition.
It has significant practical implications for O2O supermarkets to improve operational
efficiency and enhance core competence. Besides, the Degree of Congestion (DOC) that
indicates the operational conflict between online order fulfilment and offline customer
shopping is particularly discussed.

In the rest of this research, Sect. 2 discusses the order fulfilment problem in O2O
supermarkets and Sect. 3 establishes the order batching mathematical models and algo-
rithm. Extensive numerical experiments are conducted in Sect. 4. Section 5 concluded
this research with a summary of research contributions and future research.

2 Problem Description

The objective function of the online order batching model is to minimise total order
tardiness, that is, tomeet customers’ timeliness requirements to themaximumextent. The
realisation of minimising tardiness can ensure that the completion due time of each order
within a specific timewindowcan be satisfied, improving the operational efficiency of the
O2Osupermarket aswell as customer satisfaction.Considering the specific time-window
of O2O supermarket online order batching, we suppose that customer order information
(including the time of arrival, estimated time of ordering and delivery completion time,
and commodities information) is known in advance. The system automatically generates
the picking sequence which satisfies both the goal of minimising total order tardiness
and constraint conditions of order picking process.

Based on manual picking conditions, the online order batching problem of the O2O
supermarket can be described as follows. It is known that the O2O supermarket has ‖S‖
shelves, and each shelf has ‖H‖ storage locations allowing to place an SKU. The O2O
supermarket stores a total of ‖M ‖ types of commodities, and the storage location of each
specific commodity is known. The layout of the O2O supermarket is shown in Fig. 1.
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Fig. 1. O2O supermarket shelf layout

Suppose that there are ‖O‖ orders with different completion times, which requires
‖P‖ pickers to pick in a certain sequence. The item information contained on each order
is known. The time of picking a particular item from the shelf and splitting and combining
orders is known and constant. Assuming that the path of each picker is S-shaped, that is,
the picking process starts from the starting point and follows the S-shaped path along the
shelf until the last commodity (within a batch) is picked, then return to the starting point
directly. The question is: how to group orders with different due time requirements into
batches to reach the goal of minimising the total order tardiness. Based on the analyses
above, we set up the following assumptions:

(1) There is no commodity shortage in each online order of the O2O supermarket.
(2) The shelf and storage location of each specific commodity is fixed.
(3) Each commodity is placed on the specific location of the specific shelf according

to certain association rules.
(4) The same commodities in different batches of orders cannot be selected together.
(5) The time that a picker picks an item is not affected by his or her skill or proficiency.
(6) It takes the same unit picking time for pickers to select items located on different

shelves and locations.
(7) The picker can only pick items from one side of the shelves.
(8) The picker cannot pick items located in different positions on the same shelf at

the same time. That is, if the picker should pick items at more than one position
on a certain shelf in the same batch, the total time he spent on the shelf equals the
product of the number of places he will pick and the unit picking time.

(9) The picking time of the same commodity is proportional to the picking quantity
of the commodity, that is, the picker picks items one by one, and the situation that
pickers pick multiple items at the same time does not exist.

(10) The batch processing time (including the time that the system splits and merges
orders into batches and the time that pickers restore batches into original orders and
pack commodities into respective delivery packages) does not change according
to the scale of orders but is only related to the quantity of batches.

(11) The picking process consists of the following processes: after receiving a certain
picking order after batch processing, the picker starts to pick from the entrance
of the supermarket in accordance with the principle of S-shaped path along the
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shelf until the last commodity (within a batch) is picked, then directly returns to
the starting point from the location of the last commodity.

(12) During the whole process, the picker should complete picking the whole quantity
of the commodity within the batch at one time once he arrives at the location of
the specific commodity location. At the same time, the picker cannot follow the
repeated path (that is, he should strictly abide by the regulation that starting to
pick from the entrance and returning to the entrance after completing the batch
picking).

(13) Assuming that the distance between shelves in the supermarket is wide enough,
multiple pickers can finish the picking work at the same time without causing
congestion.

3 The O2O Order Batching Model and Algorithm

3.1 Variable Definition

To establish a mathematical model for online order batching problem of O2O
supermarkets, we make the variable definition as follows.

Sets:

O Sets of customer orders, O = {1, 2, ..., ‖O‖}, indexed by i, and j

S Sets of shelves, S = {1, 2, ..., ‖S‖}, indexed by s, and t

H Sets of locations, H = {1, 2, ..., ‖H‖}, indexed by h

M Sets of commodities,M = {1, 2, ..., ‖M ‖}, indexed by m

P Sets of pickers, P = {1, 2, ..., ‖P‖}, indexed by p

B Sets of picking batches, B = {1, 2, ..., ‖B‖}, indexed by k

Parameters:

Q Maximum quantity of orders of each batch

qim The quantity of commodity m within order i

t1 Time for the picker to search, pick and check per commodity

t2 The batch processing time

T1i Total picking time of commodities within order i

T2i Total disposing time of order i

T3i Total shelf travel time of order i

aim aim = 1 Order i contains commodity m, otherwise aim = 0

bmsh bmsh = 1 Commodity m is placed in location h of shelf s, otherwise bmsh = 0

v Average walking speed of the picker during picking process

Ti Due time for completion of order i

d1 Width and depth of the square storage location

(continued)
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(continued)

d2 Distance between two adjacent shelves and the distance between the outermost shelf
and the boundary of the O2O supermarket

msuhu Commodity u is placed in storage location hu of shelf su, the matrix shows as follows:
⎛
⎜⎜⎜⎝

m11 · · · mp1
...

. . .
...

m1q · · · mpq

⎞
⎟⎟⎟⎠

m11 represents commodity 1, m1q represents commodity q and mpq represents
commodity r

Decision variables:

Xki Xki = 1 If order i is assigned to batch k. to pick, otherwise Xki = 0

Yks Yks = 1 If picking process of batch k should visit shelf s., otherwise Yks = 0

Zkm Zkm = 1 If batch k. includes commodity m, otherwise Zkm = 0

Vksh Vksh = 1 If picking process of batch k should visit storage location h of shelf s,
otherwise Vksh = 0

Ukst Ukst = 1 If batch k contains shelf arc(s, t)(s �= ts, t ∈ S), otherwise Ukst = 0

Dk Picking distance of batch k

dms0h0 ,msuhu
Distance between commodity

(
msuhu

)
and starting point

(
ms0h0

)

dmsuhu ,msvhv
Distance between two commodities

(
msuhu ,msvhv

)

Tdi LFT of order i

cti Time of completing picking process of order i

3.2 Mathematical Model

The Order Picking Time (OPT) includes the time splitting and merging orders into
batches, walking time for pickers to complete picking process, the time that picker
retrieves commodities from the corresponding location of the corresponding shelf and
the time that pickers restore batches into original orders and pack commodities into
respective delivery packages. In terms of commodity retrieval time, this research assumes
that the time for pickers to search, pick and check per commodity is same and constant.
At the same time, the completion time of the batch is related to order quantity. Therefore,
we set up the picking time equals the product of the time for pickers to search, pick and
check each commodity and the total quantity of each category of the commodity within
the same batch.
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If the completion time does not exceed its due time, LFT is 0; otherwise, LFT equals
the difference between batch completion time and due time. Consequently, the objective
function that minimises the total order tardiness and constraints can be described as
follows.

min
∑

i∈O Tdi (1)

T1i = t1
∑

k∈B
∑

m∈M aim · xki · qim∀i ∈ O (2)

T2i = t2 (3)

T3i =
∑

k∈B
Dk

v
· xki ∀i ∈ O (4)

T1i + T2i + T3i = cti ∀i ∈ O (5)

Tdi = max{0, cti − Ti} ∀i ∈ O (6)

Dk = dms0h0 ,msuhu
+

∑
dmsuhu ,msu+1hu+1

+ dmsvhv ,ms0h0
∀u ∈ S (7)

dmsuhu ,msvhv
= min

{ |Su − Sv| × (d1 + d2) + |Hu + Hv − 1| × d1
|Su − Sv| × (d1 + d2) + |2H − Hu − Hv + 1| × d1

∀u ∈ S (8)

dms0h0 ,msuhu
= Su × d1 + (Hu − 1) × (d1 + d2) + 0.5d2 (9)

∑‖S‖+1

t=0
Ukst = 2Vksh ∀k ∈ B,∀s ∈ S (10)

Us(t+1)pk − Ustpk = 0 (11)

U0pk = 1 (12)

Us0k = 1 (13)

∑
k∈B Xki = 1 ∀i ∈ O (14)

∑
i∈O Xki ≤ Q ∀k ∈ B (15)

∑
i∈O aim · Xki ≤ n · Zkm ∀k ∈ B,∀m ∈ M (16)

Zkm ≤
∑

s∈S bmsh · Vshpk ∀k ∈ B,∀m ∈ M ,∀h ∈ H (17)
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Xki ∈ {0, 1}∀i ∈ O,∀k ∈ B (18)

Yks ∈ {0, 1}∀s ∈ S,∀k ∈ B (19)

Zkm ∈ {0, 1}∀m ∈ M ,∀k ∈ B (20)

Vksh ∈ {0, 1}∀s ∈ S,∀h ∈ H ,∀k ∈ K (21)

Ukst ∈ {0, 1}∀k ∈ K,∀s, t ∈ S, s �= t (22)

Tdi ≥ 0∀i ∈ O (23)

cti ≥ 0∀i ∈ O (24)

Constraint (2) represents total picking time of commodities within the order. Con-
straint (3) indicates the total batch processing time of an order. Constraint (4) denotes
the total shelf walking time of an order. Constraint (5) represents the completing time
of an order. Constraint (6) represents the LFT of an order. Note that the average walk-
ing speed may vary due to the Degree of Congestion (DOC) which reflects potential
conflict between online order fulfilment and offline customer shopping. Constraint (7)
represents the total shelf walking distance of orders of each batch (where msuhu and
msvhv respectively represent is the first and the last commodity to pick in the order).
Constraint (8) represents the walking distance between two commodities

(
msuhu ,msvhv

)
.

Constraints (9) represents the distance between any commodity
(
msuhu

)
and the starting

point
(
ms0h0

)
. Constraint (10) is that a particular storage location corresponding each

commodity of the batch can only be visited once. Constraints (11–13) represents that
the picker cannot follow the repeated path during the picking process (that is, pickers
should strictly follow the one-way path from the entrance to the exit). Constraint (14)
represents that each order can only be assigned to one batch. Constraint (15) represents
that the number of orders assigned to each batch does not exceed the specified maximum
quantity. Constraint (16) represents that if any order in batch k picked by picker p con-
tains commodity m, the batch ought to contain commodity m. Constraint (17) represents
that if the batch k selected by picker p contains commodity m, picker p should visit to
the corresponding location where commodity m during the picking process. Constraints
(18–24) represents constraints of decision variables.

3.3 Genetic Algorithm

Due to page length, we here only report the crucial information related to the genetic
algorithm. The key detailed information of genetic algorithm programmed by C++ is
shown as follows.We first generated 1,000 chromosomes, each with 80 gene loci (repre-
senting 80 orders), each coded within the range of 1–15 (representing which batch index
an online order was assigned to). The selection operator is that the first 25% of LFT (in



294 K. Zhou et al.

the descent order) in the population is reserved to the next generation. The total number
of chromosomes is unchanged while the crossover, selection and mutation operators
influence the rest of the population. The crossover rule is that two numbers between 1
and 80 are randomly generated, and all gene fragments between the two loci on two
chromosomes are exchanged during pairing. The mutation rule of the algorithm is that
there is a 15% chance of mutation at every gene locus on every chromosome during the
replication process.

4 Numerical Test and Computational Result Analysis

4.1 Experimental Data Setups

Themathematicalmodel andgenetic algorithmare verifiedby the following experiments.
Suppose that one O2O supermarket has 25 shelves (ranging from 1 to 25), each shelf
with 4 layers (denoted by A, B, C, D). The O2O supermarket stores 100 SKUs. The
distribution of item storage is shown in Table A1 of Appendix1. There are 15 workers
available to do order picking work within the specific time window.

Suppose the supermarket receives 80 online orders within this time window. Consid-
ering the effect of item storage location on the picking efficiency, it is assumed that the
supermarket, in order to improve the picking efficiency, placing high-frequency online-
purchased items close to the supermarket’s entrance. Table A2 in Appendix* shows
the item information contained in each online order while the probability of each item
being ordered follows a uniform distribution (i.e., there is no Item-Ordered Concentra-
tion (IOC)). Table A3 in Appendix* shows the item information contained in each order
when the probability of each item appearing in each order is in a decreasing distribu-
tion (i.e., there exists IOC). The item information without IOC is generated randomly.
The cumulative distribution probability of commodities of item information with IOC
follows a quadratic function y = −0.0103x2 + 0.1693x + 0.2988.

The rest of the relevant parameters are shown in Table 1. The output results of the
genetic algorithm are shown in Table A6–A13 of Appendix*.

Table 1. Settings of experimental parameters

Parameter Value Parameters Value

‖M ‖ 100 t1 2 (s)

‖S‖ 25 t2 30 (s)

‖H‖ 4 V 0.5 (m/s)

‖O‖ 80 d1 1.5 (m)

‖Q‖ 10 d2 1.5 (m)

1 Appendix can be found from Google Drive shared files (https://drive.google.com/file/d/1qrzS9
VRwyzkAPI0l-HlkzDHiVtHwDHav/view?usp=sharing).

https://drive.google.com/file/d/1qrzS9VRwyzkAPI0l-HlkzDHiVtHwDHav/view%3Fusp%3Dsharing


Order Batching Problem in O2O Supermarkets 295

4.2 Computational Result Analysis

We calculated the LFT of eight situations (characterized by IOC, mean and variance
of MACT), and analyzed the output results from these three different perspectives. In
the aspect of IOC, we considered two cases of IOC = 1 and IOC = 0. In regards to
the mean value of MACT, we set μ = 30 and μ = 45. In regards to the variance of
MACT, we set δ = 5 and δ = 15. Then, we used Excel Random Generator to generate
4 sets of normal distributions which obey N(30, 5), N(30, 15), N(45, 5) and N(45, 15),
respectively in the range of 10 to 70. Some features of the output results are shown in
the Table 2 below.

Table 2. Comparing results of different situations

IOC Mean Std.dev. Min. Max. Mean Std. dev.

Situation 1 Yes 30 5 19825 20326 10082 225.27

Situation 2 Yes 30 15 19915 20409 20150 180.64

Situation 3 Yes 45 5 18564 19228 18866 250.30

Situation 4 Yes 45 15 18542 19196 18875 233.20

Situation 5 No 30 5 26955 27491 27247 218.50

Situation 6 No 30 15 26758 27367 27054 226.62

Situation 7 No 45 5 25802 26264 25948 181.10

Situation 8 No 45 15 25848 26422 26229 225.57

4.2.1 The Impact of IOC

Fig. 2. Boxplot of batch results with different IOC

We considered the first questions. Q1: Whether is there an LFT difference between
situationswith orwithout the IOCconsiderations?To answer this question,we computed
the paired-difference t-test between the output of these two situations, and the p-value
was 8.581×10−31. It suggests that there do exist a significant difference in LFT between
the results of the two situations (Fig. 2).

The IOCof online customer orders has a remarkable impact on the total tardiness. The
layout that matches online order picking may not be suitable for offline customers. For
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this phenomenon, the O2O supermarket may take the similarity of commodity category
and the occurrence frequency of the online order commodity as the basis to rearrange
the in-store commodity layout. The rearrangement of commodity layout suitable for
both offline customer and online order picking can not only enhance the efficiency of
order picking but also provide consumers with a better in-store shopping experience.
Therefore, O2O supermarkets may arrange their storage location based on the weighted
proportion of their online and offline orders.

4.2.2 Mean and Variance of MACT

Fig. 3. Boxplot of batch results with different means of MACT

We then proceeded to investigate this phenomenon in a more precise way, answer
Q2: Whether does the mean value of MACT have a significant effect on batch results
and total LFT? To answer this question, we performed a one-way ANOVA of the output
results. An independent-samples F-test revealed support for the hypothesis that the mean
of MACT has a significant effect on batch results and the total LFT (F = 171.6328 for
high IOC, F = 99.3184 for low IOC) (Fig. 3).

The mean of MACT has a significant difference to the total tardiness. To resolve
this problem, the O2O supermarket can analyse the peak period of online orders and
summarise the relevant laws, set up a flexible personnel arrangement and increase the
number of spare staff. The new schedule can satisfy the order picking demand in the
peak period so that the total LFT is reduced and the order performance rate is improved
(Fig. 4).

Fig. 4. Boxplot of batch results with different variances of MACT



Order Batching Problem in O2O Supermarkets 297

Finally, we answer Q3: Whether does the variance of MACT have a crucial effect
on batch results and total picking time? Similarly, we performed a one-way ANOVA of
the output results. An independent-samples F-test revealed that the variance of MACT
doesn’t have a significant effect on batch results and the total LFT (F = 0.0155 for high
IOC, F = 0.0262 for low IOC). We suppose the reason is that we have not yet taken
(1) the differences of employee proficiency and (2) workload balance into account. In
future research, we will take the employee’s proficiency and work balance into account
to carry on further consummates to the model.

4.2.3 The Degree of Congestion

The order picking efficiency in traditional warehouses in an e-commerce situation is
mainly affected by the features of online orders. However, O2O supermarket has to
deal with online orders as well as serve offline consumers simultaneously. The potential
overlap of peak and nonpeak periods of online and offline channels would affect the
efficiency of online order fulfilment.

Considering the differences of order batching processes in O2O supermarkets and
traditional warehouses, we then conduct experiments to answer Q4: Whether do the
order batching processes of O2O supermarkets make a significant difference compared
to that of traditional warehouses? We use the average walking speed to characterise
the peak and nonpeak periods of offline channel. Extensive computer experiments are
conducted in the following three scenarios: (1) Online-Peak Offline-Peak, (2) Online-
PeakOffline-Average, (3) Online-PeakOffline-Nonpeak. Scenarios (1) and (3) represent
the various situations of O2O supermarkets, and Scenario (2), serving as benchmark,
represents traditional warehouses.

We calculated the LFT of these three aforementioned scenarios (characterized by
DOC), in which the Average Walking Time per Unit Distance (AWT) varies ±50%.
In the experiments, the number of orders is set 100 to simulate the peak period of
online channel, and other parameters are unchanged. For each scenario, we conducted
20 independent replications. Tables A4 and A5 in Appendix* shows detailed order
information in these experiments. Some features of the output results are shown in Table
3.

Table 3. Comparing results of different scenarios

AWT Min. Max. Mean Std. dev.

Scenario 1 4 31063 33956 32521.9 788.3943

Scenario 2 3 27762 29817 28710.8 645.5647

Scenario 3 2 23905 25828 24839.2 683.3751

We computed the paired-difference t-test between the output of Scenarios (1) and (2),
and the p-value was 7.83×10−8. We also computed the paired-difference t-test between
the output of Scenarios (3) and (2), and the p-value was 7.81× 10−10. Both of the result
suggest that there does exist a significant difference in LFT between the results of the
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two situations. In other words, the potential conflicts between online and offline channels
in O2O supermarkets have significant impacts on the performance of order batching.
Compared with traditional warehouses, managers have to consider more factors when
making order batch decisions compared with that in the traditional warehouses (Fig. 5).

Fig. 5. Boxplot of batch results with different DOC

5 Summary

Based on the O2O supermarkets, this paper constructs an order batching model with the
target of minimising the total LFT, which is solved by a genetic algorithm. By designing
the typical scenarios and conducting numerical analysis, the paper puts forward relevant
management advice to O2O supermarkets to achieve the goal of enhancing operational
efficiency and the service level.

The contributions of this paper are two-fold. First, the paper formulates the mathe-
matical model built on the traditional order batching model, and concentrates on the dif-
ference between traditionalwarehouse and theO2Osupermarket. Considering the degree
of congestion between online and offline channels, we conclude that the O2O supermar-
ket should be committed to provide comfortable shopping experience for online and
offline customers by (1) rearranging commodity storage location based on the weighted
proportion of their online and offline orders, (2) building robust and flexible personnel
schedules, and (3) intentionally shrinking online channel traffic when it comes to offline-
peak. Second, we set a fixed time window to transform the dynamic order arrival into
a relatively static order picking problem. This paper designs a genetic algorithm based
to solve the problem and carries on the analysis with the data of different supermarket
layout and picking time, which not only shows the adaptability and validity of the model,
but also provides management suggestions for O2O supermarket online order batching
problem.

In the future, we aim to take more real-world operational characteristics of O2O
supermarket into account. To improve the accuracy of the model, the relevant factors
such as the proficiency of pickers and workload balance should be considered, and we
will consider the picker’s congestion problem of the O2O supermarket. Besides, in order
to continually improve our research from several aspects and enhance the practical value
of our research, we will continue to optimise and modify our existing algorithm as well
as get more accurate order data by conducting market research.
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Abstract. On-demand transportation services have been developing in an irre-
sistible trend since their first launch in public. These services not only transform the
urban mobility landscape, but also profoundly change individuals’ travel behavior
and demand for cars. In this paper, we propose an integratedmodel structurewhich
integrates empirical analysis into a discrete choice based analytical framework to
investigate a heterogenous population’s choices on transportation mode and car
ownership with the presence of ride-hailing. Distinguished from traditional dis-
crete choice models where individuals’ choices are only affected by exogenous
variables and are independent of other individuals’ choices, our model extends to
capture the endogeneity of supply demand imbalance between ride-hailing service
providers and users. Through equilibrium searching and counterfactual analysis,
we further quantify the magnitude of impacts of platform operations and govern-
ment policies on car demand, usage and traffic conditions. The structure of the
model and managerial insights are explained in detail.

Keywords: Ride-hailing · Peer-to-peer sharing · On-demand platforms ·
Mobility as a service

1 Introduction

In the past decade,with the ubiquity of connectivity and proliferation of smart phones,we
have witnessed the emergence of peer-to-peer ride-hailing platforms such as Uber, Grab
and Go-Jek [1]. While this new form of peer-to-peer service has disruptively changed
the on-demandmobility sector, discussions about its impacts on our society and environ-
ment have been inconclusive. On the one hand, this new form of peer-to-peer sharing has
brought improvement on social welfare, in terms of creating more employment oppor-
tunities, enabling individuals to earn additional income [2, 3], encouraging shared rides,
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eliminating wasteful driving, and thus reducing traffic and vehicle emissions [4–6]. On
the other hand, criticism has also arisen for these platforms’ quest for profits and market
shares by diverting non-driving trips to driving mode [7], which leads to unnecessary
driving demand and excess supply. For example, a survey inUS shows that in the absence
of ride-hailing, about 49% to 61% of ride-hailing trips would not have taken place at
all or would have been made by other modes such as walking and public transportation
[8]. Moreover, we find that the impacts of peer-to-peer ride-hailing platforms on car
ownership are also two-fold. On the one hand, ride-hailing may have a cannibalization
effect on demand for cars [9], reducing individuals’ incentive to own a car. On the other
hand, ride-hailing may lead to a value enhancement effect on car ownership [9], adding
more valuations with purchasing a car [10, 11]. For example, a study on new vehicle reg-
istrations in China shows that Uber entry is significantly associated with an 8% increase
in car ownership [12].

A key feature leading to the above unresolved debates is that, different from tradi-
tional taxi service, in the peer-to-peer ride-hailing sector the drivers are flexible indi-
viduals. As a result, ride-hailing platform could not fully control the capacity of their
service supply. Moreover, since individuals could switch between the supply side and
demand side (i.e., being a driver or a rider) [13], the interaction adds more challenges for
the platforms to balance supply and demand, not to mention to optimize the utilization
of the capacity. Hence, to study the impacts of ride-hailing, it is critical to understand
how individuals’ decisions on being a driver or a rider for the platforms are affected,
and these decisions are also coupled with other decisions on travel model as well as car
ownership and usage. Although there are a few attempts in investigating the mechanism
of peer-to-peer markets, most of them focus on product sharing (e.g., car renting) and
adopt an analytical framework (e.g., [9, 14] and [15]). As these analytical studies are
usually formatted as an equilibrium searching problem through analytical calculation
or simulation, they may be challenged by its simplifications and lack of validation by
empirical data in practice.

To the best of our knowledge, empirical studies focusing on peer-to-peer on-demand
service platforms are relatively limited. To enrich this research stream, this paper intro-
duces an integrated model structure which connects theoretical models with empirical
analysis to investigate a heterogenous population’s choices on car ownership, usage and
transportation mode with the presence of ride-hailing. Specifically, we first develop a
discrete choice framework which captures heterogenous individuals’ choices among dif-
ferent strategies facing ride-hailing. They decidewhether to purchase a personal car, how
to use the car if s/he owns one (either serve for the platform or solely use for personal
need), and whether to use the platform service or not when needed. These strategies are
affected by various factors such as wages, working hours, price sensitivity, perception
of traveling in a private car compared to public transportation, and benefits and costs
of owning a personal car, etc., which are all included in our model. Moreover, noticing
that in the two-sided on-demand platform context, each individual’s choice depends on
the dynamics between supply and demand, which is a collective result of the whole
population’s decision. We also incorporate such endogeneity of the supply and demand
imbalance and connect the two sides through a matching function, which is also embed-
ded into the choice functions. We then empirically calibrate our model using publicly
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disclosed data in the Singapore ride-hailing marketplace. Based on our model, we fur-
ther conduct counterfactual analysis to quantify the magnitude of impacts of platform
operations and government policies on ownership and traffic, which yields empirical
assessment of the peer-to-peer transportation service platform.

The principal contributions of our paper are summarized as follow.

a. We introduce an integratedmodel structure which integrates empirical analysis into a
discrete choice-based equilibrium framework. As in the two-sided on-demand plat-
form context, each individual’s choice depends on the dynamics between supply
and demand, which is a collective result of the whole population’s decision, endo-
geneity of the supply and demand balancing rises as a challenge (for example, more
platform drivers lead to higher chance and shorter waiting time for riders to grab
a car, and thus higher the utility for riders). Commonly used choice models are
limited to capture such endogeneity as they consider the variables affecting indi-
viduals’ choices as exogenous and the population’s choices are independent of each
other’s. Distinguished from the traditional choice models, our framework overcomes
this chal1lenge by incorporating the endogeneity of supply and demand imbalance
through a matching function and formalizing individuals’ choices as a game equilib-
riumas a function of others’ choices.Moreover, althoughourmodel is developedwith
a focus of peer-to-peer ride-hailing, it can easily be generalized to other peer-to-peer
markets including both product sharing and on-demand service platform.

b. Our integrated model demonstrates flexibility with data scarcity. A common chal-
lenge for empirical studies is the lack of access to data. For example, to develop
a discrete choice model, large volume of individual-level choice data are usually
required, which are commonly collected through large scale interview or discrete
choice experiment survey. The data collection could be costly and time-consuming,
and may also incur privacy issues (as the survey involves questions about individu-
als’ demographic information such as wage, traveling needs and mode preference).
Conversely, our model demonstrates the flexibility of parameters being estimated
with sparse aggregate-level data. We use publicly disclosed data on distribution of
car ownership and usage in the Singapore ride-hailing marketplace to calibrate our
model parameters. Our approach sheds lights on applying scarce data on empirical
settings.

c. Our analyses inform the debate on how ride-hailing may affect ownership, usage and
traffic with the sophisticated consideration of supply demand matching propensity.
The main findings suggest that ride-hailing may demonstrate both cannibalization
effect and value enhancement effect on car ownership depending on different condi-
tions. The cannibalization effect of ride-hailing on own car ownership is mainly due
to its lower price compared to conventional taxis. In terms of individuals’ decision of
whether and how to participate in the peer-to-peer ride-hailing service, their choices
are affected not only by ride-hailing price or driving cost but also the dynamics
between supply and demand imbalance. For example, we observe that although the
increase of service price increases platform drivers’ earnings, it in fact leads to fewer
platform drivers due to a diminishing user base, which lowers demand and matching
propensity. We further investigate the relationship between platform revenue and
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ride-hailing payment. Our analysis suggests that due to the supply demand dynam-
ics, the platform’s revenue does not increase monotonically with service charges;
there exits an optimal price level which allows the platform to maximize its revenue.

The remainder of this paper is organized as follows. Section 2 reviews related liter-
ature in peer-to-peer sharing. In Sect. 3 we introduce the framework of our integrated
model in detail. Section 4 specifies the data we used for our empirical setting and the cal-
ibration process of our model parameters. In Sect. 5 we present the equilibrium analysis
under various counterfactual scenarios. Section 6 concludes the work with a discussion
of the findings and future research directions.

2 Literature Review

Peer-to-peer sharing has attracted growing research interest in recent years. Studies
related with peer-to-peer sharing can be broadly classified into two categories with
respect to their study focuses. The first category focuses on peer-to-peer resource/product
sharing, which allows owners to rent out their products/assets to non-owners for a short
term (e.g., Airbnb for accommodation sharing and Zipcar for car renting). Most of the
papers in this group study the impacts of product sharing on individuals’ decisions
on product ownership from different perspectives such as product manufacturer (e.g.,
[9, 16] and [14]) or the platform owner (e.g., [15]). The second category focuses on
peer-to-peer on-demand service, which connects users requiring a time-sensitive service
with independent service providers (e.g., Uber for transportation service and Deliveroo
for food delivery service). Most papers in this category investigate how the interactions
between the supply and demand in the two-sidedmarket are affected by different factors,
such as [17] by the factor of dynamic pricing, [18] by customers’ sensitivity to delay
and service providers’ independence, [19] by payout ratio (i.e., the ratio of wage paid
to service providers over price charged from consumers) and [20] by service providers’
self-scheduling. In addition, a few other studies investigate the effectiveness of different
contract designs for stakeholders of the on-demand service platform such as [21] and
[22]. Some other studies adopt a game theoretic framework to examine the organization
of the on-demand service such as [23] and [24]. The early works in peer-to-peer sharing
are dominated by theoretical arguments that construct analytical framework to explain
and investigate the mechanism of and agents’ interactions in the innovative marketplace.

Although previous analytical studies provide the first insights about individuals’
choices with the presence of sharing economy, the majority of them has focused on sys-
tem equilibrium and/or welfare of service providers and customers, which are obtained
through analytical calculation or simulation and are not validated by empirical data
in practice [25]. The empirical studies on on-demand platforms are relatively limited,
mostly focusing on using statistical regression models to study the impact of sharing
economy on ownership or traffic congestion. For example, [7, 12] and [3] use longitu-
dinal data and difference-in-difference models to investigate the influence of the entry
of Uber on traffic congestion, new vehicle ownership and rates of entrepreneurial activi-
ties respectively. [26] structure a before-and-after assessment and employ a fixed-effects
panel data regression model to analyze the impact of ride-hailing on traffic congestion
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in a major city. [25] use a probit regression estimated by a modified Heckman two-
stage method to study the impact of financial incentive on platform drivers’ decision of
whether to work and corresponding number of work hours. However, a key shortcoming
of regression methods such as difference-in-difference is that their statistical results do
not always imply an unbiased estimate of the causal effect as mentioned in [27].

It is worth noting that despite the growing abundance of literature in sharing econ-
omy, many controversial questions still remain and need to be answered. Given the fact
that analytical work would be challenged by the simplifications and that existing empir-
ical studies fail to effectively explain the causation and have limited prediction power,
there are calls for research integrating analytical methodologies with empirical method-
ologies. Such action could improve the validity as well as the explanatory power and
prediction capability of the model, which could provide in-depth managerial insights. So
far, we have noticed one paper [28] attempting this integrated methodology. The authors
first introduce a dynamic model and then use empirical data to calibrate the model.
However, their focus is the peer-to-peer durable goods sharing market; and they do not
consider the matching rates as a dynamic result of supply and demand but exogenously
specified. As far as we know, no studies have yet attempted to analyze on-demand service
platforms, in particular the ride-hailing platform, by using such integrated methodology.
Motivated by the lack of relevant research, in this paper we propose a model struc-
ture that integrates empirical analysis into analytical framework with the consideration
of endogenous supply demand matching to study the peer-to-peer on-demand service
platform.

3 The Model

3.1 Agents’ Strategies and Payoffs

Our study objects (agents) are a working age population consisting of individuals who
are eligible for driving, below retirement age, and most importantly, have a regular
travel need. To satisfy their travel needs, individuals may choose to own a personal car
to satisfy the travel need. Once with a private car, with the presence of ride-hailing, the
individual also has an opportunity to choose to work for the platform as a driver (either
full-time or part-time). In contrast, without a personal car, the individual could decide
between using the ride-hailing service or other transportation service such as public
transportation. Accordingly, we construct a set of five strategies Σ = {N, P, F, U, A} for
the individuals to choose from.

• [N] Non-platform driver: An individual who owns a personal car but only uses the
car to satisfy her own travel needs.

• [P] Part-time platform driver: An individual who owns a personal car and has a regular
full-time job. She drives for the platform during after-work time to earn extra income.

• [F] Full-time platform driver: An individual who owns a personal car and forgoes the
regular job with wage w to work full-time on the platform.

• [U] User: An individual who does not own a personal car but prefers to satisfy her
travel needs by using the ride-hailing service.



Integrating Empirical Analysis into Analytical Framework 305

• [A] Abstinent: An individual who does not own a personal car and whenever she needs
a ride, she chooses public transportation.

Each individual chooses its strategy based on its expected long term payoffs, which
are characterized as the average utility associated with each strategy per period. The
individuals’ travel needs is denoted by Mi per period. Due to the comfort and conve-
nience, traveling in private cars generates positive payoffs compared with taking public
transportation. We normalize the utility of taking public transportation to zero, and use
γi to indicate individual i’s relative utility gain of traveling in private cars per kilometer.
Correspondingly, strategiesN, P, F, U enjoy a utility gain of γiMi compared with strategy
A. For strategiesN, P, F, a fixed car ownership cost1k and a variable cost c (such as petrol
and toll) will incur. Considering the convenience to access the car, strategies N, P, F also
enjoy a convenience benefit of bN , bP and bF respectively. Furthermore, for simplicity,
we assume that all part-time and full-time platform drivers work the same amount of
time tP and tF respectively to provide the ride-hailing service. More, all individuals but
the full-time platform drivers (strategy F) are assumed to own a regular full-time job
with wage wi per period. Each individual is further characterized by its price sensitivity
θi ≥ 0.

Before introducing the payoff functions, some characteristics of the ride-hailing
market areworthmentioning. In the two-sided ride-hailingmarket, thematching between
the drivers and riders could not be perfect due to spatial and temporal constraints. As a
result, a platform driver could only be matched with a rider with a proportion of α ∈ (0,
1) out of the driver’s total working time, while a platform user’s request could only be
successfully fulfilled with probability β ∈ (0, 1). With the chance of 1 − β, the platform
user must resort to public transportation, which is assumed to be always available.

Next we specify the payoff functions for each strategy of individual i. The subscript
i in the equations indicates that the corresponding variables are individual specific, vari-
ableswith strategy subscript (such as bN ) are assumed to be homogeneous for individuals
in the same strategy group (“N”), and variables without subscript are common across
the whole population.

• [N] A non-platform driver has a regular job with wage w per period. She possesses a
personal car and uses it to satisfy her own travel needs Mi and thus gain a payoff of
γiM i from traveling in a private car. She also pays for the fixed ownership cost k and
variable cost c per kilometer. Price sensitivity θi converts monetary value to utility.
She also earns a convenience benefit bN from owning a car. In this case the payoff is

VN ,i = θiwi + γiM i − θi(cMi + k) + bN .

• [P] A part-time platform driver possesses a car and has a regular job as a non-platform
driver. However, she uses the car not only to satisfy her own travel need Mi but
also provide ride-hailing service on the platform after this regular job. The term

1 In order to participate in ride-hailing, platform drivers are required to possess a private car. They
could either purchase a personal car or rent a car from the platform. In ourmodel formulationwe
do not distinguish between these two ways as essentially they both represent a fixed ownership
cost k.
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θitPs(αρ − c) − tPl represents the additional benefit from the part-time ride-hailing
service. tP is the time she works as a part-time ride-hailing driver while s is the average
driving speed. The product of tP and s converts the working hours to total kilometers
supplied on the platform. Due to market friction and supply-demand imbalance, out
of the tPs kilometers she supplies for the platform, only α fraction is effectively used
by serving a passenger, generating an earning of tPsαρ, where ρ is the per kilometer
earnings from providing the service. We assume that while providing the service, the
driver is always driving around with or without a traveler in her car as she may be
driving towards higher demand areas to search for new customers. Therefore, she
always incurs a variable driving cost c during time period tP . As a result, the net profit
from part-time ride-hailing service is tPs(αρ − c). Again, θi converts monetary profit
to utility. Also, as the part-time platform driver works overtime with consideration of
her regular job, she incurs a loss of leisure time utility l per time unit during her work-
ing time tP on the platform. The above modeling assumptions imply the following
payoff:

VP,i = θiwi + γiM i − θi(cMi + k) + bP + θitPs(αρ − c) − tPl.

• [F] A full-time platform driver gives up her regular job and takes providing ride-
hailing service as her full-time job. Therefore, she forgoes the wage w from her
previous regular job (hence θiwi × 0). Similar to a part-time platform driver, the
net income from being a full-time platform driver is expressed by tF s(αρ − c). The
average working time of the full-time platform driver’s previous regular job is denoted
by λ. The full-time platform driver may choose to work overtime on the platform. The
term (tF − λ)+ is an indicator of whether the full-time platform driver incurs a utility
loss of leisure time. If total working time on the platform tF is larger than λ, it suggests
that the full-time driver works overtime and incurs a leisure loss l per unit time. Hence,
the payoff of a full-time platform driver is given by

VF,i = θiwi × 0 + γiM i − θi(cMi + k) + bF + θitF s(αρ − c) − (tF − λ)+l.

• [U] A user is by definition an individual that uses ride-hailing service to satisfy her
transportation needs. She pays r dollars per kilometer for hailing a car. However, due
to market frictions, only β percentage of times a user can be successfully matched
with a car. If she fails to find a private-hire car, then with probability 1 − βthe user
opts for public transport. Thus, the corresponding payoff is given by

VU ,i = θiwi + β
(
γiM i − θirM i

)
.

• [A] An abstinent individual chooses not to buy a car nor use ride-hailing service.
Whenever she has a travel need, she opts for the outside option such as public transport
or walking. We normalize the utility of the outside option to zero and the cost of the
outside option is assumed to be negligible. Thus the payoff function of the abstinent
only consists a term of her regular job wage. Therefore, the payoff of an abstinent is

VA,i = θiwi.
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3.2 Choice Model and Population Share

Among all the five agent types listed in Sect. 3.2, some individuals may be constrained
by exogenous reasons to be of a certain type. For example, some may not have driving
license or are not physically fit for driving. Therefore, we consider the population divided
into two segments S1, S2. The first segment is eligible for driving and hence has access
to all five strategies N, P, F, U, A. The other segment cannot act as a driver (at least in
the short term where the decision model is defined) and hence has access to either the
strategy of U or A, i.e., user or abstinent. We use discrete choice model to study the
choices of the heterogeneous population.

Discrete choice models based on multinomial logit have been used extensively in
the field of transportation research [29]. According to random utility theory (RUT) [30],
in additional to the systematic part of the utility Vij as specified in the payoff functions,
there is a random part εij which captures the unobservable factors. We assume εij are
independently and identically distributed type-I extreme random variables. Therefore,
for the five strategies listed in Sect. 3.2, the probability Pij of individual i choosing
strategy j ∈ {N, P, F, U, A} in the two population segments can be expressed as

S1 : Pij = eVij

eVi,N +eVi,P+eVi,F +eVi,U +eVi,A
, j = N ,P,F,U ,A,

S2 : Pik = eVik

eVi,U +eVi,A
, k = U ,A.

As the heterogeneity of the population is characterized by individual-specific vari-
ables (θi, γi,wi,M i), the integral of above equations over the joint distribution of
f (θ, γ,w,M ) produces the choice shares of the five strategies within each segment.
Specifically,

S1 : Sj,S1 = ∫ eVij

eVi,N + eVi,P + eVi,F + eVi,U + eVi,A
f (θ, γ,w,M )dθdγ dwdM ,

j = N ,P,F,U ,A,

S2 : Sk,S1 =
∫

eVik

eVi,U + eVi,A
f (θ, γ,w,M )dθdγ dwdM , k = U ,A.

Let us further assume that a fraction of the population belongs to S1 and 1 − a
fraction belongs to S2, then the population shares of strategies N, P, F are

Sj = a
∫

eVij

eVi,N + eVi,P + eVi,F + eVi,U + eVi,A
f (θ, γ,w,M )dθdγ dwdM , j = N ,P,F,

(1)

and the population shares of strategies U and A are

Sk = a ∫ eVij

eVi,N + eVi,P + eVi,F + eVi,U + eVi,A
f (θ, γ,w,M )dθdγ dwdM

+ (1 − a) ∫ eVik

eVi,U + eVi,A
f (θ, γ,w,M )dθdγ dwdM , k = U ,A. (2)
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It is worth noting that Eqs. (1) and (2) have no closed form solution. However, we
can approximate the integral through simulation. Specifically, we first draw R samples
(θ r, γ r,wr,Mr) from the joint distribution f (θ, γ,w,M ), then use this as an empirical
distribution to compute the average of the probability Pij over individuals of the popu-
lation instead of the integral. This average is the simulated population share of the five
strategies:

Ŝj = a

(
1
R

∑R
r=1

e
Vr
j

eV
r
N +eV

r
P+eV

r
F +eV

r
U +eV

r
A

)
, j = N ,P,F,

Ŝk = a

(
1
R

∑R
r=1

eV
r
k

eV
r
N +eV

r
P+eV

r
F +eV

r
U +eV

r
A

)
+ (1 − a)

(
1
R

∑R
r=1

eV
r
k

eV
r
U +eV

r
A

)
, j = U ,A.

(3)

A challenge in estimating above population shares is the endogeneity of ride-hailing
matching probabilities α and β, which are functions of the supply (population shares of
platform drivers) and demand (population share of users). More precisely, controlling
other factors, if α increases, a platform driver has higher chance to serve a customer
and thus obtain higher income. Therefore, strategies P and F become more tempting
and corresponding population shares SP and SF , i.e., the supply of service will increase.
However, as the supply of the service increases, the matching rate α will conversely
tend to decrease. User’s matching probability β acts in a similar vein. This observation
implies that there is a circular dependence between supply and demand and the matching
ratesα and β. To characterize this dependence, we incorporate belowmatching functions
based on the work of [15] into our model:2

α = t · D

D + S
, β = t · S

D + S
. (4)

Under our model specification, the supply and demand can be further expressed as
the mileage supplied and requested:

Supply = (SPtP + SF tF )S,Demand = SUE(M ). (5)

In (4), the parameter t ∈ (1,min{Demand+Supply
Demand ,

Demand+Supply
Supply }) characterizes the

level of matching friction in the two-sided market: the higher t is, the lower the matching
friction, hence the higher the matching propensity.

4 Data

Our empirical context will be the Singapore ride-hailing marketplace, which acts as
an ideal research subject for the following reasons. Firstly, as an island country, the
transportation system of Singapore is relatively closedwith few foreign vehicles entering

2 According to [15], Eq. (4) is derived based on deterministic fluid approximation of a multi-
server loss queuing system with arrival rate D and total service rate S, in which, α corresponds
to the system utilization and β corresponds to the probability at which a job request could find
an idle server upon arrival.
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from outside, which guarantees that supply of the peer-to-peer ride-hailing service is
provided within the region. Given the fact that the Singapore government records the
private hire/ride-hailing car population over time, this unique feature makes the number
of platform drivers easily trackable, which is not the case in other cities. For example,
in San Francisco, previous study finds that about 80% of the Uber drivers actually live
outside of the city and bring their cars into the city every morning to provide for peer-to-
peer service [5]. As the supply is from both internal and external, such an open system
brings difficulty in modeling the dynamics between supply and demand. Secondly, due
to the strict regulations of the Singapore government, the level of car ownership is being
monitored over time. In order to own and use a vehicle (no matter for personal use or for
ride-hailing service), car owners are required to obtain a quota licence called “Certificate
of Entitlement (COE)” through bidding. Since the number of cars are strictly controlled
by the government, the supply of private car is relatively stable over the years and the
COE quotas made available for each year is limited. In view of the fact that the price of
the car itself (determined by its open market value) is relatively stable, the bidding price
of COE can be viewed as a proxy for demand of cars as the total number of cars allowed
is relatively constant.

In the following sections, we elaborate on how we calibrate our model based on the
Singapore ride-hailing marketplace. We focus on the population with age between 20
and 64 for those who are eligible to drive and below retirement age. Specifically, we use
publicly disclosed data in year 2017 to calibrate our model and data in year 2016, 2018
and 2019 to conduct robustness check and validity test. Values of our model parameters
are determined through two ways. First, some parameters such as travel demand and
wage distribution do not depend on our model specification and can be estimated from
available data directly. However, other parameters such as price sensitivity, perception
of traveling in private cars, convenience benefit of car ownership and utility loss of
working overtime cannot be obtained through the data directly. Therefore, we calibrate
these parameters by searching for the values that make our model captures the reality
i.e., generates the calibrated population shares as close as the actual ones.

4.1 Estimated Parameters

Table 1 summarizes the values of the parameters estimated directly from data for year
2017. The travel demand is estimated by fitting a lognormal distribution based on average
monthlymileage of private cars and distribution of taxi trip distance (including both street
hailing and requests from ride-hailing platforms). Wage distribution of the population is
obtained by fitting a lognormal distribution to the household income data. As mentioned
previously, the ownership cost of a private car consists of car retail price and the cost
of COE. Therefore, we approximate the ownership cost as the sum of both car price
and COE cost. Usually, ride-hailing platforms take a commission fee from drivers for
each trip. They also provide various incentive schemes to attract more supply. Thus
platform drivers’ earning ρ is estimated as the sum of after-commission trip fare and
incentive rewarded.3 The value of matching friction level t is determined by setting the

3 See example of a major ride-hailing company’s incentive scheme on 2019: https://www.gojek.
com/sg/blog/sg-driver-incentives-gojek-singapore/.

https://www.gojek.com/sg/blog/sg-driver-incentives-gojek-singapore/
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Table 1. Estimated parameter values for year 2017

Parameter Symbol Estimate

Travel demand M lognormal (3.75, 0.382) km/day

Regular job wage w lognormal (7.89, 0.862) $/mth

Ownership cost of car k 60 $/day

Driving cost c 0.13 $/km

Average driving speed s 40 km/hr

Regular working hours λ 45 h/week

Part-time platform driver working hours tP 7 h/week

Full-time platform driver working hours tF 49 h/week

User payment for ride-hailing r 0.99 $/km

Driver earning from ride-hailing ρ 1.00 $/km

Market friction level t 1.3

matching rates α and β reflecting the Singapore ride-haling market. As suggested by
the taxi occupancy data (fraction of driving time a taxi is occupied with a passenger),
the representative matching rate for platform drivers is around 0.5, hence we estimate t
= 1.3 which leads to α = 0.505 and β = 0.895. More details of the estimation refer to
online Appendix.4

4.2 Calibrated Parameters

The remaining model parameters (sensitivity of money θ, convenience benefit of pos-
sessing a car bN , bP and bF , utility difference between traveling in a private car and
public transport γ , and loss of leisure utility l) cannot directly be estimated from the
data.We assume that θ and γ independently follow a lognormal distribution with param-
eters (θμ, θ2σ ) and (γμ, γ 2

σ ) respectively. We calibrate (θμ, θ2σ ,γμ, γ 2
σ ,bN , bP , bF , l) by

minimizing the sum of squared percentage differences between the calibrated and actual
population shares by solving below optimization problem:

min
∑

j

(
Ŝj−Sj
Sj

)2

, j = N ,P,F,U ,A,

s.t. bN , bP, bF , l ≥ 0

(6)

where S
∧

j are the calibrated population shares as in Eq. (3) and Sj are the actual population
shares. The objective function value of our calibration is 9.98×10−7,which suggests that
the model matches the actual population shares very well. The values of the calibrated
parameters are listed on online Appendix.

4 Online Appendix available at: https://drive.google.com/file/d/1DQkbJSBWFoFIMmAEMxkf
eo7qjJrT2CRI/view?usp=sharing.

https://drive.google.com/file/d/1DQkbJSBWFoFIMmAEMxkfeo7qjJrT2CRI/view%3Fusp%3Dsharing
https://drive.google.com/file/d/1DQkbJSBWFoFIMmAEMxkfeo7qjJrT2CRI/view%3Fusp%3Dsharing
https://drive.google.com/file/d/1DQkbJSBWFoFIMmAEMxkfeo7qjJrT2CRI/view%3Fusp%3Dsharing
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4.3 Model Validation

We validate our calibrated model by testing its prediction power. Recall that we use
only the 2017 data to calibrate the values of parameters (θμ, θ2σ , γ μ, γ 2

σ , bN , bP, bF, l),
thus we could apply the model to different years 2016, 2018 and 2019 to compare the
predicted and actual population shares. Table 2 lists the prediction results. We can see
that the predicted population shares are fairly close to the actual ones and capture the
trend of its variation.

Table 2. Predicted vs. actual population shares

Non-platform driver (SN ) Platform drivers (SP + SF )

2016 2017 2018 2019 2016 2017 2018 2019

Predicted population
share

18.80% 19.17% 20.70% 21.70% 2.91% 3.10% 2.97% 3.20%

Actual population
share

19.32% 19.16% 19.37% 19.57% 2.81% 3.11% 2.90% 3.17%

5 Counterfactual Analysis

In this section, we use the calibratedmodel to conduct numerical experiments to examine
how choice shares of the five strategies might change with new policies. In particular,
we focus on the variations of driving cost and ride-hailing payment as they are the most
commonly used means of market intervention and platform operations.

Asmentioned in Sect. 4, due to the government’s regulation, the population of private
cars can be considered as a constant number. Explicitly, the number of non-platform
drivers, part-time platform drivers and full-time platform drivers sums up to this constant
number; and demand for cars (including both non-platform drivers and platform drivers)
is captured by the bidding price of COE which is a component of car ownership cost
k. Therefore, we have two equilibrium loops in our numerical experiments, one for car
ownership constraint (total number of cars fixed) and the other for ride-hailing service
supply-demand balancing (through dynamics between matching rates α and β). Below
we present the main results of the counterfactual analyses.

5.1 Model Equilibria from Varying Driving Cost

Figure 1 illustrates the variation of population shares of platform drivers and users
with respect to driving cost per kilometer at equilibria. As driving cost increases, the
number of platform driver decreases whereas the population of users increases even
with lower matching propensity. This may be because with rising driving cost, for those
who prefer traveling in a private car, self-driving becomes too expensive and they would
rather switch to ride-hailing services. The equilibrium results further show that the
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increase of driving cost would lead to slight decrease in car demand and VKT, which
suggests that actions affecting driving cost such as controlling road tax and fuel tax may
help to mitigate traffic but with limited effectiveness. Therefore, other measures such
as improving accessibility public transportation may worth considering (More results
available on online Appendix).

6.0%

7.0%

8.0%

9.0%

10.0%

2.50%

2.75%

3.00%

3.25%

3.50%

0.11 0.12 0.13 0.14 0.15 0.16
Driving cost ($/km)

Platform driver (left) User (right)

Fig. 1. Population share change w.r.t driving cost

5.2 Model Equilibria from Varying Ride-Hailing Payment

Figure 2 illustrates the variation of population shares of platform drivers and users
w.r.t. ride-hailing payment. As expected, the proportion of ride-hailing users slashes
with higher ride-hailing payment. Such a phenomenon brings a two-fold impact on
platform drivers. On the one hand, the higher payment promises higher earnings for
drivers as their income is proportionate of user charges. On the other hand, as there are
fewer users, hence less demand, the matching rate for drivers decreases. In our analysis,
the effect of the former is dominated by the latter. As ride-hailing payment increases,
although the earnings frombusy period increases for platformdrivers, their total effective
income instead decreases more significantly due to the lower matching propensity. Thus,
we observe the diminishing population shares of both part-time and full-time platform
drivers.
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Fig. 2. Population share change w.r.t
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Fig. 3. Platform revenue w.r.t ride-hailing
payment

The equilibrium results further show that, unexpectedly, the increment in riding
price would lead to a slight increment in car demand. Since the total number of cars
is a constant number, with the population of platform drivers dropping, non-platform

https://drive.google.com/file/d/1DQkbJSBWFoFIMmAEMxkfeo7qjJrT2CRI/view%3Fusp%3Dsharing
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drivers increase. However, more non-platform drivers do not necessary lead to higher
COE price. This observation suggests that as ride-hailing becomes more expensive, non-
car owners who prefer to travel in a private car are more likely to buy a personal car
rather than turning to public transportation. Moreover, as shown in Fig. 3, the platform’s
revenue does not increase monotonically with ride-hailing payment but peaks around
1.05 dollars per kilometer and then starts to diminish. This observation suggests that
although higher charges bring higher commission fees for the platform, the enlarging
loss of users counteracts such an incremental effect. Thus, increasing service charges to
attain higher revenue is not sustainable and there exits an optimal payment level which
allows the platform tomaximize its revenue (More results available on onlineAppendix).

6 Conclusions

In this paper we introduce an integrated model structure that integrates empirical analy-
sis into an analytical framework to assess the impact of on-demand platform on mobility
choice, ownership and traffic congestion. By introducing matching functions, we further
incorporate the endogeneity of supply demand imbalance of the two-sided on-demand
service market into the model. Our analyses provide several managerial insights: to
control traffic and curb VKT growth, measures through regulating driving cost such as
increasing road tax and gasoline tax may have limited effectiveness. Other procedures
such as improving accessibility public transportation may worth considering. For plat-
form revenue management, our results suggest that there exits an optimal payment level
which allows the platform tomaximize its revenue. Although raising user charges within
a certain rangewould increase the platform’s profit, it is not sustainable as higher charges
leads to enlarging loss of users, which brings a counteracting effect.
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of Education (T2-1712).
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Abstract. AdditiveManufacturing (AM) technology could revolutionize the way
industry makes products. However, there are still challenges that must be over-
come since these are slowing down AM adoption by industry. Therefore, this
research aims to uncover these limitations based on a systematic literature review.
The findings of this study show that there are five global challenges that AM is
currently dealing with, technical aspects, supporting technologies, management
of operations, supply chain configuration, and legal innovation.
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1 Introduction

Industry 4.0 (I4.0) refers to the Fourth Industrial Revolution, and it is the main key-
word used by researchers, policy makers and entrepreneurs when describing howworld-
wide industrial systems will evolve in the near future [1]. It is also defined as smart
manufacturing because it is based on the advanced digitalization of factories [2]. I4.0
specifically is comprised of, but no limited to, different technologies such as Internet of
Things, Cloud Computing, Blockchain, Augmented Reality, Artificial Intelligence, Big
Data and Analytics, Simulation, Autonomous Robot and AM [3–5]. From this group of
highly heterogeneous technologies, the latter would play a key role in the transformation
processes of industry by substituting the conventional manufacturing (CM) methods.

AM is defined as a process of joining materials to make parts from a 3D model data,
usually layer upon layer, as opposed to subtractive manufacturing and formative man-
ufacturing methodologies [6]. Various industry sectors such as automotive, aerospace
and medical devices are paying attention to AM due to its unique advantages compared
to other CM methods [7]. AM essentially offers two benefits over CM, the freedom of
geometry to efficiently manufacture complex components and products, and the chance
to flexibly manufacture low quantities down to a single unit which is afforded by the
absence of cost related to tooling and changeover [8], other benefits include low upfront
capital investment [9], less material waste [10, 11], and highly personalized one-off
products in the medical sector [12–14]. However, despite the aforementioned benefits,
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AM technology has not yet been fully adopted by industry as a substitute for CM meth-
ods. AM might be considered as a technology that is still under development, so the
reasons, that could explain the slow AM adoption, could be related to limiting factors
(challenges) that are limiting its deployment in the I4.0 era. Therefore, the main aim of
this paper is to identify, consolidate and synthesize the current AM challenges that must
be overcome so that the industry adopts AM as the main production technology.

The paper begins by first presenting the literature review methodology in Sect. 2.
This is followed by explaining the findings, in Sect. 3, which are classified into five
categories, technical limitations, supporting technologies, management of operations,
supply chain configuration, and legal innovation. Based on the essence of each category,
conclusions are drawn in Sect. 4. Lastly, directions for future research are presented in
Sect. 5.

2 Literature Review Methodology

The research method used in this study was based on a systematic literature review [15],
consisting of an in-depth qualitative analysis of the state of the art published research
materials in the field.

The central question that this research asks, then, is: What are the global challenges
that are slowing down the adoption of AM technology by industry? To answer this
question, the review was carried out in four stages as depicted in Fig. 1.

Fig. 1. Research stages

First of all, the keywords were defined as the basis of the search strategy, which
was based on the inclusion and combination of terms classified into two groups. The
first is related to the technological field (Additive Manufacturing and 3D printing), and
the second is related to the fields of knowledge (operations management, supply chain,
inventorymanagement, production planning and scheduling), plus the term ‘challenges’.
In total there were twelve combinations that were then used to carry out paper search
activities (Fig. 2).
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Fig. 2. Keywords used for paper search

Second, four scientific online databases were identified and used to retrieve research
articles relevant to the study: Science Direct, Scopus, Core and IntechOpen. For the
search process, Boolean operators such as AND and OR were used to find articles
through these search engines. The publications considered in this study range from 1997
to the day of submission of this research paper. It is important to mention when some
concepts were unclear independent search was done by consulting trusted books and
reliable websites.

Thirdly, the selection of the most relevant papers was done by screening the titles
and abstracts. At this stage, we verified and made sure that the content of each research
paper was closely related to the combinations of the keywords defined in stage one.

Lastly, in stage four, an in-depth qualitative analysis of the selected papers was
done by reading the full-content of every research material. Here, we looked in detail
for weaknesses, problems, challenges, disadvantages, etc. for each field of knowledge
(defined in stage two) applied to AM technology.

3 Additive Manufacturing Global Challenges

The total gross number of research papers that emerged from the search in ScienceDirect,
Scopus, Core and IntechOpen databaseswas 9,889 for the twelve keyword combinations.
However, after removing duplicates and conducting the first and second screening, only
64 documents met the study requirements defined in Sect. 2 andwere selected as relevant
for this research. Table 1 presents a summary of the pertinent papers according to the
keyword (group 2) and publication time range. Additionally, 6 technical research reports
and institutional publications were considered, 8 websites with related content were
consulted as well as 5 books were referenced as of interest.
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Table 1. Relevant papers for the study

Keyword (group 2) Number of relevant papers Publication time range

Operations management 19 From 1997 to 2020

Supply chain 14 From 2004 to 2021

Inventory management 2 From 2019 to 2021

Production planning 3 From 2018 to 2019

Scheduling 4 From 2019 to 2021

Challenges 22 From 2010 to 2020

To the extent that in-depth analysis of the literature was carried out, the findings
and the deductions made by the authors were classified into 5 categories of challenges:
technical limitations, supporting technologies, management of operations, supply chain
configuration and legal innovation. See Fig. 3 below.

Fig. 3. AM challenge category

3.1 Technical Limitations

These are the limitations of AM technology itself from a technical point of view, and
within this category, two subgroups were identified. The first one is the generic limita-
tions which includes general drawbacks that apply to most of the seven AM techniques
defined by the American Society for Testing and Materials (ASTM), Binder Jetting,
Directed Energy Deposition, Powder Bed Fusion, Material Extrusion, Material Jetting,
Sheet Lamination and Vat Photopolymerization [16]. And the second one is the specific
limitations which precisely refer to the restrictions that apply to each of the seven AM
techniques.
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Based on the literature review, it was found that four generic limitations stand out
and are widely discussed by researchers. First of all, the limited palette of build materials
[17], although AM can be flexible in the use of a variety of plastics and metals, their
availability on the market is very limited and quite expensive, which leads to the use of
non-standard materials and generates extra cost, either through material properties or
through price. The most commonly used polymer, metal and ceramic build materials are
shown below in Table 2.

Table 2. Polymer, metal and ceramic build materials [18–21]

Material type Commercial
name

Material Platform Type

Polymer Fortus ABS
M30

ABS Fortus 400mc FDM

ULTEM 9085 PEI Fortus 400mc FDM

PA2200 Nylon 12 ESO P LS

Tangoblack
FLX973

Acrylic Object Connex Jetting

Veroclear
RGD810

Acrylic Object Connex Jetting

Polylactide PLA – FDM

Polycarbonate PC – FDM

Nylon 3200 Glass filled nylon – SLS

XTC-3D Epoxy resin – SLA / SLS

– Wax – FDM

Metal Ti6Al4V alloy Titanium Renishaw SLM250 SLM

Al 7075 Aluminium Realizer SLM50 SLM

Al 6061 Aluminium Realizer SLM50 SLM

AlSi10Mg Aluminium – SLM

Stainless 316L Steel Renishaw SLM250 SLM

Maraging steel
1.2709

Steel – SLM

15-5ph Steel – SLM

Inconel 625 Nickel alloy Realizer SLM50 SLM

Co28Cr6Mo Cobalt chrome alloy – SLM

Ceramic – Silica/Glass – SLS

Dental porcelain Porcelain ExOne Jetting

– Silicon-Carbide – SLM
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Second, the slowprocess speed [17] is themain limiting factorwhenwe talk about the
possibility to adopt AM for high volume production. For example, in a study conducted
by using a Laser Sintering EOSINT P100 system, the total processing time ranged from
720 up to 1430 min to produce from 5 up to 55 volume package of spare parts [17,
22]. Third, the poor dimensional accuracy [17, 22], in comparison to some non-additive
manufacturing processes. This property is important especially when we need precise
parts to be compatible with other hardware, so under this situation high dimensional
accuracy is a must. For example, it is said that in a Fusion Deposition Modelling process
an accuracy greater than ±0.5 mm is bad, less than ±0.5 mm is average, less than
±0.2 mm is good and less than ±0.1 mm is excellent [23]. So if a good or excellent
accuracy is not reached, it could lead to expensive post processing activities. And fourth,
the roughness of the surface finish [17, 22, 24] which includes the removal of support
structures activities, and depending on how much work it requires, it could also lead to
costly processing requirements as well.

Table 3. Defined AM process and cons of technology class [25]

Technology category Example vendor technology Challenges for industrial parts
production

Binder jetting ExOne M-Flex, Voxeljet Composite microstructure
(usually), intensive
post-processing may be required

Directed energy deposition Optomec LENS, Lincoln
Electric, Hybrid Laser-Arc,
Sciaky EBDM

Difficult to manufacture direct
parts

Powder bed fusion EOS DMLS, 3D Systems
SLS, Arcam EBM

Relatively slow, relatively
expensive, limited build volume
of parts

Material extrusion Stratasys Fused, Deposition
Modeling

Surface roughness due to raster,
requires support material

Material jetting Objet Connex, Optomec
Aerosol Jet

Requires materials compatible
with jetting (stricter for
structural than functional)

Sheet lamination Fabrisonic VHP-UAM,
CAM-LEM

z-Axis strength penalty,
maturing technology

Vat photopolymerization 3D Systems
Stereolithography

Lack of engineering polymers

On the other hand, specific process-driven limitations were identified for each of
the seven AM techniques [25]. These factors explicitly justify the non-adoption of AM
techniques at an industrial level. For example, in Powder Bed Fusion technology, the
platforms EOS DMLS, 3D Systems SLS and Arcam EBM the limitations are relatively
slow process speed, relatively expensive process and limited volume capacity. See Table
3 above.
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3.2 Supporting Technologies

Unlike the technical limitations (Sect. 3.1) that depend solely on AM processes capabil-
ity, the limitations associated with supporting technologies (for AM) depend on other
fields of study such as electronics, optics, etc. In this case, the focus is on metrology, the
science of measurement [26]. This field plays a key role in any transformation process
in the industry and has an intrinsic relationship with quality control because it is with
the instruments and equipment that metrology carries out the data acquisition. However,
to date, metrology in the field of AM has not made enough progress as to support the
deployment of AM at an industrial level [27].

Among the many features being considered by metrology in AM processes are
surface topography, surface texture [27–30], porosity [31, 32], cracking [33], thermal
issues [31, 34, 35],material supply [35, 36]. To have the control over these characteristics,
it is necessary to make the measurements in two moments of the process, during the
process (monitoring), and at the end of the process (inspection) when the final product
is out of the 3D printing machine.

Regarding monitoring techniques, one of the main objectives is to deal with porosity.
It is defined as a measure of the void spaces in a material which could be located between
layers or within a layer of a 3D printed product [32]. Porosity has a direct relationship
with a number of input parameters such as energy density, transverse speed and hatch
spacing so to a large extend voids depend on these factors that could affect the quality
of final product. Among the technologies that can help to quantify this variable, we
have, X-ray computed tomography [37] which was used to demonstrate that porosity in
structures made of TI6A14V by electron beam-PBF directly depends on hatching and
process parameters; infrared cameras, used to investigate porosity and other irregularities
caused by insufficient heat dissipation during the laser-PBF [31]; photodiodes and in-line
cameras, in order to stabilize a meltpool and keep the temperature within a pre-defined
window by doing this the occurrence of over-melted and zones of porosity (gas voids)
were prevented [34]. Another concern is temperature monitoring during the AM process
ofmetals, and for this purpose pyrometers have been used to understand the solidification
process ofmolten powder by studying the relationship between consolidation and surface
temperature [35]. But in addition to porosity and temperature, there are other variables
that need to be monitored in an AM metal process, in that sense several studies have
been carried out. For example, a high speed camera (Photron FASTCAM SA5 model
1300K C2) was used to study the effect of changing the layer thickness in a laser-PBF
[38], and an integrated visual control system (Phenix PM-100) was used to monitor the
deposition of powder layers and to check the position of the laser beam [36]. In Table
4, a summary of the current available in-situ monitoring modules are shown.
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Table 4. In-situ measurement techniques available [32, 39]

AM
process

Machine
manufacturer

Module name Failure mode
monitored

Parameter
altered

Equipment

EB-PBF Arcam LayerQam™ Porosity N/A Camera

L-PBF B6 Sigma, Inc.
specialist

PrintRite3D®
INSPECT™

Unknown N/A Thermocouple
and high-speed
camera

Concept Laser QM melt pool Melt pool
monitoring

Laser
Power

High-speed
CMOS-camera

EOS N/A Unknown N/A Camera

Edison Welding
Institute

N/A Layer area
height profile

N/A Digital
single-lens reflex
+ digital light
processing
(DLP) projector

DED DEMCON LCC 100 Melt pool
monitoring and
build height

Laser
Power

Camera

DM3D
Technology

DMD closed-
loop feedback
system

Depth
measurement

Laser
Power

Dual-colour
pyrometer and
three high-speed
CCD cameras

Laser Depth LD-600 Depth
measurement

Laser
Power

Inline coherent
imaging

Promotec PD 2000
PM 7000

Melt pool
monitoring
Melt pool
monitoring

N/A
N/A

CMOS-camera
1D photo
detector

Stratonics ThermaViz
system

Melt pool
temperature

Laser
Power

Two-wavelength
imaging
pyrometer

On the other hand, when it comes to 3D printed product inspection the main focus
is on the surface texture, and to carry out this activity different types of inspection
technologies are being explored and validated although most of them focus on AM
of metals as in the previous one. For example, based on the type of information they
can extract from the measured surface there are five groups of technologies [27, 29,
40] as shown in Table 5. The most commonly used is the stylus-based measurement
(profile topography measurement), but it is required to be quite careful while doing
the assessment since it could cause damage to the work piece. The reasons why it is
being highly utilized are ubiquitousness, low cost, lower training requirements and high
comfort for operators.However, it is important to highlight that areal technologies such as
focus variation and confocal microscopy (both optical techniques) have advantages over
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contact stylus because these offer the possibility of doing a three-dimensional (surface
topography is three-dimensional) analysis while the latter just offers the chance of doing
a two-dimensional analysis. A detailed study of the suitability of these techniques is
presented in [29]. So it is highly probable that focus variation and confocal microscopy
technologies would be the most common used as AM evolves overall.

Table 5. Surface texture measurement technologies [27, 29, 40]

Group Available technologies

Profile stylus Contact stylus

Areal topography measurement Imaging confocal microscopy

Focus variation microscopy

Continuous confocal

Coherence/vertical scanning interferometry

Chromatic confocal microscopy

Conoscopic holography

Atomic force microscopy

Elastomeric sensor

2D imaging Optical microscopy

SEM

Volumetric X-ray computed tomography

Other Raman spectrometry

Looking further, another study proposes an ideal smart production system [41] based
on the integration of thermal cameras and smart sensors, which could perform real-time
monitoring, collect data, implement corrective actions and continuously improve the
system’s performance. Although the authors acknowledge that to reach such a level
requires the development in the same direction of other I4.0 technologies, such as cloud
computing, big data management and artificial intelligence. In other words, this is about
smart manufacturing systems [42, 43] which could lead us to another level of challenges
such as cybersecurity [44, 45], aspects that are beyond the scope of this study.

The ASTM and the International Organization for Standardization (ISO) are also
playing a key role in accelerating the development of AM metrology. So they issued
the standard ISO/ASTM 52902 – 19 in order to normalise the measurement of process
parameters such as geometric accuracy, surface finish and minimum feature sizes [46].
But not only this, these institutions have been also working together, since 2013, on a
set of global standards applicable to AM materials and processes that definitely support
the AM deployment as well as the management of Quality Assurance within which
metrology is contained [47].

Despite the efforts made by academics and institutions such as ISO and ASTM until
today, we have to recognize that AM metrology is at research state [27], in other words
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literature evidence that all technologies being explored are being used to study and under-
stand different variables related to process parameters and final products characteristics
but not for data acquisition as part of an AM manufacturing system.

3.3 Management of Operations

Management of operations is concerned with creating, operating and controlling a trans-
formation system that takes a variety of resources as inputs and produces outputs of goods
and services needed by customers [48]. In a manufacturing environment several types of
decisions are made including operations strategy, product design, process design, qual-
ity management, capacity management, facilities planning, production scheduling and
planning and inventory control [49]. So following this line of concepts, the following
weaknesses have been identified from an operations management perspective:

First, the design for manufacturing and assembly (DfMA), which means the design
for ease ofmanufacture of the collection of parts thatwill form the product after assembly
with an end goal of making a better product at a lower cost [50]. The process of DfMA
in conventional manufacturing methods work under the design for manufacturing and
assembly guidelines, however with AM designers need to change the paradigm, since
the freedom of geometry to manufacture complex 3D products [8, 51] reduces the need
to design for assembly. Thus, engineers and designers needs to rethink the Design for
Additive Manufacturing (DfAM) process; otherwise, it may continue being advocated
as a limiting factor for AM adoption by industry [52].

Secondly, production cost management, which could be defined as a set of mathe-
matical methods and models used by companies who make products in order to ensure
that a product meets its profit targets. This subject is in a very early stage of research
since only two models have been developed according to the findings in the current
published literature. The first cost approach evaluates two different AM systems used
commercially for themanufacture of end-usemetal parts, ElectronBeamMelting (EBM)
and Direct Metal Laser Sintering (MLS), and by taking into account the cost of each
cm3 of material used, it was demonstrated that EBM and MLS are not suitable yet for a
high volume production since the productivity levels are still not the desired ones [22].
Even though the model reflects what happens in practice while using these EMB and
MLS processes, it only evaluates the scenarios of two of the seven AM techniques. The
second cost approach, unlike the previous one, proposes a model based on the stages of
the process that an AM system may require such as preparing geometry, building job
assembly, machine setup, building up, removing and cleaning up, then, the total produc-
tion cost is just simply the addition of the costs that each step generates [53]. Therefore,
there is a lot of work to be done in this direction, such as developing costing methods
considering the particularities of each of the AM techniques.

A subsequent limitation in AM is production scheduling, which deals with the allo-
cation of resources required to create products. Here, although the models focus on the
scheduling problem, they pursue different objectives. A time-oriented build utilization
model [54], in order to optimize the use of 3D machines’ capacity, focuses on group-
ing the production orders and combining them according to the product parameters;
then, by taking into account the available working time of the operators, the jobs are
assigned to the machines according to their availability. However, there is a notorious



326 Y. J. Arteaga Irene and W. K. V. Chan

weakness in this model, it does not take into account demand and deadlines, aspects that
are essential in scheduling. An energy-aware model [7] aims to reduce the cost of energy
consumption in FusionDepositionModellingAMprocess, it argues that by changing the
product parameters (layer thickness) and process parameters (temperature, speed, etc.)
a production scheduling could be prepared and by doing this electricity costs would be
potentially reduced. Although energy savings can be significant by applying the model,
the quality of the final product could be greatly affected. A time-oriented model pursues
to reduce the cycle time [55], since the author recognizes that this drawback is one of
the main reasons why AM is not implemented in large-scale production, so the model
proposes a Fused Filament Fabrication (FFF) AM systemwith two printheads that could
work simultaneously and thus reduce cycle time. Nevertheless, the method just applies
for FFF AM process and there is little formal evidence that it could be replicated at an
industrial level. A profit model [56] attempts to maximize the return per unit by devel-
oping a maximization algorithm which applies to a Powder Bed Fusion (PBF) system,
but it ignores the process and product parameters. A simulation model [57] assesses
different scheduling policies, such as FIFO and Earliest Due Date, to assign jobs to AM
chambers. The objective is to optimize the overall throughput of the system, but without
considering the costs. Other studies [58–60] focus only on optimizing the orientation of
the products to be printed within the AM cameras or 3D printing platforms, that is to
say in a single stage of the process, and do not evaluate the (potential) AM production
system as a whole.

How to manage capacity in a potential AM manufacturing system in order to run a
process efficiently is another challenge that need to be addressed. It has been said that
AM is a parallel technology because multiple parts can be printed in individual builds or
in one batch as long as they require the same raw materials [17], but how to fully utilize
a 3D printing platform? Considering that we may require just one or multiples parts but
with different characteristics (different materials). In other words, operators face a build
volume capacity utilization problem, because if capacity is not fully used, the process
may be run inefficiently [17]. A good example, is the study which focused on exploring
the effect of “parallelity” [61]. It demonstrated that printing just one part versus printing
a fully used 3D platform, the specific energy consumption per Kg deposited is higher in
all six AM evaluated platforms (SLM 250, M3 Linear, EOSINT M 270, A1, EOSINT P
390, FDM 400c). Thus, how to manage capacity in an AM environment remains unclear
and has not been sufficiently explored.

Another important point in operations management that has been slightly studied
so far is spare parts inventory management because very few approaches have been
developed to address this issue. First, we have a Poisson-based demand inventory man-
agement approach, which based on a parametrical analysis of the mechanical properties,
and economic and technological parameters, helps to make a decision between using
AM and CM by applying decision trees models [62]. Another approach addresses the
issue assuming that a producer has infinite capacity to make slow moving parts with
either CM or AM, and who manages a policy (S-1, S) for inventory, then, by applying
Markov Chain models gets the conclusion that AM is better than CM since the latter
has long set-up times [63]. Looking at it in another way, AM could potential help the
armed forces to manage inventory of weapons during war times. The proposed model
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states that after fighting in the battlefield damaged spare parts can be printed and guns
can be immediately repaired [64]; however, we will need to make sure that 3D printing
machines are in a safe place; otherwise, machines may be destroyed by enemy’s attacks.
Researchers agree that the use of AM for spare parts inventory would provide bene-
fits over CM [62] due to the short setup times of machines and the tool-less processes
[65], the possibility of making the right part, in the right quantity and at the place of
consumption [66], and the opportunity to tremendously reduce inventory holding costs
[67]. Beyond all the potential advantages that AM can offer for inventory management,
there is still a high price, at least until today, we have to pay that is, quality (see technical
limitations in Subsect. 3.1 and supporting technologies in Subsect. 3.2).

3.4 Supply Chain Configuration

It may be said that AM could change the entire supply chain (SC) configuration in a
potential scenario inwhichAM technologies govern industrial production.Many authors
agree about the potential benefits that it brings to the table for environmental sustain-
ability such as reducing carbon emissions [68], material consumption [69, 70], material
waste [10], the number of suppliers [71] and reduction for logistic services of final parts
[72]. Thus, it seems that the benefits that AM offers to the environment are not under
discussion.

From another perspective, sustainability is also supported by the economic pillar. In
otherwords, a potential adoption ofAMhas to generate economic value for the economic
actors; otherwise, the gaze of industry practitioners will go in another direction. So what
does AM bring to SC from an economic perspective? According to current literature, it
basically offers the possibility of having a distributed SC [73] instead of a centralized or
decentralized one (see Fig. 4), whichmeans production facilities would be located closer
to the customer or near the point of consumption. The benefits that could be derived from
this potential change are: (a) virtual inventory [74] instead of physical, which means no
need for regional warehouses or distribution centres (for final products), (b) reduction of
the SC lead times [75] which means a better responsiveness to customer demand, and (c)
reducing the need for factories with huge facilities. Although a SC with localized AM
production assumes simplification and substitution for conventional manufacturing, the
current state ofAMdoes not yet satisfy these assumptions [72]. Therefore, the challenges
for this aspect are the absence of frameworks and models to manage (1) the design of
AM facilities, (2) the location of AM facilities, and (3) the logistics service to deliver
build materials in a distributed supply chain. To the knowledge of the authors, there is
no evidence in the current literature regarding these points.

Fig. 4. Supply Chain configurations: (a) Centralized, (b) Decentralized, and (c) Distributed [76]
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There are points at which economic and environmental sustainability are interde-
pendent such as, in AM technologies, energy consumption and production costs. AM is
frequently prone to higher unit costs [73] than CM, and one of the reasons is the quite
high demand for energy, especially if we project to use AM for large scale parts andmass
production [77], electricity consumption would be extremely high which could have a
direct impact on production costs and the environment as well. A number of researchers
have addressed this issue and have developed a series of models [7, 78, 79]; nonetheless,
others [80, 81] claim that to date there is no clear and strong evidence to argue that
AM is better than CM environmentally speaking (from an energy consumption point
of view). Therefore, this particular matter remains under research and is probably the
biggest challenge in ensuring a healthy supply chain.

3.5 Legal Innovation

AM is guiding us towards a new era of manufacturing and beyond the technical aspects
that this implies, along the way, new concerns are emerging such us the legal facet. The
required work in this regard, rather than the participation of the researchers, it requires
the action of the people responsible for making the law. The crucial concerns that need
to be addressed from a legal perspective, include intellectual property (IP), liability, and
security issues.

Intellectual property refers to creations of the mind, such as inventions; literary and
artistic works; designs; and symbols, names and images used in commerce [82]. The
main AM issue related to this is who actually owns the IP rights of 3D printed product
since AM allows almost anyone to re-create an existing product and modify, print, use
and distribute it without permission of the original creator [83]. One of the means that
greatly facilitates the dissemination of 3D CAD designs in an illegal way is the Internet,
so stealing a 3D design has probably never been easier than now [84]. According to
current laws [e.g. U.S.] it is clear that 3D machines, 3D materials and process could
be protected by patent laws, while 3D software design could be protected by copyright
laws [85]; however, what is unclear is to define if the designer or the manufacturer or
both own the IP rights. Additionally, there are some queries that remain opened for an
answer. For example, whether modified files by a third-party could be considered as
infringement of IP laws or not, if so how to track them all over the world.

With respect to liability, the issue under discussion, in current literature, is about who
assumes responsibility in case a user gets a 3D printed product with defects [86] andmay
be injured by using this product [87], or even worse when a patient gets a 3D bio-printing
organ or device and it fails afterwards. Many actors involved in the production process
and in supply chain could be liable such as the owner of the 3D printer, the supplier of the
3D printer, the supplier of the materials, the designer, the person loading and sharing the
files, and the person printing the 3D product [87]. It seems that the process of identifying
who is responsible for this would be quite difficult and it has not been yet addressed by
the law makers.

Regarding security matters, the objective is to make sure that AM is used properly
and for good reasons, so the society can fully enjoy the benefits. Nevertheless, AM
could be misused and potential risks may include designing and making weapons [88,
89] which can be easily distributed through internet, combining animal and human tissue
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to improve organs of patients who can get competitive edge over others (e.g. sports and
military), and producing biohazards or bioweapons [87]. Therefore, the way to prevent
these situations fromoccurring in practice is a challenge thatmainly governments have to
address because it is an issue that could somehow endanger the security of civil society.

4 Summary of Findings

So far as we have analysed in detail the five categories of challenges that are slowing
down the adoption ofAM technology by industry.A total of 18 challengeswere identified
or deducted by the authors. See Table 6 below.

Table 6. AM global challenges

Category Challenge Subsection

Technical limitations 1. The limited palette of build materials
2. The slow process speed
3. The poor dimensional accuracy
4. The roughness of the surface finish

3.1

Supporting technologies 5. In-process monitoring techniques under
development
6. 3D printed product inspection techniques under
development

3.2

Management of operations 7. No standardized and approved methodology for
the DfAM process
8. Lack of production cost management models
9. Lack of production scheduling models
10. Lack of capacity management approaches
11. Lack of spare parts inventory management
models

3.3

Supply chain configuration 12. Lack of methods to manage AM facilities design
13. Lack of methods to manage AM facilities
location
14. Lack of methods to manage logistics service to
deliver build materials
15. High energy consumption

3.4

Legal innovation 16. Intellectual property issues
17. Liability issues
18. Security issues

3.5

Technical limitations are shortcomings of AM itself such as the limited palette of
build materials, the slow process speed, the poor dimensional accuracy and the rough-
ness of the surface finish. Supporting technologies is basically about AMmetrology and
the current limitations are related to in-process monitoring techniques and 3D printed
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product inspection techniques which both are under development. Management of oper-
ations limitations include a no standardized and approved methodology for the DfAM
process and the lack of methods or models for production cost management, production
scheduling, capacitymanagement and spare parts inventorymanagement. Supply config-
uration drawbacks include lack of methods to manage AM facilities design and location,
methods to manage the logistics service to deliver build materials and high energy con-
sumption. And legal innovation challenges are related to intellectual property, liability
and security issues. It is important to highlight that these challenges represent the main
limiting factors of AM and the same time are the key points in which research should
focus on in order to accelerate the adoption of AM technology by industry.

5 Conclusions

AM’s challenges were identified and analysed from a broader perspective rather than
just the technical angle. It may be said that now it is clearly stated that there are five
categories in which AM’s challenges lie, technical limitations of AM itself, supporting
technologies such as metrology, management of operations, supply chain configuration,
and legal innovations.

The technical line includes challenges of AM itself and it is associated with the
availability of input materials and capability of AM techniques to 3D print products
that meet technical requirements. Two groups were identified, the generic and specific
limitations. The first one encompasses drawbacks than apply to most of the seven AM
techniques defined by ASTM, these are limited pallet of build materials, slow process
speed, poor dimensional accuracy, and roughness of the surface finish, while the second
describes shortcomings that apply exactly to each of theAM techniques such forDirected
Energy Deposition is difficult to manufacture direct parts, for Vat Photopolymerization
there is lack of engineering polymers, and so on.

Metrology plays a vital role in any manufacturing process and in AM transition
could not be the exception. It is crucial for AM deployment at an industrial level as a
supporting technology. Two categories were identified here, technologies for monitoring
AMprocesses, and technologies for inspections of 3Dprinted products. There is a variety
of technologies being explored in each category; however, all of them are at research state
at this point. In other words, none of the metrology methods presented in this research
paper has been universally accepted by manufacturers or regulators, so there is quite a
lot of work to do in this direction.

Themanagement of operations in an industrial system is supported by different types
of decision models, methods, techniques, and frameworks. Concerns regarding how to
manage, DfAM, production costs, capacity, production planning and scheduling, and
inventory have been explored and different preliminary models have been proposed;
nonetheless, as AM technologies have not been fully adopted by industry, it is expected
that more research would be needed to adjust the current models or to develop new ones.

The impact of AM on SC was clearly stated, AM supply chains configuration would
potentially change from a centralized and/or decentralized shape (traditional) to a dis-
tributed one (current). As a consequence, environmental sustainability seems to be guar-
anteed, but economic sustainability is not yet. Specific challenges in a distributed supply
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chain include, the high demand for energy consumption, the location of AM facilities,
and distribution of building materials.

The emergence of any new technology implies innovation in legal matters in order
to make sure that society may enjoy the benefits that it brings. AM is a digitalized
technology so 3D CAD designs and products can be easily reproduced and distributed
without authorization of the original creator. Additionally, in a distributed SC, AM losses
control, now consumers can freely design, modify and printed 3D products, but who is
liable when a 3D product causes damage to the user (e.g. injuries, poisoning by toxic
materials) has not been addressed yet. Lastly, AM could be hypothetically misused such
as tomake 3D printed guns, biohazards, bioweapons, etc. thus, put the security of nations
at risk. Therefore, holistic approaches to address IP rights, liability matters and potential
security issues are required from academics, researchers, institutions and governments.

6 Directions for Future Research

This research has presented a conceptual summary of AM challenges, which can serve
as an underlying basis for understanding issues that need attention from researchers,
regulators, and governments. The findings presented are not free of a set of limitations
inherent to the research question and method chose for this investigation. Consequently,
this research discloses further research directions concerning to AM deployment or AM
adoption by industry, which may help in fostering research on AM.

First of all, quality control in a prospective scenario in which AM is the main pro-
duction technology requires further research. In CMmanufacturing sampling is required
in order to collect process’ data, after that by applying statistical analysis control charts
are drawn, and then judgment whether the process is under control or not is done. How-
ever, AM promises to be a completely automated technology which would capable of
managing its own data collection and in real time (although it depends on advances in
metrology), so how to perform AM quality control is a problem waiting for answers.

Secondly, safety and security issues, for the researchers’ opinion, not only require
further but also urgent anddeeper research in order to put limits to all conceivable possible
ways in which AM can be misused and endanger the public security. The initiative of
governments is vital but the support of researchers and academia would be essential
to address the issue in a preventive manner and clearly define what can and cannot be
printed using AM technology.

Lastly but not least, organizational innovation in relation to how willing the indus-
try is to adopt technologies in its processes, because to make a technological change,
companies do not have to wait for AM to be fully developed, they can make partial
migrations and obtain benefits along the way, in other words, AM can flourish as they
begin to innovate by adopting it. But how willing are companies to adopt AM at this
point is something that needs to be addressed and measured as well, then we have an
idea about how far we are from the heyday of I4.0.
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Abstract. Ambulance offload delay (AOD) occurs when emergency
medical services (EMS) transferring a patient to a busy hospital emer-
gency department (ED). It is a crucial bottleneck for patient cares on
both patient and ambulance sides that delays the transfer of a patient
from an ambulance to the emergency department, which will nega-
tively influence the care quality and efficiency. This paper formulates
the AOD problem as a Markov decision process (MDP) and develops an
approximate dynamic programming (ADP) approach to overcome the
curse of dimensionality. We formulate the problem based on the post-
decision states and derive two approximate dynamic programming solu-
tion algorithms using linear regression and neural network frameworks.
The numerical result shows that the transfer policy obtained from our
solution approach outperforms the myopic policy, which always transfers
patients to the closest hospital. Our findings suggest that our approach
can effectively alleviate the AOD problem, improve health care quality,
and improve the overall system efficiency.

Keywords: Approximate dynamic programming · Markov decision
process · Ambulance offload delay · Healthcare

1 Introduction

Ambulance offload delay (AOD) occurs when emergency medical services (EMS)
transferring a patient to a busy hospital emergency department (ED). It is a
crucial bottleneck for patient cares on both patient and ambulance sides. If the
ambulance cannot hand over the patient to the hospital immediately due to the
absence of empty beds, the paramedic has to continue serving the patient until
a bed becomes available. This causes a delay for the patient to get timely care
and keeps the ambulance from getting back to serve incoming new calls.

Most EMS systems transfer patients based on static rules that always transfer
patients to the nearest hospital in current practice. This scheduling policy is
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myopic because it only considers the current call and ignores the current level of
congestion at each hospital and the potential impact on future patients. Many
systems use ambulance diversion to handle AOD, which does not accept new
patients transferred by ambulances when the ED is too crowded, but this does
not fundamentally solve the AOD problem.

In this paper, we model the ambulance offload delay problem as a Markov
decision process (MDP) to determine which hospital to transfer each patient
to in order to reduce ambulance offload delay. However, due to the curse of
dimensionality, this MDP is intractable in practice when the state space is large.
We use an approximate dynamic programming approach with several designed
basis functions to deal with this problem. We formulate the problem based on the
post-decision states and derive two approximate dynamic programming solution
algorithms using ridge regression and neural network. We find that both solution
algorithms converge quickly, and the corresponding policies obtained from our
solutions outperform the myopic policies.

The rest of this paper is organized as follows. In Sect. 2, we review the relevant
literature. In Sect. 3, we introduce the Markov decision process formulation. In
Sect. 4, we present the approximate dynamic programming formulation and two
ADP algorithms using ridge regression and neural network approaches, while in
Sect. 5, we discuss the basis functions used in our solution. In Section 6, we show
the performance of the algorithm in numerical experiments. We conclude this
paper in Sect. 7.

2 Literature Review

2.1 Ambulance Offload Delay

The ambulance offload delay problem has become an active research topic in
recent years. It was first derived from the EMS turnaround time interval concept,
and many works have been conducted in developing, measuring, and studying
possible solutions to the AOD problem.

[1] first defined the concept of EMS turnaround interval, which is the time
from the arrival of an ambulance at a hospital to the return of the ambulance
to service. [2] analyzed the key factors that facilitate EMS turnaround time in
the presence of overcrowding in receiving facilities. [3] showed the validity of this
turnaround time interval as an accurate measure of the AOD problem.

The importance of the AOD problem was first studied by [4], who showed
the potential impact of AOD on the overall efficiency of EMS and ED systems.
[5] developed algorithms to calculate performance metrics for systems facing
the AOD problem using Markov chain models. In recent years, [6] developed a
queuing network to model the interaction between EMS providers and regional
EDs and investigated the impact of patient routing decisions on AOD. [7] gives
a comprehensive overview of the ambulance offload delay problem.

The paper most relevant to us is [8]. This paper develops an MDP model
for determining the optimal ambulance destination policy with urban and com-
munity hospitals. They assume that only urban EDs face the AOD and the
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community hospital is always empty. The main idea is that when there is a
potential offload delay in the urban hospital, it may be better to transfer the
patient to a community hospital that is empty even if it the travel distance is
longer. The state space for the model is huge when the number of ambulances in
a city is large, and solving such a large system becomes intractable using MDP.

Although MDP models guarantee to find the optimal policy, their computa-
tional complexity limits their use to small systems due to the curse of dimension-
ality. For larger problems, they usually fail severely computationally. Therefore,
many works have tried to handle this issue using approximate dynamic program-
ming (ADP).

2.2 Approximate Dynamic Programming

A comprehensive introduction to the application of Approximate Dynamic Pro-
gramming in the operations research field can be found in [9] and [10].

[11] used the same model as [9] to solve the ambulance dispatching problem.
They use a clustering approach to approximate the state value function and
then adopt approximate dynamic programming to solve the emergency vehicle
relocation and dispatching problem to reduce the average response time. The
seminal paper by [12] applies approximate dynamic programming to the emer-
gency vehicle redeployment problem. They design several basis functions and
use a one-step bootstrap method to estimate complex expectations in Monte
Carlo simulations and apply a least-squares method based on linear function
approximation to learn approximate state values. [13] studied the dispatching
and redeployment of emergency vehicles and also used approximate dynamic pro-
gramming to solve this problem to obtain a good policy. [14] uses approximate
dynamic programming algorithms to study when patients in busy departments
need to be transferred to other departments in the emergency room to reduce
patient wait times. [15] applies the value approximation method in time dif-
ference learning to find the optimal emergency service scheduling policy. [16]
studies the military medical evacuation dispatching problem using approximate
dynamic programming and basis functions.

Our paper models the ambulance offload delay problem as a Markov deci-
sion process (MDP) and derive two approximate dynamic programming solution
algorithms to solve the problem. The corresponding policy obtained from our
solutions reduce the offload delay time and potentially improve the survivability
of the patient due to a faster delivery to the emergency department.

3 Markov Decision Process Formulation

We study a system with a total of N ambulances in a geographical region
R ⊂ R

2. We assume that the ambulances operate according to a centralized
system following a fixed policy in dispatch and relocation. Our decision is made
only when a unit finishes its service at the scene, and the patient needs to be
transported to a hospital. Therefore, we only consider time points when patient
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transports are needed. We assume a total of H hospitals in the region and
let H := {1, · · · ,H} be the set of hospitals. Transporting requests arrive in
region R according to a non-homogeneous Poisson point process with intensity
{Λ(t, x, y, n) : t ≥ 0, (x, y) ∈ R, 0 ≤ n ≤ N} at time t of the day and location
with coordinate (x, y) when the number of busy units is n.

Λ(t, x, y, n) =

{
Λ(t, x, y), if n < N,

0, if n = N.
(1)

We note that arrival intensity is independent of the number of busy units when
there is at least one available unit.

We partition the region R into J sub-regions and associate a center of mass
with each sub-region Rj ⊂ R, which is also referred to as demand node j. Note
that J can be as large as needed to make a granular division. Denote the total
transporting request arrival rate in node j at time t as

λj(t) =
∫

Rj

Λ(t, x, y)dxdy. (2)

Let B be the total number of call priority levels and let the set of priority
levels be B = {1, 2, · · · , B} each with probability pb(t), which is also time-
dependent. Denote τ(x1, y1, x2, y2) as the mean travel time from point (x1, y1) to
(x2, y2), which is assumed to be deterministic and known beforehand. Ambulance
turnaround time at a hospital depends on the total number of patients. Let lbh

be the queue length of level-b patients at hospital h. We assume that patients
with higher priorities will be served before those with lower priorities. Thus, a
patient’s total waiting time consists of three parts: i) waiting time for the patients
with higher or equal priorities arriving before the patient, denoted by ψw; ii)
waiting time for the patients with higher priorities arriving after the patient
and before the completion of his service, denoted by ψa; iii) his service time,
denoted by ψs, that follows a general distribution with cumulative distribution
function F . Thus, the total time from call location until a patient is offloaded is
ttot = τ + ψa + ψw + ψs (Fig. 1).

Fig. 1. M/M/1 priority queue workflow for the case B = 2
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We let tuple ai = (ui, ti, xi, yi, di, bi) be the state of ambulance i, where ui is
the status of the ambulance, ti is the starting time of a new status, di ∈ H is the
destination hospital if applicable or empty otherwise, bi ∈ B is the priority level
of its patient if applicable or empty otherwise, and (xi, yi) is the call location.
There are three different statuses of an ambulance. In particular,

ui =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, if unit i is available,
1, if unit i is ready for patient transportation,

2, if unit i is transporting patients to hospital,
3, if unit i is waiting for offload.

(3)

We let a = (a1, a2, · · · , aN ) be the state of all ambulances.

3.1 State Space

Let l be the set that contains the length of each queue at each hospital and the
starting time of the current service at the beginning of the queue. We have

l = {(lbh, t∗bh) : b = 1, · · · , B, h = 1, · · · ,H}, (4)

where t∗bh is the starting time of the current service at hospital h for level-b
patient. We let t∗bh = ∅ if all patients in the queue are waiting for service. Define
S as the state space and s ∈ S is the state of the system. We have

s = (t, l,a), (5)

which is a tuple of current time, all queue statuses, and all ambulance sta-
tuses. The times in the state variable allow a Markov formulation for the non-
Markovian elements in the system.

3.2 Action Space

An action in this problem is the choice of the destination hospital for an ambu-
lance that needs transporting to the hospital, so the action space is given as

A = H . (6)

We define a ∈ A as an action from the action space. An action is needed when an
ambulance is ready for patient transportation, i.e., if there exists an ambulance
i such that ui = 1.

3.3 Costs

We assume that the weight for each patient type is wb, and the cost for each
transport is the weighted total time wbt

tot. However, we can not get the full infor-
mation of ttot during the state transition period. Instead, we use the expectation
E [ttot] to calculate the approximated cost.



342 C. Hua and W. Xing

Define cπ(s) as the cost of being in state s following policy π. We have

cπ(s) =

{
wbE [ttot] , if ui = 1,

0, otherwise.
(7)

3.4 Policy Space

We define the policy space as Π, the set of all feasible policies. A policy π ∈ Π
is a mapping from the state space to the action space, π : S → A. Specifically,
π(s) = a, a ∈ As. The optimal policy π∗ ∈ Π is the policy that minimizes the
average cost over all time steps. Our goal is to find a good policy that is close
to the optimal policy.

We use a benchmark policy which transports the patient to the closest hos-
pital, denoted by πm ∈ Π. We have

πm(s) = arg min τ, ∀i ∈ A,∀s ∈ S. (8)

Transferring patients to the closest hospital is a policy widely used in emer-
gency service systems. This policy is myopic as it does not consider ED conges-
tion and other patients who are waiting at the hospital.

3.5 Bellman’s Equation

Define Aπ(st) as the function that outputs an action at for a state st ∈ S at
time t based on a given policy π. Our MDP model aims to find the optimal
policy π∗ from the classes of policies π ∈ Π, which minimizes the expected total
discounted cost. This objective can be expressed as

min
π∈Π

E
π

[ ∞∑
t=1

γτtC (st, A
π (st))

]
, (9)

where γ is the time discount factor and τt stands for the system time at state
st. It can be solved using the Bellman’s Equation

V (st) = min
at∈H (st)

(
C (st, at) + γ(τt+1−τt)E [V (st+1) | st, at]

)
(10)

However, the exceptionally high dimensionality in this problem makes it
intractable to solve. Thus, instead of solving Bellman’s equation directly, we
propose two solutions using approximate dynamic programming techniques to
reduce the dimensionality of this problem.

4 Approximate Dynamic Programming Formulation

In this section, we present two approximate dynamic programming solutions to
the ambulance optimal dispatch problem. They are based on the approximate
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policy iteration but differ in the way of approximating the value function. Our
solutions approximate the value function via a post-decision state, which refers
to the state sa

t right after a pre-decision state st and the corresponding action a
is taken. The Bellman’s Equation with post-decision state st can be written as:

V a (sa
t ) = E

[
min

at+1∈H (st+1)

(
C (st+1, at+1) + γ(τt+1−τt)V a

(
sa

t+1

)) | sa
t

]
(11)

Equation (11) is computationally intractable due to the curse of dimension-
ality. Thus, we construct five set of basis functions {φn(·) : n = 1, ..., N} as the
key representation of the state that are used to approximate the value function
of each state. The basis functions are explained in detail in Sect. 5.

4.1 Policy Iteration with TD-Learning

The approach uses the policy iteration strategy with temporal difference learn-
ing for policy evaluation. Compared with the traditional least-squares temporal
difference learning, we apply Ridge regression in the approximation algorithm to
reduce variance. By updating the policy and the value function approximation
iteratively through the policy evaluation phase and policy improvement phase,
our solution converges within a short period. The value function approximation
given the basis functions can be written as:

V̄ a (sa
t | θ) =

∑
n∈N

θnφn (sa
t ) ≡ θT φ (sa

t ) (12)

Moreover, for the Bellman’s Equation with the post-decision state (11), we
have

θT φ (sa
t ) = E

[
C (st, A

π (st | θ)) + γ(τt+1−τt)θT φ
(
sa

t+1

) | sa
t

]
(13)

The TD-Learning algorithm (1) starts from initializing the basis function
weights θ, and then enters into the phase of policy iteration. In each iteration,
we first update the policy for each state based on the current approximation of
the value function. We simulate T post-decision states given the current policy
and record the corresponding cost and the temporal difference of the basis func-
tions for each post-decision state in the simulation process. At the end of each
iteration, we run Ridge regression for the temporal difference of the basis func-
tions on the recorded costs to obtain the estimator for weights θ̂ridge . Finally,
we update the current weights by smoothing the old weights with the newly
obtained ones. Then the algorithm enters into the next iteration.
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Algorithm 1. Policy Iteration with TD-Learning
1: Specify T and K
2: Initialize the basis function weights with small, random value near zero: θ ← 0
3: while k ≤ K do
4: Set t = 0
5: For each state st ∈ S, update the policy

Aπk (st | θ) = argmin
at∈H (st)

{
C (st, at) + γ(τt+1−τt)V̄ a (sa

t+1 | θ)
}

6: Starting from a random state s0, generate a post-decision state trajectory
{sa

t | t = 0, 1, . . . T} using the simulator based on the current policy πk

7: Record the corresponding costs {ct ∈ C | t = 0, 1, . . . T} from the output of the
simulator

8: for t = 0 to T do
9: Record the basis functions for the current state: φi(st), i ∈ {1, ..., N}

10: Rearrange Equation (13), we have all terms deterministic now:

θT
[
φ (sa

t ) − γ(τt+1−τt)φ (sa
t+1)

]
= ct

11: Calculate the temporal difference {dt ∈ D | t = 0, 1, . . . T} by

dt = φ (sa
t ) − γ(τt+1−τt)φ (sa

t+1)

12: end for
13: Run Ridge regression for the recorded cost C on the recorded temporal difference

D

θ̂ridge =
(
D′D + ηI

)−1
D′C

14: Update the basis function weights

θ = αθ̂ridge + (1 − α) θ

15: k = k + 1
16: end while
17: Output: Policy π∗ = πK

4.2 Policy Iteration with Multilayer Perceptron

In this solution, we use Multilayer Perceptron (MLP) as a representation of
the neural network to approximate the value function. We construct a neural
network with different layers of nodes and sigmoid activation function. Hence
the value function approximation given basis functions can be written as:

V̄ a (sa
t | Θ) = E

[
C (st, A

π (st | Θ)) + γ(τt+1−τt)V̄ a
(
sa

t+1 | Θ
) | sa

t

]
, (14)
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where Θ is the set of all weights of the neural network. V̄ a (sa
t | Θ) are computed

by forward propagation of the MLP, where the input is the set of basis functions
of the current state.

The MLP algorithm (2) uses the neural network framework to approximate
the value function, which is instantiated with MLP. The algorithm also starts
by initializing the weights for each nodes in MLP and then enter into the policy
iteration phase. In each iteration, we update the policy given the current MLP,
and then simulate T state transitions with this policy. For each state, we calculate
the approximated value by adding up the current cost and the prediction for the
next state value using MLP forward propagation. Then we calculate the loss
between the approximated value with result of MLP forward propagation for
the current state, and then use back propagation to update the weights at the
end of each iteration.

Algorithm 2. Policy Iteration with Multilayer Perceptron
1: Specify T and K
2: Initialize the node weights in MLP with small, random values near zero: Θ ← 0
3: while k ≤ K do
4: Set t = 0
5: For each state st ∈ S, update the policy

Aπk (st | Θ) = argmin
at∈H (st)

{
C (st, at) + γ(τt+1−τt)V̄ a (sa

t+1 | Θ)
}

6: Starting from a random state s0, generate a post-decision state trajectory
{sa

t | t = 0, 1, . . . T} using the simulator based on the current policy πk

7: Record the corresponding costs {ct ∈ C | t = 0, 1, . . . T} from the output of the
simulator

8: for t = 0 to T do
9: Calculate the realization of the value function approximation for current state

st

vt = ct + γ(τt+1−τt)V̄ a (sa
t+1 | Θ)

10: end for
11: Calculate the least square loss function

L(Θ) =

T∑
t=0

[
υt − V̄ a (sa

t | Θ)
]2

12: Use Back-propagation to update the neural weights Θ in MLP

Θ = αΘ̂ + (1 − α) Θ, Θ̂ = arg min
Θ

L(Θ)

13: k = k + 1
14: end while
15: Output: Policy π∗ = πK
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5 Basis Functions

This section describes the basis functions {φn(·) : n = 1, ..., N} that we used
in our value function approximations. Our problem formulation has five basis
functions that are designed to contain both the deterministic and stochastic
information of a given state s.

5.1 Patient Priority Level

The first set of basis functions captures the patient priority level for each patient.
The value of the priority level for the ith patient in state s is denoted as bi(s) ∈
{1, ..., B}. If the current ambulance is idle, this basis function will return the
default value zero.

φ1i(s) =

{
bi(s), if ui ∈ {1, 2, 3}
0, otherwise.

i = 1, · · · , N (15)

5.2 Target Hospital of Patient on the Way

The second set of basis functions records the target hospital of each patient
during the transportation process. For the ith ambulance on the way of trans-
portation in state s, its status ui = 2 and the corresponding target hospital is
di(s).

φ2i(s) =

{
di(s), if ui = 2,

0, otherwise.
i = 1, · · · , N (16)

5.3 Queue Length of Priority Level at Hospital

The third set of basis functions computes the queue length of each priority level
at each hospital. For the bth priority level at the hth hospital in the current state
s, the corresponding queue length is expressed as l(s)bh.

φ3bh(s) = l(s)bh b = 1, · · · , B; h = 1, · · · ,H (17)

5.4 Expected Waiting Time of Patient

The previous basis functions have already captured the deterministic information
in the current state s. However, the time for offloading the patient at the hospital
and the arrival time for new calls are stochastic. The fourth set of basis functions
attempts to capture the stochastic information for the total service time.

φ4i(s) =

{
E [ttot

i (s)] + ti(s) − t(s), if ui = 1,

0, otherwise.
i = 1, · · · , N (18)



Patient Transfer Under Ambulance Offload Delays 347

where ttot is the total service time mentioned in MDP formulation, which con-
tains the travel time, waiting time within a queue, and the offload time. Since
the waiting time within a queue and offloading time both are random variables,
the ttot is a random variable as well. To subtract the past time, we further add
two adjustment term, where ti(s) is the starting time of current transportation
and t(s) is current system time.

5.5 Expected Number of Arrivals Within the Next T Unit of Time

The last set of basis functions considers another stochastic information in the
current state s, the future expected number of call arrivals within a certain
time T .

φ5(s) =
∫ t(s)+T

t(s)

∫∫
V

Λ(t, x, y)dxdydt (19)

The call arrival rate Λ(t, x, y) is a function of the current time t and current
location (x, y) in the region. We integrate it over a unit area V and a unit time
T to obtain the expected number of call arrivals.

6 Numerical Results

This section shows the numerical results of our two ADP solutions compared
with the myopic policy, which always sends the patient to the closest hospital
in the system. We created an imaginary region that is partitioned into J = 81
demand nodes (9 × 9 grids). We chose the location of three hospitals to be
uniformly distributed within the grids. The offload time for each ambulance at
hospital were assumed to follow an exponential distribution. In the simulation,
we placed 9 ambulance in the region. We also assumed two priority levels, urgent
and non-urgent patients. The weight for the urgent type of patients was twice
as the non-urgent type.

Our ADP solutions were applied to the post-decision states, which were
obtained by running the simulation algorithm up to 25 iterations. Within each
iteration, we simulated over 100,000 state transitions. Beyond the myopic pol-
icy, we also compared with the policy that transferring patients to the closest
non-full hospital under the assumption that communication existed between the
ambulance and the ED before transferring. The recorded weighted time in each
iteration for both algorithms are shown in Figs. 2a, 2b respectively.
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(a) Weighted time cost for TD-Learning Algorithm (b) Weighted time cost for MLP Algorithm

Fig. 2. Performance of TD-Learning and MLP solutions

We observed that the weighted time cost converged fast in the first several
iterations, which showed that our approximation to the value function reached a
reasonable accuracy. Compared with TD-Learning algorithm which uses Ridge
regression to approximate the value function, the MLP approximation is more
effective and accurate. This is due to the complexity of the system that cannot
be approximated well with a linear structure.

Table 1. Numerical results for different parameter settings

Simulator settings TD Settings MLP settings Weighted time (min) Improvement

1/λ1 1/λ2 α γ K Penalty η Layers Nodes TD MLP Myopic TD(%) MLP(%)

5 10 0.5 0.7 15 100 4 50 8.96 6.81 14.70 39.04% 53.67%

5 10 0.5 0.9 15 100 4 50 9.60 6.49 13.88 30.83% 53.24%

5 20 0.7 0.7 15 100 4 50 26.58 16.75 31.93 16.75% 47.54%

5 20 0.7 0.9 15 100 4 50 19.34 14.25 31.92 39.41% 55.35%

5 30 0.5 0.7 15 100 4 50 43.73 27.30 48.83 10.44% 44.09%

5 30 0.5 0.9 15 100 4 50 30.12 24.66 50.17 39.96% 50.84%

5 40 0.7 0.7 25 1000 6 100 53.93 35.23 66.07 18.37% 46.67%

5 40 0.7 0.9 25 1000 6 100 38.70 32.67 66.41 41.72% 50.80%

5 50 0.5 0.7 25 1000 6 100 62.94 40.83 81.80 23.05% 50.08%

5 50 0.5 0.9 25 1000 6 100 44.21 42.16 82.17 46.19% 48.69%

10 10 0.5 0.7 25 1000 6 100 8.96 5.87 9.09 1.43% 35.42%

10 20 0.5 0.9 25 1000 6 100 16.55 11.66 25.94 36.19% 55.05%

10 30 0.7 0.7 25 1000 6 100 31.49 22.37 46.92 32.88% 52.32%

10 40 0.7 0.9 25 1000 6 100 35.12 29.71 61.95 43.31% 52.04%

10 50 0.7 0.7 25 1000 6 100 41.41 40.63 79.44 47.87% 48.85%

Table 1 records our experiment results under different parameter settings. In
the table, λ1 and λ2 are the average call arrival rate and the average service rate
at the hospital, respectively. The numerical results show that the weighted time
cost is positively correlated with the call arrival rate and negatively correlated
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with the offloading rate at the hospital. Moreover, when the call arrival rate is low
but offloading rate is high, the TD algorithm will have a similar performance with
the myopic policy. This can be explained by the situation when the offloading
patients at each hospital are very sparse, under which the myopic policy is good
enough. Overall, both ADP solutions have a significant improvement compared
with the myopic policy. The MLP algorithm is more stable and results in a 50%
average improvement over the myopic policy.

7 Conclusion

In this paper, we model the patient transfer problem under ambulance offload
delays as a Markov decision process. We aim to find a good patient transfer
policy that reduces the total weighted waiting time at the hospital. To deal with
the curse of dimensionality, we propose an approximate dynamic programming
process based on the post-decision states with a few designed basis functions.

We present two solutions to this ADP problem using ridge regression and
neural network techniques. In our numerical experiments, both of our solution
algorithms converge quickly, and the corresponding policies obtained outperform
the myopic policy, which always transfers the patient to the closest hospital. The
performance of our solution algorithms are significant under different simulation
environments, which have a 30% average improvement for the TD-Learning algo-
rithm and a 50% average improvement for the MLP algorithm. The experiment
results show that our approach can effectively alleviate the AOD problem and
improve the overall system efficiency.
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Abstract. In December 2019, COVID-19 pneumonia was diagnosed and
announced to the public for the first time inWuhan, Hubei. The COVID-19 disease
has spread worldwide. In the critical situation of lack of effective drug treatment
in the early stage, Hong Kong, China has adopted various non-drug treatment
measures to control the spread and spread of the epidemic, including isolating
foreign tourists, closing public places, and compulsory wearing masks. This arti-
cle divides the development of the Hong Kong epidemic into three stages, each
of which has different scales, scope of influence and response measures. There-
fore, this article establishes an individual-based stochastic simulation model of
the spread of infectious diseases to fit and predict the future development trend
of the Hong Kong epidemic. Based on the simulation results, it is predicted that
the strict implementation of quarantine measures in the third stage can reduce the
total number of patients with new coronary pneumonia in Hong Kong by 83.89%.
Combined with the vaccination strategy, achieving 90% of the population’s vac-
cination within a limited time can effectively control the epidemic in Hong Kong
and have economic benefits, which will reduce the cost of 10.74% relative to
non-vaccination.

Keywords: COVID-19 · Stochastic model · Quarantine measures · Infectious
disease prediction · Vaccination

1 Introduction

In December 2019, unexplained pneumonia occurred in Wuhan City, Hubei Province,
and then the epidemic spread to cities across the country. TheWorld Health Organization
(WHO) declared the epidemic caused by SARS-COV-2 to be COVID-19, which is a
serious public health emergency [1]. By the end of 2020, cities in mainland China have
basically returned to normal life and social order. As an important city in southern China,
the epidemic in Hong Kong has not subsided. In order to cope with the sharp increase in
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the number of confirmed diagnoses and the shortage of medical resources [2], the Hong
Kong government has adopted a series of measures to deal with the epidemic, such as
quarantine of entry personnel, isolation of patients and their close contacts, closure of
public places and prohibition of gatherings. Promulgating the order that masks must be
worn in public places and so on.

It is urgent to study the causes of COVID-19 disease transmission and predict its
development trend. A definite COVID-19 cabin transmission model studied the social
distance prescribed by the government to reduce the personal contact rate [3]. The
establishment of the cabin model of covid-19 transmission, combined with the local
epidemic situation, can greatly reduce the number of new patients [4]. In the absence
of effective antiviral drugs, strategies to control and reduce the burden of this epidemic
focus on non-drug interventions, such as maintaining social distancing, tracing contacts,
quarantining, and wearing masks in public places [5]. By controlling social contact,
non-drug intervention has effectively curbed the early outbreak of COVID-19 in China,
won scientists time to explore the transmission route and determine effective public
health interventions, and won time for the government to reserve resources [6]. Fang-
cang Hospital can effectively deal with the epidemic situation of COVID-19 and future
public health emergencies [7]. The combination of social distance policy and other epi-
demic control measures can control the epidemic more significantly [8]. The traditional
epidemic model is expressed as a system of differential equations, and the spread of
epidemics is essentially a random dynamic process. Different types of infectious dis-
eases, medical conditions in different regions, age, gender, and social distance are also
the key factors affecting the spread of diseases. Elements [9]. Most Chinese adults have
a good understanding of COVID-19, but there are still quite a large number of people
in some areas who have misconceptions about prevention methods and medical advice
[10]. Population migration plays an important role in the spread of the virus and cannot
be ignored. Social distance and imported cases are considered in themathematical model
of infectious diseases [11]. In order to break through the limitations of the traditional
cabin infectious disease transmission model and explore the specific effects of a series of
non-pharmaceutical interventionmeasures adopted byHongKong, the simulationmodel
in this paper combines different epidemic prevention measures, takes into account the
influence of imported cases, dynamically fits the total number of patients at different
stages and predicts the development trend of the epidemic in Hong Kong.

The cost of medical care and the socio-economic burden caused by COVID-19 are
also concerns for policy makers. A Monte Carlo model simulates the spread of COVID-
19 in the United States, indicating that reducing the burden of disease has potential
economic benefits [12]. Currently in the vaccination period, the United Nations has
emphasized the importance of the COVID-19 vaccine as a public product provided
globally, and the vaccine is affordable [13]. Chinese COVID-19 vaccine development
process reflects the cultural value of respecting life at all costs. In the near future, more
high-quality and affordable vaccines will be provided as global public goods [14]. How
to choose a vaccination strategy is also an important issue in this study. Based on the
individual-based stochastic simulation model presented in this paper, decision analysis
and cost-benefit models were developed to determine the costs and benefits associated
with COVID-19 and to evaluate prevention strategies.
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The main contributions of this article are as follows:

1. Propose an individual-based stochastic simulation model for the spread of COVID-
19, compare the probability of susceptible people of different ages contacting the
patient, and predict the future development trend of the epidemic based on the
parameters.

2. Divide the development of the epidemic into three periods and analyse the develop-
ment characteristics of the epidemic at different stages. According to the estimation
of the parameters in the first and second periods, the total number of patients in
the third outbreak in Hong Kong is predicted, and the impact of different epidemic
preventionmeasures on reducing the number of infections is analysed and compared.

3. Based on the simulation model, consider the medical cost and social burden, and
provide decision makers with the optimal vaccination combination strategy.

2 Methods

This section introduces the source of the data used in the study. First, it describes the char-
acteristics of COVID-19 patients reported in Hong Kong, then describes the establish-
ment of a random simulationmodel based on individuals, and finally gives the parameters
of the economic efficiency model.

2.1 Data and Descriptive Statistics

Fig. 1. Source of the infected

On January 23, 2020, Hong Kong notified the first COVID-19 patient who was not
a local resident of Hong Kong and had a history of travel to Wuhan. The data collected
in this study includes information about the onset time, age, gender, source of patients,
and whether they are local residents of all patients officially reported in Hong Kong. The
statistical data comes from the Hong Kong Department of Health [15]. Figure 1 shows
the source of the infected. On February 8th, people arriving in Hong Kong from the
Mainland must undergo compulsory quarantine at a designated place (quarantine center,
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home or other residence) for 14 days. On March 17th, the same measures will apply to
all people who have entered Hong Kong who have been to high-risk countries/regions.
The Prohibition of Group Gathering Regulations were promulgated on 29th. After the
first surge of the epidemic was effectively controlled, the Hong Kong government had
to promulgate the Wearing Masks Regulations on July 15 to curb the second surge of
increasingly serious outbreaks in Hong Kong [15]. And on November 15th, further strict
control measures were taken to compulsory quarantining for people who are suspected
of having contracted the specified disease based on clinical judgment.

According to the development of the epidemic in Hong Kong and the time taken by
various non-pharmaceutical interventions, the development of the epidemic is divided
into three periods. The composition of patients, the severity of the epidemic and the
duration of each period are different. The first phase is from January 23 to April 23,
2020, and the start time happens to be the day whenWuhan, Hubei is closed. Most of the
confirmed patients at this period were imported cases. Under strict quarantine measures,
there were only 25 cases of infection related to overseas import. The second period
is from April 24 to September 27, which lasts longer and affects more people. At the
same time, the blockade of cities in mainland China has been lifted, and the Hong Kong
epidemic at this time has attracted much attention. The third stage is from September 28
to present (March 14, 2021), and it is currently in the third period of the development of
the epidemic in Hong Kong. Future development trends and response measures are also
the focus of this research (Table 1).

Table 1. Characteristics of COVID-19 cases in Hong Kong by epidemic period

Age, years Period 1(Jan 23 to Apr 23; n = 1036)
35 (22–52)

Period 2(Apr 24 to Sep 27; n = 4030)
46 (30–61)

Age group, years

0–14 29/1036 (2.8%) 288/4030 (7.2%)

15–34 485/1036 (46.8%) 964/4030 (23.9%)

35–64 441/1036 (42.6%) 2027/4030 (50.3%)

≥65 81/1036 (7.8%) 751/4030 (18.6%)

Sex

Female 478/1036 (46.1%) 2079/4030 (51.6%)

Male 558/1036 (53.9%) 1951/4030 (48.4%)

Classification

Input 615/1036 (59.4%) 647/4030 (16.1%)

Input dependent 25/1036 (2.4%) 6/4030 (0.1%)

Local 169/1036 (16.3%) 1292/4030 (32.1%)

Local dependent 227/1036 (21.9%) 2085/4030 (51.7%)

Death 3/1036 (0.48%) 103/4030 (2.56%)
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According to the statistics of the first and second periods of Hong Kong in the chart,
the epidemic in the second period is more serious than the first, and the total number of
patients is nearly four times the total number of patients in the first period. Analyzing the
age group of patients, the median age in the first period is 35 years old, and the median
age in the second period rises to 46 years among them, the prevalence of young people is
declining, and the prevalence of middle-aged and elderly patients has increased greatly.
In the second period, the proportion of female patients surpassed that of male patients,
but relative to the sex ratio of the total population of Hong Kong, the incidence of male
patients was always higher than that of female patients. The classification of the source
of patients in Hong Kong is very characteristic: the first surge of epidemics is dominated
by imported cases, and due to timely quarantine measures, the number of patients related
to imported cases is small, while the second surge of epidemics is dominated by local
and related cases, accounting for the ratio exceeds 80%, indicating that Hong Kong’s
internal prevention and control measures are not rigorous enough.

Related research [16] fitted the mathematical model of the age structure to the case
data from China, Italy, Japan, Singapore, Canada and South Korea to assess the age
difference of patients. The conclusion is close to this article: with age, the risk of disease
increases. Cases in California and Washington state show that men are at higher risk of
disease than women [17]. The situation is similar in Hong Kong.

2.2 Disease Transmission Model

We developed an age-stratified stochastic model of disease transmission considering
overseas input cases to simulate the spread of COVID-19 in Hong Kong, China. We
divided the susceptible people into four groups according to their age. Because of the
different range and ways of daily activities, the probability of contacting the infected
people in different age groups is also different. Based on the SIR model, we use the data
of the first and second periods as the training set, and use the exponential smoothing
method to predict the contact rate of each age group in the third period. The contact
rate of this period is added to the random dynamic model as a parameter to predict
the development trend of the final epidemic situation. And the data of the third period
(September 28, 2020 to March 14, 2021) as a testing set to evaluate the effectiveness of
the model (Fig. 2).

Zhang J et al. analysed the contact investigation data inWuhan, Shanghai and Hunan
Province before and during the outbreak, during the social distancing period of COVID-
19, daily contact has been reduced by 7 to 8 times [18], and the dynamic change of the
provincial net reproduction number (Rt) is estimated [19]. The model assumes that the
incubation period of the exposed person obeys the gamma distribution of μ = 5.1 and
σ = 0.86; the recovery period of the infected person obeys the gamma distribution of μ

= 18.8 and σ = 0.0.54 [20].
It is assumed that every susceptible individual of the same age group has an equal

opportunity to contact the infected person. The exposure rate Pconi is defined as the
probability that a susceptible person of age group iwill come into contactwith an infected
person. Since infected persons can infect susceptible persons, we use the transmission
rate Pinfi to represent the probability that a susceptible person in the age group i will be
infected after contact with an infected person. On this basis, this study assumes that N(t)
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Susceptible

Input Infected

Exposed

Infectious

Removed
• Child
• Youth
• Middle-aged
• Elderly

• Severe

• Mild

• Asymptomatic

E-I: gamma distribution, μ=5.1,σ=0.86
I-R: gamma distribution, μ=18.8,σ=0.45

Fig. 2. Model structure of COVID-19 transmission

is the number of infected persons that susceptible persons of different ages can reach on
day t. The value of i is 1–4, corresponding to different age groups. When the susceptible
person is Child, i= 1, andwhen the susceptible person is Youth,Middle-aged, or Elderly,
the corresponding values of i are 2, 3, and 4 respectively. Therefore, in this model, the
probability of a susceptible person suffering from the disease is formula (1):

Pi = 1 − (1 − Pconi × Pinfi)N (t) (1)

Since the patient has carried the infectious disease virus before being diagnosed and
is exposed to the susceptible population. Suppose that a patient’s contact time is 4 days,
that is, from (t − k) to (t − 1) days are infectious. Then in formula (1), the value of the
number of patients with transmissibility N(t) on day t is given by formula (2):

N (t) =
∑k

i=1
�I(t − i) (2)

ΔI(t) is the patients diagnosed on day t, so the total number of infectious patients
who can be contacted on day t is the total number of newly diagnosed patients in the
past k days.

Assuming that any susceptible person has been in contact with patients, the probabil-
ity of getting infected isPinfi = 0.0275 [18]. this researchmodel estimates the probability
that a susceptible person of age iwill contact a patient based on the actual number of new
patients every day Pconi, then use exponential smoothing method to fit the parameters
and predict the contact rate of susceptible persons of different age groups in the future.
It is assumed that the infected person is infectious at the time of symptoms and lasts
until he is isolated for treatment and reported. Then according to the records of a total of
5066 cases in the first and second periods, the median time from the onset of symptoms
to the isolation treatment of the patient is 4 days, so the model parameter k value is 4
(Table 2).
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Table 2. Cost analysis model parameters (HKD). Cost estimates are from [19–27], as appropriate

Outcome category item Child
(0–14)

Youth
(15–34)

Middle-aged
(35–64)

Elderly
(65+)

Outpatient visits

Average no. visits per case [21, 23, 27] 1.54 1.54 1.54 1.54

Net payment per visit [22, 24, 26] 1554 1205 1205 1585

Average co-payment per visit [20, 23] 180 180 180 180

Net payment per prescription [22, 26] 12.1 17.3 17.3 17.3

Average co-payment per prescription
[26]

15 15 15 15

Average prescriptions per visit [26] 0.9 1.8 1.8 1.4

Days lost [21, 26] 3 2 2 5

Value of one day lost [21, 22, 26] 156.9 784.5 836.8 104.6

Subtotal 3,069.75 3,650.84 3,755.44 3,183.12

Hospitalization

Hospital costs [23–26] 10961 22361 23852 36140

Net payment per outpatient visit [23, 26] 2346 2982 3181 3234

Average co-payment for outpatient visit
[20, 23]

180 180 180 180

Most likely no. of days lost [23, 27] 23 26 26 28

Value of one day lost [21, 22, 26] 156.9 784.5 836.8 104.6

Subtotal 17,095.7 45,920.0 48,969.8 42,482.8

Deaths

Average age [21] 7 26 50 75

Present value of earnings lost [21] 17,222,400 13,027,200 5,520,000 2,208,000

Most likely hospital costs [26] 12824 28267 30151 43800

Subtotal 17,235,224 13,055,467 5,550,151 2,251,800

I’ll but no medical care sought

Days lost [21, 26] 3 2 2 5

Over-the-counter drugs [26] 80.3 80.3 80.3 80.3

Value of one day lost [21, 25, 26] 156.9 784.5 836.8 104.6

Subtotal 551.0 1649.3 1753.9 603.3

Staying at home

Value of one day lost [21, 25, 26] 156.9 784.5 836.8 104.6
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2.3 Economic Model

We evaluated the economic impact of multiple scenarios. In the baseline scenario, we
used actual data from the Hong Kong epidemic to estimate the total cost associated with
the pandemic. And we used the forecast results of the same period to calculate medical
expenses to evaluate the economic cost of intervention measures such as isolation and
quarantine and vaccination. The total cost of each intervention program is set as the
sum of the medical expenses related to the disease and the indirect economic burden
brought to the society by staying at home. Medical expenses related to illness, including
outpatient visits, prescription and over-the-countermedications, and hospitalization. The
indirect economic burden brought to society is related to the loss of absenteeism due to
treatment and the value lost due to death. The calculation formula is: per capita gross
national product × DALYs (disability adjusted life years) × productivity weight [25].

The cost calculation parameters in the economic model are different for different age
groups [28]. Therefore, we divide the population into four age groups in the economic
model: under 15 years old, 15–34 years old, 35–64 years old, and over 65 years old.

According to the Gazette, patients suffering from or suspected of suffering from
diseases listed in the current International Health Regulations do not need to pay for
hospitalization in accident and emergency departments or public wards, the cost of
treatment of covid-19 virus pneumonia is borne by the Hong Kong government [25].
The Hong Kong COVID-19 vaccination plan was officially launched on February 26,
2021, and the Kelly ford vaccination was launched on February 26, 2021, the effective
rate of the vaccine is 91.25% [20]. So far, no reports of serious side effects of the vaccine
have been received. Therefore, this article does not consider the casualties and losses
caused by the side effects of the vaccine. From the middle of 2019 to the middle of 2020,
the government’s health expenditure is HK $73.127 billion, accounting for 12% of the
annual government expenditure [25]. These data will also be used as a reference for the
economic model of this paper.

3 Results

3.1 Infectious Disease Model Prediction

The imported cases were separated from the data set of the second stage during model
calibration, because in the first stage, the spread of the virus needs to be initiated by
imported cases from abroad, and then strict quarantine and isolation measures were
implemented for the immigrants in a timely manner. In addition, in the second stage
of the 4030 cases, only 6 cases were related to importation, indicating that the prob-
ability of generally susceptible persons being exposed to overseas cases is extremely
small. Therefore, this study assumes that susceptible people do not come into contact
with imported patients from abroad. The number of imported patients from abroad was
analysed using a time series model.

The picture shows the results of the parameter Pconi fitted by exponential smoothing.
The left side of the baseline is the probability of the susceptible persons corresponding to
each age group in the first period of contacting the patient, and correspondingly, the right
side is the second period. The contact rate of children in the first period is extremely small,
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but there is a substantial increase in the second period, and its changing trend is consistent
with the total number of children in the two periods. On the contrary, the contact rate
of the Elderly in the second period has decreased, but the proportion of the number of
confirmed cases in the overall population has increased by 10.8%. The reason may be
that their contact rate has been maintained at a high level for a long time in the second
stage. The trends of youth and middle-aged people are similar to the fluctuations of the
overall exposure rate. The effect of various epidemic prevention measures is analysed
from the change trend of contact rate. The Prohibition of Group Gathering Regulations
promulgated on March 29 have the greatest impact on the elderly. This result is similar
to that in cities such asWuhan and Shanghai [18]. There is almost no impact on children,
it may be that the time of the epidemic occurs just before the children’s holiday, and
children have a fixed range of activities and are less likely to contact patients. From
the results of the first and second periods and the epidemic prevention measures taken
respectively,maintaining social distancing reduces the overall contact rate by about 30%,
while wearing a mask has a better effect, which can be reduced by about 50%.

Figure 4 shows the results of the third period prediction. When no quarantine mea-
sures are taken, the total number of patients will still increase exponentially. The MAPE
of the fitted data and the real data at this stage is 1.84%. In order to alleviate this growth
trend, the Hong Kong government had to take further strict control measures on Novem-
ber 15 and compulsory testing for people suspected of having contracted the specified
disease based on clinical judgment [20]. According to the experimental results, this mea-
sure reduces the total number of patients by 83.89% (MAPE is 2.03%). However, about
200 days after the start of the third phase, the epidemic will continue to develop rapidly
again, which shows that the duration of the effect of non-drug intervention is limited.
Studies have shown that looking for drugs or vaccines that can shorten the SARS-CoV-2
virus infection period can not only benefit the people receiving the drugs or vaccines,
but may also reduce the spread among the wider population [28]. Based on the actual
situation of the current Hong Kong epidemic situation and the analysis of the availability
of medicines, the vaccination plan is urgent to permanently curb the further spread of
the epidemic (Fig. 3).

3.2 Cost-Effectiveness of Vaccination

The world currently relies on social distancing and hygiene measures and re-used drugs,
and the world is working hard to develop an effective vaccine against COVID-19 [16].
At present, there are many vaccines produced in different regions on the market, and the
US Food and Drug Administration (FDA) requires 50%. Among them, the BNT162b2
vaccine jointly developed by Fosun Pharma, Pfizer and BioNTech provides 95% pro-
tection for people over the age of 16 [29], which is different from the comprehensive
effective rate of 90% in news reports. The Hong Kong COVID-19 vaccination plan was
officially launched on February 26, 2021, and the Kelly ford vaccine began on the same
day [20]. In order to simplify the process of vaccine effectiveness simulation and to be
more in line with the trend of popular choice, the effective probability of the vaccine in
this research model is calculated based on the effectiveness of the Kelly ford vaccine at
91.25%, and the two-dose vaccine is priced at 37$ [13]. In the data experiment, we set an
early or delayed vaccination start time based on the actual vaccination time on February
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Fig. 3. Pconi of susceptible in different age group

Fig. 4. Model prediction result

26, and simulated the difference in coverage of different vaccination. The study was
simulated for a total of 125 days, and the prediction results were as of May 19, 2021,
and the average value was taken after each experiment was performed 20 times.

From the experimental results of the data in Fig. 5, it can be seen that vaccination
with maximum coverage in a limited time can greatly reduce the number of people
infected with COVID-19. Compared with no vaccination, the best effect can be reduced
by 50.64% by May 19, 2021. Cases. Similar to the effect of influenza vaccination,
including influenza vaccination for children, the elderly and high-risk groups into the
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Fig. 5. Vaccination strategy

national vaccination plan can greatly reduce the morbidity and mortality of influenza
at the population level [30]. However, the actual situation may be difficult to achieve
the vaccination target of full population coverage in a short period of time. Analyzing
vaccine coverage and vaccination time, a 90% vaccination rate can greatly reduce the
total number of patients, and the analysis of the vaccination time span of this article
is two months, the vaccination time is not obvious to the overall immune effect, so
sufficient vaccine inventory is required. In addition, managers need to fully mobilize the
enthusiasm of the masses to vaccinate, and achieve a greater coverage of vaccination in
a shorter period of time as possible.

The Table 3 shows the economic costs of treating patients in each age group. Based
on the random model, combined with vaccination strategies, this section analyzes the
economic benefits of vaccination. According to the real data released by the Hong Kong
Department of Health, 29.1% of the confirmed patients are mild patients who do not
need to be hospitalized. From the results of the cost-benefit analysis of vaccines, it can
be concluded that a 90% vaccination coverage rate can be achieved within a limited
period of time.

4 Conclusion

This study divides the development of theHongKong epidemic into three periods. Based
on the characteristics of the three periods, an individual-based random simulation model
of the spread of infectious diseases is established. The exponential smoothing method
is used to estimate the parameters of the contact rate of individuals in each age group
with COVID-19 patients, and the simulation model is combined with the estimated
results of this parameter to predict the development trend of the epidemic after different
intervention methods are adopted in the third stage. Finally, it analyses the effect of
quarantine measures adopted in Hong Kong on the reduction of the number of patients,
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Table 3. Cost-effectiveness of vaccination

Measures The Number of
infected

Medical cost Social cost Total cost Reduced cost

Baseline 119854 563.206 7216.325 7779.531

0% coverage 19309 90.735 1162.581 1253.316

30% coverage 17247 148.612 1038.430 1187.042 5.29%

60% coverage 11822 329.648 811.794 1141.442 8.93%

90% coverage 9830 526.816 591.857 1118.673 10.74%

100% coverage 9531 594.254 573.855 1168.109 6.80%

Cost unit: 10 million (HKD)

and the economic benefits of different vaccination strategies. The experimental results
show that the series of quarantine measures adopted by Hong Kong can effectively
control the epidemic and buy precious time for the development and vaccination of the
COVID-19 vaccine. If these measures can be taken in time and strictly implemented, the
total number of infected persons will be reduced by 83.89% in the third stage. Achieving
a vaccination coverage rate of 90% of the population within a limited period of time can
effectively control the epidemic and is cost-effective, while a low coverage vaccination
strategy has no obvious effect.

It is demonstrated that non drug intervention and vaccine strategy are the most
importantmeasures to control the epidemic, which can reduce the number of patients and
have economic efficiency at the same time. If the non-interventionist group immunization
method is adopted, the country will bear a considerable burden [31]. There are still
some limitations. First of all, the random model of disease transmission proposed in
this study is only used to predict Hong Kong, which may be affected by the climate,
and the model has not been used to predict other countries/regions. COVID-19 is less
prevalent in countries close to the equator, where temperatures and humidity tend to be
higher [32]. Secondly, the stochastic model does not subdivide contact scenarios, such
as blocking small areas, and setting thresholds to turn on or off interventions may be a
more effective and acceptable control strategy [16]. The transmission ability of patients
before and after symptoms was not considered [4]. The economic burden of COVID-19
is enormous, with broader social and economic implications - for example, pain and
suffering, loss of human capital (loss of labor) and loss of physical capital (transfer of
savings) [31]. Therefore, in the future research, we will improve the model and deeply
study the impact of the epidemic on the overall social economy.
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Abstract. Ever-increasing coupling of energy andmobility sectors is underway in
our cities, but whether and how to utilize such coupling to optimize the portfolio of
urban energy assets has rarely been studied. A large amount of energy storage, an
important energy asset of distributed energy resources (DERs), is not only costly
but harmful to the environment. Improving efficiency and reducing redundancy
of storage is imperative to the development of smart energy. We fill this gap by
studying an omni energy sharing paradigm, which is a novel business model of
crowdsourcing energy from the ride-sharing market into a local DER community.
We formulate the omni energy sharing problem as a two-stage model including
external and internal sharing. The external sharing model proposes the optimal
energy payment scheme to obtain energy supply from crowdsourcing shared elec-
tric vehicles (CSEVs). Then, the internal sharingmodel designs the cost allocation
rules to ensure the stability of the grand coalition between prosumers holding stor-
age in the same DER community. As the existing analytical allocation rules are
not suitable for the omni sharing problem and other methods are computationally
intensive for a large-scale problem, we build scalable allocation rules and identify
conditions to enable energy demand distributions within a community. Our major
finding is that the omni-sharing strategy dominates the peer-to-peer energy shar-
ing model by reducing both daily energy operating cost and total storage. We also
uncover that omni energy sharing generatesmore synergy effects than competition
effects for the ride-sharing market. From a wider perspective, this paper deepens
our knowledge about the mobility-energy orchestration in future smart cities.

Keywords: Omni energy sharing · Crowdsourcing · Electrified mobility ·
Distributed energy resources · Cost allocation

1 Introduction

Urban energy around the world is shifting from a traditional model to a lower-carbon,
cost-effective and localized system. Distributed energy resources (DERs) are one of the
most rapidly growing parts of this transformation. The DER refers to any generator of
renewable energy or any electric energy-storage resource that resides on the end user’s
side of the electric meter, such as solar photovoltaic (PV), small wind turbines, electric
vehicles (EVs), etc. An electricity end user which installs at least one of DERs is a local
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clean energy “prosumer.” Multiple local prosumers compose a DER community, such
as business, residual, and industrial districts. The annual growth of the DER market is
double digits over the last few years. Until now, the electricity generated by solar PV
satisfies up to 48% of the country’s demand at midday in Australia in [1]. To withstand
the inherent intermittency of renewable energy that might trigger a massive rotating
blackout, prosumers have to install energy storage assets on a large scale and share
storage within the DER community such as peer-to-peer energy storage sharing (P2P
energy sharing). As an “uberization” of energy, the P2P energy sharingmodel establishes
a local trading within the DER community, where each prosumer with an energy deficit
is able to directly buy stored energy from her neighbors at a price which is not greater
than the external price.

However, the heavy storage asset has become a stumbling block to the expansion of
DERs. Specifically, the DER community with P2P energy sharing still has to install a
large amount of storage that meets random energy demand in peak price periods but is
redundant during off-peak price periods. Breaking out one day into peak and off-peak
price periods is one of themost common pricing policies of grids, namely the time-of-use
(TOU) pricing. In 2021, over 20 million residential customers default TOU pricing in
California in [2]. Consequently, there are two non-negligible challenges. (1) Such heavy
investment in the DER community brings serious financial risks for both companies
and governments in the short term. Yeloha, a P2P solar power sharing company, went
bankrupt due to a lack of financing in 2016.California sets a $200million budget forDER
projects, but it does not go far enough in [3]. (2) The extensive discharge of toxic metals
from degraded storage into the environment causes serious and irreversible pollution in
the long term. In 2020, the toxic lead pollution from a battery recycling plant in Senegal
contaminated the nearby soil and caused the deaths of 18 children in [4].

From the perspective of optimizing the asset structure of the DER community, we
design and analyze omni energy sharing. The omni energy sharing mode includes the
internal energy sharing mode, like P2P energy sharing, and the external energy sharing
mode, which crowdsources energy from ride-sharing electric vehicles to the DER com-
munity. Crowdsourcing shared electric vehicles (CSEVs) as mobile storage assets have
the potential for substituting stationary storage. Following the trend of the rapid expan-
sion of electric vehicles, both Uber and Lyft plan to transition 100% of their shared
fleet to EVs by 2030 in [5]. In particular, more than 80% Uber drivers are part-time
and prefer self-scheduling in [6]. According to the U.S. Energy Information Admin-
istration [7], the average household consumption is about 30 kWh per day, which is
only one-half of the battery capacity of Nissan LEAF. Doing so is a lucrative business
mode for the DER community. Crowdsourcing can transform an asset-heavy company
to be asset-light through effectively exploring external potential resources. In practice,
urban delivery services, such as Amazon Flex and Uber Eats, engage crowdsourcing
ride-sharing mobility to meet their delivery demand.

The goal of this paper is to evaluate whether and how to utilize electric ride-sharing
mobility to reduce the dependence of prosumers on stationary storage in peak periods.
We assume that each prosumer aims to minimize her/his own daily operating costs in the
presence of uncertain energy demand. We formulate the omni energy sharing process as
a two-stage model including the model of internal sharing within a DER community and
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the model of external sharing between a DER community and surrounding CSEVs, as
shown in Fig. 1. The internal sharing model aims to create a cost allocation rule to ensure
that all prosumers stably participate in omni energy sharing without any collusion. If
prosumers’ total storage cannotmeet their total energydemand, then theDERcommunity
will buy external energy from nearby CSEVs and grids. Meanwhile, CSEV drivers will
serve either the ride-sharing market or the energy sharing market, whichever is more
profitable. The external sharingmodel designs the optimal payment scheme consisting of
the amount of energy committed by CSEVs and the associated price. If prosumers’ total
energy demand still cannot be satisfied, the community will purchase grid energy at a
peak price. Finally, all prosumers bear their own allocated daily operating cost according
to the short-term or long-term agreements.

Fig. 1. Omni energy sharing process

The contributions of this paper are composed of four aspects: (1) This work is an ini-
tial attempt to design the analytical energy sharing model that features the energy supply
from the ride-sharing market to a local DER community. Previous literature considers
the modes of crowdsourcing delivery from the ride-sharing market and sharing energy
from a fleet of electric vehicles. By comparison, this paper focuses on crowdsourcing
electricity from the ride-sharing market, which was largely overlooked by the literature
on mobility-energy orchestration. (2) Our major finding is that the omni energy sharing
model always outperforms the P2P energy sharing model. For a whole DER commu-
nity, omni energy sharing savesmore daily energy operating costs while reducing storage
requirements, even if gradually declining storage costs weaken the advantages of omni
energy sharing in storage structures and operating costs. (3) Another major finding is that
omni energy sharing creates a win-win situation for ride-sharing and energy markets.
For ride-sharing markets, there are four major participants, such as passengers, ride-
sharing platforms, drivers, and governments. Omni energy sharing have synergy effects
on drivers and governments, which dominates the competition effects on passengers and
ride-sharing markets. Especially, such domination is obvious in the low-income ride-
sharingmarkets. For energymarkets, the residual demand of the DER community in area
with few drivers can still be met since omni energy sharing promotes the total number
of CSEVs drivers. As the driver’s income increases, omni energy sharing’s implica-
tions for such two markets gradually disappear due to the reduction of energy shared by
CSEVs that the DER community is willing to buy. (4) The theoretical contribution of
this paper is that we develop a cost allocation rule which is applicable to cooperation
among any number of prosumers in omni energy sharing. Common methods, such as
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linear programming with several constraints, for obtaining cost allocation rules are too
computationally intensive to solve large-scale problems. The existing scalable cost allo-
cation rules in [8] are suitable to P2P energy sharing rather than omni energy sharing.
Our rule ensures the stable grand coalition among all prosumers in the DER community
when the ratio of maximum to minimum expected energy demand of a single prosumer
is not greater than the ratio of mean square root of covariance of a prosumer’s energy
demand in any subcoalitions to the grand coalition.

2 Literature Review

As a classical mobility-energy synergy, Vehicle-to-Grid (V2G) enables electric vehicles
to discharge back to the grid through bidirectional charging stations. The V2G literature
considering electric vehicle operations can be divided into two parts. One group of
literature studies operations of the V2G system from the perspective of maximizing
social welfare. Qi et al. [9] address the dispatch problem of a shared autonomous electric
fleet to satisfy mobility demands and support for the local microgrid. Zhang et al. [10]
formulate a two-stage stochastic integer program to optimize the service regions planning
and fleet operations of electric vehicle sharing at the same time. They consider these
electric vehicles as a unified fleet instead of self-interested human beings.Another stream
of literature is from the perspective of an agent. Broneske and Wozabal [11] evaluate
the influence of parameters in the electric vehicle discharging contraction the revenue of
an aggregator. The existing V2G research ignores the application of CSEVs in assisting
urban energy. In contrast, we complement these papers by quantifying the potential of the
omni energy sharing business model, where an agent can gain energy from ride-sharing
drivers.

The CSEVs considered in our paper relates to the operations management litera-
ture on crowdsourcing business model. Within the crowdsourcing management research
stream a small but growing body of work on crowdsourcing ride-sharing mobility into
the parcel delivery problem has emerged. Several studies provide the analytical solutions
that are more relevant to our study. For example, Qi et al. [12] develop the analytical
framework to design and analyze the large-scale adoption of crowdsourcing shared vehi-
cles. The authors build the wage response model to additionally compensate drivers for
delivery service.We extend such wage response model and provide the optimal payment
scheme for electric ride-sharing drivers to maximize the agent’s profit. Both Wu et al.
[13] and Lin et al. [14] also design the optimal pricing scheme to each driver but they
focus on charging rather than discharging. Fatehi andWagner [15] additionally consider
an on-time delivery based on a robust crowdsourcing optimizationmodel. Different from
crowdsourced deliveries, we develop an analytical model to explore how to crowdsource
energy from ride-sharing electric vehicle drivers.

Our paper is also related to the literature on renewable energy storage operations
under sharing economy, such as P2P energy storage sharing. Kalathilet al. [16] formu-
late the energy storage sharing as a classical Newsvendor model and find an equilibrium
solution in a non-cooperative game.Chakraborty et al. [8] also use the classicalNewsven-
dormodel but describe the P2P energy storage sharing system as a cooperative game. The
authors design the scalable cost allocation rules to maintain the stable grand coalition.



Crowdsourcing Electrified Mobility for Omni-Sharing Distributed 369

Kiedanski et al. [17] explore the stylized cooperative model by considering the realistic
factors that affect the utility of the system such as ramp constraints of storage. Collec-
tively, existing papers only focus on the energy sharing among stationary DERs, namely
internal energy sharing which has a limited impact on optimizing storage asset struc-
ture. In contrast, omni energy sharing diversifies the source of energy by crowdsourcing
external mobile energy to improve the DER community becoming asset-light.

3 External Energy Sharing

3.1 Individual Rational Payment

A rational CSEV driver is willing to share residual energy to the DER community only
if the profit from payment for residual energy is at least no lower than ride-sharing.
We assume that all CSEVs are homogeneous. In other words, the individually rational
payment is based on a CSEV driver’s expected wage from ride-sharing.

Expected Profit from Ride-Sharing. A CSEV driver’s expected profit from ride-
sharing is the difference between the income from carrying passengers and the cost
during ride-sharing. When carrying a passenger, the driver receives payments from the
ride-sharing platform whose commission rate is ηp. We assume that the ride fare of most
ride-sharing platforms, such as Uber and Lyft, are composed of base fare wb, per-mile
fare, and per-minute fare. Set wm as the fare per minute which includes both a per-mile
fare and a per-minute fare since we assume that the driving time is proportional to the
travel distance and the average speed is s. For a t′-minute ride, the driver’s income is
(1 − ηp) · (wb + wmt′).

Whether a driver is carrying or waiting for passengers, the driver has to shoulder
the operating cost consisting of electricity and labor costs. We set the electricity loads
per minute of carrying and waiting for passengers as lr and lw (lr ≥ lw), respectively.
The driver’s labor costs per minute of carrying and waiting are cr and cw (cr ≥ cw),
respectively. We assume that drivers fully charge their batteries only once a day in an
off-peak period (e.g. midnight) at λL dollars per kWh, since per charge range of electric
vehicles has exceeded the trip length of the ride-sharing driver per day in [18]. Thus, the
carrying cost per minute is λLlr + cr , and the waiting cost per minute is λLlw + cw.

We assume both carrying and waiting time are exponentially distributed with means
1/v and 1/μ, respectively. For any riding time t, the expected profit that a CSEV driver
earns from ride-sharing is expressed as

∏
R(t) = (φ − ϕ) · [μv · t + μ2(1 − exp(−(μ + v)t))/(μ + v)]/(μ + v), (1)

where we define the profit in a carrying process as φ = (1− ηp)(wb + wm/v)− (λLlr +
cr)/v and the cost in a waiting process as ϕ = (λLlw + cw)/μ. In Eq. (1),

∏ R(t)
is the product of a driver’s expected profit in a cycle of carrying and waiting for a
passenger, φ − ϕ, and the expected number of complete cycles up to time t, [μv · t +
μ2(1−exp(−(μ+v)t))/(μ+v)]/(μ+v). The proof of Eq. (1) is available in the online
appendix. Similarly, the expected electricity loads of the CSEV from ride-sharing during
time t can be expressed as L(t) = (φτ + ϕτ ) · μ[vt + μ(1− exp(−(μ + v)t))]/(μ + v),
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where φτ = lr/v denotes the expected loads per order, and ϕτ = lw/μ means the
expected loads while waiting for a passenger.

Expected Profit from Energy Sharing
The individually rational payment (denoted by �E(t, r)) to a driver should ensure that
the driver’s expected profit from sharing energy is no smaller than the expected profit
(denoted by

∏ R(t)) from sharing rides. The driver’s expected profit from sharing energy
is the difference between the energy payment by the DER community and the operating
costs consisting of electricity and labor costs. We assume all prosumers to be located at
the same point due to their spatial adjacency so that the distances r from a CSEV driver
to all prosumers are the same. Thus, the individually rational payment to a driver with
residual energy L(t) kWh and the distance r miles is

�E(t, r) = λLL(t) + cwr/s + ηd
∏

R(t), (2)

In Eq. (2), the individually rational payment covers the driver’s operating costs, λLL(t)
+ cwr/s, and the driver’s minimum expected profit from sharing energy, ηd ∏ R(t). In
the former, λLL(t) is the cost of discharging all the residual electricity and cwr/s is the
labor cost of moving to the DER community from the current location. In the latter,
we assume that the driver’s profit of energy sharing should be no less than ηd ∏ R(t).
The discount factor ηd > 1 captures the additional disutility shouldered by the driver
because of faster battery degradation when engaged in energy sharing services.

3.2 Uniform Payment

The individually rational payment �E(t, r) varies by a driver’s residual riding time t
and distance r. However, such a payment scheme creates price discrimination among
drivers, and may thus cause a bad press or even be prohibited under competition law.
Hence, a uniform energy payment scheme which is independent from t and r is more
implementable than �E(t, r) in omni energy sharing.

TheDERcommunity proposes the uniformunit payment price based on its remaining
energy demand that cannot be satisfied by internal energy sharing. Therefore, the key
problem of designing the uniform payment scheme is to find how the expected total
amount of energy that drivers are willing to share, denoted by G(λ), depends on the
offer by the DER community, denoted by λ dollars per kWh (we then will optimize λ in
Sect. 3.3). We assume each driver’s residual time of ride-sharing t and distance to the
DER community r are independent and identically distributed (i.i.d) continuous random
variables with known probability density functions, ft(t) and fr(r), respectively. Then
G(λ) is given by the following equation:

G(λ) =
∫ T

0

∫ R(t,λ)

0
(L(t) − lwr/s)ft(t)fr(r)dtdr. (3)

In Eq. (3), G(λ) is a double integral of an amount of energy shared by a CSEV over
[0, T ]×[0, R(t, λ)]. For a driver with residual energy L(t) and distances r, an amount of
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energy shared to theDER community isL(t)−lwr/s, where lwr/s is energy consumed by
driving from theCSEVdriver’s current location to theDERcommunity.Define$T$as the
length of ride-sharing time when a CSEV battery is full. The residual ride-sharing time t
ranges from 0 to T . DefineR(t, λ) as the largest distance that a CSEV driver with residual
energyL(t) is willing to share energy for a given uniform energy payment λ. The distance
from a DER community r ranges from 0 to R(t, λ). We derive R(t, λ) in Proposition 1
based on the individually rational condition, i.e. λ · (L(t) − lwr/s) ≥ �E(t, r).

Proposition 1 (Largest distance function). The largest distance that a CSEV driver is
willing to overcome to share energy to the DER community is

R(t, λ) =
∏

R(t) · [(λ − λL)(φτ + ϕτ )/(φ − ϕ) − ηd ]/[(λlw + cw)/s] (4)

which is a monotonically increasing concave function of a uniform energy payment λ.
In Eq. (4), the largest distance R(t, λ) is determined by three factors: (1) the numera-

tor, (λ−λL)(φτ +ϕτ )/(φ−ϕ)−ηd , represents the additional yield from sharing energy
relative to ride-sharing. (2) The denominator, (λlw +cw)/s, represents the compensation
cost per mile. (3) The product of the numerator and the driver’s expected profit from
ride-sharing

∏ R(t) denotes the total additional return of the driver with residual energy
L(t) under a given uniform energy payment λ. Given the above construction of G(λ),
we next provide the optimal payment scheme based on the uniform payment scheme in
the next subsection.

3.3 Optimal Payment

The optimal payment scheme aims to minimize the cost of making up for the DER
community’s residual energy demand h that cannot be met by internal energy sharing.
The key to designing the optimal payment scheme is to decide the amount of energy
h that the DER community is willing to buy from CSEVs. Set G−1(h) as the uniform
payment schemewhich is the inverse function defined by Eq. (3). TheDER community’s
total cost of purchasing external energy includes the total uniform energy payment for
CSEVs, i.e. h ·G−1(h), and the total cost of purchasing peak electricity from the external
grid, i.e. λH · (h − h).

The optimal amount of energy h depends on the shape of the uniform payment
scheme G−1(h) in Proposition 2.

Proposition 2. The inverse function G−1(h) is monotonically increasing with the
amount of energy that the DER community is willing to buy h.

In Proposition 2, the monotonically increasing function G−1(h) indicates that the
DER community’s marginal cost of total energy payment to CSEVs, d(h · G−1(h))/dh,
increases with h. In other words, the DER community prefers to buy energy fromCSEVs
to meet all its residual demand h when h does not exceed ĥ, which is the solution to

d(h · G−1(h))/dh = λH , (5)

Equation (5) implies ĥ is the maximum amount of energy h so that the marginal cost of
total energy payment to CSEVs equals the marginal cost of purchasing peak electricity
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from the external grid. Hence, we let h∗ be the optimal amount of energy h, which is
shown as h∗ = min{ĥ, h}.

We build the optimal payment scheme �∗(h) as a piecewise nonlinear function of
the DER community’s total residual energy demand h, which is shown as

�∗(h) = G−1(h∗). (6)

Equation (6) shows that the optimal payment scheme�∗(h) is composed of two pieces. If
h ≤ ĥ, the DER community purchase external energy only fromCSEVswith the optimal
energy payment G−1(h). If h > ĥ, the DER community purchases the maximum amount
of energy ĥ from CSEVs with the constant maximum uniform energy payment G−1(ĥ)

and purchases an amount of energy h − ĥ from the grid with the peak price λH .

3.4 Interplay with the Ride-Share Market

Both the external energy sharing system and the ride-sharing system are dynamically
self-regulating and interacting with each other. For external energy sharing, according to
Eqs. (1)–(6), the DER community’s optimal payment scheme is dependent on the ride-
sharing market’s parameters. For ride-sharing, whether a CSEV driver chooses energy
sharing instead of ride-sharing is affected by the optimal energy payment scheme. Thus,
CSEV drivers’ behaviors influence the ride-sharing market’s parameters. For instance,
if more CSEV drivers choose sharing energy over sharing rides, then the mean driver
idling time in the ride-sharing market will become smaller. To distinguish between the
ride-sharing market’s states with and without omni energy sharing, hereafter we define
them as the initial state and the new state, respectively.

To identify the new state for the DER community, we endogenize fr(r) and μ in
this subsection. Specifically, fr(r) is the number of CSEV drivers whose distance to the
DER community is r. The value of fr(r) positively depends on a CSEV driver’s expected
profit of ride-sharing πR = E[∏ R(t)], where ∏ R(t) is defined by Eq. (1). We let fr(r)
be the endogenous function of πR as follows:

fr(r;πR) = fr(r) · Fπ
r (πR), (7)

where fr(r) is the potential pool size of CSEVs whose distance to the DER com-
munity is r and Fπ

r (πR) is a non-decreasing continuous function, which satisfies
limπR→0+ Fπ

r (πR) = 0 and limπR→+∞ Fπ
r (πR) = 1. We assume that both fr(r) and a

function Fπ
r (πR) are given.

Parameter μ is the ride-share service request rate that each CSEV driver faces. The
value ofμ is determined by the number of available drivers na, i.e. the CSEV drivers who
continue to share rides rather than share energy. We assume that the expected passenger
ride requirements per hour np is an exogenous parameter and estimated by real data.
Therefore, μ is the endogenous function of na as follows:

μ(na) = np/na, (8)

where na = nd − nh, i.e. na equals the difference between the number of total CSEV
drivers nd and the number of energy sharing CSEV drivers nh in a certain area.
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The new state is represented by the equilibrium solution of two endogenous functions
(7) and (8). In Eq. (7), the density of CSEV drivers fr(r;πR) depends on μ(na) since
a ride-sharing driver’s expected profit πR increases with μ(na) according to Eq. (1). In
Eq. (8), the ride-share service request rate μ(na) in turn depends on fr(r;πR) since the
number of available CSEVs na = nd − nh is a function of fr(r;πR). We will solve two
endogenous functions (7) and (8) to obtain the new state in Sect. 5. Based on the known
optimal energy payment scheme, we introduce internal energy sharing within the DER
community in the next section.

3.5 Centralized Power Grid Profits

The centralized power grid, as the main external energy, has to stably transmit energy
to the distant DER communities when the DER communities’ residual energy demand
cannot be met locally in peak periods. An amount of energy h̃ that the centralized power
grid needs to transmit to the DER communities is a random variable which affects the
expected profits of the centralized power grid. The power system reliability level ρ is one
of themost important decision variables for the centralized power grid, which determines
its expected total cost. Therefore, the centralized power grid profits are the function of
the amount of energy h̃ and the reliability level ρ as follows:

∏
G(h̃, ρ) = λH (1 − ηL) · h̃ − J G

T (h̃, ρ), (9)

where λH (1−ηL)· h̃ is the expected electricity sales income and J G
T (h̃, ρ) is the expected

total costs. Set the income as the product of peak price λH and an amount of energy
(1− ηL) · h̃ that the DER communities purchase from the centralized power grid, where
ηL ∈ (0, 1) is a constant energy transmission loss rate. The marginal expected electricity
sales income of the centralized power grid is a constant, i.e. λH (1 − ηL).

For a given h̃, the centralized power grid has a minimum expected total cost
J G

T (h̃, ρ∗(h̃)) under the optimal reliability level ρ∗(h̃). According to the energy proba-
bilistic reliability management, the expected total cost J G

T (h̃, ρ) is regarded as a convex
function of the reliability level ρ, which is shown as

J G
T (h̃, ρ) = Fρ(ρ) · h · cG + J G

O (h̃, ρ). (10)

In Eq. (10), the expected interruption cost Fρ(ρ) · h · cG is a decreasing convex function
of ρ and the sum of all other expected energy costs J G

O (h̃, ρ) is a increasing convex
function of ρ. The expected interruption cost is the product of the probability of a
certain interruption Fρ(ρ) ∈ (0, 1), the amount of energy h̃ kW and the constant cost
of interruptions cG dollars per kWh. The relationship between the minimum expected
total cost J G

T (h̃, ρ∗(h̃)) and the variable h̃ is illustrated in Proposition 3.

Proposition 3. The centralized power grid’s minimum expected total cost J G
T (h̃, ρ∗(h̃))

is an increasing convex function of the amount of energy h̃ that the centralized power
grid needs to transmit to the distant DER communities.

Proposition 3 implies that themarginal expected cost of the centralized power grid per
kWh is increasingwith h̃. In otherwords, the centralizedpower grid profits

∏ G(h̃, ρ∗(h̃))
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under the optimal reliability level is a concave function of h̃ has a uniquemaximum value∏ G(h̃∗, ρ∗(h̃∗)) under the optimal amount of energy h̃∗.
The effect of omni energy sharing on the centralized power grid profits depends on

the optimal amount of energy h̃∗ that the centralized power grid transmits to the distant
DER communities, which is the solution to d

∏ G(h̃, ρ∗(h̃))/dh̃ = 0. We set h̃O and h̃P

are the known amounts of expected energy generated by the centralized power grid in
omni energy sharing and P2P energy sharing, respectively. Due to crowdsourcing energy
from ride-sharing electric vehicles, h̃O is smaller than h̃P . We provide the conditions
for determining whether omni energy sharing has a positive or negative impact on the
centralized power grid profits in Proposition 4.

Proposition 4. Compared to P2P energy sharing, the impact of omni energy sharing
on the centralized power grids profits is (1) positive if h̃∗ ≤ h̃O < h̃P , (2) negative if
h̃O < h̃P ≤ h̃∗, (3) not determined if h̃O ≤ h̃∗ ≤ h̃P.

In Proposition 4, we can directly identify positive or negative effects based on the
relationships among h̃O, h̃P and h̃∗ in conditions (1) and (2). In condition (3), we have
to calculate and compare the centralized power grids profits in omni and P2P energy
sharing.

4 Internal Energy Sharing

4.1 Preliminaries on Cooperative Game

Constructing a cost allocation rule in the core is a key of the cooperative game (N , J ),
where N represents a finite set of prosumers in the same DER community and J :
2N → Rmeans a characteristic daily operating cost function. A set of all cost allocation
vectors

−→
β = (β1, β2, ..., βN ) that are both efficient and rational can be called a core

such as C(N , J ) := {−→β ∈ R
N : J (S) ≥ ∑

i∈S βi,∀S ⊆ N , J (N ) = ∑
i∈N βi}, where

J (S) is the total daily operating cost incurred by the collaboration that involves only
the prosumers in set S (∀S ⊆ N ). An efficient cost allocation rule

−→
β indicates the sum

of the cost allocated to each prosumer i (∀i ∈ N ) equals to the total cost of the grand

coalition, i.e.
∑

i∈N βi = J (N ). A rational cost allocation rule
−→
β implies no subset of

prosumers has an incentive to depart from the grand coalition N , i.e.
∑

i∈S βi ≤ J (S).
However, the core of a cooperative game might be empty, namely no efficient and
rational cost allocation vector. The Bondareva-Shapley theorem, that a cooperative game
has a nonempty core if and only if there is no mapping κ : 2|N | → R

|N |
+ such that∑

S⊆N :i∈S κ(S) = 1 for all i ∈ N and
∑

S⊆N κ(S)J (S) < J (N ), can be used to determine
whether the core of a specific game is empty. We use the Bondareva-Shapley theorem to
prove that both our short-term and long-term cooperative games have a nonempty core
in the following.

4.2 Daily Operation Cost Function

The goal of any prosumers coalition S ⊆ N = {1, 2, ..., n} is tominimize its daily energy
operating cost by optimizing installed storage capacity cS . For any coalition S ⊆ N , the
daily energy operating cost function is
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JS (S) = (λC + λL) · cS − λL · (cS − qS )+ + [�∗(hS ) · h∗
S + λH · (hS − ĥ)+]/hS · (qS − cS )+. (11)

Equation (11) shows an extended form of the classical Newsvendor model consisting
of the purchase, overage, and underage costs. Specifically, the daily energy operating
cost function JS(S) includes three parts: (1) the cost of storing and purchasing electricity
during off-peak periods, i.e. (λC +λL)·cS , whereλC is the daily amortized cost of storage
per kWh, λL is the external grid’s off-peak price per kWh, and cS = ∑

i∈S ci represents
the sum of storage capacity of all prosumers in coalition S; (2) the value of redundant
energy (cS − qS)+ that is reserved in storage, i.e. λL · (cS − qS)+, where qS = ∑

i∈S qi

is the amount of random energy demand in coalition S; (3) the cost of making up for the
residual energy demand (qS − cS)+, i.e. [�∗(hS) · h∗

S +λH · (hS − ĥ)+]/hS · (qS − cS)+,
where [�∗(hS) ·h∗

S +λH · (hS − ĥ)+]/hS indicates the average price per kWh of external
energy purchased from CSEVs and the grid. We define hS as the DER community’s total
residual energy demand that cannot be met by internal energy sharing when prosumers
in the subset S deviate from the grand coalition and cooperate among each other in
coalition S. According to Sect. 3.3, �∗(hS) · h∗

S is the optimal total uniform energy

payment for CSEVs and λH · (hS − ĥ)+ is the total cost of purchasing peak electricity
from the external grid.

One of the biggest differences between the daily energy operating cost function JS (S)

and the classical Newsvendor model is the underage cost, i.e. the third item in Eq. (11).
In the classical Newsvendor model, the underage cost of energy would be generally
expressed as λH · (qS − cS)+, where the price of purchasing external energy λH is a
constant parameter. By contrast, in Eq. (11), the underage cost of energy has the variable
price of purchasing the external energy, i.e. [�∗(hS) · h∗

S + λH · (hS − ĥ)+]/hS . The
DER community’s total residual energy demand hS is the sum of the residual energy
demand of coalition S, (qS − cS)+, and the residual energy demand of other coalitions
in a subset N/S. Thus, hS is determined by the decision variables ci for all i ∈ N .
However, the variable price results in the invalidity of existing analytical solutions for
the optimal storage decision and cost allocation rules. To show that the omni energy
sharing business mode can be applied to the DER community with and without installed
storage, we create the analytical solutions for short-term and long-term energy sharing
in Sects. 4.3 and 4.4, respectively.

4.3 Short-Term Energy Sharing

The goal of the short-term internal energy sharing is to identify whether there are cost
allocation rules and how to build such rules that allow prosumers to get excess profit even
if they have already installed electricity storage. The decision variable ci and random
variable qi for any i ∈ N are realized values in the short-term cooperation and are
denoted by cRi and qRi, respectively. The value of the short-term characteristic function
is no longer a random variable, which can be expressed as JSR(S) = (λC + λL)cS

R −
λL(cS

R −qS
R)+ +[�∗(hSR) ·h∗

SR +λH ·(hSR − ĥR)+]/hSR ·(qS
R −cS

R)+, where the subscript
R indicates the short-term sharing. According to the Bondareva-Shapley theorem, we
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prove the short-term cooperative game (N , JR) has at least one efficient and rational cost
allocation rule in Theorem 1.

Theorem 1. The cooperative game (N , JR) in the short-term energy sharing has the
nonempty core.

Theorem 1 implies the short-term cooperative game has at least a cost allocation rule
to ensure no sub coalition has the motivation to leave from the grand coalition. The daily
operating cost function of the grand coalition in stable short-term cooperation is

JR(N ) = (λC + λL)cN
R − λL(cN

R − qN
R )+ + [�∗(hR) · h∗

R + λH · (hR − hR)+]. (12)

Generally, a nonempty core game has multiple allocation rules and several approaches
to find these rules. The remarkable thing of finding a cost allocation rule in the core of
(N , JR) is to avoid the computationally intensive methods and construct an extensible
allocation mechanism.We create the cost allocation vectors for the game (N , JR), which
can be directly and quickly calculated, to substitute for solving linear programs with a
number of constraints that grow exponentially with the cardinality of the grand coalition
in Proposition 5 and prove our cost allocation vectors are in the core in Theorem 2.

Proposition 5 (Short-term cost allocation rule). Define βR = (β1R, β2R, ..., βNR) as the
cost allocation vector of the short-term cooperative game (N , JR), where βiR for any
i ∈ N is shown as

βiR = (λC + λL)cRi + (qRi − cRi) ·
⎧
⎨

⎩

λL, if cN
R ≥ qN

R ,

G−1(hR), if cN
R < qN

R < cN
R + ĥR,

[λH − ĥR(λH − λE)/hR], if cN
R + ĥR ≤ qN

R .

(13)

Theorem 2. The cost allocation vector
−→
β R = (β1R, β2R, ..., βNR) defined in Proposi-

tion 3 is in the core of the short-term cooperative game (N , JR).
In Eq. (13), the cost allocated to prosumer i(∀i ∈ N ) has three values owing to

the different relationships between the realized total energy demand qN
R and a given

total storage capacity cN
R . The same item, (λC + λL)cRi, is the off-peak storing cost

that each prosumer must bear. The three types of second item of βiR result from the
different market structures. If cN

R ≥ qN
R , we regard the internal energy sharing market

as a buyer’s market, where prosumers with an energy deficit become price makers and
have the right to trade with other prosumers at the marginal variable storing cost λL;
otherwise, it is a seller’s market, where prosumers with an energy redundancy become
price makers and can trade with counterparties at the highest market price. The highest
market price is G−1(hR) when the energy shared by CSEVs could cover the total energy
demand. In turn, the highest market price is λH − ĥR(λH −λE)/hR. Since both G−1(hR)

and λH − ĥR(λH − λE)/hR are less than the unit peak price λH , which is the highest
market price with the seller’s market in P2P energy sharing, the omni energy sharing
is not conductive to prosumers with redundant storage. In other words, omni energy
sharing can restrain the growth of redundant storage by reducing the excess income
of arbitrageurs from trading energy, thereby alleviating environmental pollution caused
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by storage equipment degradation. The short-term omni energy sharing is more cost-
effective and environmentally friendly than the short-term P2P energy sharing, however,
such sharing is not optimal. Next, we consider the long-term omni energy sharing that
has the potential to minimize the daily energy operating cost and optimize the storage
asset structure.

4.4 Long-Term Energy Sharing

The long-termomni energy sharing addresses twomainproblems: howmuch the capacity
for prosumers to jointly invest in the installation of storage, therebyminimizing the daily
total operating cost; and how to design a scalable cost allocation policy to ensure the
stable grand coalition in the long-term cooperation with random energy demand.

Quantifying the optimal total storage capacity cN∗ is based on the premise that the
long-term grand coalition is stable. The cooperative game of long-term omni energy
sharing is (N , J ∗

E), where J ∗
SE(S) = min{E[JS(S)]} with the optimal storage investment

decision cS∗ = argmincS≥0 JSE(S) for any S ⊆ N . Similar to the short term, we use the
Bondareva-Shapley theorem to verify the long-term game (N , J ∗

E) has at least one cost
allocation rule in the core in Theorem 3, which implies the existence of a stable grand
coalition.

Theorem 3. The cooperative game (N , J ∗
E) in the long-term energy sharing has the

nonempty core.
The expected daily operating cost function of the grand coalition in the long-term

cooperation is

JE(N ) = (λc + λL) · cN − λL · E
[(

cN − qN
)+]

+ E

[
�∗(h

)
· h∗ + λH ·

(
h − ĥ

)+]
,

(14)

where h = (qN − cN )+ and qN = ∑
i∈N qi is the random total energy demand. The

format of Eq. (14) is similar to the long-term P2P energy sharing such as (λC +λL)cN −
λLE[(cN − qN )+] + λHE[h], a type of classical Newsvendor model. A unique optimal
decision of the classical Newsvendor is F−1

N (γ ), where γ = 1−λC/(λH −λL) is called
the “critical ratio”. However, a piecewise non-linear variable trading price in the third
item of Eq. (14) makes the problem too complex to use the conclusion of the classical
Newsvendor. To overcome this challenge, we propose the analytical solution of the
optimal total storage capacity cN∗ and the minimum expected total daily operating cost
J ∗

E(N ) in Theorem 4.

Theorem 4. For the long-term energy sharing, the unique and optimal total storage
capacity of the grand coalition is

cN∗ = −1(γ ), (15)

where (cN ) = FN (cN ) + [FN (cN + ĥ) − FN (cN )] · (λH − λM )/(λH − λL), and
λM = E[d(h · G−1(h))/dh|0 < h < ĥ] means the average marginal subsidy cost for
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CSEVs. The optimal expected total daily operating cost is

J ∗
E(N ) = λLE[qN ] + (λH − λL)E[qN |qN ≥ cN∗] · [1 − FN (cN∗)] (16)

−(λH − λM )E[qN |cN∗ < qN < cN∗ + h][FN (cN∗ + h) − FN (cN∗)] − (λH − λE)h[1 − FN (cN∗ + h)].

Equation (15) shows that cN∗ is also determined by the critical ratio γ and can be easily
calculated, although the formof−1(·) is different from the classicalNewsvendormodel.
Moreover, comparing the form of (·) with FN (·), it is easy to see that the optimal total
storage capacity in the omni sharing is less than in the P2P sharing. Equation (16) in
Theorem 4 implies that the optimal expected total daily operating cost in the long-term
omni energy sharing is composed by three-part conditional expectations. The first part,
λLE[qN ] + (λH − λL)E[qN |qN ≥ cN∗] · [1 − FN (cN∗)], reflects the potential highest
expected total operating cost when internal storage cannot cover the energy demand. The
second part, (λH − λM )E[qN |cN∗ < qN < cN∗ + ĥ][FN (cN∗ + ĥ) − FN (cN∗)], implies
the expected saving cost from energy shared by CSEVs that can satisfy the residual
energy demand. The third part, (λH − λE)ĥ[1 − FN (cN∗ + ĥ)], indicates the expected
saving cost from accepting CSEVs energy if the energy shared by CSEVs is not enough.

Following the principle of scalability, we allocate the optimal expected total daily
operating cost J ∗

E(N ) according to the weight of individual expected energy demand in
the total expected energy demand in Proposition 6.

Proposition 6 (Long-term cost allocation rule). Define βE = (β1E, β2E, ..., βNE) as the
cost allocation vector of the long-term cooperative game (N , JE), where βiE for any
i ∈ N is shown as

βiE = λLE[qi] + (λH − λL)E[qi |qN ≥ cN∗] · [1 − FN (cN∗)] − (λH − λE )hE[qi/qN |qN > cN∗ + h] · [1 − FN (cN∗ + h)]
(17)

−(λH − λM )E[qi|cN∗ < qN < cN∗ + h][FN (cN∗ + h) − FN (cN∗)].
The allocation mechanism in Proposition 6 suggests that both the operating cost and the
fluctuation of random total energy demand allocated to each prosumer are proportional
to their expected energy demand. Different from the short term, the long-term cost
allocation not only allocates operating cost but also distributes uncertain. Theorem 5
proposes the requirements for the energy demand distributions of the long-term omni
energy sharing participants.

Theorem 5. The cost allocation vector βE defined in Proposition 4 is in the core of the
long-term cooperative game (N , J ∗

E) if the energy demand distributions of any coalition
S ⊆ N satisfy

qmax/qmin ≤ σS/σN , (18)

where qmax = max{E[qi],∀i ∈ N } and qmin = min{E[qi],∀i ∈ N } indicate the
maximum and minimum expected energy demand of a single prosumer, and σ S =
(
∑

i,j∈S cov(qi, qj))
1/2/|S| is the square root of average covariance of energy demand

of a single prosumer in subset S(∀S ⊆ N ).
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Theorem 5 provides a sufficient condition of all energy demand distributions that
βE defined in Proposition 4 ensures a stable long-term cooperation. Inequality (18)
requires the smallest volatility of random energy demand in the grand coalition than
in any coalition. Furthermore, compared with any sub coalition S, the internal demand
volatility of the grand coalition is smaller, the greater the range of expected energy
demand within the stable long-term cooperation.

5 Case Study

This section presents a numerical analysis of the omni energy sharing model from per-
spectives of the ride-sharing market and energy market, respectively. Our goal is to
demonstrate the model’s validities about optimizing the fixed storage structure in a DER
community and to evaluate the model’s implication to the ride-sharing market. We cali-
brate our model using real baseline data from the energy industry, ride-sharing industry,
census bureau, and other academic studies. Details of parameter estimates and sources
are shown in the online appendix.

5.1 Implications for the Ride-Sharing Market

Changes in utilities of the ride-sharing stakeholders canmeasure the implications of omni
energy sharingon the ride-sharingmarket. If the stakeholder’s interestswith omni sharing
are better than without omni sharing, then we consider omni sharing has a synergy effect
on the ride-sharing market; otherwise, we claim omni sharing has a competition effect
on the ride-sharing market. There are three types of stakeholders and their respective
indicators: (1) CSEVs drivers, who want the higher expected income from ride-sharing;
(2) governments, which have to accelerate the popularization of electric vehicles and care
about the total number of CSEVs in a city; (3) ride-sharing passengers and platforms,
which utilities increases in the number of available CSEVs for ride-sharing.

Define three ratios as indicators, which are a driver’s expected income from ride-
sharing, the number of total CSEVs, and the number of available CSEVs for ride-sharing,
with and without omni energy sharing as k1, k2, and k3, respectively. Figure 2 shows the
changes of such three ratios for varying levels of a driver’s expected daily income for
ride-sharing. Because k1 > 1 and k2 > 1 for any levels of income, we conclude that omni
energy sharing has synergy effects on CSEVs drivers by increasing their income and on
governments by expanding the popularity of electric vehicles. Conversely, due to k3 < 1,
omni energy sharing has competitive effects on ride-sharing passengers and platforms
by attracting more CSEVs drivers to serve for the energy market. Tendencies of the three
ratios in Fig. 2 provide two insights. (1) Omni energy sharing is beneficial to the ride-
sharing market since the synergy effects always dominate the competition effects. (2)
The influence of omni energy sharing becomes smaller as the driver’s expected income
rises.

To explain the principle of the above two insights, we analyze the impact of the
interaction between ride-sharing and energymarkets, which is caused by the omni energy
sharing paradigm. Figure 3 illustrates the influences of the interaction on energy sharing
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with different driver income. The dotted and solid line represent the values of energy
sharing from CSEVs to a DER community that is calculated based on the initial and
new equilibrium state, respectively. The energy demand of a DER community is about
12,306 kWh in a peak period. When the driver’s expected daily income is lower than
$80, the sharp increase of energy sharing from CSEVs to the community results from
the jump of total number of CSEVs. Hence, a surge of total number of CSEVs weakens
the competition effect on the ride-sharing market. When the driver’s expected daily
income is higher than $100, the individual rational subsidy that tends to exceed the
peak energy price triggers a sharp decline in the energy accepted by the community.
Moreover, the high income from ride-sharing also attracts a large number of drivers.
Therefore, the more drivers in the ride-sharing market and the fewer drivers required
by the energy market together diminish synergy and competition effects. Furthermore,
Fig. 3 also describes that omni energy sharing is valid in most cities, but it is unsuitable
for cities where driver’s wage is extremely high, such as New York and San Francisco.

Fig. 2. Values of k1, k2, and k3 Fig. 3. Amount of energy sharing

5.2 Implications for the Energy Market

We test and quantify the improvement brought by the omni energy sharing strategy in
terms of saving storage and reducing operating costs based on real data. For short-term
sharing, we compare the community’s expected total operating cost of omni sharing with
P2P sharing for different levels of storage capacity. As shown in Fig. 4, we first verify
that the minimum expected operating cost and optimal storage capacity of omni sharing
is reduced by 9.8% and 17.7% compared with those of P2P sharing, respectively. The
cost saving rate from omni energy sharing relative to P2P energy sharing reaches its
maximum when the DER community has no storage.

For long-term sharing, we are interested in understanding how the optimal total
storage capacities and expected daily operating cost of omni energy sharing change in
the future. The development of storage technology might decrease the amortized cost of
storage from $0.14 per kWh to $0.07 per kWh in the next thirty years. Figures 5 and 6
exhibit the trends of the omni and P2P energy sharing models in terms of optimal total
storage capacity and optimal expected daily total operating cost as the amortized cost of
storage drops, respectively. Although the advantages of omni sharing are weakened by
the drop in storage cost, omni sharing still save 7.4% operating cost and 10.7% storage
relative to P2P energy sharing when the amortized cost of storage is $0.07 per kWh.
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Fig. 4. Expected
cost in short-term

Fig. 5. Optimal total
storage in long-term

Fig. 6. Optimal total
cost in long-term

6 Summary

In this paper, we investigate whether and how to utilize crowdsourcing electric ride-
sharing mobility to reduce DERs’ dependence on fixed storage. The paper proposes the
omni energy sharing model combined with external and internal sharing. The external
sharing model creates the optimal subsidy policy to attract CSEVs to share energy. The
internal sharing model provides new cost allocation rules to ensure the grand coalition
since the existing methods are not suitable for omni sharing. In the case study, we
find that the omni-sharing strategy dominates the peer-to-peer energy sharing model
by reducing both daily energy operating costs and total storage. This paper is the first
attempt to discuss the operations of omni energy sharing. Future research could consider
the potential effects of multiple DER communities, such as the competition for CSEVs
among the multiple communities.
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Abstract. The rapid spread of COVID-19, caused by the SARS-CoV-2 virus,
has resulted in and continues to pose a significant threat to global health. We
proposed a predictive model based on the gated recurrent unit (GRU) that investi-
gates the influence of non-pharmaceutical interventions (NPIs) on the progression
of COVID-19. The proposed model is validated by applying in different states
in the United States, although it can be generalized to any region of interest in
the world. The results show that the predictive model can achieve accurate fore-
casts across the entire US. The forecast is then utilized to identify the optimal
mitigation policies. The goal is to find the best stringency level for each policy
that can minimize the total number of new Covid-19 cases while minimizing the
mitigation costs. A meta-heuristics method, named multi-population evolutionary
algorithmwith differential evolution (MPEA-DE), has been developed. The goal is
to identify optimal mitigation strategies that minimize COVID-19 infection cases
while controlling the costs and other negative impacts. We compared the optimal
mitigation strategies identified by the MPEA-DE model with the random search
and the blind greedy search strategies. The results show that MPEA-DE performs
better than other baseline models based on prescription dominance.

Keywords: COVID-19 prediction · Differential evolution (DE) · Gated recurrent
unit (GRU) · Multi-population evolutionary algorithm · Policy prescription

1 Introduction

Since March 2020, COVID-19 has been rapidly spreading worldwide. Today there are
over 173 million documented COVID-19 cases and over 3 million deaths, constituting
major health, economic, and social harms to many countries and regions [1]. To mitigate
the burden on the healthcare institutions and provide a good understanding of policy
decisions, the accurate prediction of COVID-19 cases is essential.

Many of the models designed to predict COVID-19 cases are based on traditional
epidemiological methods, such as susceptible-infected-recovered (SIR) [2]. These mod-
els consider susceptible individuals, the number of people infected, and the number of
people recovered and incorporate parameters, such as the basic reproduction number
R0, to predict the outbreak of the COVID-19 [3]. However, the susceptibility to infec-
tion has been manipulated dramatically because authorities have implemented different
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non-pharmaceutical interventions (NPIs), such as face coverings and social distancing,
to reduce the spread of the virus [4]. The non-linear complexity of these NPIs will
reduce the generalization and robustness of the models. Another issue of epidemiologi-
cal methods is the non-stationarity of the factors [5]. Since these NPIs and their influence
change over time, static models cannot achieve high prediction accuracy for long-term
prediction.

To overcome the shortcomings of epidemiological methods, machine learning-based
methods have been developed for outbreak prediction. Yin et al. proposed a stack-
ing model for the prediction of antigenic variants of the H1N1 influenza virus, which
achieved 80–95% prediction accuracy [6]. Agarwal et al. discovered the correlation
between weather parameters and dengue outbreak using the regression model and the k-
means clustering algorithm [7]. Liang et al. presented a random forest based algorithm
for the prediction of global African swine fever outbreaks and achieved a higher test
accuracy [8]. For the prediction of the COVID-19 spread, time-series prediction using
the infection data (e.g., daily new cases, total cases, daily deaths, daily recoveries) has
been widely adopted since the infection cases are the result of unknown epidemiologi-
cal, cultural, and economic factors [9]. However, a significant amount of information on
transmission rates has been included in the NPIs [2]. Thus, it is necessary to consider
the time-series infection data and NPIs simultaneously. Due to non-linear interactions
amongNPIs, linearmodels are inappropriate and ineffective. Instead, deep learningmod-
els can strengthen the generalization ability and flexibility. Zandavi et al. proposed an
LSTM-based hybrid model for forecasting the spread of COVID-19 in the most affected
countries, and the results show that the model achieved high prediction accuracy [10].
Chandra et al. developed long short-term memomry (LSTM) models for COVID-19
infection forecasting in India. Their results show that long-term forecast using LSTM is
promising [11]. One disadvantage of LSTM is that the training speed is much slower due
to the increased number of parameters. To improve training speed, the gated recurrent
unit (GRU) simplified the model structure by using only two gates, namely, reset gate
and update gate [12]. In this paper, GRU has been implemented for the prediction of the
COVID-19 spread.

After obtaining the predicted daily cases, the policymakers need to make appropri-
ate intervention plans that optimize COVID-19 mitigation strategies while reducing the
economic and social impacts. The two goals are often conflicting. For example, when
people are required to quarantine in their homes, the number of new cases can be sig-
nificantly reduced. However, the economy will also be negatively impacted. Therefore,
this problem can be formulated as a bi-objective optimization problem that searches for
the Pareto frontier between the two competing objectives.

The major challenge is that the time-series prediction model of COVID-19 is a non-
linear model which cannot be solved by traditional operation research methods such
as linear programming. Under this context, evolutionary algorithms which search for
improved solutions iteratively become an option. An evolutionary algorithm (EA) is an
optimization algorithm that mimics biological mechanisms such as mutation, recombi-
nation, and natural selection to find an optimal design within specific constraints [4].
Since evolutionary algorithms do not make any assumption about the objective function,
they performwell in searching for approximate optimal solutions to all types of problems
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[13]. In this paper, the evolutionary algorithm generates groups of prescriptions (NPIs)
for each region. Then these prescriptions are evaluated from two perspectives. One is
to evaluate the new cases using the prediction model. This poses great challenges to the
prediction model since there are large numbers of possible combinations of time-series
NPIs that need to be evaluated. The other is to evaluate the social and economic impacts.
We assume that for each region, the impact of different levels of a specific NPI can be
represented by a fixed value defined by a cost matrix. Then the evolutionary strategy will
decide the evolution direction based on the objective values of each prescription. After
a specific number of iterations, the algorithm will terminate and output Pareto solutions.
Evolutionary algorithms are usually effective since they can automatically determine the
searching direction. Although evolutionary algorithms have been successfully used in
many studies, there are trade-off considerations in the algorithm design. If the algorithms
only use a single strategy for evolution, they can easily get trapped in the local optimum
[14]. To ensure the generalization ability and stability of the algorithm, different evolu-
tionary strategies are necessary. Thus, a multi-population evolutionary algorithm with
differential evolution (MPEA-DE) is proposed in this paper.

The main contributions of this research can be summarized as follows:

• An approach that connects the predictive model with the prescriptive model has been
proposed to provide optimalNPI prescriptions for policymakers based on the historical
NPIs and other context information.

• For prediction, a GRU-based ensemble model has been implemented to predict the
spread of COVID-19 in the 50 regions of the United States. The time-series infection
data and NPIs are considered simultaneously.

• For prescription, based on the prediction of the GRU-based model, a multi-population
evolutionary algorithm using blind greedy has been proposed to search for optimal
intervention plans that can minimize the newly infected cases as well as the social
and economic cost. Different initialization strategies are used to generate the popu-
lation. To improve the exploration ability and exploitation ability of the algorithm,
multiple evolutionary algorithms are utilized to evolve the sub-populations together
in a cooperative way by using the DE strategy.

• Both the proposed predictive model and the prescriptive model have been compared
with other baseline models using different test time windows in multiple geographical
areas. The comparison results have proved the effectiveness of the proposed approach.

The rest of this paper is organized as follows: Sect. 2 describes the datasets used in
this study as well as the data preprocessing steps. Prediction and optimization models
are also detailed in this section. In Sect. 3, the results for the predictive and prescriptive
models are presented and discussed. Finally, we summarize the findings and discuss the
future research directions in Sect. 4.

2 Materials and Method

In this section, we describe the datasets used for the predictive and the prescriptive
models.We also explain the newly introduced variables as a part of the data preprocessing
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procedure. We then discuss the predictive model, including the mechanism to predict
the daily new Covid-19 cases. Finally, we describe the decision-making framework and
the procedure to identify the best policies.

2.1 Datasets

In this study, we used the Covid-19 dataset prepared by Oxford Covid-19 Government
Response Tracker (OxCGRT). This dataset includes systematic information on the poli-
cies implemented in different countries regarding the Covid-19 pandemic [15]. This
dataset also contains information regarding different categories of policies: closure poli-
cies, economic policies, and healthcare-related policies. In the case study,we focus on the
United States and used the policies corresponding to the closure and healthcare-related
categories.

Closure policies include guidelines that restrict gatherings. Policies in this group are
school closure,workplace closure, public events cancellation, gathering restrictions, pub-
lic transport closure, stay-at-home requirement, internal movement restriction (between
cities and regions), and international travel control for foreign travelers.

Healthcare policies are about guidelines related to the healthcare system.Vaccination
policies, protection of elderly people, facial coverings guidelines, emergency investment,
vaccination investments, testing availability, contact tracing, and public information
campaigns are the policies in this group. Emergency and vaccination investments are
two continuous variables recorded in dollars. The rest of the policies are categorical
variables. Figure 1 shows the number of levels for each policy in each of the categories.

Fig. 1. The number of levels for each policy in closure and healthcare categories.

The values for policies start from 0, indicating no measure taken, all the way up to
a maximum level for each policy. For instance, school closure has four levels, with 0 as
the lowest stringency level and 3 as the highest value requiring the closure of schools at
all levels. The definition of each level is explained in [16]. The codes for each policy are
described in Table 1.

To find the optimal policy for a region, we evaluate the cost-benefit trade-off. In fact,
there is a cost associated with the implementation of any policy for each government.
Setting all policies at the maximum level is expected to decrease the number of new
cases significantly; however, this decision can be too costly, and it can affect a coun-
try economically, both in the short and long term. Besides, many countries may have
limitations in the amount of money they can spend for such emergency circumstances.
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Table 1. The code and description of categorical policies.

Category Policy Description

Closure C1 School closure

C2 Workplace closure

C3 Public events cancellation

C4 Gathering restriction

C5 Public transport closure

C6 Stay at home requirements

C7 Internal movement restrictions

C8 International travel controls

Healthcare H1 Public information campaigns

H2 Testing policy

H3 Contact tracing

H6 Facial coverings

H7 Vaccination policy

H8 Protection of elderly people

Therefore, mitigation strategy needs to consider the cost and benefit simultaneously. For
this purpose, we used a cost matrix to illustrate the cost of implementing each policy.

For the purpose of this study, we used a cost matrix generated from a uniform
distribution with values between 0 and 5 for different policies. Figure 2 shows how
much it costs on average for each state to implement closure and healthcare-related
policies based on the generated cost matrix. We used this basic cost matrix for the model
performance evaluation without loss of generality. Other cost structure can be adopted
without significant impact on the decision-making framework.

Fig. 2. A)Average cost for applying closure policies,B)Average cost for implementing healthcare
policies for different states

In this study, we used the US states population dataset [17] to calculate the ratio of
confirmed cases to the overall population, as the proportion of people infected. This new
variable is added to the dataset as a new feature.
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2.2 Preprocessing

In this study, feature engineering has been employed to introduce relevant new variables.
It should be noted that the primary attribute corresponding to the number of Covid-19
cases is the number of confirmed cases which is a cumulative variable. We denote this
variable by yat which shows the total number of new cases until time point t for state a.

We created a new variable Za
t as the new cases at time point t for state a which can

be calculated as Eq. 1.

Za
t = yat − yat−1 (1)

For themissing values of confirmed cases, we assumed the same value as the previous
day, which means there were no new cases at that time point. We smoothed the daily
new cases using rolling mean with weekly windows as shown in Eq. 2.

Z̃a
t =

∑t
i=t−6 Z

a
i

7
, i ≥ 7 (2)

where, Z̃a
t is the smoothed new cases for time point t and state a. Another newly

introduced variable is the percent change in the smoothed new cases denoted by Ra
t . This

feature can be calculated as in Eq. 3.

Ra
t = Z̃a

t − Z̃a
t−1

Z̃a
t−1

(3)

We used the population information to define a new attribute as the proportion of
infected people in state a and time point t. This variable is denoted by pat and defined as
in Eq. 4.

pat = yat
Na

(4)

where, Na represents the population of state a.
The target variable, here, is defined as the ratio of the percent of change in the number

of smoothed new cases to the proportion of people not being infected at time t and state
a (ϕt

a). This new dependent variable is represented in Eq. 5.

ϕt
a = Ra

t

1 − pat
(5)

2.3 Predictive Model

GRU is a variant of LSTM since both use the gating mechanism in recurrent neural
networks [18]. The performance of GRU on tasks such as speech recognition was found
to be comparable to that of LSTM [12]. GRU also converges faster than LSTM because
it has fewer parameters.
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A GRU cell consists of two gates: reset gate r and update gate z. A reset gate is used
to determine which part of information should be reset. The value of reset gate at time
t, i.e., rt , is calculated based on the previous output ht−1, and the current input xt as
presented in Eq. 6.

rt = σ
(
Wr • [

ht−1, xt
])

(6)

where, σ is a sigmoid function, Wr is the parameter matrix of the reset gate. The
update gate is used to update the output of the GRU, ht . The value of update gate at time
t, i.e., zt , is computed using previous output ht−1 and the current input xt as presented
in Eq. 7.

zt = σ
(
Wz • [

ht−1, xt
])

(7)

where, Wz is the parameter matrix of the update gate. Then the candidate hidden
layer is calculated according to Eq. 8.

h̃t = tanh
(
W • [

rt ∗ ht−1, xt
])

(8)

where,W is the parameter matrix of the candidate hidden layer. Finally, the current
output can be obtained according to Eq. 9. The gates, namely, zt and rt , and parameters,
namely, Wz , Wr , and W will be updated in the training process.

ht = (1 − zt) ∗ ht−1 + zt ∗ h̃t (9)

In this study, a stacked model consisting of two parts has been designed. For the first
part, the input is the time-series policy values, and the output is computed with a GRU
layer of 32 units. For the second part, the input is the time-series prediction ratio, and the
output is obtained with another GRU layer of 32 units. Then the two parts are combined
and connected to a dense layer to get the final output. The length of the time series is set
to 21, meaning only the policies and cases of the past 21 days are considered to make the
prediction. It is assumed that the increase of NPI levels can suppress the spread of the
COVID-19. Thus, all parameters of the GRU layer are set to be non-negative to ensure
the monotonic influence of NPI levels. The batch size is set to 1000. The optimizer is
Adam [19].

2.4 Prescriptive Model

The prediction model can provide more guidance and information for policymakers by
evaluating the outcome of policies. However, since the search space of NPIs is huge,
setting the NPIs manually by experts is still limited. Thus, an automated algorithm that
can identify the optimal mitigation strategies with minimum costs is needed. Due to the
non-linear complexity of the optimization problem, evolutionary algorithms which can
evolve prescriptions through population-based search are good candidates. On the basis
of the traditional population-based algorithm, this paper uses MPEA, in which multiple
algorithms are added to the framework to ensure the adaptability of the algorithm. Aimed
to improve the exploitation ability of MPEA, the mechanism of differential evolution
(DE) is introduced to strengthen the communication between different populations in
this paper. It is assumed that there are m algorithms available for the proposed model.
The components of MPEA-DE are as follows.
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1. Initialization: Generate m populations. Then each sub-population is assigned with
an algorithm.

2. Encoding and Evaluation: The individuals, i.e., NPIs prescriptions, are encoded
using the real integer value encoding method. To improve the consistency of the
policy, we assumed that NPIs can only change every 10 days. Since the number
of NPIs considered is 12, the total number of decision variables can be calculated
by dividing the number of days to prescribe by 10 and then multiplying by 12. For
example, if the number of days to prescribe is 60, the number of decision variables
is 72. In each iteration, the two objectives of each individual, i.e., new cases and
cost, will be evaluated. The individual is used as the input of the predictor to get the
predicted new cases. The social and economic cost is calculated according to the
cost matrix.

3. Evolution: Based on the objective values of individuals, the corresponding algorithm
of each population will determine the evolution direction. The old individuals will be
replaced by the newly generated individuals that have dominated objective values.

4. Migration: After several iterations, the diversity of individuals in each populationwill
be reduced dramatically. To improve the evolution efficiency of each population, a
migration mechanism is introduced.When the number of iteration reaches, the worst
individuals in the current population are evolved towards the best ones in the other
populations, using the DE scheme as expressed in Eq. 10.

Inewworst = Ioldworst + F ∗
(
Ibest − Ioldworst

)
(10)

where, Ioldworst is the worst individual in the current population, Ibest is the best
individual in other populations, F is the scaling factor in DE.

The pseudo-code for the MPEA-DE is shown in Fig. 3. In Fig. 4, we summarized
the whole procedure applied in this study to find the best policies.

Algorithm: MPEA-DE
Initialization: generate m populations, pop 1, pop 2,…,pop m
While stopping conditions are not satisfied do

Evaluate the new cases and cost of all individuals;
For i =1:m

Evolve pop i using algorithm Ai

End for
If a migration interval is reached, then do

For i=1:m
Using DE to update the worst individuals;

End for
End if

End

Fig. 3. The pseudo-code for MPEA-DE used to create policy prescriptions
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3 Results and Analyses

In this section, the results regarding both the predictive and the prescriptive models are
discussed. In the first subsection, we show the predictive model’s results using the GRU.
Then the results for the prescriptive model is described.

3.1 Predictive Model

In this study, we defined two test windows, each of length of twomonths. The first period
starts on August 1, 2020, and ends on September 30, 2020. The second window starts
from February 1, 2021 up to April 1, 2021.

The training set for each of the test windows starts from April 1, 2020, up to the
starting point of the corresponding test window. Prediction results for the GRU method
are plotted in Fig. 5 for the two test windows for the United States. As we can see, for
both test windows, the predictive model is following the true daily new cases closely
and has captured the pattern.

Fig. 5. A) The predicted and actual daily new cases for the United States using GRU for the first
test window (August 2020 to the end of September 2020), B) The predicted and actual daily new
cases for the United States using GRU for the second test window (February 2021 to the end of
March 2021)
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We also explored the performance of the predictive model at the state’s level rather
than the entire United States. For this purpose, the predicted values for daily new Covid-
19 cases are plotted for three states, Iowa, Georgia, and Texas, for both test windows, in
Fig. 6.

Fig. 6. The predicted and actual daily new cases for Iowa, Georgia, and Texas using GRU. For
each state, plot A shows the first test window (August 2020 to the end of September 2020), and
plot B shows the second test window (February 2021 to the end of March 2021).

As it is shown, we can predict the future new cases based on the previous policies
applied, the number of new cases, and the population. We showed that the model is
performingwell both at the country level as well as the region level (state). Besides, three
methods, i.e., least absolute shrinkage and selection operator (LASSO), fully connected
neural network (FCNN) and convolutional neural network (CNN), were adopted as
baseline models. LASSO was used as a non-time series prediction model which use the
NPIs and prediction ratio of the previous day as the input. FCNN and CNN used time-
series NPIs and prediction ratio for prediction. Mean absolute error per million people
(MAE_1M) and mean absolute percentage error (MAPE) were used as measurements to
compare the proposed model and other baseline models. To verify the robustness of the
proposedmodel, allmodelswere tested using eight timewindows, i.e. August, September,
October, November and December in 2020, and January, February and March in 2021.
As shown in Table 2, the average MAE_1M of GRU was 13–22% less than the baseline
models. The average MAPE of GRU was 7–11% lower than the other three models,
which proved the advantage of the proposed method.
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Table 2. Comparisons among GRU and baseline models.

Methods MAE_1M MAPE (%)

GRU 143.34 32.72

LASSO 183.40 43.32

FCNN 176.07 39.95

CNN 176.65 41.97

3.2 Prescriptive Model

After predicting the new cases for the future, we use the outputs to feed into the pre-
scriptive model so the optimal set of policies for a state can be identified. In this study,
we used random search and blind greedy search strategies as two baseline/benchmark
models.

In the random search strategy, a population consisting of 40 individuals has been
generated randomly. In each iteration, new individuals are generated by perturbating the
old ones and replacing the individuals of bad objective values. The number of iterations
is set to 20. The blind greedy search strategy starts with all NPIs as zeros and then
iteratively sets the NPI that has the least cost to the maximal level.

For MPEA-DE, two populations have been generated. Each population consists of
20 individuals. The first 60% of the individuals in each population is generated by the
blind greedy search strategy. To increase the diversity of the population, the remaining
40% of the individuals are generated by the random search strategy. The two populations
are evolved using the standard genetic algorithm (GA) [20] and DE [21], respectively.
The total number of iterations is 20. Every 5 iterations, the DE schemewill be performed
to strengthen the communication between two populations.

Each model generated 10 prescriptions/mitigation strategies for each region. The
quality of a prescription is calculated as the number of prescriptions it dominates (i.e.,
have better new cases and stringency level). For example, if a prescription of model A
dominates 5 prescriptions of model B and 2 prescriptions of model C, the score of this
prescription is 7. Thus, the performance of a prescriptive model can be calculated as the
sum of the scores of its prescriptions.

In the prescription phase, we defined three test periods, each of length of one month.
The first test window starts from July 2020 to the end of the month, the second test
window is October 2020, and the last window is January 2021. The new cases and
stringency level averaged a day were used as the two objectives. For each region, the
prescriptive model that has the highest score is selected as the winner of the region. In
other words, the region is claimed by the best model. To measure the performance of
prescriptive models across all regions, the percentage of regions claimed by each model
is calculated. In Table 3, the percentage of regions claimed by the prescriptive model
(MPEA-DE) is shown. As we can see, the proposed method is completely superior to
the other two baseline models.
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Table 3. Claim percentage of the three prescriptive models

Window MPEA-DE Baseline models

1 84.0 16.0

2 84.0 16.0

3 88.0 12.0

In Fig. 7, the Pareto frontier generated by each algorithm has been plotted for three
states. On the x-axis, we have the average cost across the whole test window, and on
the y-axis, we have the average of new Covid-19 cases. Each point represents a policy
suggested by one of the algorithms.We are interested in policies with both small cost and
small number of new cases. As we can see, the proposed method is outperforming the
baselinemodels since, on average, for themajority of the policies,MPEA-DE dominated
the other two models in both objectives.

Fig. 7. Pareto frontier of prescriptive models for California, Washington, and Iowa, for three test
windows. (x-axis represents the average cost, and the y-axis shows the average number of new
cases)

4 Conclusion

Accurate forecasting of infected cases and the right mitigation strategies are key to
reducing the spread of COVID-19. In this study, we proposed a framework to identify
sets of superior policies from which a decision-maker can choose according to the goals
and budgets. In this paper, a GRU-based model is proposed to predict the spread of
COVID-19 using time-series infection data and NPIs. The results have shown that the
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predictive model can predict the spread of COVID-19 accurately. The prediction results
are then employed to identify which policies can be applied to reduce the number of
new cases while minimizing the overall costs. To search for the optimal intervention
policy, a multi-population evolutionary algorithm named MPEA-DE is proposed. We
compared the prescriptive model to two baseline models: random selection strategy and
blind greedy search method. The performance of the proposed prescriptive models is
evaluated based on the dominancy of the generated prescriptions over the other two
models. The experiments have shown that in terms of prescription quality, MPEA-DE
performs better than random and blind greedy search methods. Based on our approach,
the authorities can have a better recognition of the outcome of their policies and make
policy shifts in time.

This study is subject to a few limitations, which suggest a few research directions.
First, in the forecasting model, the vaccination rate is not considered. Since the vac-
cination period is relatively short at the time of this study, it is better to consider the
vaccination factor after collecting sufficient data. Second, in the prescription phase, we
used random costs for the policies generated from a uniform distribution. However, the
social and economic impacts of intervention plans in the real world are more compli-
cated than what has been assumed in this study. For this purpose, we consider testing
a variety of more complicated cost matrices as a part of the robustness check and use
models based on real data to predict the social and economic impacts of NPIs for future
research studies.
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Abstract. Data-driven methods are proposed to optimize both pricing and inven-
tory management strategies in price and quantity setting newsvendor problem.
Simulation experiments show that prescriptive method and casual sample aver-
age approximation outperform Predict-then-Optimize method. Sample average
approximation might be even worse when ignoring pricing effect on demand
uncertainty.

Keywords: Data-driven · Pricing · Inventory management · Causality

1 Introduction

The newsvendor problem [1] optimizes the order quantity q of perishable good, and
makes penalty on the cost of unmet demand, backorder cost and the cost of unsold good,
holding cost. The objective is to minimize the backorder cost and holding cost,

min
q

C(q) = ED

[
b
[
D − q

]+ + h
[
q − D

]+]
(1)

where D is demand and b, h represent backorder cost and holding cost per unit
respectively.

Assumption on exogenous price works in perfect competition market, but in monop-
olistic competition market, firms make decisions on both pricing and inventory manage-
ment strategies simultaneously. Moreover, incorporating pricing strategy into newsven-
dor problem effects uncertainty in demand. Single-period price and quantity-setting
newsvendor [2] considers additive demand uncertainty andmultiplicative demand uncer-
tainty, and mainly focuses on optimality conditions and unimodality, but there are great
limitations on assumptions about demand distribution. Gregory D DeYong [3] review
price-setting newsvendor and offer detailed extensions on demand, supply scenario and
objective function, and even behaviour newsvendor.

Data driven methods show prevailing advantages in supply chain management and
have no restriction on demand distribution. Predict-then-Optimize method first gener-
ates deterministic demand prediction using supervised learning, and then derives order
quantity by solving the optimization model while resulting in estimation error and infor-
mation loss. Sample average approximation method optimizes on order quantity and
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price to maximize average empirical profit using finite samples of demand. Gah-Yi Ban
andCynthia Rudin [4] apply empirical riskminimizationwith regularization using linear
hypothesis class, develop kernel optimizationmethod to solve big data newsvendor prob-
lem and provides theoretical guarantees, but do not consider pricing-setting newsvendor
problem. Dimitris Bertsimas and Nathan Kallus [5] propose prescriptive method and use
non-parametricmethod to construct weights, conditional distribution to some extent, and
then optimize decision variables over the demand distribution conditional on auxiliary
data, and deal with problem when decision effects uncertainty.

In this paper, we apply data-driven methods to solve joint pricing and inventory
management newsvendor problem using finite samples and mainly focus on pricing
effect on demand uncertainty.

2 Problem Formulation

Bothpricing and inventorymanagement strategies are important for newsvendor problem
especially inmonopolistic competitionmarketswheremanufacturers havepricingpower.
Price and quantity setting newsvendor problem optimizes on order quantity and price to
maximize the expectation of profit.

π(p, q) = pD(p, ε) − cq − h
[
q − D(p, ε)

]+ − b
[
D(p, ε) − q

]+ (2)

where D(p, ε) = a − bp + ε(a > 0, b > 0) in additive demand case and D(p, ε) =
ap−b + ε(a > 0, b > 1) in multiplicative demand case.

In decision making problem without auxiliary data, we maximize E
[
π

[
p, q;D]]

only use demand distribution. As for decision making problem with auxiliary data,
we decide optimal price and order quantity p, q over P,Q to maximize profit
E
[
π(p, q;D(p))|X = x

]
conditional on observation X = x and distribution of demand.

However, we would get biased solution because of pricing effect on demand uncertainty
as shown in formula (3) and (4)

π∗(x) = max
(p,q)∈(P,Q)

E
[
π(p, q;D(p))X = x

]
(3)

(
p∗(x), q∗(x)

) = arg max
(p,q)∈(P,Q)

E
[
π(p, q;D(p))X = x

]
(4)

Hence, we make assumptions on price and quantity setting newsvendor problem:
Assumption 1: Only P effects demand uncertainty.
Assumption 2: Conditional independence, for every q ∈ Q,D⊥q|p, x
We discretize price intomultiple cases and solve the optimization problemwith fixed

price, which is the newsvendor problem with exogenous price, finally we sort out the
scenario with largest profit.

3 Method

3.1 Optimization with Full Information

First, we optimize price and order quantity using full information as benchmark, where
we get real demand given price and auxiliary features. Given testing set Ste with auxiliary
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data X , we generate full information set with demand and price according to data gen-
erating process. Using true demand d and price pi in full information set, we optimize
order quantity q∗(d , pi) given pi and auxiliary data and obtain profit π∗(d , pi). Sort
profit π∗(d , pi) and get optimal strategies (pi∗ , q∗(d , pi∗))with largest profit π∗(d , pi∗).
For each sample with demand non-parametric method, in testing set Ste,

q∗(d , pi) = max
q∈Q π(q; d , pi) (5)

π∗(d , pi) = argmax
q∈Q

π(q; d , pi) (6)

i∗ = arg maxiπ
∗(d , pi), π

∗(d , pi∗) = maxiπ
∗(d , pi) (7)

3.2 Casual Sample Average Approximation

Data-driven method does not assume exact demand distribution, for example, sam-
ple average approximation [6] method solves the stochastic problem with objec-
tive function as sample average using finite samples for approximation. We suppose
that {d1, d2, . . . , dN } are samples of demand D and use general profit formulation
π = p min(di, q) − cq − b

[
di − q

]+ − h
[
q − di

]+, where p, price of good per unit
and q, order quantity are decision variables, p min(di, q) represents sales profit given
demand di and cq measures purchase cost. Therefore, the mean sample profit is as
follows:

max
(p,q)∈(P,Q)

1

N

N∑
i=1

(
p min(di, q) − cq − b

[
di − q

]+ − h
[
q − di

]+)
(8)

where p, q ≥ 0 and p is integer variable and q is continuous variable.
We introduce dummy variable oi,ui to represent holding cost and backorder cost.

Because of formulamin(d, q) = d−[
d − q

]+, we have equivalent formulation of profit
function π = dp − pu − cq − bu − ho where ui ≥ di − q, oi ≥ q − di,ui, oi ≥ 0, i =
1, . . . ,N.

Given training set Str with demand {d1, d2, . . . , dN }, we optimize price and order
quantity and get solution of sample average approximation method as

(
qSAA, pSAA

)

(
qSAA, pSAA

)
= arg max

(p,q)∈(P,Q)

1

|Str|
∑
i∈Str

π(p, q; di) (9)

π
(
qSAA, pSAA

)
= max

(p,q)∈(P,Q)

1

|Str|
∑
i∈Str

π(p, q; di) (10)

Considering pricing effect on demand uncertainty, we optimize order quantity over
Q using samples in training set with given each price pi. Sort the profit π∗(pi) and select
the pricing strategy with index iSAA which has largest profit πSAA.

q∗(pi) = arg max
q∈Q

1

|{i ∈ Str : P = pi}|
∑

i∈str :P=pi
π(q; p, di) (11)
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π∗(pi) = max
q∈Q

1

|{i ∈ Str : P = pi}|
∑

i∈str :P=pi
π(q; p, di) (12)

iSAA = arg maxiπ
∗(pi), πSAA = maxiπ

∗(pi) (13)

3.3 Prescriptive Method

Dimitris Bertsimas and Nathan Kallus [5] put forward prescriptive method and the
main idea is to match each testing sample with amounts of samples from train-
ing set which share similar characteristics. Given past data in training set Str =
{(d1, x1, p1), (d2, x2, p2), ..., (dN , xN , pN )}, we use decision tree to fit demand D with
auxiliary dataX and priceP in training set and apply the estimated tree to predict demand
in testing set.

Step 1. Given CART [7] map rule R : X × P → D, we calculate weights using tree
model in Eq. (14). R(x, p) is the leaf index which the sample with input (x, p) belongs
to, |{j : R(xj, pj) = R(x, p)}|measures total number of samples in training set with same
estimated value and I

[
R(x, p) = R(xi, pi)

]
is the indicator function to justify whether

the sample (xi, pi) shares the same leaf index with (x, p).

wCART
N ,i (x, p) = I

[
R(x, p) = R(xi, pi)

]
∣∣{j : R(

xj, pj
) = R(x, p)

}∣∣ . (14)

Step 2. Solve the optimization problem

qCARTN (x, p) = arg max
q∈Q

1

|{i : R(xi, pi) = R(x, p)}|
∑

i:R(xi,pi)=R(x,p)

π(q; di), (15)

π∗(x, p) = max
q∈Q

1

|{i : R(xi, pi) = R(x, p)}|
∑

i:R(xi,pi)=R(x,p)

π(q; di). (16)

Step 3. For each p ∈ P given x, we get

πCART
N (x) = max

p∈P π∗(x, p), (17)

pCARTN (x) = arg max
p∈P

π∗(x, p), (18)

qCARTN (x) = arg max
q∈Q

1∣∣{i : R(xi, pi) = R
(
x, pCARTN (x)

)}∣∣
∑

i:R(xi,pi)=R
(
x,pCARTN (x)

)
π(q; di)

(19)



Data-Driven Joint Pricing and Inventory Management Newsvendor Problem 401

3.4 Predict-then-Optimize Method

Predict-then-Optimize method always predicts the variable we are interested in first and
then applies the estimated value to the optimization problem in second stage. As for
Predict-then-Optimize framework, we consider pricing effect on demand uncertainty
and use both auxiliary data X and P to fit demand, then select optimal strategies using
estimated demand d̂ .

qPTO(d , pi) = arg max
q∈Q

π
(
q; d̂ , pi

)
(20)

πPTO(d , pi) = max
q∈Q π

(
q; d̂ , pi

)
(21)

iPTO = arg maxiπ
PTO(d , pi), π

PTO = maxi π
PTO(d , pi) (22)

4 Simulation Experiment

In this section, we compare the method performance with full information benchmark
using two simulation datasets.We experiment on the simulated data set which takes addi-
tive demand uncertainty into consideration, A,B in Eq. (23) measure mean-dependence
and heteroscedasticity of demand on auxiliary data, and k describes demand reduction
for per unit increase in price. Equation (24) guarantees price higher than cost. 1st dataset
contains 1000 training samples respectively and both use 100 testing samples.

D = max
{
0,ATX +

(
BTX

)
∗ε

}
+ (Pmax − P)∗b (23)

P = max
{
DTX + ε

]
, c

}
,Pmax = maxP (24)

where X ∼ N (μ,�), μ = [50, 40, 20], � =
⎛
⎝

1 0.5 0
0.5 1 0.5
0 0.5 1

⎞
⎠, ε ∼ N (0, 1), b =

50, AT = [0.8, 0.1, 0.1],BT = [0, 0.1, 0.1],DT = [−1, 1, 1.25] (Table 1).
We use the above methods to get optimal strategy in training set then apply it to

testing test and find out whether it works or not. Results show that prescriptive method
and casual sample average approximationmethod show prevailing advantages relative to
Predict-then-Optimize method and sample average approximation. Both of the methods
decide optimal price the same as the case with full information and the optimal order
quantity is close to what we find in full information. On the other hand, all the methods
show tendency to over-purchase and thus occurs holding cost, but the result is even
worse in the case using sample average approximation due to biased pricing strategy.
Method performance comparison is described in Fig. 1(a). It’s worth noting that total
profit using sample average approximation or Predict-then-Optimize method is always
lower than that of casual sample average approximation and prescriptive method and
does not converge to profit in full information case when sample size reaches 800 or
even higher.
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Table 1. Optimal strategies of newsvendor problem

Method 1st Experiment 2nd Experiment

Price Quantity Demand Profit Price Quantity Demand Profit

Full information 16.0 532.2 532.2 5854.4 14.0 481.5 481.5 4333.2

Prescriptive method 16.0 540.2 531.2 5797.1 14.1 472.1 474.5 4291.7

Sample average
approximation

22.0 688.6 232.2 1209.5 19.0 526.6 231.5 1469.9

Causal sample
average
approximation

16.0 542.4 532.2 5790.5 14.0 480.6 481.5 4299.3

Predict-then-Optimize
method

22.0 395.0 232.2 2970.9 19.0 329.2 231.5 2653.9

Real data complies with log-normal distribution instead of normal distribution, we
suppose that ln(x1) ∼ N (3.91, 0.02), ln(x2) ∼ N (3.68, 0.025), ln(x3) ∼ N (3.00, 0.05),
which has same expectation and variance as 1st dataset but mutually independent. 2nd

dataset contains 260 training samples respectively and both use 100 testing samples.
Comparing with data simulated from normal distribution, both optimal solution and
objective value varies, results show in Fig. 1(b). Causal sample average approximation
and prescriptive method converge to profit in full information with smaller sample size.

Fig. 1. Method performance comparison

As for computation time comparison, both casual sample average approximation and
prescriptive method shows linear computational complexity and casual sample average
approximation method’s performance is significantly better than other methods. Sample
average approximation method uses quadratic objective function without fixed price
technique and computation time increases exponentially accompanying with increasing
sample size (Fig. 2).
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Fig. 2. Computation time comparison

5 Summary

Causal sample average approximation and prescriptive method outperform predict-then-
Optimize method and sample average approximation and converge to full information
profit when sample size approaches to 800, 260 in the simulation experiments. Intersec-
tion of machine learning and optimization methods provides a more powerful techni-
cal approach in supply chain management using auxiliary data. Huge amounts of data
enhance decision making ability, and machine learning methods can improve predic-
tion accuracy or approach to the demand distribution that most closely matches the
characteristics of the sample. On the other hand, decision effects uncertainty should
be taken into consideration, such as pricing strategy’ effect on demand uncertainty in
price and quantity setting newsvendor problem. In future work, directions to be consid-
ered include multi-period joint pricing and inventory management problem setting [8],
censored demand.
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