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Abstract. While social media provides excellent communication opportunities,
it also exposes people to potentially threatening situations online. The rising pop-
ularity of various social media platforms has enabled people worldwide to freely
exchangeviews, ideas, and interests.But that does not comewithout consequences,
including an increase in cyberbullying. Early identification of cyberbullying has
been proven to be beneficial in preventing it from spreading. We have tested a web
browser plugin over few social media platforms to identify offensive comments
or posts. Furthermore, research on cyberbullying identification has been done in
many languages, but none has been done on Tamil and English phonetic words
until the time of conducting this study. Therefore, this study attempts to elicit
keywords or phrases relating to cyberbullying incidents in both Tamil and English
phonetic words. The study results might be helpful to the research community to
create further tools and prepare a training dataset for cyberbullying identification.
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1 Introduction

The rise of the Internet has sparked a debate over the influence of social interactions
in cyberspace. When you have a platform in which its community can communicate
smoothly using social media, there are numerous classes of netizens who, by means of
different forms of behaviours, can or may not contribute to a healthy atmosphere. One
such dark side of human behaviour is cyberbullying perpetration.

Cyberbullying is a phrase often used amongst netizens, but only a few fully com-
prehend its true meaning and its detrimental impacts on any victim, regardless of age
or background. Cyberbullying occurs when a person or group utilizes the Internet or
technologies with the intent to harass, intimidate, disgrace, or abuse someone else [1].
Because humiliation of the victim can “go viral” and become public in a short time,
cyberbullying may do more damages than traditional bullying [2].
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Worldwide statistics reveal that cyberbullying incidents have increased gradually
between 2011 to 2018, as reported in [3]. This raised a lot of concern for the public as
social media gets toxic every day. Cyberbullying has brought a swirl of adverse effects
from suicide to increased and persistent mental health issues such as social anxiety
disorder and depression worldwide.

As cyberbullying occurs around the globe, it immediately diversifies regarding its
inflected language depending on the nation it “visits”. Cyberbullying can take place in
different languages, depending on one’s language proficiency. It can also be presented in
a mixture of languages, especially in a multiracial country such as Malaysia. A mixture
of languages is utilized for hurting or reaching a wider “audience” with various language
proficiency.

Indeed,Malaysian cyberbullies tend to communicate and, in some instances, employ
all their harmful words in a range of languages. However, there is limited research in
cyberbullying that uses different types of languages or a mixture of multiple languages.
The likelihood of the cyberbullying victim feeling the same or perhaps worse effects
using a mix of language that may convey more hurtful meanings. Hence, there is a
serious need to investigatemethods for identifying potentially offensivemixed languages
on social media platforms.

2 Background

There have been numerous instances of cyberbullying in the digital world, and the
constant and intensive use of social media worldwide makes it unlikely that these figures
will fall. In addition, people have more time spent on social media through the Covid-19
pandemic, raising their chances of becoming cyberbullies or victims.

A 2018 poll was carried out with 20,793 people worldwide on cyberbullying by
IPSOS [3]. The results showed that 3 out of 10 young Malaysians had been victims of
cyberbullies in the country. Malaysia ranks second in Asia, where parents have reported
their children experiencing cyberbullies.

Most research in cyberbullying identification was based on either a filters program
or machine learning approaches [4–7]. As multiple uncertainties are inherent in one lan-
guage, several identification cyberbullying techniques for different contexts have been
investigated by scholars. For example, Saravanaraj et al. (2016) suggested a cyberbul-
lying identification model using Naïve Bayes, where the presence of an abusive word
indicates cyberbullying, and the absence indicates otherwise [7].

In addition to content, researchers have examined user-related factors in cyberbul-
lying identification systems. This includes age, gender, sexual orientation, and race, as
discovered by [8, 9]. Many studies also were conducted to classify between cyberbully
or non-cyberbully [10–12].

It is believed that the integration of user knowledge, features, and post-harassing
behaviour, for example, by readdressing their harassment experiences by placing a new
status on another social network,will increase the cyberbullying identification’s accuracy
[13]. These strategies have over the years been repeated and enhanced to better match
modern language nuances and the expansion of social media features.

In this study, we focused on the identification of the most commonly used Tamil-
English phonetic offensive words. A wide search of existing journals and publications
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was conducted, and no previous work was found on the identification of cyber-bullying
in used Tamil-English phonetic words. Since Tamil is also a language that transcends
the multiracial people of Malaysia, it may also be utilized as a medium for harm and
distress online.

3 Browser Plugin Testing

The browser plugin used in this study was adapted from two other Google Chrome
BrowserPlugins orExtensions, “NOSPOILERS” [14] and “CODAR” [15]. “NOSPOIL-
ERS!” was created by a Malaysian named Ng Khai Yong, which will automatically blur
out any posts talking about Avengers: Endgame movie. The other plugin is called “CO-
DAR” or “Cyber Offense Detecting and Reporting Framework” which performs Text
Toxicity Prediction on public Facebook posts or comments using BeautifulSoup and
Facebook API. Both plugins are integrated to test the sample dataset in this study.

Figure 1 illustrates the workflow of the testing activities, from preparing the dataset
preparation to configuring the manifest file, modifying the sample dataset and finally
testing the adapted plugin.

Dataset 
Preparation

Manifest File 
Configuration 

Browser 
Plugin Testing

Sample Dataset 
Modification

Fig. 1. Browser plugin testing workflow

Dataset Preparation. The key challenge in this study is the availability of a suitable
dataset, which is necessary to identify the presence of cyberbullying. In this study, we
have developed a Tamil-English phonetic words dataset obtained from the comment
sections of public posts of some popular Facebook pages and Twitter accounts. We
select a sample of 45 offensive Tamil-English phonetic words from the dataset for testing
purposes.

Configuration, Modification and Testing. The manifest file was coded and tested,
similar to all Google Chrome Browser plugins. The manifest is the Google Chrome
Browser plugin’ backbone or the central nervous system. If the manifest file is success-
fully coded and loaded into theGoogle Chromeweb browser, this is visible in the plugins
menu at chrome://extensions on the same browser, as shown in Fig. 2. When the plugin
is selected, it is displayed the entire name, version number, description, and unique ID
number. Each plugin is allocated an ID number since each plugin has its own unique ID.

The next step was to align manifest.json script with a jquery-3.6.0.min.js script.
The jquery-3.6.0.min.js script is available to download on the jquery website. After
downloading it, it is saved to the same directory as the manifest.json script, as shown in
Fig. 3.
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Fig. 2. The activation menu of the plugin

Fig. 3. The manifest.json and jquery-3.6.0.min.js scripts working under the same directory

After the manifest file is configured, the block.js file, adapted from the NO SPOIL-
ERS! and CODAR extensions, is equipped with a new dataset that consists of 45 offen-
sive Tamil-English phonetic words. However, certain concerns with the security policies
on Facebook, Twitter, Instagram, and Youtube have prevented the detection procedure
from operating on these websites. Despite that, the Google Chrome search bar detects
and blocks photos from the same search. After several adjustments have been made,
the adapted plugin still could not bypass Facebook, Twitter, Instagram, and Youtube’s
security policies.

If the offensive words are found, a message will appear in red font colour showing
“[Text Blocked: Offensive content warning.]”, indicating a clear warning that the word
or phrase being searched contains an offensive word. As shown in Fig. 4 and Fig. 5,
the plugin can identify and block out the offensive phrases in the Chrome and standard
Incognito web browsers.
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Fig. 4. Search result using standard Chrome tab

Fig. 5. Search result using standard Incognito tab

Figure 6, Fig. 7 and Fig. 8 show the adapted plugin running on Facebook, Twitter,
and YouTube. The adapted plugin works to identify harmful phrases on Facebook, but it
does not work on Twitter and YouTube, which is due to the security policies established
by these social networking sites to ensure that no foreign application or plugins can
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Fig. 6. The adapted plugin running on Facebook

Fig. 7. The adapted plugin running on Twitter

comb through any information, even in the background on their websites. The constant
changes in their privacy policies can also be attributable to this.
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Fig. 8. The adapted plugin running on YouTube

4 Conclusion

The adapted browser plugin focused on identifying inappropriate words and phrases
in a mixture of Tamil and English phonetic words. However, much future work is
needed to improve the usability and performance of the plugin or develop sophisticated
tools that can automatically identify offensive words. Developing a complete dataset is
also essential in multiple languages for conducting tests and development to identify
cyberbullying.

Hence, this study will be extended to apply different machine learning models for
identification purposes. Secondly, we intend to complete the dataset development of the
words and phrases in a mixture of Tamil and English phonetic words. Finally, we plan
to validate our approach and generalize the results using different datasets from social
media sites.
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