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Abstract. Protecting the network perimeters from malicious activities
is a necessity and essential defence mechanism against cyberattacks.
Network Intrusion Detection system (NIDS) is commonly used as a
defense mechanism. This paper presents the Symptoms-based NIDS, a
new intrusion detection system approach that learns the normal net-
work behaviours through monitoring a range of network data attributes
at the network and the transport layers. The proposed IDS consists of
distributed anomaly detection agents and a centralised anomaly classi-
fication engine. The detection agents are located at the end nodes of
the protected network, detecting anomalies by analysing network traf-
fic and identifying abnormal activities. These agents will capture and
analyse the network and the transport headers of individual packets for
malicious activities. The agents will communicate with the centralised
anomaly classification engine upon detecting a suspicious activity for
attack prioritisation and classification. The paper presented a list of net-
work attributes to be considered as classification features to identify
anomalies.
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Features · Machine learning

1 Introduction

Protecting asset’s information from inside and outside threats can be a very
demanding task. The primary purpose of an Intrusion Detection System (IDS)
is to identify attackers trying to expose vulnerable resources on information sys-
tems and network services. Practically most of the existing intrusion detection
systems are signature-based [1]. The performance of these systems is limited
by the signature database of previously seen instances or attacks [2]. There-
fore, the inability of signature-based IDS to detect novel attacks whose nature is
unknown has stimulated the need for intelligent and efficient intrusion detection
methods. The anomaly-based intrusion detection system is designed to uncover
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abnormal behaviour patterns [3]. It establishes a baseline of normal usage pat-
terns and flags anything that widely deviates from it as a possible intrusion. The
major benefit of anomaly-based detection methods is that they can effectively
detect previously unknown threats. However, they cannot provide utterly accu-
rate detection and are prone to generate high false alarms [4]. This is a serious
concern in information security because false alarms can severely impact the
protected information systems, such as the disruption of information availability
because of IDS blockage in suspecting an attack attempt is overburdened by
false alarm.

Deploying an anomaly-based intrusion detection system is usually imple-
mented in two stages [5]; during the first stage, the system learns the network’s
normal behaviours under the assumption of the absence of attacks and/or mali-
cious activities. In the second stage, the system monitors network traffic and
system activates and compares them to the learned normal behavioural patterns.
If a mismatch occurs, a level of “suspicion” is raised, and when the suspicion, in
turn, trespasses a given threshold, the system triggers an alarm.

Typical attack definition consists of a combination of attack symptoms that
are abnormal values of the observed network variables. Context knowledge can
significantly improve intrusion detection accuracy and minimise the rate of false
alarms. This work presents a new two-tier intrusion detection system that learns
the normal ranges of values for network data attribute at the network and the
transport layers. The proposed IDS work within a distributed multi-agent Intru-
sion Detection System architecture; the algorithm uses attack symptoms vectors
for attack prioritisation and classification.

The rest of the paper is structured as follows; in Sect. 2, we present a brief
review of intrusion detection systems and highlight the primary goal of this
work. In Sect. 3, we introduce our symptoms based intrusion detection system.
Section 4 presents the system implementation and finally Sect. 5 describes the
future research plan and concludes the paper.

2 Literature Review

It is well known that intrusion detection systems play a vital role as the second
line of defence against network-based and host-based attacks behind the firewall
[6]. The key usage of an intrusion detection system is to detect abnormal or
suspicious activities and raise the alarm whenever such activities are detected.
Therefore, intrusion detection systems are becoming a prominent tool for many
organisations after deploying firewall technology at the network perimeter [7].

Typically, the IDS systems are classified based on the method used in detect-
ing malicious activities into one of the two approaches [8]; anomaly detection and
signature detection. An anomaly detection approach is used to detect deviations
from a previously learned behaviour, whereas any activity that significantly devi-
ates from the normal behaviour is considered as intrusive. On the other hand, the
misuse detection approach detects intrusions in terms of the characteristics of
known attacks or system vulnerabilities; any action that conforms to the pattern
of a known attack or vulnerability is considered intrusive.
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Due to the diversity of cyberattacks and zero-day attacks signature-based
IDS will likely miss an increasingly large share of attack attempts. In spite of
this, most intrusion detection systems in use today are signature-based; whilst
few anomaly-based IDSs have been deployed to date [9]. The reason behind that
is, a signature-based IDS is easier to implement and simpler to configure and
maintain than the anomaly-based. On the other hand, the deployment of an
anomaly-based IDS typically requires training time, crucial system’s attributes
to monitor, and expert personnel [10,11]. To configure the anomaly-based IDS,
several parameters need to be set, such as the duration of the training phase and
the similarity metric. In addition to that, different environments may require a
different set of attributes to monitor and parameters to configure. Therefore,
common detection guidelines for anomaly-based IDS are hard to dedicate. Each
anomaly detection mechanism has its unique requirements such as training time,
system parameters and dataset collection, while all signature-based IDSs perform
similarly in various environments.

Anomaly-based IDSs are mainly criticised based on three aspects, each of
which increases the security specialist effort needed to configure and run. Firstly,
as discussed previously, anomaly-based IDS generally raise a high number of
false alarms. Secondly, an anomaly-based IDS usually works as a black-box [12].
Lastly, an anomaly-based IDS raises alarms without a precise classification or
context detection information clarifies the rationale of generating the alarm [13].
As a matter of fact, the classification of a certain instance for a signature-based
IDS is predetermined. In contrast, the classification for an anomaly-based IDS
depends on the training dataset. Thus, different anomaly-based model instances
could classify the same instance differently [14].

False alarms are well-known problems of IDSs in general and anomaly-based
IDSs in particular [15]. Security analysts have to verify each raised alarm; thus,
systems prone to raise a high amount of false alarms will require many personnel
and excessive time for alarm verification. Two distinct trends affect the rate of
false alarms; primarily, most anomaly-based detection engines utilise statistical
models, a distance function, and a threshold value to detect anomalies [13]. For
that reason, there is an intrinsic tie between attacks detected and false alarms
raised; when adjusting the threshold value to detect a larger number of attacks,
the number of false alarms increases as well. Therefore, it is practically difficult
to achieve ideal attack detection with no false alarms all at once [16,17].

Consequently, anomaly-based IDS have to be tuned by setting an appropriate
threshold value. Secondly, since intrusions are rare events, and because detec-
tion engines cannot achieve both optimal detection rate and a negligible false
alarm rate, a greater rate of false alarms will be generated than the desired and
expected rate. This problem is commonly known as the base-rate fallacy, and it
stems directly from Bayes’ theorem [18].

Another limitation of an anomaly-based system is that it carries out the
detection process as a black-box [19]. System administrators have little control
over the process flow and its configuration; reasonably, they can merely configure
the similarity metric used to discern legitimate traffic from malicious activities.
Most anomaly-based IDSs employ complex mathematical models (such as neu-
ral networks, genetic algorithms and data mining algorithms) [20]. Therefore,
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system administrators can neither precisely understand how the IDS engine dis-
tinguishes normal instances nor refine the IDS model to avoid certain false alarms
or improve attack detection.

Unlike signature-based IDS, the anomaly-based IDS lack attack classifica-
tion. The main concept of an anomaly-based IDS is that it raises the alarm
every time it detects an activity that deviates from the baseline model of the
normal behaviour [19]. Therefore, the cause of the anomaly itself is unknown
to the intrusion detection system. The generated alarm holds little information
to determine the attack class. Network-based systems generally include the tar-
geted IP address, network port used, and the IP source of the attack. This is
because the detection engine’s model is implemented based on learning the nor-
mal behaviours during a certain time. Therefore, it is difficult to develop an
offline classifier suitable for any anomaly-based IDS instance.

An anomaly-based IDS is hypothetically supposed to detect unknown attacks
or slight modifications of well-known attacks. Manual classification and the appli-
cation of some heuristics-based approaches are possible options [19]. However,
manual classification is not feasible due to a large number of false alarms gen-
erated, and the heuristics deliver results in a restricted context only because
the “traits” of each attack must be known. In addition to that, because alarms
are generated unclassified and hold little information to determine the attack
class, no automatic countermeasure can be activated to react to a certain threat
[6]. Because of all the limitations listed above for an anomaly-based IDS, the
primary objectives of this work is to propose a method that can enhance and
improve the usability of the anomaly-based intrusion detection system

3 Symptoms-Based Network Intrusion Detection System

The proposed IDS consists of two interacting components: the Anomaly Detec-
tion Agent (ADA) and the Attack Classification Engine (ACE). The ADA pro-
cesses network traffic, analyse traffic statistics and extracts significant network
traffic attributes. Once ADA has detected an abnormal activity, the collected
information is passed to the ACE that automatically determines the attack class.
This section presents the proposed system in detail.

3.1 An Overview

The proposed IDS is a completely network-based intrusion detection system
that identifies intrusions by examining network traffic. As illustrated in Fig. 1,
it consists of anomaly detection agents distributed in the networks’ end nodes
and a centralised correlation engine. The distributed agents are responsible for
interpreting the data stream (network traffic) arriving at the particular node.
The main function of these agents is to capture all network traffic generated by
the specified host and analyse the content of individual packets for malicious
activities. The ADA communicates with the anomaly classification engine upon
detecting suspicious activities for attack prioritisation and classification.
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Fig. 1. conceptual framework of the proposed system

3.2 Attribute Vector

Before proceeding with system architecture any further, some concepts used in
this paper should be explained in detail. The proposed IDS learns the nor-
mal behaviour of the network by monitoring and analysing several network
data attributes at the network and the transport layers. The attributes have
to be collected from the network protocol stack. The collected attributes will be
used to produce a feature set containing statistical information that reflects the
amount of change within each time interval. The monitored attributes can be
arranged under two general categories: attributes extracted from the IP header
and attributes extracted from the TCP header listed in Table 1.

As illustrated, twenty attributes to be monitored and analysed have been
collected from the network protocol stack. The monitored attributes will be
represented as a vector of 20 elements as shown in Eq. 1, where each element
represents its designated value as described in Table 1.

f = [F1, F2, F3, F4, ....F20] (1)

For instance, F1 represents the value of the IP header’s Time To Live (TTL)
field, an eight-bit field that holds a value specified in seconds and helps prevent
datagrams from persisting on the Internet.

3.3 Anomaly Detection Agent (ADA)

Any network attack causes a certain abnormal behaviour, and it is imperative to
be able to identify this abnormal behaviour accurately. To meet this challenge,
the proposed IDS utilises decision correlation metrics to measure the attributes
of the network that will most likely identify an attack in progress.

The proposed IDS works as follows; the distributed agents monitor the incom-
ing traffic by analysing selected network data attributes at the network and the
transport layers and estimate its deviation from the normal behaviours (base-
line) learned during the training phase. The agents then generate symptoms
vector based on the magnitude that the monitored network data attributes that
deviate from the baseline, which represents the strength of the participation of
each monitored attribute.

The central tendency rule backed by the arithmetic mean plays a vital role
in the detection mechanism. They have been used to calculate the central value
that the magnitude of deviations is trend to cluster around. In other words, if
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Table 1. IP and TCP considered features

Attribute Description

F1 The number of distinct values of the Time To Live field of the IP header

F2 The number of foreign IP addresses

F3 The number of inbound packets that were discarded due to errors in
their IP headers

F4 The number of inbound packets for which this host was not their final
IP destination

F5 The number of inbound packets received successfully but discarded
because of an unknown or unsupported protocol

F6 The number of inbound packets which were discarded because of the IP
checksum

F7 The average number of packets sent and received

F8 The ratio of packets sent and received to the number of foreign IP
addresses

F9 Weigthed sum of TOS field

F10 The number of distinct values of the header checksum field of the IP
header

F11 The number of TCP connections

F12 The number of half open connections

F13 The maximum value permitted by a TCP implementation for the
retransmission timeout, measured in milliseconds

F14 The minimum value permitted by a TCP implementation for the
retransmission timeout, measured in milliseconds

F15 The limit on the total number of TCP connections the host can support

F16 The number of times TCP connections have made a direct transition to
the SYN SENT state from the CLOSED state during the observation
period

F17 The number of times TCP connections have made a direct transition to
the SYN RCVD state from the LISTEN state during the observation
period

F18 The number of times TCP connections have made a direct transition to
the CLOSED state from either the ESTABLISHED state or the
CLOSE WAIT state during the observation period

F19 The total number of segments received, including those received in error

F20 The total number of segments sent

the central tendency of the generated symptoms vector is greater than zero (or
a selected threshold value), it indicates the presents of an anomaly due to the
deviation from the normal network behaviours. To reduce the rate of false alarms,
a threshold value greater than zero to be considered based on the protection level
required. Therefore, in this work, ranges of threshold values have been considered
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for comparison. Once the central tendency exceeds the defined threshold, an
alarm will be generated indicating malicious activity. When a malicious activity
has been indicated, the symptoms vector will be directed to the correlation
module to identify the attack class.

3.4 Anomaly Classification Engine (ACE)

The anomaly classification engine is responsible for identifying the anomaly
mechanism based on a predefined set of patterns of known attack mechanisms
that are defined in the CAPEC and CVE databases. The ACE represents a modi-
fied signature-based intrusion detection system. However, it traces the symptoms
vector to the most identical attack mechanism instead of detecting an attack.
Identifying the attack mechanism (class) is an easy and effortless task comparing
to detecting the attack itself. The attack class identified will help measure the risk
exposed by the detected attack. The ACE is trained with several types of attack
mechanisms to build a classification model. The attack mechanism information
can be provided in several ways, either manually by an operator or automatically
by extracting specific information from the known attack signatures.

3.5 The Proposed IDS Architecture

This section describes the main components and the working modes of the
proposed IDS in detail. Figure 2 depicts system architecture and its principal
sub-systems. As mentioned earlier, the proposed IDS consists of two interacting
components: the ADA and the ACE. As described earlier, the anomaly detection
agent processes network traffic, analyse traffic statistics and extracts significant
information. Once ADA has detected an abnormal activity, the collected data is
passed to the ACE, which automatically determines the attack class.

Fig. 2. System architecture.
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The general modules of the system are described as follow; The Profiler sub-
system is responsible for extracting the required information from the incom-
ing traffic to generate an appropriate traffic representation (traffic vector); it
is responsible for tracing the presence of every monitored network attribute in
the IP and TCP header packets for a specified period of time. The Modeler
sub-system is responsible for applying the specified conditional mapping crite-
ria to transform the generated traffic vector, and as a result, it generates the
symptoms vectors. At this stage, the analyser module estimates the weight of
abnormalities by calculating the central tendency. The analyser then tests the
result in opposition to the defined threshold value. Once the central tendency
exceeds the defined threshold, an alarm will be generated indicating malicious
activity. When a malicious activity has been indicated, the symptoms vector will
be directed to the anomaly classification engine to identify the attack class.

The alarm correlation module sub-system plays an essential role in anomaly
classification; it examinations the correlation strength of the detected anomaly
against the defined pattern. This work uses matrices to describe the correla-
tion strengths between the detected anomalies against the defined patterns; the
strengths are calculated based on weighted absolute differences.

The alarm correlation module works in solidarity with the Reasoner. The
reasoned or reasoning engine is in charge of inferring logical evaluation of corre-
lation strength of the detected anomaly against the defined pattern. The reason-
ing engine will generate the attack probability score and direct the result to the
Alarm Initiator. The Alarm Initiator generates an alarm with a standard data
format using the Intrusion Detection Message Exchange Format (IDMEF).

3.6 System Implementation

The proposed detection system has been implemented in two stages; during
the first stage, the system learns the network’s normal behaviour (the normal
range of values of the monitored network attributes) under the assumption of
the absence of attacks and malicious activities. In the second stage, the system
monitors network traffic activates and compares them to the learned normal
behavioural patterns. If a mismatch occurs, a level of “suspicion” is raised, and
when the suspicion, in turn, trespasses a given threshold, the system triggers
an alarm. The alarm is not considered an incident yet and is not forwarded to
the prevention system; instead, it will be forwarded to the correlation engine for
further analysis. To better understand the mechanism of the proposed system,
the operational phases of the system have been divided into two phases as follows;

Phase I: Learning the Normal Activities. During the learning phase,
the agents learn the normal network behaviours by monitoring network data
attributes at the network and the transport headers. The agents observe and
record every network attribute in the IP and TCP header packets for a specified
period of time. The proposed IDS uses the average rate of occurrence (arithmetic
mean) and the variation from the average during the training phase to estimate
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an anomaly’s chance while in the detection phase. If a network attribute is
observed n times with m values for a defined period of time, then the mean MFi

and the standard deviation σFi for each attribute can be calculated as follow;

MFi =
1
n

n∑

j=1

mj (2)

σFi =

√√√√ 1
n

n∑

j=1

(mj − MFi)
2 (3)

The process flow of the learning phase is illustrated in Fig. 3. As shown, the
proposed IDS starts extracting the required data from the IP and TCP header
packets. A new vector should be created for every new connection.

Fig. 3. Functional model of the system (training phase)

At the end of the observation period, the system starts to calculate the
average value (Mbenign) and the standard deviation (σbenign) of every connection
at t seconds window to generate the normal behaviour vectors. The calculated
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mean and standard deviation are represented as vectors, where each element
represents its designated value as follows;

Mbenign = [MF1,MF2,MF3,MF4, ....MF20] (4)

σbenign = [σF1, σF2, σF3, σF4, ....σF20] (5)

Phase II: Testing Phase/Detection Phase. In the detection phase, the
agents observe and record (count the presence of) the 20 attributes from the
network protocol stack for every t seconds. The process flow of this phase is
illustrated in Fig. 4. The monitored attributes will be represented as a vector
(traffic vector), as shown in Eq. 1, where each element represent its designated
value. The agents then generate a symptoms vector based on the magnitude that
the monitored network data attributes have deviated from the baseline (normal
behaviour vector). The elements of the symptoms vector represent the strength of
the participation of each monitored attribute. The estimated symptoms elements
are represented as a vector (symptoms vector), as shown in Eq. 6.

Fsymptoms = [S1, S2, S3, S4, ....S20] (6)

Fig. 4. Functional model of the system (detection phase)

The agents will use predefined conditional criteria to estimate the values of the
symptoms vector. In this work, we have proposed five conditional rules defined
as follow:
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Si =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

2, if (MFi + 2 ∗ σFi ≤ Fi)
1, if (MFi + 2 ∗ σFi < Fi < MF i + σFi)
0, if (MFi + σFi ≤ Fi ≤ MF i − σFi)
−1, if (MFi − σFi < Fi < MF i − 2 ∗ σFi)
−2, if (Fi ≤ MFi + 2 ∗ σFi)

For example, symptoms elements Si can be represented by value 2, if the
network attribute Fi is greater than or equal to its normal behaviours’ mean
value MFi plus twice its standard deviation σFi. The sign of deviation (positive
or negative) represents the direction of that difference (it is larger when the sign
is positive and smaller if it is negative). The magnitude of the value indicates the
size of the difference. The agents will be generating the new symptoms vector
every t seconds. Then, the agents will calculate the weight of abnormalities by
calculating the central tendency using the following formula:

MFi =
1
n

n∑

j=0

mj (7)

If the central tendency T is greater than or equal to a defined threshold value,
then an alarm will be generated indicating a malicious activity; otherwise, it is
considered as benign activity. Once a malicious activity has been detected, the
symptoms vector will be directed to the correlation module for identifying the
attack class. Upon receiving the traffic vector, the central system will compare
it with the knowledge base K of the attack pattern and generate an attack
symptoms correlation matrix.

The symptoms correlation matrix will determine the possible attack class
based on correlating the symptoms vector of the examined instance to the symp-
toms vector of the attack patterns stored in the knowledge base. The attack
pattern that scores the highest value of will determine the class of the attack.

μ = (1 −
n∑

i=1

|Ki − Fi|) ∗ 100% (8)

4 Conclusion and Future Work

With the rapidly increasing rate of network attacks in recent years, network-
based intrusion detection systems have become a critical network defence mech-
anism. However, these systems typically generate a vast amount of alarms that
can be unmanageable and mixed with a large number of false alarms, especially
in large-scale networks, which result in a huge challenge on the efficiency and
accuracy of network attack detection. Recent research has shown that anomaly-
based intrusion detection systems are more vulnerable to positive false alarms
than signature-based detection systems. This is because of the detection nature
of anomaly-based IDS. It raises the alarm every time it detects an activity that
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deviates from the baseline model of the normal behaviour. Therefore, the cause
of the anomaly itself is unknown to the intrusion detection system.

The alarm classification approaches have become a popular solution in the
alarm management process. It tends to enhance the quality of the generated
alarms through filter-out the false alarms. Many researchers have considered
classifying the generated alarms to reduce false alarms in intrusion detection
systems. As a result, the amount of alarms presented to the security personnel
is reduced, and the time required to validate and manage the IDS alarms is
minimised. Therefore, this work considers the alarm classification approach to
propose a new alarm classification method to enhance the quality of the gener-
ated alarms by filter-out false alarms. The main goal of this work is to present
a new anomaly-detection system that embraces two stages for malicious activ-
ity detection and alarm classification. The first stage involves detecting unusual
activities based on a previously learnt model. On the other hand, The alarm
classification stage is intended to classify the detected activity based on known
attack patterns. The alarms which are unable to be classified will be tagged
as possible false alarms for further analysis. This work presents the concept of
the proposed detection system, out future research will attempt to construct a
testbed to generate the required dataset to evaluate the proposed architecture.
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