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Foreword

Human-Computer Interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, and having more impact on people’s everyday life, as an
ever-growing number of human activities are progressively moving from the physical
to the digital world. This process, which has been ongoing for some time now, has been
dramatically accelerated by the COVID-19 pandemic. The HCI International (HCII)
conference series, held yearly, aims to respond to the compelling need to advance the
exchange of knowledge and research and development efforts on the human aspects of
design and use of computing systems.

The 23rd International Conference on Human-Computer Interaction, HCI Interna-
tional 2021 (HCII 2021), was planned to be held at the Washington Hilton Hotel,
Washington DC, USA, during July 24–29, 2021. Due to the COVID-19 pandemic and
with everyone’s health and safety in mind, HCII 2021 was organized and run as a
virtual conference. It incorporated the 21 thematic areas and affiliated conferences
listed on the following page.

A total of 5222 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 81 countries submitted contributions, and 1276 papers and
241 posters were included in the volumes of the proceedings that were published before
the start of the conference. Additionally, 174 papers and 146 posters are included in the
volumes of the proceedings published after the conference, as “Late Breaking Work”
(papers and posters). The contributions thoroughly cover the entire field of HCI,
addressing major advances in knowledge and effective use of computers in a variety of
application areas. These papers provide academics, researchers, engineers, scientists,
practitioners, and students with state-of-the-art information on the most recent advances
in HCI. The volumes constituting the full set of the HCII 2021 conference proceedings
are listed in the following pages.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards the
highest scientific quality and overall success of the HCI International 2021 conference.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
appreciation to Abbas Moallem, Communications Chair and Editor of HCI Interna-
tional News.

July 2021 Constantine Stephanidis



HCI International 2021 Thematic Areas
and Affiliated Conferences

Thematic Areas

• HCI: Human-Computer Interaction
• HIMI: Human Interface and the Management of Information

Affiliated Conferences

• EPCE: 18th International Conference on Engineering Psychology and Cognitive
Ergonomics

• UAHCI: 15th International Conference on Universal Access in Human-Computer
Interaction

• VAMR: 13th International Conference on Virtual, Augmented and Mixed Reality
• CCD: 13th International Conference on Cross-Cultural Design
• SCSM: 13th International Conference on Social Computing and Social Media
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• DHM: 12th International Conference on Digital Human Modeling and Applications
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• DUXU: 10th International Conference on Design, User Experience, and Usability
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• HCIBGO: 8th International Conference on HCI in Business, Government and

Organizations
• LCT: 8th International Conference on Learning and Collaboration Technologies
• ITAP: 7th International Conference on Human Aspects of IT for the Aged

Population
• HCI-CPT: 3rd International Conference on HCI for Cybersecurity, Privacy and

Trust
• HCI-Games: 3rd International Conference on HCI in Games
• MobiTAS: 3rd International Conference on HCI in Mobility, Transport and

Automotive Systems
• AIS: 3rd International Conference on Adaptive Instructional Systems
• C&C: 9th International Conference on Culture and Computing
• MOBILE: 2nd International Conference on Design, Operation and Evaluation of

Mobile Communications
• AI-HCI: 2nd International Conference on Artificial Intelligence in HCI



Conference Proceedings – Full List of Volumes
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HCI International 2021 (HCII 2021)

The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online:

http://www.hci.international/board-members-2021.php 



HCI International 2022

The 24th International Conference on Human-Computer Interaction, HCI International
2022, will be held jointly with the affiliated conferences at the Gothia Towers Hotel and
Swedish Exhibition & Congress Centre, Gothenburg, Sweden, June 26 – July 1, 2022.
It will cover a broad spectrum of themes related to Human-Computer Interaction,
including theoretical issues, methods, tools, processes, and case studies in HCI design,
as well as novel interaction techniques, interfaces, and applications. The proceedings
will be published by Springer. More information will be available on the conference
website: http://2022.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2022.org

http://2022.hci.international/ 
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For a New Protocol to Promote Empathy
Towards Users of Communication

Technologies

Samip Bhurtel1,2, Pedro G. Lind1,2,3(B), and Gustavo B. Moreno e Mello1,2,3

1 Department of Computer Science, OsloMet – Oslo Metropolitan University,
P.O. Box 4 St. Olavs plass, 0130 Oslo, Norway

2 ORCA – OsloMet Research Center for AI, Pilestredet 52, 0166 Oslo, Norway
3 NordSTAR – Nordic Center for Sustainable and Trustworthy AI Research,

Pilestredet 52, 0166 Oslo, Norway

Abstract. We propose an experimental protocol to promote empathy
towards non-verbal people, based in the training of communication with
an eye-tracking device. Our framework includes one eye-tracker, one com-
munication interface and one questionnaire. The questionnaire is applied
before and after the intervention, assessing the empathy level of partici-
pants in both stages of the experiment and it extends a validated ques-
tionnaire (QCAE) to measure empathy. Our results show that, while the
empathy levels seem to decrease in both control and test groups, the
decrease in the test group is not as significant as in the control group.
The statistical power to distinguish between the scores in both groups is
75%. While both QCAE and our extended questionnaire show a strong
correlation (R2 = 0.95), our extended questionnaire is more sensitive in
distinguishing between both groups than the standard QCAE for which
we obtain a power of 63%. Finally, we discuss limitations and future
directions, such as extending the study to a larger sample and applying
it to different school or working contexts.

Keywords: Eye-tracker · Augmented communication · Social inclusion

1 Introduction

Imagine a life where verbal communication would not be possible. How would we
gather together and chat about our day? How would we express our emotions,
easily reflected in the intonation of our sentences? To communicate without
speaking is challenging and to understand that is not trivial, particularly if one
never faced that challenge. Indeed, the widely spread claim that communication
is only 7% verbal, based in a few limited studies during the 1960’s, is now starting
to be questioned, based in what has been uncovered since then (Lapakko 2007).
Non-verbal people around the world suffer e.g. locked-in syndrome, quadriplegia
or brain paralysis (Farr et al. 2021) and face serious challenges when commu-
nicating (Mehrabian 2017), including not only the difficulty to be understood,
c© Springer Nature Switzerland AG 2021
C. Stephanidis et al. (Eds.): HCII 2021, CCIS 1498, pp. 3–10, 2021.
https://doi.org/10.1007/978-3-030-90176-9_1
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but also a higher propensity to be subjected to injustice and discrimination in
society (Catala 2020). It is therefore important for the society to establish ways
for inclusion of this particular group.

Fig. 1. (Top) Experimental design to test the protocol for promoting empathy towards
users of eye-tracking devices for communication. (Bottom) The time variables taken
into account during the experiment.

To communicate, non-verbal people usually adopt communication technolo-
gies such as eye-tracking devices, which have contribute to more inclusiveness
(Smith and Delargy 2005). With an eye-tracker, non-verbal people communi-
cate by moving the eyes among sets of letters and words on a computer screen,
during which the eye-tracking device tracks the fixation periods on the selected
letters or words (Prabaswari et al. 2021). However, such technologies alone are
not enough to fill the gap between verbal and non-verbal people in regards to
communication (Robinson et al. 2020). Verbal people are typically not aware
about the challenges associated with communication using augmented technolo-
gies (Poletti et al. 2017). Consequently, to develop inclusiveness, it would be
helpful to establish protocols which easily promote the empathy of all social
groups towards non-verbal people.

In this paper we propose such a protocol. The protocol is tested throughout
an experimental intervention sketched in Fig. 1 and can be used to enable verbal
people to experience the same challenges in communicating as non-verbal people.
We adapt a validated questionnaire of cognitive and affective empathy (QCAE)
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by Reniers and co-workers (Reniers et al. 2011), extending it to suit the specific
situation of empathy towards users of eye-tracking devices.

2 Experimental Set-Up, Methods and Research Protocol

We used an eye-tracking set-up consisting of a Tobii Pro X3-120 Hardware and
the software Tobii Pro Lab Presenter Edition1, at the Eye-tracking Lab of Oslo
Metropolitan University. Figure 2 (top) shows the main components.

The eye-tracker was used in combination with a digital interface, consisting
of an e-tran board, illustrated in Fig. 2 (bottom). The e-tran board is a cheap
augmented communication interface (Zhang et al. 2017), which facilitates to eas-
ily replicate the intervention tested in our study. It is divided in nine regions,
the central one empty and the remaining eight consisting of letters with colors.
Using this e-tran board, the communication is done in two steps: first, partici-
pants choose the letters they need to use (Fig. 2 bottom left), and, second, they
select color of the frame to identify the letter (Fig. 2 bottom right) (Krohn et al.
2020).

In what concerns participants, we apply our intervention to a total of 44
participants, between 20 and 40 years, equally divided into control and test
groups. Most of the participants were students. Four of them were nurse by
profession and one was part-time student. The remaining 39 were bachelors and
masters students from three Norwegian universities.

After recruiting the participants and grouping them into control and test
groups, the experiment followed three main stages (see Fig. 1 top). In Stage 1,
each participant answered the questionnaire for assessing the empathy level and
the respective score was recorded. We have used questionnaire of cognitive and
affective empathy (QCAE) to access the level of empathy, consisting of 31 ques-
tions, with scoring answers ranging from “strongly disagree” (1) to “strongly
agree” (4). The test was validated at university of Birmingham by Reniers and
co-workers (Reniers et al. 2011). We add 9 new questions to better contextualize
the questionnaire to the specific situation of empathy towards users of communi-
cation technologies. To assess the validity of our extended questionnaire, which
we call henceforth “complete questionnaire”, we analyze our results considering
both this questionnaire and the standard QCAE.

In Stage 2, the control group performed a task consisting of looking to an
image of random pixel during one minute, while the test group was subjected
to the planned intervention. The intervention consisted eight small tasks, to
construct specific sentences:

1. “Please type hello with the letters that are available on the screen.”
2. “Can you type your full name.”
3. “Please type: Can you help me?”
4. “Please type: Can you take me to the restroom?”
5. “Please type: I am hungry. Can you do me some eggs?”

1 https://www.tobii.com/.

https://www.tobii.com/
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Fig. 2. (Top) Eye-tracker and the Tobii hardware: (A) connector, (B) eye-tracker
plugged to the screen, (C) full set-up and lab at OsloMet. (Bottom) Illustration of
E-tran boards used during the intervention for the test group.

6. “Please type: I am uncomfortable. Can you change my position?”
7. “Please type: I am in pain. Can you give me some medication?”
8. “Please type: Hi, how are you?”

In Stage 3, participants in both groups repeated the questionnaire and the respec-
tive score of their empathy level was recorded.

Moreover, we also interviewed some of the participants in the end of Stage
3, to better understand possible reasons for specific participants to score higher
than the rest of the group.

3 Main Results and Power Analysis

3.1 Assessing the Empathy Development After the Intervention

In Fig. 3 (left) we plot the individual score difference before and after the inter-
vention for both groups and both questionnaires. There are three main observa-
tions. First, in all cases there seems to be a persistence in a decrease of empathy
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Fig. 3. (Left) The difference that we achieved after the experiment. We compared the
results before and after the experiment for both test and control group in boxplot.
First letter indicates the group (“C”ontrol and “T”est) and second indicates the ques-
tionnaire (“C”omplete and “B”aseline). (Right) Scores for both the complete and the
baseline questionnaires, showing a strong correlation with R2 = 0.95.

Table 1. Summary of results for both control and test groups and both standard and
complete questionnaires.

Standard QCAE Complete quest.

Mean/stand. dev. control group μc = 91, σc = 8 μc = 117, σc = 11

Mean/stand. dev. test group μt = 96, σt = 12 μt = 124, σt = 14

Effect size D, Eq. (1) 0.49 0.56

Sample size for α = 0.05, 1 − β = 0.8 32 26

Prob. type-II error for α = 0.05 37% 25%

levels, with most participants showing a negative score difference. This is to some
extent a non-expected outcome in our study. Second, the decrease in empathy
is not so significant for the test group as for the control group. Third, the dif-
ferences obtained with the complete questionnaire do not differ considerably
from the standard QCAE in both groups, though there is an apparent stronger
deviation when considering the complete questionnaire solely.

To better quantify these claims we carry out a power analysis (Schellenberg
et al. 2021) of our results. Table 1 shows the mean and standard deviation com-
puted from the scores differences before and after intervention in both control
and test groups. These quantities enable to estimate the effect size D given by

D =
|μc − μt|

σ̃
, (1)

where σ̃ is the pooled standard deviation, given by the weighted average of
the standard deviations of each group σ̃ =

√
(σ2

c + σ2
t )/2. Assuming the same

sample size N for both groups, the effect size D can be used together with chosen
Z-scores with a given significance level α and for a given power 1−β, to provide
an estimate of the minimum sample size in each group:
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N ∼ (Zα + Z1−β)2

D2
. (2)

There are two ways to handle Eq. (2). One leads to an estimate of a “min-
imum” sample size assuming a given level of significance α (value of Zα) and
a given power 1 − β (value of Z1−β). See Table 1: For both questionnaires the
number of participants is below the estimated minimum sample size, though for
the complete questionnaire the deviation is 18% (4 participants) while for the
QCAE it is of 45% (10 participants).

The other way yields an estimate of the probability of having a certain error
type (I or II), assuming a given probability of having errors of the other type.
Indeed, if we substitute the sampel size N = 22 in Eq. (2) and assume a signifi-
cance level of α = 0.05 we can estimate the value of Z1−β and hence estimate the
probability β of having type-II errors, i.e. the probability of not rejecting the null
hypothesis (μc = μt) given that it is false (μc �= μt). See Table 1: Interestingly,
although in both cases the power is below the threshold usually accepted in social
sciences (80%), the power obtained for the complete test (75%) is significantly
higher than that obtained for the standard QCAE (63%).

3.2 A Questionnaire to Assess Empathy in the Context of
Communication with an Eye-Tracker

To adapt the QCAE questionnaire to the specific context of communicating with
the eye-tracker, we extend it with 9 new questions, namely

1. “I feel frustrated when I cannot communicate my ideas.”
2. “I complete the sentences of other people when they find it difficult to com-

municate their ideas to help them.”
3. “If someone is suffering from stutter, I prefer speaking rather than texting.”
4. “I try to be patient when people speak with me very slowly.”
5. “In a situation, when there are handicapped students in a classroom, the pace

of the class should be adapted to the handicapped student.”
6. “In a situation, when there are only one handicapped student in a classroom,

the pace of the class should be adapted to him/her independently of how
many students are in the class.”

7. “I feel impatient when people communicate slowly, so I complete other peo-
ple’s sentences to make the communication more efficient.”

8. “I believe that the handicapped students should catch the pace of the group
in a classroom to not delay the progress of other students.”

9. “I feel left out (or excluded) when I cannot participate in a conversation.”

These questions were selected from a first list of 20 questions about users of
communication technologies after performing a focus group with 6 participants.

In Fig. 3 (left), we can see that there is a positive correlation between baseline
test score obtained from the participants with complete test score obtained for
both, before and after intervention for experimental group.
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4 Discussion and Conclusions

In this study we proposed a protocol to promote empathy in common individuals
towards users of communication technologies. To this end we carried out an
experiment to assess empathy before and after the protocol, combining an eye-
tracking device, a communication interface e-tran board and a questionnaire.
The questionnaire extends a validated questionnaire to assess empathy levels,
adapted to our specific situation.

We report three main results. First, a decrease in the empathy level was
observed, after using the eye-tracking, although for the test group the decrease
of the empathy level was not as evident as for the control group. This finding is
somehow counter-intuitive. Possibly one experiment was not enough to promote
empathy in participants, or the time of the experimental session was not long
enough or the participants recruited for the experiment was not enough to get
the significant results. We analyzed several time variables, sketched in Fig. 1
(bottom), but we did not find any significant correlation between them and the
empathy level decrease.

Second, we did not find strong evidence to reject the null hypothesis, though
power analysis points towards a larger sample size to increase the statistical
power to not reject the null hypothesis.

Third, and perhaps more interesting, it seems that the deviation between
both groups is sharper when taking the complete questionnaire showing a sta-
tistical power of 75%. Moreover, although our complete questionnaire was not
validated, we found a strong positive correlation between the completed ques-
tionnaire and the validated QCAE, which indicates that the questionnaire may
be further tested and used in forthcoming studies.

All in all, this study can be an inspiration for future research, such as in
exposure therapy, where a virtual environment is created in which participants
would encounter the difficulties faced by nonverbal people while interacting, or
as a training protocol in the school context or in companies, particularly aimed
at groups including users of communication technologies.
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of Clinical Sciences at the University of Birmingham, for providing us the questionnaire
which we adapted to our intervention. Moreover, we are grateful to all the students
and employees at Oslo Metropolitan University, who volunteered to participate in the
experiment. SB thanks the Department of Computer Science and the OsloMet Research
Center for AI (ORCA) at OsloMet for financial support.

References

Catala, A.: Metaepistemic injustice and intellectual disability: a pluralist account of
epistemic agency. Ethical Theory Moral Pract. 23(5), 755–776 (2020)

Farr, E., Altonji, K., Harvey, R.L.: Locked-in syndrome: practical rehabilitation man-
agement. PM&R (2021)



10 S. Bhurtel et al.

Krohn, O.A.N., Varankian, V., Lind, P.G., Moreno e Mello, G.B.: Construction of an
inexpensive eye tracker for social inclusion and education. In: Antona, M., Stephani-
dis, C. (eds.) HCII 2020. LNCS, vol. 12188, pp. 60–78. Springer, Cham (2020).
https://doi.org/10.1007/978-3-030-49282-3 5

Lapakko, D.: Communication is 93 nonverbal: an urban legend proliferates. Commun.
Theater Assoc. Minnesota J. 34, 7–19 (2007)

Mehrabian, A.: Nonverbal Communication. Routledge (2017)
Poletti, B., et al.: An eye-tracker controlled cognitive battery: overcoming verbal-motor

limitations in ALS. J. Neurol. 264(6), 1136–1145 (2017)
Prabaswari, A.D., Utomo, B.W., Purnomo, H.: Eye tracker evaluation on google class-

room using use questionnaire. J. Phys. Conf. Ser. 1764, 012181 (2021)
Reniers, R.L., Corcoran, R., Drake, R., Shryane, N.M., Völlm, B.A.: The QCAE: a
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Abstract. When working with system development and design, one is urged to
write design documentation. The design document should be constructed in a
specific way and should include all necessary information. However, the users of
the design document are not stated and seem to be secondary. This study’s aim
is therefore to investigate who the users are. A literature review was conducted
to answer the question. The literature showed that design documentation is a tool
to communicate design and it should include relatable information. The essential
role of design documents within software projects were also discussed and hence,
they are included in this study. The literature review revealed that the system
developer and the individuals which are involved in the production of the software
is the users. To investigate this further, a hypothesis was formed and thereafter
an observation was done, where videos of system developers were observed. The
observation showed that system developers do not verbalize the importance of
design documentation. Secondly, the study showed how unidentified the users
are and that the discussion of who they are is limited. Furthermore, the design
documentation is a valuable tool for communicating amongst other designers but
if the documentation is not read, it is argued to be a waste of valuable time. The
results presented within this study, therefore indicates that a definition of who the
user is of design documentation is required.

Keywords: Design documentation · Users · Communication tool and human
computer interaction

1 Method

To answer this paper’s question, who the users of design documentation is and if they use
it, a literature review was conducted with keywords such as “importance of design doc-
umentation”, “design documentation AND human computer interaction”, “design doc-
umentation and users” and “design documentation AND system development”. Lund’s
university’s database LUB Search Discovery, Google Scholar and ResearchGate were
used when searching for relatable articles. Books, articles, and blogs were also used
besides the articles. After the literature review, a hypothesis answer to the paper’s ques-
tionwas evolved. To problematize the hypothesis, videos published by systemdevelopers
on YouTube were observed. The criteria for the videos were: published within the last
two years and a detailed description of their working day. The videos were watched one
by one, and some short notes were taken during the observation. After the observations
made on YouTube, an analysis of the notes was conducted.

© Springer Nature Switzerland AG 2021
C. Stephanidis et al. (Eds.): HCII 2021, CCIS 1498, pp. 11–16, 2021.
https://doi.org/10.1007/978-3-030-90176-9_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90176-9_2&domain=pdf
https://doi.org/10.1007/978-3-030-90176-9_2


12 A. Cadier

2 Communicating Design

A challenge for a designer is to communicate their mental representation of an imagi-
native design, and a solution to this challenge is to include all the artifacts gained from
the design process [1, 14]. Furthermore, an important point, raised by Pyle [17] is that
another challenge for the author of design documentation is to come to the understand-
ing regards, why software developers might seek information in their daily work. What
information needs to be included within the design documentation to simplify the proce-
dure of building a system [1]. Information about how the different components interact
and so on, but the author also needs to have access to detailed design information [17].
Thus, are the following aspects important to include:

• A holistic picture of the complete system, with the aim to generate an overall
understanding of the system.

• Detailed information about the components, alongside with the interface and the
relationship amongst the components [17].

2.1 The Essential Role of Design Documents

When working on a project is seldom a one man show, you are a part of a team. Some of
the members work on one part and your teammates are working on something different.
When it comes to putting the whole project together, you need to understand what your
teammates have done. One way of finding out is to read the generated documents. One
thing one can be certain of is that you simply cannot put a whole system together without
understanding the parts and expect the results to be a functioning system. You need to
understand the other parts in order to integrate them in a functional way and one way
of doing so is by sharing the code. However, this is not enough, the developers need the
design documents as well [8].

According to Brown [3], a design document is the result from the design process,
he continues by stating that documentation is mostly useless. Design documentation
plays an essential role within the software development environment and its purpose is
to communicate how to use the software, how it works, what it does and how to use it
[17]. A document which encapsulates all design knowledge for a system or application is
referred to as a software design document. The document should be well-structured, and
it often contains models and textual description of the system. By gathering everything
in one document, it can be easier to share one’s design information to others [15].

The design document is a result from the design process and Brown [3] therefore
refers to them as a deliverable. Furthermore, the artifact is submitted during the design
project with the aim to capture decisions, simulate conversations and to facilitate com-
munication. The deliverable is also seen as a tool to navigate within the design. A deliv-
erable’s legibility and actionability is the starting point of deciding if the deliverable can
be classed as a good or a bad deliverable [3].

The way the deliverables can be presented is within documents and, preferable
through a presentation of the deliverables. The design document could include descrip-
tions such as personas where the site’s target group is described or by a wireframe where
the content is represented. These are just two examples of doing it, there are many more
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ways of presenting the artifacts and preferable, one should include a lot of different
ways within the design documentation but also when presenting the design. In this way,
it could be easier for the external stakeholders to understand how the design process was
conducted and get an understanding of how the final design emerged [3].

3 Results from Literature Review

The aim of this paper was to identify the users of design documentation. One identified
user is the system developers, this is because they generate different development arti-
facts [12] Furthermore, Morales et al. [12] states that the system developers have the
responsibility to make use of various elements such as the development artifacts. With
a design documentation, containing an explanation of the developed artifacts, can the
software developer find answers when other developers are not available [17].

As presented in Jensen’s [10] blog post, the design documentation can help the
developer to communicate to the project’s stakeholders, both internal and external. This
can in turn demonstrate the value of the project. Jensen [10] also referees the design
documents as an enabler for bringing the technology to life, and how it can be used for
claiming a patent on a system. Moreover, Fox [6] writes in a blog post that the design
documents serve as evidence of agreement between the developers and the project owner,
and one should discard the projects who do not have specified time outlined for just
documentation.

Individuals which are involved in the production of the software do read the design
documents generated by the developers. Project leaders, developers and managers are
all individuals who can be regarded as involved within the production of the software.
These suggested individuals could be considered as users of the design documents, but
it is however not clearly stated by the authors. Another user of the design documenta-
tion, as previously mentioned, could also be other software developers within the same
developing team, which tries to understand the other developed artifacts within the sys-
tem. Therefore, a user of a design document can be seen as an individual who reads the
documents, or it could be seen as the individual who actually uses the documents within
their daily work.

3.1 A Hypothesis and Observation

Based on Morales et al. [12] and Pyle [17] a hypothesis of who the users of the design
documentation are, were formed: The system developers are the users. To get some
information about what a workday could look like for a software developer one can
turn to YouTube. Within the videos one can learn in a detailed way of how a workday
can look like, a substitute for doing interviews with different software developers. Two
questions were to be answered during the observation, to investigate the hypothesis. The
questions where:

1. Is the individual starting their day by reading design documents?
2. Is it some part of their working day which they do read design documents?
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4 Results from Observation

As one can see, in Table 1, there were none who started off their day by looking at
design documentation and there were only two who looked at documents at some point.
The documents Nguyen [13] turned to were about the coding syntax and not about the
design. In Clever Programmer’s [5] video it is stated that the life of a software developer
is messy, and the days lack routine, hence, one day might start off with looking through
design documentation, but in this video it does not. Within Hammond’s [7] video, he
states that the work of a software engineer is often glamorized to make the work look
more appealing and in he’s video, he tries to show a real life.

Table 1. Result from YouTube

Video posted by: Question 1: Question 2:

Clever Programmer No No

Justin Hammond No Yes

Nguyen No Yes

Josh and Katie No No

Amigoscode No No

Product Manager No No

Omar Khan No No

Chau Codes No No

Within this video, one can learn that documentation is a part of the coding process.
However, it is not stated how much time of the day is spent on documentation. In the
videowhere one can follow a software engineer working at Google, uploaded byNguyen
[13], it is shown how the engineer is stuck on a problem within the code. The way the
problem is solved is by looking at documentation. The documentation is, however, not
a design document, it is a coding syntax document. Within the videos published by Josh
and Katie [11], Amigoscode [2], Product Manager [16], Khan [9] and Chau Codes [4]
the documentation is not even mentioned.

5 Conclusion

This study set out to investigate the different users of design documentation, and the
study has identified two different users; the system developer and individuals which
are involved in the production of the software, the stakeholders. However, this study
suggests, through observation, that system developers pay limited attention to use design
documents. Based on this study, it indicates a lack of how unidentified the users are,
and that the discussion could be non-existing. The literature presented within the study
did however reveal that the users of user design documentation are considered to be
the system developers. Nevertheless, when looking into what a work day of a system
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developer looks like, can one find that only two did use design documentation, and one
of them did in fact look at a document containing coding syntax so that leaves it up to
only one user. An implication of this is the possibility that software developers only to a
limited extent use design documentation and therefore I suggest that further research is
conducted on the matter. A further study could also assess if the individuals which are
involved in the production of the software, could be users of design documentation.

Additionally, the study hints how important design documentation is, what the author
of the documentation needs to consider and the importance of design documentation as
a communication tool. It is up to my belief that design documentation unifies creative
thinking with the technology, and hence, the end system. Hence, the design documen-
tation has its purpose, but the users should be clearly stated to be more operational and
felicitous. A limitation to this study is the lack of real interviews, which could have
contributed to a more abundant and comprehensive view of the users of design docu-
mentation. Secondly, the study did not investigate the other identified users, which were
the individuals involved in the production of the software, the stakeholders.

Prior to this study there was limited research with interest of who the users are of
design documentation and therefore I argue that this study is a contribution to other
studies within human computer interaction. Furthermore, the study opens for a debate
concerning how necessary and valuable design documentation is. Design documentation
is a way to communicate but if no one reads it, it is unnecessary and hence, it is of
limited value. Finally, this study is a contribution to problematise the importance and
possible limitation for other studies which aim to demonstrate the importance of design
documentation.
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for encouraging and inspiring discussions. I would also like to express my deepest appreciation
to my teacher Markus Lahtinen for encouragement and support for making this into a publicised
poster.
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Abstract. Advanced user interfaces continue to improve through better design
which in turn translates to more effective development and end use. The intent of
this work is to provide design guidelines that can be used across all new applica-
tions.An interactive prototype toolkit called theUser Interface PrototypingToolkit
(UIPT) was developed to allow sponsors, customers, end users, designers, engi-
neers, and software developers to work together in an iterative fashion to achieve
a tailored but guided user interface for the application of interest. Modern styles
were applied with a consistent and common look and feel while adhering to solid
principle of design, workflow, tasks, layout, coloring, size, animation, and user
cues. The design required a general repeatable structure for designers and devel-
opers with the intent to allow each new project to understand the overall design
and incorporate the features and functionality in accordance with style guide prin-
ciples. UIPT integrates multiple domains within in the same software application
with the ability to efficiently transition an end user’s role from one display pre-
sentation to another. To date, several projects and user roles have been integrated
into the UIPT. In support of this design philosophy an interactive style guide is in
continuous development to apply a common reusable design across the multiple
projects that utilize the UIPT-based interface. Both the UIPT application and the
interactive style guide were built with Unity, a 2D and 3D game engine. Styles
for size, color, layout, and other design factors are laid out in the style guide itself
which can be run to visualize and examine interactions. This is advantageous for
new and experience software developers because the guide itself contains the code
and styles necessary to implement the various components of the user interface
while supporting design consistency with reusable code for rapid deployment.

Keywords: Command and control · Information systems · Naval Innovative
Science and Engineering · Rapid prototyping · User interfaces · User interface
rapid prototyping toolkit · Unity3D · User centered design

1 Introduction

A Naval Innovative Science and Engineering (NISE) project titled User Interface Pro-
totyping Toolkit (UIPT) continues to explore the rapid production of high-fidelity user
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interface (UI) prototypes. Such interfaces rely on end users, researchers, designers,
and engineers working together to develop and validate, new concepts of operations
(CONOPS) and emerging technologies. The IWC project was targeted to include explo-
ration and integration of technologies involvedwith a future vision and function of Naval
Command and Control spaces with emphasis on the human-computer interfaces and
interaction. An interactive style guide provides a key element in providing a consistent
look and feel for such interfaces including their interactions and workflow.

The objective is to examine the ability to rapidly develop a specific human-machine
interface prototype for future Navy information systems that address emerging opera-
tional and tactical threats and is currently targeting advanced UI designs specifically for
multitouch display devices. UIPT is a software development effort to explore rapid proto-
typing of information systems while standardizing forward looking UI interactions. One
goal of the project was to maintain a common look and feel or style for said interfaces.
This supports the end user in finding commonality between the various applications and
domains the require a user interface.

1.1 Motivation

TheUSNavy is focused onmaintaining a decisive advantage over adversarial forces. The
Warfighter as an individual end user and as a collective set of end users plays a critical
role in maintaining this advantage. New technologies such as Artificial Intelligence,
Machine Learning, and Autonomous Systems grow in importance and applicability.
How the user interfaces with these technologies becomes critical, especially in a fast-
paced environment where situational awareness and decision making are out pacing the
human’s ability to not only comprehend but to understand, formulate and then act in the
most optimal way possible. The UI between the end user and advanced capabilities such
as ambient intelligence, autonomous systems and the overwhelming influx of data from
intelligence sources and sensors, is positioned as a key element that allows the end users
awareness, understanding and control with regards to these complex systems. How end
users will be able to utilize such interfaces and maximize the man-machine performance
and relationship is still largely unknown but, current efforts are working toward such a
solution.

The lack of User Experience (UX) design in software development in the past has
resulted in software user interfaces which are non-intuitive, difficult to use, non-task ori-
ented, and have a general lack of form and function required for knowledge and decision
support end use. The goal for the UI in the UIPT project was to overcome this trend
and provide an easy to use and valid interface for the Warfighters. UI prototypes which
focus on innovative concepts continue to progress through the efforts of processes such
as User-Centered Design (UCD). For the domain of interest, it becomes more than just
the User Experience (UX). It is the timely and well-designed placement and interac-
tion of information on the UI that can better support the critical functions of situational
awareness, decision making and control of the supporting systems. The exploration for
the use of an interactive style guide supports the maintenance of commonality across
various applications that integrate the UIPT based user interface. This solves the naval
end user to eliminate complexity and training needs for end users.
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1.2 Technical Background

Often a style guide is a document which adequately describes standard practices and
requirements for the development of user interface elements. The style guide strives to
improve communication between the stakeholders, end users, designers and developers
while striving for consistency within the user interface across multiple projects. After
years of experience and various techniques, a need for an interactive and living style
guide was deemed necessary.

Consideration was given to creating the interactive style guide using the same devel-
opment process and tools used to create the UIPT user interface creation toolkit. This
serves multiple purposes but also comes with other constraints and requirements. A
designer can use tools of choice to create the look and feel or essentially the style from
the smallest component to the structure of the entire user interface. This is a technical
requirement in that some form of communication is required between the designer and
the developer of the interactive style guide. Essentially the style guide is created in the
standard form but then used by the programmer to generate code which exemplifies that
user interface element. Often the design of a user interface element comes with some
type of interaction behavior and event activation. This is where building the style guide
itself in code allows for this to happen.

Then only technical requirements are in the translation from a designer’s static cre-
ation to one of interactive user interface elements in code. For the UIPT project a 2D
and 3D game development tool call Unity was used. The type of coding for Unity does
adhere to common development tools such as C# and Visual Studio however, a lot of
the development is performed within the Unity tool. Since the UIPT prototyping toolkit
is used for user interface designs following the style guide it maintains a uniform code
based for UI elements. The code used in the style guide can be re-utilized in the UIPT
prototypes. UIPT is a user interface prototyping tool and not necessarily considered a
product that would be used in production, however, that is possible. The key point to
this is that the style guide is based upon code which allows for reuse for new, modified
or the same type of user interface element. A developer can just obtain the code from
the style guide and import it into the prototype code.

1.3 Using the Interactive Style Guide

The major factor provided by the interactive style guide is its ability to be interactive and
react to user actions. Having live coded examples of user interface elements aids both
the designer, developer and end user to better understand the functionality, behaviors,
workflow, colors, sizes and other elements that make up certain UI element. This allows
each member of the community have a handy tool which meets their specific needs. A
designer can review, improve and update the style guide. A developer can understand the
designer’s intent and know the workflow, interactions and behaviors of the UI elements
and not have to re-invent the code. The end user can review the style guide to understand
what UI elements are available and how they would work in the interface. This allows
them to provide better feedback on the content they want to see in their user interface.
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2 Objectives and Approach

The UIPT application allows users to explore the impact of new technology on emerg-
ing operational concepts before large program investments are made. The Navy can
significantly reduce the risks associated with pursuing revolutionary technology. The
Navy is currently investing in new technologies, such as, autonomous vehicles, artificial
intelligence, distributed sensing, and integrated fires. The way in which Fleet users will
work with and “team” with these new capabilities is largely unknown. UIPT is striving
to establish a common user interface and the style guide provides a means in making it
“common” among diverse end uses but under a common umbrella of Navy applications.
This often eases the burden of training and understanding how the system works across
multiple applications. Have the same look and feel, workflow and interaction are the
main goals associated with this project. The style guide helps to achieve and maintain
that goal from initiation to deployment.

2.1 Development of the Style Guide

As mentioned, the style guide begins with tools common to designers. These tools pro-
duce the styles required but are needed for the developer of the style guide to understand
the designer’s intent. Artifacts from the designers are used in collaborative meetings
between the designers and those producing the interactive style guide as means to com-
municate how the design works. This collaborative effort is pretty much like the normal
process of the designer working with the developers however, in this case the product is
the style guide which serves as a more permanent and reusable product.

A key consideration for the style guide is the common use across projects. Each new
interface must have the same look and feel while maintaining both a common interaction
and UI element interactions. The difficult part is to make this a common interface work
across multiple domains. In general, behind this goal is a wealth of experience and
practice from both the designer and developer of the interactive style guide.

2.2 Deployment of the Style Guide

The deployment of the style guide would generally be web based to allow access to the
various groups that would use it. This also allows for continued review and examination
of the styles that exist and related interactions. As stated, the interactive style guide is
a living document which required frequent updates and improvements. This becomes
a necessity as more and more diverse applications tend to utilize this type of interface.
The style guide itself can also become an early in the design process tool to be used by
designers and end users to better target the specific UI element required for the intended
target. Each developer also has easy access to the online interactive style guide in order
to validate recent developed UI elements as well as to gain a better understanding of how
the UI elements work. The style guide very much becomes coupled within the entire
process of content creation for UI of an application. This is simplified from a developer’s
standpoint because the code is immediately available to re-deploy into new applications.
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3 Examples

The interactive style guide has pretty much the same elements found in many style
guides. It differs in that it is a live interactive document with the purpose to guide
Navy applications to use a common UI. Common styles include overall themes, layouts,
symbols, typography motion, icons, and a variety of components. This section will
provide a brief overview of some of the main UI elements of the style guide.

3.1 Theme, Roles and Layout

The style guide has an overall dark theme such as seen in Fig. 1.

Fig. 1. Dark theme

The layout components seen in Fig. 2 serve as a guide to keep each application in
various domains within the bounds of creating a common user interface. It consists of
ABC.

Fig. 2. User interface layout

The role user element, seen in Figs. 1 and 2 in the upper left corner, provides the
means to switch context of the entire application for use by a different end user with
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a specific role. This allows the same user interface to be used by various users who
perform differing functions. The main layout of the UI for the applications remains the
same while the components are replaced in a animated way so to illustrate to the user
that changes in the interface have occurred.

3.2 Common Components

The interactive style guide provides direction for many common user interface elements
typography, symbols, and icons. The following are examples of these common com-
ponents: accordions, bins, cards, clocks, context menus, control panels, controls, input
fields, pop ups, notifications, tables, tabs, and buttons. These are common UI elements
that have been specifically stylized to match the advanced UIPT user interface concepts.
Each element can be re-utilized in various layout positions and functionality for the
specific application.

3.3 Advanced Components

There are a few very specific and more advance UI components. Three of these type
of interface components is a timeline, a map and a component called Halo. These are
illustrated inFigs. 3, 4 and5, respectively. The value of an interactive style guide becomes
very evident with these components.

Fig. 3. Timeline component

Fig. 4. Map component
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Fig. 5. Halo component

4 Conclusions and Future Work

The UIPT style guides has been in development for over a year while the effort to arrive
a completed style guide will be a continuous effort. Internal evaluation of the interactive
style guide to date, provides good indicators that further and continued development is
warranted. Evaluation fromNavyWarfighters, the endusers of the advance user interface,
provides feedback on the value of the styles and workflow used. To date the feedback
has been extremely positive with continued interest from a variety of projects to use
the interface. The UIPT based interface continues to apply the style guide to projects in
multiple domains which gives credence to the user infaces which are derived from the
common interactive style guide. To date, the application of the style guide across several
domains have proven successful with little to no changes to the style guide moving from
one end use case to the next. The design and overall workflow support this concept and
have been proven through integration of several projects into the same code baseline.
Morphing of the display screen between projects is handled using roles. Future works
would need to verify this concept outside of the Navy set of domains but, has work well
within that set. User feedback with weekly reviews of the features and workflow being
added to the user interface is essential in style guide development. This process, as with
most user interfaces over time, continues to be refined and extended. The underlying
code for the interactive part of the style guide also changes and improves overtime which
add to the continuous requirement for style guide upgrades.



(DT)2-Box – A Multi-sensory Approach
to Support Design Thinking Teams

Julien Hofer(B) and Markus Watermeyer

University of Hildesheim, Hildesheim, Lower Saxony, Germany
julien.hofer@gv.hamburg

Abstract. Creative innovations are of immense importance for companies in the
modern working world as well as in research. Design thinking as a solution app-
roach for complex problems has become an indispensable part of innovation devel-
opment and is used in many industries for a wide variety of fields and technolo-
gies. However, the documentation of the process in such projects is often neglected
despite its great importance for the transfer of information and the reflection of the
process. As a result, errors occur in the implementation of the developed ideas or
further improvements to the process cannot take place. Software tools that support
documentation are therefore desirable, but exist in small numbers so far. Also for
the joint reflection of Design Thinking teams, no known approaches to assistance
by software exist so far. This paper therefore iteratively develops an IoT-tool for
supporting documentation in Design Thinking projects within the framework of
a design-scientific investigation, which also offers assistance in method selection
as well as the joint reflection on the work carried out, and which is particularly
easy to use due to an alternative form of operation. The developed solution is
evaluated with the support of experts from innovation research and tested for its
practical suitability to answer the questions to what extent software can support
documentation, reflection, and method selection in Design Thinking projects. At
the same time, it is shown how video recordings can be used to demonstrate the
developed solutions in design science research digitally, even in times of contact
restrictions.

1 Introduction

Companies today face a variety of challenges arising from a rapidly changing market
environment and increasing uncertainties [1]. Economic activity in developed indus-
trialized countries is increasingly shifting away from pure production and industrial
manufacturing toward services and the creation as well as provision of knowledge. In
contrast to times past, it is no longer just about new physical products, but also about
new processes, methods, forms of entertainment or ways of communicating and collab-
orating. For this, companies need innovative development approaches. As a result, there
is not only great pressure to innovate, but innovation has become nothing less than a
survival strategy [2].

Since creative design thinkers are usually anything but bureaucratic documentarians
[3] and often neglect documentation despite its enormous importance, various authors
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see the potential for improvement primarily in reducing the effort for documentation by
means of an easy-to-use software tool that can be integrated as unobtrusively as possible
into the creative process [4, 5]. In addition, a great added value is assumed in the support
of the process and the selection of methods, since especially in the educational environ-
ment often only limited process and method knowledge is available [5]. For the reasons
mentioned above, it seems reasonable to assume that a support tool for documentation
that can be operated without prior technical knowledge and with little effort and that
supports the selection of methods can improve documentation in DT. This can make
a valuable contribution to better reflection within and after development. Technology
from the Internet of Things (IoT) promises interesting alternatives for operation through
the use of different sensor technology. Thus our research question is:

RQ: How can we support design thinking teams with a multi-sensory device?

2 Related Work

Design Thinking is an approach to solve wicked problems and to develop innovative
ideas. People from different disciplines and with different backgrounds create with the
help of design thinking new products, services, business processes and so on [6]. [1]
argues that design thinking can be used in disciplines like product design, architecture
or management. Design Thinking is there to solve wicked problems (…) which are
problems with unclear and changing requirements that need a collaborative, co-creative
and iterative approach to solve these problems [5].

For Design Thinking exists different procedure models which are based on the
same principles. The procedure model of the Hasso-Plattner-Institute or of the Stanford
d.school are very popular. They differ mainly in how they divide the overall process. The
model from Stanford distinguishes between the phases Emphasize, Define, Ideate, Pro-
totype and Test. While the HPI-model divides the Emphasize-phase into Understanding
and Observing.

At the University of Hildesheim, we teach a model with six phases similar to the
model from the HPI but we extended two phases: Prepare and Project management. We
argue that for teaching purposes it is important to highlight theses phases. Another part
of the overall Design Thinking process is the continues reflexion about the developed
artefacts. This can discover tacit knowledge and transform it into explicit knowledge.
Reflection theory distinguishes between reflection-in-action and reflection-on-action and
also between individual reflection.

In joint reflection, whole teams can receive feedback, learn from each other, take dif-
ferent perspectives, be inspired by others’ experiences and thus develop better solutions,
which is why it is particularly valuable in Design Thinking teams for tackling complex
problems.

Agooddocumentation is essential for the reflection and the learning of previous itera-
tions during a Design Thinking process. Documentation makes it possible to standardize
projects, captures and communicates design decisions and offers traceability. This trace-
ability of the path allows understanding, justification and verification of requirements
of the entire design finding. Knowledge that is explicitly captured in the documentation
can be reused later, whereas tacit knowledge has to be recreated later.



26 J. Hofer and M. Watermeyer

• Design Thinking
• Classes of User Interfaces
• Tangible User Interfaces
• Documentation of Design Thinking

3 Research Method

DSR has its origins in design as the creation of concretely applicable solutions [7]. It
represents an approach to research that focuses on the development and evaluation of
artefacts (models, theories, prototypes, etc.) with the aim of creating new benefits and
solving real problems [8].

We followed the design process of [8] to build and evaluate our prototype. Thus the
following section describes briefly our iterations of designing the (DT)2-Box-System.

3.1 Iteration 0

At first we needed a new system which can support the documentation of the Design
Thinking process based on the procedure model from the University of Hildesheim. It
should be as easy to use as possible without any prior technical knowledge and should
be able to be integrated into the process without requiring much attention from its users.
Furthermore, the system should be able to be connected to an existing documentation
system in order to complement it.

Therefore, we have developed a device (Design Thinking Documentation Tool-Box
(DT)2-Box), which acts as a client within a client-server architecture. This allows, for
example, several devices to be used at the same time. To make the interaction between
the box and the users as simple as possible, we used a combination of several sensors.
On the one hand, we have installed buttons that allow binary decisions, and on the other
hand, we have integrated an RFID scanner that recognizes objects that are equipped
with an RFID transponder. Our first prototype is shown in Fig. 1a. For the display of the
current status, we have installed an LED with a color spectrum.

Furthermore, in order to use the auditory channel and thus be able to output more
complex data to the users, we have connected a loudspeaker for a voice output. In order
to make this as flexible as possible, we have dispensed with the playback of stored audio
files and used a text-to-speech service (Google TTS), which can be called up via a web-
based API. The hardware we used for this was a single-board computer (Raspberry Pi 4),
which has the necessary interfaces.

As our device is to be used in design thinking sessions, it needs a compact form,
which is why we chose a box design. This box was designed with a CAD software and
produced with a 3D printer. For the documentation of the individual phases, we printed
6 different phicons and equipped them with RFID tags (see Fig. 1b).

3.2 Iteration 1

To evaluate our prototype we presented the box and its features to an expert in the field
of Design Thinking. He teaches our students in the Design Thinking Course and works
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Fig. 1. (a) First prototype (b) Prototype with Phicon on it.

as a Design Thinking Coach for different companies. Due to the COVID-19 situation,
we were not able to interview him directly in person, although this would have been
beneficial as we wanted to get feedback on the haptic features of our prototype. He told
us that the general concept of the device is useful and that he would integrate it in the
Design Thinking sessions when he is not there.

He also made further demands on the system. The box should query whether the
number of participants’ present is sufficient to carry out a method. If the number of
participants is not sufficient, another method from the database should be suggested.

3.3 Iteration 2

The methods to be used by the students in the ISUM procedure model are already stored
in a method database of the (DT)2. This database changes dynamically when, for exam-
ple, newmethods are added by staff or students. In order to be able to apply these changes
in the (DT)2 box as well, a connection to the (DT)2 system must be enabled. This task
is performed by a new class Method-Service on the backend server, which queries all
methods every time a new phase is started and randomly selects one of the methods
belonging to the selected phase. The same procedure is followed when users reject a
method and thus need an alternative method. Methods contain the following informa-
tion: They have a unique ID (id), a title (title), a description (description), optionally a
timeframe (timebox), and a required number of participants (members). They are also
assigned to a model and a phase from the database.

Once a method has been selected and confirmed by the users, it is also recorded
in the documentation, for which an additional method column has been added to the
phase protocol table (phase_protocol) of the database. This then contains the name of
the selectedmethod. The existing read-ahead function via TTS, which so far only outputs
the information about a phase, is also used to provide method information. This allows
users who do not have sufficient knowledge about the method to query this information.
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Fig. 2. (DT)2-Box with speakers and microphone

3.4 Iteration 3

At the start of a new session, the system first checks whether a session already exists
in the documentation for the logged-in DT team. If this is the case, the team should be
encouraged to reflect on this session by first displaying a brief reminder of which phase
and which method was last used. Then it is automatically checked whether this session
has already received a reflection. For this purpose, the meeting table (meetings) contains
a new column for reflection. If the reflection column does not yet contain an entry, the
team is prompted to reflect on this session and then dictate the result. For this purpose,
a USB microphone is added to the hardware to record the users’ speech (see Fig. 2).

After reflection, a user can speak a text about the result into the microphone, which
is then processed via Speech-to-Text (STT). This is done using the Google Cloud’s STT
tool, which works in reverse to the TTS function and requires a Google Cloud account
with the STT service enabled. Then, after successful authentication (using a token), the
(DT)2 box can use the API, send audio files up to a length of one minute to the STT
endpoint and receive the recognized text as a response. This can then be assigned to the
associated session in the usual way via the backend in the database. Due to the limit for
the length of the audio file, dictation may take a maximum of one minute, but can also be
completed beforehand by pressing the button. After that, the recording is automatically
terminated. Complete skipping of the reflection is also enabled to leave autonomy to the
DT team in designing the process themselves [9].

4 Discussion

This paper addresses the question of the extent towhich it is possible to support DT teams
in documenting their projects through the use of IoT technology, to provide them with
assistance in selecting methods, and to encourage them to reflect regularly. To answer,
we incrementally developed and evaluated an IoT artifact that uses an acoustic-haptic
operating concept with the use of RFID technology, phicons, TTS and STT services
to provide its users with a particularly straightforward means of logging. It randomly
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selects appropriate methods from an existing database and prompts for reflection on past
sessions.

Both demonstration and evaluation could only be carried out digitally. Since the
developed artifact is a physical device, this form of presentation has the major disad-
vantage that the evaluating experts could see the use but could not try out the artifact
themselves. Thus, an important part of the operating concept can only be evaluated to a
limited extent.

Given the limitations described above, it would be worthwhile to explore in future
research how the artifact can be used by DT teams in practice and, if necessary, further
improved.

5 Evaluation

The present work has succeeded in creating an IoT artifact that helps DT teams to docu-
ment their process in a straightforward way, that regularly encourages joint reflection on
DT sessions, and that supports the selection of methods. In doing so, teams are given as
much autonomy as possible in that the determination of phases, the selection of methods,
and even reflection are never mandated, but the choice is left to the team. Experts from
practice and research have confirmed that the implemented functionalities also offer an
interesting approach in practical application. It must be noted that greater functional-
ity and the desired uncomplicated operation that requires little attention are opposing
requirements, and the balance between them is a fine line that is not easy to find.

Through the development of the artifact, it was demonstrated that it is possible
through an IoT tool to enable a log of the temporal sequences within a process automat-
ically through simple placement and removal of phicons (in this case, phase figures).
This form of operation the use of IoT technology and the degree of automation of doc-
umentation represent above all the novelty of the development. Documents, images or
sketches with time stamps created during this time could thus be clearly assigned at a
later date, resulting in fully-fledged multimedia documentation.
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Abstract. Antinatalism is a philosophy that denies that a person is born in this
world. It means that parents should not give the birth in this world, who should
not be born, because the life is suffering. In particular, David Benatar does not
deny continuing the life, but rather proposes antinatalism on the moral principle
that the life should not harm others. The conclusion derives pro-mortalism and
anti-survivalism.

Pro-mortalism means if it is better not to be born, it is better to not exist
after the birth, and admits the suicide, and I call the philosophy of admitting the
homicide is anti-survivalism.

In this article, we affirm the antinatalism advocated by David Benatar as a
premise that we must think about the value in our lives, and by continuing to
produce and consume until new technology becomes available. The question of
whether the existence of is ethically justified is explained in relation to the three
arguments related to the convergence of the Anthropocene. One is the extinction
of human beings, the second is the continuation of life by machines, and the last
is the continuation of quiet life. Finally, we consider the implications of endless
antinatalism with respect to spiritual uploads, the metaphysics of personal self-
identity around death, with a focus on the human spirit in the eusociality.

Keywords: Pro mortalism · Antisurvivalism · Antinatalism · Transhumanism

1 Introduction

In this article, I reasonably affirm the following propositions.

I. It is good that no one exists.
II. Furthermore, the number of people should decrease more than now.
III. The extinction of humans causes great harm to our last generation.

My proposal is shown below.

(1) The existence of human beings is always harmful.
(2) The existence of humans should be denied.
(3) I deny childbirth.
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(4) I affirm suicide.
(5) I affirm homicide.
(6) The extinction of humans causes great harm to the last generation.
(7) Life-prolonging technology enables people to live indefinitely.
(8) Brain remodeling nullifies human pleasure and pain.

New technologies make life much more valuable than it is today.
(9) First, one survives indefinitely in a life worth continuing.
(10) Second, a person lives a life free from harm and pleasure.
(11) Therefore, the development of new technologymay affirm (1) and avoid extinction.
(12) There is a possibility of making (1) meaningless and avoiding extinction.

I don’t think (9) is always good. Therefore, I support (12). I call it true social
antinatalism.

In this article, we consider antinatalism advocated by David Benatar, considering
whether the existence of thosewho continue to produce and consume is ethically justified
for the value of our lives. We also explain three arguments related to the convergence
of the Anthropocene, which is independent of the conclusion that antinatalism should
be affirmed. One is the extinction of human beings, the second is the continuation
of life by machines, and the last is the continuation of quiet life. Finally, I consider
the implications of endless antinatalism with respect to the metaphysics of personal
self-identity surrounding death.

2 To Pro Mortalism and Anti Survivalism from Anti Natalism

Our living is hard. We should not be born, should not give birth to our children. This is
antinatalism. Among antinatalists, David Benatar [1] does not deny staying alive, and
he rationally proposes antinatalism on general moral principles. However, it leads to the
pro-mortalism [2] and the anti-survivalism.

Our society ismoremature than any other society so far. Shouldwe be grateful for this
happiness? Our standard of living is equal to or better than the former royal aristocrats.
In all generations, peoples often feel more pain than pleasure. We are expected to work
hard by society. Inmodern times, it is the self-management ability. The self-management
leads us to social success. If self-management ability is evaluated as poor, all my failures
are my responsibility, which is resolved by self-help effort ability. In society, the crime
is considered selfish. This is plausible. We can only behave self-centeredly in social
structure when an event occurs that exceeds a self-managing threshold. Is this personal
selfishness? We comply with the law as a social norm. This is because by adhering to
social norms, even ifwe suffer short-termdisadvantages,wewill benefit in the long-term.
Therefore, suicide and murder mean mistakes by the society.

Importantly, Benatar’s proposal makes a difference between a life that deserves to
begin and a life that deserves continuation. Whether or not to continue life should be
left to the person who is living the life. However, when I reasonably judge that the harm
of staying alive outweighs the harm of stopping it, I think that even if there is a desire
to stay alive, that desire is not rational. Therefore, I affirm suicide. If it is not good to be
born, it is also good that there is no more.
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Furthermore, I call the idea of allowing homicide as anti-survivalism. I also affirm
anti-survivalism. Because by executing murder, we can end the undeniably good life
of the murdered partner. We should quietly proceed to the destruction of mankind. It
is possible to draw such a conclusion by pursuing Benatar’s idea. However, I affirm
homicide and suicide, but deny hurt and violence. Because it is harmful to be all present,
and therefore I oppose war and the death penalty.

The question of why murder, including suicide and homicide, is the difference
between recognizing and not recognizing the right not to be killed.

This article aims at minimum to fill-in a lacuna in the literature on anti-natalism,
thereby contributing to future discussions of the topic.

3 Lemma to Benatar

If I affirm Benatar, the proof should show that it is harmful to needlestick pain. However,
your denial of him should show that such harm is not always correct for the being.
For many, no matter how terrible they are objectively, the harm is not decisive if they
are satisfied. This shows the confrontation between Benatar and the opponent. This
is explained by Yoshizawa [3] with the argument that Benatar’s asymmetry should be
distinguished from value-theoretic asymmetry as moral asymmetry.

If I explain this, he replaces pain and pleasure with misery and happiness, respec-
tively. This appeals to our intuition. However, I think that rationality should be prioritized
in consideration of multiple lemmas.

I think that everyone can feel distress, and the harm caused by distress is harmful,
more or less.

If we eat delicious food that we have never experienced, what we think is delicious
will be unpleasant. Moreover, poking a finger with a needle is better, but worse, than
breaking a finger. That is, the good thing is that if anything unfavorable happens from
there, it will be bad.

In the counterargument to Benatar, Morioka argues that it is meaningless to think
of harm and pleasure for someone that does not exist. The original title of Benatar’s
paper is “BETTER NEVER TO HAVE BEEN”, not “BETTER NEVER TO BE”. The
existence of X is only confirmed at time t, and the existence or nonexistence of X is not
determined at t + 1 (the future is unknown). With this, Benatar’s asymmetry holds at
any point in time, except that it exists at time point t. If X is at point t and knows that
he will experience the maximum amount of pain in his life at t + 1, even if he gets the
maximum amount of pleasure in his life so far, then X is point t + 1. Do you want the
future?

This is always better than the fact that one does not exist at any time by accepting
Benatar’s asymmetry in pain and pleasure.

4 Debt of Living

Mark Fisher [4] advocated accelerationism. During his lifetime, Fisher considered the
inevitable prostitution of capitalism in capitalist realism. This means dedicating oneself
to society as a commodity.
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In modern times, this is a contract with our society. In this society we are not allowed
to be lazy, and there is no way out because the safety nets are not working. All failures
are lack of self-help efforts and nomistakes are tolerated. Social success is the only thing
that is desired. That is, contribution to capitalism is the only condition for success in our
lives. Losers are born in endless competition, and losers are given only the despair of
being socially worthless. Those who do not work should not eat, but those who cannot
work should not live.

In such a society, suicide is a passive escape measure for those who are disqualified
from finding value in themselves, and homicide is an active escape measure. The birth
is the act of creating new debt of living.

5 Reject of Birth

The education interferes with children’s work and their parents’ expectations for their
work.

It makes themmore dependent on their parents. Children make adults a lot of money
and time. In the presence of these conditions, the demand for children is apparently
low. People increasingly would rather spare their possible future children the burdens
of existence, in order to maximize well-being and status for their existing children and,
perhaps, for themselves.

Alone among animals, humans have brought reproduction (themost important evolu-
tionary act) under conscious control. Conscious control of reproduction has thus become
a locus for selection, with new niches arising for biological and cultural adaptations
that promote reproduction against the dangerous innovation of human consciousness.
Fertility is not the only evolutionarily crucial domain that has come under conscious
control.

6 Affirmation of Suicide

People have been able to consciously control the length of their lives as prolonging their
lives simultaneously. It’s suicide. The suicides are significantly less culturally adaptable
than their own biological adaptability if people live in a community, that is, they are
productive but have zero commercial value, or produce in the first place. They are
extremely incapacitated, and as long as they survive under these circumstances, they not
only contribute nothing to their genetic existence, but rather deplete the resources of their
genetic relatives. That is, their continued survival is contrary to their genetic existence.
The suicide occurs when one’s existence is harmful to others or in the community.

The survival of human society and the destruction of humans do not matter to the
earth. What humans have created is only needed by humans, including God.

Society certainly seems to be gradually in equilibrium for the better, after a major
historical conflict. However, I think that human society will never improve. Because, if
we maximize the utility of society, some people will be unhappy.

According to Benatar, the extinction of humans is the path that humans should aim
for. The question to consider is not to find out whether extinction is good or bad, but to
find a solution to how it will be extinct.When the population is reduced for extinction, the



The Ethic of “CODE” 35

quality of life of human beings is significantly reduced due to the collapse of society due
to the increase of non-producers or the extreme decrease of human beings. Extinction of
human beings is necessary, but it is necessary to avoid harming existing human beings
by reducing the population. Benatar advocates gradually erasing the number of people
at a constant rate. However, the last generation of human beings cannot have hope and
must live in a collapsed society.

7 Affirmation of Murder

Why murder is affirmed? The anti-survivalism denies painful violence, war, and the
death penalty. Now, as a basic rule, it is a sin to cause pain to others.

Unless you have a strong reason to violate this rule, you need to obey it. If everyone
hurt someone or hurt someone for the purpose of murder, he will experience pain.
However, if everyone gently hits a someone’s headwith amuzzle and attempts tomurder,
and that is successful, then this extremely violent act does not cause pain.

The opponent who does not notice the existence of the gun will die without feeling
anything before the trigger is triggered, and there is no pain.

If everyone is a healthy young person, he may be asked how terrible it is to rob him
of his promising future, but he can’t feel his loss. That is, it is harmless. The pain and
death are unrelated.

Many people will be disgusted with the murder, but the murder cannot be banned on
the basis of harm to others.

It means there is no legal or ethical reason to prohibit an unexpected and painless
murder of a person. However, when you imagine living in such a situation, the life of a
person who has no close relationship with others cannot be protected.

You will experience constant fear of being killed painlessly. This is painful and
harmful. In the end, two options are left. One is to be frightened of harm and commit
suicide.

Do you make rules to lose harm?

8 Transhumanism [5]

Anti-survivalism affirms death and thinks that death is inevitable, but in the first place,
what is the reason why people die rather than die naturally?

Peter Zapffe [6] says that non-human creatures concentrate on living, but the overly
strong self-consciousness that separates the inside from theoutsideworld acquiredduring
human evolution is confusing us.

As an alternative to escape from death as a whole, transhumanism is in a position to
use emerging science and technology to evolve the human body and cognitive abilities
and dramatically improve human existence. Specifically, transhumanism is also an area
for studying what may happen in the future through the expansion of human functions
and the development and use of other future science and technology.

Transhumanism studies the potential benefits and dangers of emerging technologies
that can overcome fundamental limitations, including human genes, and the ethical
limitations of using those technologies. The most common transhumanist claim is that
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one eventually transforms fromone’s current state into a different beingwith significantly
expanded abilities, pursuing the possibility of becoming a posthuman being.

However, Thomas Rigotti [7] calls transhumanism one of the ways to kill time in
life. We are mortal beings, and it is inevitable. Even if we could upload knowledge to a
computer, there would be no end to it if the earth was destroyed.

However, if technological evolution can create a set of suppressed self-consciousness,
such as the collective consciousness, then by realizing eusociality [8], we may be able
to find a way to survive. We remain trapped within the world that others have built for
the benefit of others. We need to rethink our identities.

9 Alternative Future and Conclusion

Our identity makes us our feet. A highly digitized society is a world in which we can
reconstruct relationships as relative actors involved in the world.

Even if the electrodes embedded in the brain can suppress our emotions [9], we feel
the fear of loss of identity. However, our distinctive identities slowly disappear, creating
new, unique and wonderful identities, or collective identities.

I call this state a decentralized network ofminds (collective consciousness).Although
the self exists in the collective consciousness, the self is only a part for achieving an
arbitrary purpose with ensemble, and is swallowed by the continuous survival. In other
words, making the self as small as possible makes the harm of the individual as small as
possible and eventually disappears. Transhumanism just rejects humanbiological/mental
limits and creates new individuals.

References

1. Benatar,D.:BetterNever toHaveBeen:TheHarmofComing intoExistence.OxfordUniversity
Press, Oxford, UK (2006)

2. McGregor, R., Sullivan-Bissett, E.: Better no longer to be. S. Afr. J. Philos. 31, 56–68 (2013)
3. 吉沢文武, ベネターの反出生主義をどう受けとめるか, 現代思想9月号, 青土社,

pp. 129–137 (2019)
4. Fisher, M.: Ghosts of My Life: Writings on Depression, Hauntology and Lost Futures. Zero

Books, Hampshire, UK (2013)
5. O’Connell, M.: To Be a Machine: Adventures Among Cyborgs, Utopians, Hackers, and the

Futurists Solving the Modest Problem of Death. Anchor, New York, NY (2017)
6. Zapffe, P.W.: The Last Messiah. In: Philosophy Now (1933)
7. Ligotti, T.: The Conspiracy Against the Human Race. Penguin Books, London (2018)
8. Nowak,M.A., Tarnita, C.E.,Wilson, E.O.: the evolution of Eusociality. Nature 466, 1057–1062

(2010)
9. https://www.nature.com/articles/s41591-020-01175-8

https://www.nature.com/articles/s41591-020-01175-8


Theory and Practice in UX Design
Identification of Discrepancies in the Development Process of

User-Oriented HMI

Svenja Knothe1, Thomas Hofmann2(B), and Christian Blessmann3

1 Deutschen Instituts für Normung, 49074 Osnabrück, Germany
2 Hochschule Osnabrück, Sedanstraße 60, 49076 Osnabrück, Germany

T.Hofmann@hs-osnabrueck.de
3 Deutschen Instituts für Normung, 49080 Osnabrück, Germany

Abstract. In many productions, work processes are becoming increasingly com-
plex and are controlled, monitored and analysed with the help of computers with
appropriate software. The task of user-centred design is to present this wealth of
information to the user in such a way that the relevant facts can be quickly grasped
and analysed in order to react accordingly. A customised interface can increase
effectiveness, employee satisfaction and also error prevention. Legislation has also
responded to this increasing relevance by issuing the standard on human-centred
design of interactive systems [1].

From experience, problems often arise in the practical implementation of the-
oretical concepts that could not be foreseen beforehand. For the successful com-
pletion of the project, these changes/events should be reacted to and the processes
adapted if necessary. In this paper, the possible problems and deviations in the
implementation of DIN EN ISO 9241-210 are to be pointed out. For this purpose,
suitable methods for obtaining information in theory and practice are illustrated
for each phase. It will also be shown that the entire design process can develop a
momentum of its own, as external influences and new information often lead to
an adaptation and readjustment of the selected methods.

Keywords: DIN EN ISO 9241-210 · User experience design · User interface ·
HMI first section · Iterative entwicklung · Agiles vorgehen

1 Design Process According to DIN EN ISO 9241-210

Due to the fact that more and more people have to deal with computers and software in
their daily work, the government has reacted and issued standards and guidelines for the
human-centered design of interactive systems. The various parts of DIN EN ISO 9241
list the procedures, requirements and recommendations for designing an HMI.

Basically, the entire development process should be iterative, i.e., certain procedures
can or should be repeated if necessary. Also, the later users should be involved already in
the development, since the comprehensive understanding of the tasks and the working
environment are crucial for the success of the software. By having users repeatedly
review and evaluate the design solutions, the design can be adjusted and refined.

© Springer Nature Switzerland AG 2021
C. Stephanidis et al. (Eds.): HCII 2021, CCIS 1498, pp. 37–43, 2021.
https://doi.org/10.1007/978-3-030-90176-9_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90176-9_6&domain=pdf
https://doi.org/10.1007/978-3-030-90176-9_6


38 S. Knothe et al.

In order to design a user-centered system, DIN EN ISO 9241-2101 [1] recommends
an approach with four development phases (Fig. 1):

1. Phase: Understanding and defining the context of use
2. Phase: Specifying user requirements
3. Phase: Developing design solutions
4. Phase: Evaluation and design

Fig. 1. Design process according to DIN EN ISO 9241-210 [1]

1.1 1. Phase: Understanding and Defining the Context of Use

The determination of the ACTUAL state is the basis for the analysis and provides essen-
tial information about the technical and organizational knowledge of the application
area. Among other things, the analysis provides facts such as:

– Who works with the system
– which work is supported and
– which technical conditions are available.

In addition to the determination of the given state, the existing weak points should
also be pointed out in order to consider them in the implementation [2]. It is helpful
if facts such as organizational structures, business processes and its weak points and
workflows are already documented.
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A wide diversity of methods is available for obtaining the information, such as
questionnaires, interviews or on-site observations.

Depending on the depth of detail of the available information, the different methods
are suitable. Combinations can also be useful.

On-site observation of work processes provides additional information to obtain a
holistic view of the performance of activities, especially for those tasks that have a high
routine component. If on-site observations are not possible or the effort is too great,
procedures and methods such as live ideation can be used as an alternative.

For a better understanding of interrelationships and dependencies, it is helpful to
present the processes in the form of charts, diagrams and/or flowcharts. Often, further
weaknesses, information deficits or even questions are raised that are important for a
holistic understanding.

1.2 2. Phase: Specifying User Requirements

After the ACTUAL analysis has been completed, the usage requirements are derived.
The usage requirements contain generally formulated requirements as given by the user’s
work tasks; under no circumstances do they contain software-specific features [2].

The first thing to do is to clearly define who the main user group is. Due to the large
amount of information, it can be difficult to understand and specify the needs of the
individual target groups. In some cases, creating fictional people, called “personas,” can
reveal a more concrete picture of the target group and their needs.

Once the goals and requirements have been identified, it is useful to clearly define
them. This can be particularly helpful in the design phase and also during the argumenta-
tion towards the customer. In addition, the project status can always be checked against
these criteria. However, it should be noted that this requirements list can be adjusted and
supplemented throughout the project.

1.3 3. Phase: Developing Design Solutions

The implementation can be done with the help of different types of prototypes. A
software-based solution is chosen for the most part for the design of interfaces, because
at an advanced stage it is possible to link between the screens and thus experience a
“real” impression of the menu navigation.

For the design of an interface, design criteria (structural structure) and design guide-
lines (type of presentation) have developed over time. According to Ben Shneiderman
[4] and Jakob Nielsen [5], the following principles should be considered when designing
an interface:

1. consistency
2. universal usability
3. informative feedback
4. completed dialogues
5. error prevention/error correction
6. reversibility
7. user control
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8. relief of short-term memory
9. correspondence between the system and the real world
10. help and documentation

Many of the design features listed above are taken for granted at first glance. The
structure of an HMI is usually developed from the rough to the small, which can cause
the overall consistency of the concept to be lost sight of when working out the details.

1.4 4. Phase: Evaluation and Design

In each phase of HMI design, the results obtained should be repeatedly reviewed, ques-
tioned, revised and adapted. Different methods can be used for this, such as pretest,
interviews, workshops, cognitive walkthrough. The choice of method depends a lot on
the user group and the course of the project. Often methods can be combined. One pos-
sibility could be to conduct a pretest in combination with the observation of the users.
Afterwards, a short interview could be made with the person in order to find out how
the work and the operation of the program were perceived.

1.5 Documentation

Good documentation helps the customer to improve his understanding of the process and
also of the product. The central role here is played by the style guide, as this represents
the design guideline for the software. As work is done with the document, the structure
should be well thought out so that elements can be found quickly. At best, a user-
friendly design is also followed through here. Even after the project has been completed,
the software will continue to develop; it is important to maintain the corresponding
documents so that the consistency of the product can be maintained.

2 Design Process in Practice

According to the classic design process, the individual phases are worked through in
chronological order. The evaluation briefly refers back to the previous phase and is
mainly carried out in the design phase.

However, practice clearly shows that such a linear process is rarely or never adhered
to. Already during the procurement of information, misunderstandings can arise regard-
ing the importance of information and/or delays in the transmission of data. Furthermore,
there is the danger that the selected methods for information procurement are not target-
oriented and an additional method must be applied. This can already cause the first
deviations from the planned schedule.

In addition, it may be determined during the presentation of the first analysis data
that the specified circle of users must be expanded, since additional groups of people will
use the program/app. If this is the case, the needs of this user group must be analyzed
and compared with the existing requirements. As a result, previous results will have to
be adjusted more frequently.
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Extensive research is the basis for the success of a user-centric HMI. Therefore,
the significance and the resulting importance of the research should be explained to the
customer. However, the employer usually demands concrete solutions quickly, which
means that tasks from following sections or phases often have to be brought forward.

In order to meet the wishes of the customer, the information can be evaluated and
defined as preliminary requirements after the initial information gathering. This also
offers the possibility of evaluating and, if necessary, consolidating requirements through
more precise queries, further surveys and observations.

For successful project implementation, it is useful to clearly formulate and prioritize
the requirements from the research. By defining the goals, the requirements for the
product become clear for the first time. Also, especially in large and complex projects
that run over a long period of time, the goal hierarchy can help not to lose orientation
during the implementation. The method of goal definition is well known in project
management [3] and is used at the end of a project to make an objective evaluation of the
successful implementation. Often this step is not carried out at the beginning of a project,
because the development of the prototype is already started. Only afterwards the benefit
of the formulation of the goals becomes conscious e.g. if it goes to the documentation
and explanation of the concept.

Another very useful method that can be borrowed from project management is envi-
ronment analysis. In the first part of an environment analysis, all factors (stakeholders
and factual factors) that have a direct or even an indirect influence on the project are
identified. Then, the individual factors are evaluated and weighted to ensure the satisfac-
tion of the affected persons/groups of persons. The analysis includes the possible risks
and the measures derived from them.

In this context, communication to the stakeholders is more important than clarifying
the framework conditions. This is due to the fact that the more a person is made to feel
that he or she has been actively involved in shaping the project, the more sympathetic
he or she will be towards the result. Like the goal definition, the environment analysis
is carried out rather rarely, because during a project no great importance is attached to
these two analyses.

After the first data collection has been successfully carried out, a first rough prototype
can be presented to the customer.

Here, especially at the beginning, attention should be paid to a strongly reduced
surface design in the design, so that it is suggested to the customer that this phase is
exclusively about the construction. Otherwise, the customer can be given the feeling that
he already has a completely designed product. Because of this, it should be pointed out
constantly, especially at the beginning, that it is primarily about the structure, display
and weighting of information and not yet about the design of the individual elements.
This only follows at the end, when the process and the type of presentation have been
clarified.

It may be useful to present the results in small steps, especially at the beginning,
because this is where the basic orientation and structure of the product are determined.
The further the development progresses, the longer the intervals between the individual
evaluation rounds can be. The benefit of conducting multiple iteration loops should



42 S. Knothe et al.

always be made clear to the customer, because the clearer and more detailed the user
feedback, the more user-specific the end product.

Depending on the phase and method, different evaluation methods are suitable. The
effectiveness of a method depends not only on the implementation, but also strongly on
the people involved. Consequently, it makes sense to apply different methods to similar
scenarios from time to time to determine which method is the more successful (Fig. 2).

Fig. 2. Design process: theory and practice

3 Conclusion

The theoretical process from DIN EN ISO 9241-210 can be regarded as a rough outline
in practice. In experience, however, it has been shown that a linear progression of the
phases - especially in large projects - is not practicable.
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Even at the beginning of the project, it can be assumed that not all the information
and documents will be submitted in full by the customer at the start of the project. This is
usually due to the fact that the customer assesses the relevance of information differently.
Also, there are often different understandings of the duration and effort of each phase
on the part of the customer and the contractor.

Therefore, it is essential for the successful completion of the project, among other
things, that transparent and constant communication ismaintainedwith the customer.The
earlier problems, changes and wishes are discussed, the easier it is to react to them and
take them into account in the project. Another important aspect is that applied methods
are questioned again and again and if necessary supplemented by new methods. Every
project is different and changes should be reacted to dynamically and at short notice.
This makes strict adherence to fixed structures a hindrance.

4 Discussion

Consequently, it can be discussed to what extent the process in DIN EN ISO 9241-210
can be seen as a sequence to be aimed at, or whether the process can be seen more as a
kind of ‘guideline’ or rough basic structure on which the design process is based instead
of viewing it as a ‘slavish’ guideline.

In this course it should also be considered whether a weighting of the phases e.g. by
a rough time estimation could be helpful. Furthermore, the listing of possible disruptive
factors (new user groups, delayed information, etc.) could help to make a more realistic
project progress planning.

Finally, in actual industrial projects with design involvement, it turns out again and
again that the established developmentmodels - whether according toDIN ISO, SCRUM
or Design Thinking - do not sufficiently reflect the actual development methodology
and way of thinking in the design process. It would be debatable whether a method and
guideline adapted to the actual iterative and recursive approach in the design process
should be developed, or whether the established models should be revised accordingly.
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Abstract. Customer JourneyMap is currently a very used canvas in the UX (User
Experience) practice and design processes. Although it is widely discussed, both
in the academic and industrial domains; practitioners still present questions about
how to model this diagram. Customer Journey Maps are typically generated from
the Personas technique, which is generally created by interviews or observations.
On the other hand, many organizations employ a tool called NPS (Net Promoter
Score). This tool generates both quantitative and qualitative data. The tool obtains
expressions from the customer about the service or product called “Verbatim”
about the qualitative data. These verbatims capture faithfully the event that took
place when customers interacted with the financial products, services, systems,
or channels. In that sense, we present a case study where a different approach is
employed to build a Customer JourneyMap about customers and their User Expe-
rience interacting with ATMs in a financial institution in collaborative sessions.
In this sense, by applying this approach, we could map the touchpoints by analyz-
ing verbatims. This way, verbatims could constitute a better source of information
over interviews. The integration of the verbatim analysis in the CJM process could
effortlessly scale as the data gathered from customers grows, promotes the shar-
ing of knowledge inside the organization, and the culture of data-driven decision-
making. In the end, we could obtain crucial insights and pain points that could
generate new opportunities, requirements, and even new projects for the channel
development backlog. We shared the results with a multidisciplinary audience
with positive feedback, and they suggested that for new initiatives and analysis,
to apply this new approach.

Keywords: Verbatim · User experience · Customer journey map ·
Human-computer interaction · Automated teller machine

1 Introduction

Customer Journey Map is currently a very used canvas in the UX (User Experience)
practice, and design processes that show and explain the journey that a customer does to
interact and engagewith a product or service [1, 2]. The journeymap also helps to explain
how interaction occurs in a determinate moment and how this interaction influences
other moments. In the Customer Journey Mapping (CJM) process, these determinate
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moments are called touchpoints. Touchpoints are usually placed in a horizontal timeline,
identifying three periods: the pre-service, the service, and the post-service [1].

Although it is widely discussed, both in the academic and industrial domains; prac-
titioners still present questions about how to model this diagram [1]. Customer Journey
Maps are typically generated from the Personas technique, and the Personas are gen-
erally created by ethnographic methods; for instance, interviews or observations [3].
The more touchpoints, the more complicated the mapping becomes, and as the number
of customers grows, organizations gather more information about them and it becomes
more difficult to map the journey of customers only with interviews.

On the other hand, many organizations employ a variety of techniques and tools for
obtaining information from products, channels, and services they offer. This information
many times is not shared with other divisions into the organization, giving as a result
that divisions as Marketing, Design, Engineering, or R&D gather their data and results.

One very interesting tool that is very useful in the retail and financial sectors is
the NPS (Net Promoter Score) [4]. This tool generates both quantitative and qualitative
data. Regarding the quantitative data, customers answer about their satisfaction with the
service, typically on a 1–10 Likert scale. Later, this information is processed to calculate
the NPS of the product, service, or channel of the institution in a general way. About
the qualitative data, the tool obtains expressions from the customer about the service
or product. Those expressions and assertions are called “Verbatim”. These verbatims
capture faithfully the event that took place when customers interacted with the financial
products, services, systems, or channels. The verbatim analysis is the process by which
this information is processed and converted into valuable information [5]. Nevertheless,
in many cases, this processing is disconnected from other analyses or is not taken into
account as input in design and improvement processes outside the division into the
institution that runs those analyses.

In that sense, we present a case study where a different approach is employed to
build a Customer Journey Map about customers and their User Experience interacting
with ATMs in a financial institution in collaborative sessions.

This paper is structured as follows: The Context section shows the main concepts
related to the research. In the Case Study section, the case study is detailed. Finally,
the last section presents conclusions and future work based on the results of the present
experience.

2 Background

In this section, we present some ideas and previous experiences in the use of NPS,
Verbatim, andCJM, aswell as experiences in their use forUser Experience improvement.

2.1 NPS

NPS is a metric developed by Fred Reichheld in 2003. It is widely used today due to
its simple implementation and the ability to provide feedback from customers based on
their experience during their interaction with the company [6]. It is currently employed
by two-thirds of the Fortune 1000 companies [4]. To calculate NPS, a customer is asked



46 A. Moquillaza et al.

a question about the likelihood of recommending a particular service on a scale of 1 to
10. Results between 9 and 10 categorize the customer as a promoter. Results between
7 and 8 classify the customer as neutral and a result less than or equal to 6 classify the
customer as a detractor. To find the NPS, the percentages of promoters and detractors are
subtracted. The NPS score will be between –100 and 100. An NPS above 0 is considered
“good”, above 50 is “excellent”, and above 70 is considered “best in class”. Negative
scores are generally associated with poor customer experiences [4]. However, NPS is a
metric that is not without controversy [5].

Likewise, it is a growing trend to capture qualitative information from customers,
contextually obtain feedback and enhance innovation and customer experience improve-
ment processes [7]. In this way, it has become common to add a question after the 1–10
rating, to ask about the reason for the rating. In this way, analysis can be performed on
what the customer has written directly about their interaction. This information, which
constitutes the exact quote of what was said by the customer, without any changes, is
called Verbatim [6].

The analysis of these Verbatim obtained from NPS surveys is an activity that is
increasingly being performed in mixed methods research, along with other metrics to
complementwhat is reported byNPS [5] and to gain further insights from the information
they already obtain [8]. Other uses include the discovery of pain points [9], the discovery
of business drivers in a Six Sigma improvement process [10], among others. Likewise,
various efforts are being made to automate this processing with Artificial Intelligence
and Natural Language Processing techniques [5, 8, 11, 12]. Tristan [6], details a set of
related research.

2.2 Customer Journey Map

According to Rosenbaum et al. [1], Customer JourneyMapping (CJM) is an increasingly
popular tool recommended by both academics and practitioners for use in understanding
the customer experience. The fundamental idea behind a CJM is a visual depiction of the
sequence of events through which customers may interact with a service organization
during an entire interaction. Its main objective is to enhance the service experience by
improving the associated user experience at each touchpoint.

For some years now, some proposals have been observed in the industry to analyze
the qualitative information of Verbatim to improve the CJM [13, 14]. Six iteration steps
have even been proposed to carry out this process, with emphasis on detractors verbatim
[14]. The six steps are as follows:

• Step 1: Collect Customer Verbatim Comments
• Step 2: Categorize Verbatim Comments into Themes & Frequency
• Step 3: Visualize Data in a Pareto Chart
• Step 4: Apply Root Cause Analysis
• Step 5: Implement Practical and Simple Countermeasures
• Step 6: Measure and Adjust
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2.3 Verbatim Analysis to Improve the UX in Domain ATM

The information provided byVerbatim has proven to be a valuable input for the improve-
ment of the User Experience (UX) in the ATM domain. In a previous paper [9] we show
the good results obtained by incorporating the insights found in the first stages of a
redesign process of an ATM application.

In this sense, it is proposed to use the data already available tomany organizations that
use NPS and Verbatim in their Customer Experience (CX) processes, and incorporate
this input in the UX improvement processes. This is a complex issue since it is usually
different areas that must share this information.

According to the above, it is proposed to use Verbatim analysis to enrich, and in
other cases, to be the main input for the elaboration of a Customer Journey Map, which
will guide the UX improvement process in the other stages of UX design aligned to any
framework such as Design Thinking or User-Centered Design.

3 Case Study

For the case study, in particular, it was required to find pain points and user requirements
that serve as input for a UX improvement process in the interaction between customers
and the ATM network of a financial institution.

Due to the above, and due to the context of the COVID-19 pandemic, where user
interviews and fieldwork were seriously limited, it was seen as convenient to employ
the approach of analyzing Verbatim as input for the elaboration of a Customer Journey
Map.

Then, taking into account proposals such as [1] and [14], we carried out a process
with the following steps:

• Step 1: Obtain the original verbatim
• Step 2: Filter the Verbatim of the customers considered as detractors.
• Step 3: Categorize the Verbatim by the stages defined for the CJM from the user’s
perspective.

• Step 4: Subcategorize the Verbatim by themes and frequency
• Step 5: Relate Verbatim to representative emotions
• Step 6: Select Key Verbatim for each group to be performed
• Step 7: Elaborate the CJM with the processed information.

The activities that were followed for each step are detailed below. These activi-
ties were mainly carried out in collaborative sessions using tools that allowed such
collaboration remotely.

3.1 Step 1: Obtain the Original Verbatim

Sessions were coordinated with the Customer Experience areas to have access to the
NPS and especially to the Verbatim delivered by the customers. We decided to use this
information directly, because the information processed by the area in question, having
different objectives, reached conclusions that were not necessarily relevant to the User
Experience in their interaction with ATMs. With this, we covered the step.
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3.2 Step 2: Filter the Verbatim of the Customers Considered as Detractors

The information was obtained in a spreadsheet and we proceeded to perform the cor-
responding filtering. A base of 300 Verbatim correspondings to a specific quarter was
used for the following steps.

3.3 Step 3: Categorize the Verbatim by the Stages Defined for the CJM
from the User’s Perspective

Three base stages were defined for this experience: Before, During, and After the
customer’s interaction with the ATM. Then, using the Google Jamboard collaborative
whiteboard, we proceeded to the initial reading and categorization.

3.4 Step 4: Subcategorize Verbatim by Theme and Frequency

Work continued on the Jamboard and subcategories were obtained and colors were used
to differentiate frequencies.

3.5 Step 5: Relating Verbatim to Representative Emotions

On the same Jamboard, a representative emotion was related to each category identified.

3.6 Step 6: Select Key Verbatim Per Group to be Performed

One or two key Verbatim were selected as representative of the category.

3.7 Step 7: Prepare the CJM with the Processed Information

The CJM was completely elaborated based on the information obtained, and taking
into account the analysis performed and the feedback obtained by other areas of the
organization.

Finally, the CJM was presented to a multidisciplinary audience within the organiza-
tion, where very positive feedback was obtained, first, for the advantages of having the
information mapped employing a CJM, known within the organization, as well as for
the findings of the exercise. These findings were novel in comparison with user tests and
direct interviews with small samples of users, typical in CJM elaboration processes.

4 Conclusions and Future Works

According to all of the above, it has become evident that, by applying the proposed
approach, we could map the touchpoints by analyzing verbatims to build a Customer
Journey Map. This way, verbatims could constitute a better source of information over
interviews, principally for the amount of available data. The integration of the verbatim
analysis in the CJM process could effortlessly scale as the data gathered from customers
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grows, promotes the sharing of knowledge inside the organization, and the culture of
data-driven decision-making.

At the end of this experience, we could obtain crucial insights and pain points that
could generate new opportunities, requirements, and even new projects for the channel
development backlog.

We share the results with a multidisciplinary audience in the institution with positive
feedback about the proposed approach, and they suggested that new initiatives and
analyses apply this new approach. Based on the above, we consider that the proposal
has achieved the objectives for which it was launched.

As future work, we propose to formalize the incorporation of this analysis as part of
the framework used by the UX area, where, in addition, this analysis becomes cyclical
and is input and output of continuous improvement processes. Likewise, we propose
to explore Machine Learning and Natural Language Processing techniques to automate
Verbatim analysis.
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Abstract. Despite aiming to lower the carbon cost, the growing digital footprint
is concerning because of the energy consumed by data centers strewn across the
globe.Analysis and distribution of large quantities of data, at these centers, account
significantly to the rapidly rising global energy usage. Over the last decade, infor-
mation service demand has increased manifold which has given rise to energy
intensive computation techniques like Artificial Intelligence, Machine Learning
and Data Mining, just to name a few. Surprisingly, study shows otherwise, the
energy consumption at data centers has risen by only 6% from 2010 to 2018
[1] due to global push for sustainability and technological advancements in data
management and cooling systems.

This paper promotes the idea further by showing a new approach of efficient
design practices, i.e. Green Patterns, in software product development cycle. We
correlated the design choices made on User Interface (UI) to its contribution on
energy cost, based on a study that suggests the energy consumption of a device is
highly attributed to Displays [2]. We measured the energy efficiency of various UI
components using three factors: (a) PageWeight (b) Interactive Time and, (c) Sync
Time. In the second part of the study, we validated the proposed Green Patterns
with users so that usability is not at all compromised while reducing the digital
carbon footprint.

Keywords: Sustainability · User interface · Energy consumption · Carbon
footprint · Digital carbon cost · Sustainable Development Goal

1 Introduction

Smart products havebecomean integral part of everyday lives and are often builtwith sus-
tainable goals inmind. The impact of product on the environment is inadvertently decided
and embedded by designers.However, digital information has been under sustainability’s
ambit only over the last decade as the information services have increased. The informa-
tion we are sending and receiving carries heavy baggage: accounting for 1% of global
energy consumption [1] through global data centers. However, due to global push for
environmental sustainability and technological advancements, the energy usage has only
risen by 6% from 2010 to 2018 [1]. The goal of this paper is to explore and demonstrate
the impact of sustainable design decisions on environment. Subsequently, we provide
specific recommendations to reduce energy consumption of software products through
User Interface design.
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1.1 Motivation

Sustainable Development Goals (SDGs) and energy efficient policies are hardware ori-
ented and limited to physical products. True energy efficiency will be achieved only
when everybody is involved and contributes at each stage of the software development
process. We want to empower software designers with a set of principles to implement
sustainable patterns.

1.2 Related Work

Through blog posts, Microsoft’s Sustainable Software [14] is educating the developer
community for accounting carbon cost while building products. Another tech giant,
Google’s Core Web Vitals [15], is leveraging developer tools to measure important
aspects of website development. Both are important steps towards energy efficiency but
HCI still has very little focus.

2 Principles of Interaction Design with Sustainable Perspective

The framework for defining efficient design practices is discussed in this section by
correlating key components of user experience design to carbon cost. Page Weight,
Interactive andRenderingTime are sufficientmetrics to quantify the energy consumption
of UI artifacts.

2.1 Page Weight

Data Uses Energy. Downloading, storing, sharing, and retrieving data takes up energy.
Internet trends show the average web page size has grown 400% from 2011 to 2019
[11]. Users are frustrated due to slow loading speeds; the environment also suffers from
bloated websites due to access load on the servers.

2.2 Interactive Time

Hick-Hyman Law. It defines the amount of time, T, required to process the bits of
information. Hick-Hyman law assesses the cognitive speed to interpret a certain number
of choices given to users: increasing the number of choices, n, will logarithmically
increase the time taken to choose an option.

T = b.log2(n + 1), (1)

where b is a constant. UI designs capitalize onHick-Hyman lawby providing fewoptions
on menus, as a result, reducing human cognitive load while interacting with the system.

Fitts Law. This law predicts the time, T, required to complete a task on screen which is
governed by ratio between the distance to the target and width of the target, represented
by following equation:

T = c1 + c2. log2(
2D/W), (2)

where c1 and c2 are experiment derived constants.
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It’s common for websites and applications to capitalize on both (1) and (2), to reduce
the Interaction Cost [13]. IC is defined as the addition of physical effort and cognitive
effort to perform a task:

IC = P + C (3)

Perhaps, we should consider ecological cost as an additional metric. Since low
interactive time suggest low energy consumption and efficient lines of code.

2.3 Sync Time

Simpler Apps on the Surface Have Complex Architecture. Feature rich applications
nowadays are far more complex at backend, large code base means slow server calls.
SlowSyncTime suggests actual end user requirements are ignoredwhile loading features
and churning these datasets at the server requires significant energy. Simplifying and
reducing the architecture complexity of applications is recommended by Cisco [4] for
making future-ready applications.

3 Green Patterns: UI Design Heuristics for Reducing Carbon Cost

Design can have more than just usability and aesthetic value. These patterns already
exists although need to be propagated by designers into their application.

3.1 Delight is Environment’s Enemy

Subtle animated effect into a design can make users feel that they are interacting with
software that has a personality, as Dan Saffer says, “A contained product moment that
revolves around a single use case or task.” [9]. Investigation on different animation
technique suggests that while creating micro animations for delight, we often ignore
sync time and use GIFs or high-quality graphics. These animation techniques increase
both Page Weight and Sync Time. Green Patterns promotes using CSS based animation
to keep the user encouraged and engaged.

3.2 Efficiency in Notifications

Notifications often trigger engagement with the applications but are also associated with
stress [3]. People are assumed to be constantly co-present and available for conversation,
maintaining levels of attentiveness for large parts of their wake time result in reduced
productivity. By opting for explicit navigation in the UI for notifications, designers can
reduce the server calls and keep the energy cost low.

3.3 Auto Confirmation

Unnecessary confirmation buttons do not effectively protect the user from errors [12]. In
situations like these, the confirmation button will not only increase the time to perform
the tasks but also make unnecessary server call. Designers can use auto confirmation for
energy efficient performance.
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3.4 Contextual Menu

Contextual Menu reduces cognitive load and interaction time as the server only loads on
demand and relevant actions essential to complete a task. It is triggered by right click,
haptic touch (iOS), long press, etc.; this lets the user perform a specific task without
launching the entire app [10]. Green patterns incorporates quick access to contextual
menu for the user with a list of predesignated Quick Actions of the application.

3.5 Infinite Scroll

The infinite scroll is advantageous because a low amount of data is requested at first and
the server is only requested for more data when the user scrolls. It is typically popular
for consuming social media’s entertaining content; it can be adapted across domains by
designers. By running a single query, superSQL [5] infinite scroll has achieved incredible
improvement in architecture complexity by reducing 100+ lines of traditional code to
just 12 lines. Such practices will bring energy intensive processes to the minimum while
incorporating the best-in-class user experience.

3.6 Idle State of Application

Some lines of code are always sending bits to the server even when the user is not using
the application. A designer should ensure the idle state of the application so that system
can dedicate the power to application user is interested in [7]. Depending on the task
analysis [8], distributing the power will make a significant difference in carbon cost.

4 Our Approach

We developed and launched a standard HTML (see Fig. 1) web page in URL https://
freeused.org to create a benchmark to compare with the webpage created with Green
Patterns (see Fig. 2). Inbuilt Google Chrome developer tool Lighthouse [16] is used to
audit the performance score for both webpages. Lighthouse audits progressive web page
for its First Contentful Paint, Speed Index, Largest Contentful Paint, Time to Interactive,
Total Blocking Time, Cumulative Layout Shift.

4.1 Performance Measurement

The scores were measured by various metric but we correlated First Contentful Paint,
Speed Index, Time to Interactive with our parameters described in Sect. 2. Since this
paper has goal of focusing on the UI, we used FCP, SI and TTI for our investigation
purposes.

4.2 Results

Green Patterns achieved impressive results when compared with the standard variant.
Although, the variations are in milliseconds but improvement in SI and FCP shows the
reduction in front end complexity (see Fig. 3).

https://freeused.org
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Fig. 1. The webpage with standard design with Lighthouse extension opened on the browser.

Fig. 2. The webpage with Green Patterns with Lighthouse opened on the browser.
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Fig. 3. The graph shows the variation of key metrics as provided by Lighthouse for both the
variants of webpages.
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4.3 Open Research Questions

Energy optimization should not be limited by the performance of Green Patterns men-
tioned in this paper. The quantified measurement of power consumption of display for
each of the heuristics will further clarify the core idea of this paper and open to research.
More patterns need to be examined and included.

5 Conclusion

The result clearly indicates that Green Patterns are 50% faster to fetch data (FCP), 4 times
better Speed Index and 0.2 s faster Time to Interactive. As PageWeight, Interaction Time
and Sync Time have a significant role in HCI, it would be useful to have a more thorough
understanding of these processes.Although, progress has beenmade in improving energy
efficiency, it is clear that there are still many opportunities for further optimization. Green
Patterns are not negating any existing practices rather it is an add-on, so that sustainable
practices are propagated from the very pixel designer decides to put on a design artifact.

According to Cisco’s annual report, by 2023 two-third of the global population will
have access to the internet across devices [4]. Such increase in global adoption of the
internet and devices will generate high demand for information services. We will need
designers to think beyond users and include ecological impact in their thought process.
Like how Paul Dourish [6] describe Contextual Inquiry: “It provides a set of methods
whereby designers can move out from laboratory settings to the real world as a basis for
design inspiration”. From the perspective of sustainability, the Green Patterns are trying
to make HCI design practitioners accountable and expand their definition of ‘users’ to
‘user and its environment’.
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Abstract. The reduced lifespan of Information Systems (IS) based products con-
tinues to trouble IS companies. We investigate if there are evidence of short time
ethnographies in IS or Human-Computer Interaction (HCI) studies, including the
researcher as a part of the concurrent engineering team. Our literature analysis
reveals that organizations are making use of different forms of ethnographies
while addressing customer needs. We propose a Human-Computer Interaction
(HCI) framework that can help researchers understand existing research focusing
on the shortened product life and, at the same time, appreciate the bridge between
research and practice.

Keywords: Lifespan · Research · Practice · Framework

1 Introduction

Reduced product life within the context of the internet of things (IoT) and smart products
have created a dilemma for organizations that produce such devices. End users and
researchers are attempting to bridge the ever-present gap between academic rigor and
relevance to practitioners. SamsungGalaxyNote 7,which initially anticipated continuing
where Samsung Note 5 had left off, was a failure. Samsung 7 could not deliver on its
promise of improved features and result in more discomfort for end-users. There were
distressing reports initially dismissed as fake news on the internet to actual stories of
exploding batteries, causing people to question Samsung’s product features and users’
safety. The popular qualitative methods frequently used to identify end-user adoption
or resistance include grounded theory methodology and ethnography. The researchers
make compelling arguments for their technique selection, but, given the essential nature
of shorter product life and the limited time available for adopting the smart product, we
believe rapid ethnography or other atypical ethnographies may be the best option. Thus,
our critical research question:

RQ: Can a short time HCI ethnographic initiative improve the researchers’ role as a part
of the concurrent engineering team while improving the product life span?
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Wedivide the remainder of this article into four different sections. Section2 illustrates
the Literature Review, while Sect. 3 offers the proposed research framework. Section 4
mentions analysis and discussion while presenting propositions, and Sect. 5 sums up the
conclusion.

2 Literature Review

Concurrent ethnographies, using human-centricmethods for IS system design and devel-
opment, focus on the role of the ethnographer to work beyond the control room envi-
ronment (Hughes et al. 1994). Design is also knotted to manufacture and is persistently
watchful of possible glitches that a knowledge-based proposal might face at the manu-
facturing stage (Pycock and Bowers 1996). Similarly, focus ethnography is a short-term
or specific goal-based ethnography that is rigorous, data-intensive, and supplements
other conventional forms of ethnographies (Knoblauch 2005). Ethnography extends
the requirements process, culminating in the ethnographically based method of social
analysis (Viller and Sommerville 1999).

Two dichotomous views represent the relationship between ethnography and partic-
ipatory design, one being the background and the other being participatory, which forms
the basis of active participation of all participants (Blomberg and Karasti 2012).

A less popular but critical view is that organizations are ethnographic test fields with
numerous activities becoming a part of organizational culture (Harper 2000). One of
the foremost opportunities for ethnographers is to use fieldnotes as tools to form their
team, share information, and create knowledge (Creese et al. 2008). There are challenges
in multidisciplinary teams working with ethnographic methods (Quinlan 2009). There
is an important admonition that, in an ethnographic setting, the organization members
or the collaboration project team should have the same comprehension, agreed-upon
deliverables, and expectations from ethnography (Gajera and O’Neill 2014). Critiques
may argue that there are available strategies like grounded theory methodology or phe-
nomenology, other than ethnography for organizations interested in improving their
understanding of problems related to reduced product life and enhancing customer
experience (Goulding 2005).

The strategy of symbolic interactionist ethnography by sharing common symbols
can overcome these challenges by aiming for trustworthiness and congruence (Tan et al.
2003). These focus group meetings can use certain strategic forms of ethnographies like
autoethnography, video ethnography, comparative ethnography, and virtual ethnogra-
phy (Vesa and Vaara 2014). Communication ethnography shares communication among
various critical stakeholders (Keating 2001). Ethical considerations make visual ethnog-
raphy vital and sensitive to participants’ privacy and lead to a host of data management
issues (Schembri and Boyle 2013).

Organizations can use the dynamic and visible practices of big data in online adver-
tising and other forms of investigation at the individual level (Nafus and Sherman 2014).
They can thus monitor the device’s performance and the particular user: digital ethnog-
raphy studies digitalization, online communities, and digital data (Varis 2016). At the
same time, the availability of data mining techniques has developed ‘ethnomining’ (Aip-
perspach et al. 2006) and emerged as a form of ethnographic insight and datamining. Big
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data does not always convey the actual reasons for specific issues. Hence, researchers
need to understand that large volumes of data may not result in unearthing the real root
cause of the problem, and the analysis may be incorrect (Lohmeier 2014).

With its ever-improving algorithms combined with artificial intelligence, the future
powerful form of Big Data has the potential to replace ethnography. Big Data will
also add the benefit of reducing operational costs and achieving greater efficiencies in
data collection. However, big data would still be limited to only those with access to
high-speed internet (Beuving 2019).

Analysts pay attention to big data and analytics for business, consumer, and social
insights (Chang et al. 2014) as well as “Thick descriptions” (Stoller 2013) even though
it may allow them to form a complete picture of information (Cuesta et al. 2019). Big
data analysts will still have to pay attention to surveillance, privacy, and future misuse
of data (Blok and Pedersen 2014) to accomplish the greater good (Charles and Gherman
2019).

The literature review identifies certain gaps, with one of the more important ones
suggesting that different forms of ethnographies are available. However, due to the
absence of an academician researcher (or simply a researcher), the organizations cannot
ensure product quality, product performance, and a pleasant user experience.

3 Proposed Research Framework

Hughes et al. (1997) presented a framework for the design of IS development. Post
Internet of Things (IoT), more or less all manufactured products and provided to the
customers can be envisioned as Information Systems. We feel that organizations make
use of applied research using their various departments and form a cross-sectional team
under the concept of concurrent design or concurrent engineering. Corporations have
started to engage anthropologists to study consumer behavior and the culture of the
consumers. Thus, these organizations are consciously making use of concurrent ethnog-
raphy, which refers to consumer research anthropology (Sunderland 2016), business
anthropology (Tian et al. 2018), and enterprise anthropology (Jordan 2018).

We propose a simple framework in the presence of a wealth of knowledge. This
knowledge base framework will compensate for the scope’s lack of rigor and relevance.
The academic researchers could ideally be an excellent resource for the ICT/Manufactur-
ing organizations who use cross-functional teams for design and product testing. Having
an academic researcher would allow the activities at various stages of the product design
and development, manufacturing, testing would be managed and recorded academically
and practically in any acceptable format, whether audio, video, text, or web-based. We
can extend the framework keeping in view the subject expertise to address any problems.

The framework has two dimensions, namely the breadth and the depth of research or
intervention under consideration. In a top-down approach, the principal constituent is the
scope of KMS based Ethnography, which sets out the study’s boundaries. Concurrent
Design/Engineering represents the stage where different critical interfaces nominate
their subject experts, contributing to the design of the new product.

The responsibility of the concurrent design/engineering team often changes its posi-
tion from design to changes in design if the organization is attending to an issue related
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to product design or performance based on some design issue. The product testing stage
is where the product is tested under various conditions to seek the product’s performance
threshold and thus identify safe and optimum operating conditions of the product based
on environment and regulatory compliance requirements. The focus group is often purely
pivoting on end-users representing different demographics; their feedback often forms
the basis for possible improvements. Finally, the Communiqué stage allows the infor-
mation to be shared with various stakeholders with feedback recorded, and individuals
requested consent. The scope of KMS ethnography is the over-arching stage where the
ethnographer takes field notes and observes the actions of others.

One of themost important components of our framework is the role of the researcher.
The researcher, in our opinion, should be well versed with the perspective that HCI is
accurately a multidisciplinary effort. The researcher should ensure that under diverse
settings and in a wide range of disciplines at an academic institution of learning or
and corporate research establishments, she should be able to steer the HCI research.
We advocate that the researcher has essential functional knowledge of critical fields
of inquiry like cognitive psychology, human factors, ergonomics, social psychology,
organizational psychology, economics, and Information Systems. The researcher should
display a Cognitive science-based perspective linking the cognitive processes.

Fig. 1. Proposed HCI framework

The role of the researcher also needs an articulation of understanding about human
aspects of HCI to include sociology and anthropology, especially research involving
the impact of technology and technological factors on society as a whole. Today, most
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researchers are expected to work on problems related to traditional businesses and e-
commerce, like consumer behavior, knowledgemanagement, and especially information
systems. The role of the researcher contributes to the efficacy and success of the HCI
framework. The framework captures several key elements and their working scope and
boundaries, as illustrated in Fig. 1.

The integrative framework is grounded in qualitative findings and business prac-
tices. This framework can be modified to capture an organization’s own Knowledge
Management System, policies, and work practices. The framework captures partici-
pants’ knowledge, experience, and expertise at multiple functioning levels, including
the individual, cross-functional, organizational, and societal levels.

4 Analysis and Discussion

The concept of concurrent engineering is well established and well-practiced, especially
in themanufacturing environment.Researchers from the Industrial engineeringfield have
proposed making use of concurrent engineering ethnographies. However, the existing
literature is silent on providing any evidence as far as IS or HCI research is concerned.
We present some propositions that can help future researchers with theory building,
identifying new variables and possible critical relationships between these variables. An
organization can either remove a failure or exploit an opportunity; for instance, it is
overcoming a shortcoming at the operations, finance, or marketing side when planning
to troubleshoot a problem.

5 Conclusion and Recommendations

Whether from the automobile industry or from the industry that manufactures smart-
phones, product recalls are ambassadors of doom and gloom for the organizations. We
identified some of the factors that should be considered while using ethnography as
a strategic research tool for knowledge creation and a strategic management tool for
competitive advantage.
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Abstract. Today, corporates are moving toward the adoption of Design-Thinking
techniques to develop products and services, putting their consumer as the heart
of the development process. Tim Brown, president, and CEO of IDEO, defines
design thinking as “A human-centered approach to innovation that draws from the
designer’s toolkit to integrate the needs of people, the possibilities of technology,
and the requirements for business success”. The application of design thinking
has been witnessed to be the road to develop innovative applications, interactive
systems, scientific software, healthcare application, and even to utilize Design
Thinking to re-think business operation as the case of Airbnb. Recently, there
has been a movement to apply design thinking to machine learning and artificial
intelligence to ensure creating the “waw” affect to consumers. ACM Taskforce on
Data Science program states that “Data Scientists should be able to implement and
understand algorithms for data collection and analysis. They should understand the
time and space considerations of algorithms. They should follow good design prin-
ciples developing software, understanding the importance of those principles for
testability and maintainability” However, this definition hides the user behind the
machine who works on data preparation, algorithm selection and model interpre-
tation. Thus, Data Science program to include design thinking to ensure meeting
the user demands, generating more usable machine learning tools, and develop-
ing new ways of framing computational thinking. In this poster, we describe the
motivation behind injecting DT in Data Science programs, an example course, its
learning objective and teaching modules.

Keywords: Design thinking · Data science ·Machine learning · Higher
education

1 Introduction

Design thinking is a systematic human-centered, iterative approach to problem solving
that goes beyond shape and layout to have user demands and needs positioned central
to the process. In design thinking the focus is on an idea that might help the end-user to
achieve specific goal. This approach calls for continuous feedback between the developer
of a solution and the target users. Design Thinkers step into the end users’ shoes – not
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only interviewing them, but also carefully observing their behaviors. Solutions and ideas
are concretized and communicated in the form of prototypes as early as possible, so that
potential users can test them and provide feedback – long before the completion or
launch. In this way, Design Thinking generates practical results. Design Thinking is not
only to help understand the end-user goals, but also to avoid bias in data science and better
balance processes applied in data science methodologies. For example, Bias in machine
learning is knows as algorithm bias. Algorithms can have built-in biases “because they
are created by individuals who have conscious or unconscious preferences that may go
undiscovered until the algorithms are used, and potentially amplified, publicly” [8]. To
limit bias in data science, DT has much to offer by engaging the different stakeholders,
ensuring the quality of the data and the process [5]. Other motivations to apply Design
Thinking is profitability. Accenture [1] found based on their research that organizations
that appliesDT-based artificial intelligence out-performed the oneswho do not. Blending
DT with Data science results in more successes not only in the quality of the machine
learning modeling and their analytical models but also in the subsequent organizational
alignment around and adoption of the analytic results [10].

The rest of this paper is organized as follows. The next section provides some back-
ground of design thinking in higher education and IT corporates. Next, the concept and
the architecture of the Design Thinking for Data Science program is introduced. Finally,
we provide conclusion and future steps.

2 Background

Design Thinking ismethodology to create innovative experiences, products and services.
Taken from Herbert Simon’s 1969 seminal work “The Sciences of the Artificial”, the
design process consisted of seven steps of: define, research, ideate, prototype, choose,
implement, and learn. User research has been the cornerstone of design process for
decades. Recently, several models are witnessed to be applied for DT such as Google
Design Sprints, Design Council UK Double Diamond model, Stanford. School design
thinking process, IDEO design thinking program, and IBMEnterprise Design Thinking,
among others. For example, in 2004 SAP announced they will start their Design thinking
journey with its 3D approach of Discover, Design, Deliver Experience. Most of these
models share the target of achieving innovation through three main factors: Human
values, Business and Technology [3] (Fig. 1 and Table 1).



68 S. I. Swaid and T. Z. Suid

Design Thinking Humanizes Data Science 

Fig. 1. Design thinking humanizes data science

Table 1. Selected models of design thinking

Reference Approach to design thinking

dSchool (Stanford) Empathize Define Ideate – Prototype – Test

Google Design Sprint Understand – Define – Sketch – Decide
– Prototype – Validate

Design Council UK Double Diamond Model Discover – Define – Develop – Deliver

IDEOU DT Model (IDEOU 2020) Empathise –Define – Ideate –Prototype
–Test – Implement

IBM Enterprise Design Thinking Model Observe – Reflect – Make

SAP’s Human-Centered Approach Discover – Design – Deliver

3 Celebrating Design Thinking

3.1 Intro to Data Science: Course Description and Learning Objectives

A committee was developed to develop the course, learning objectives and teaching
modules. The committee was formed of three faculties of Computer Science who have
different experiences in data science areas of machine learning, data mining and artificial
intelligence, data management and big data. The committee reviewed different Data
Science programs in other schools to decide what fits their students and the CS program
offered at the institution. The course of “Intro to Data Science” is developed as “This
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course will introduce students to the fundamentals of data science. Students will learn
to explore, visualize, and analyze data to understand natural phenomena, investigate
patterns, model outcomes, and make predictions. The course will utilize IBM Visual
Studio and technologies. (3 credit hours). The course will introduce students to the
fundamentals of data science. Students will learn to explore, visualize, and analyze
data to understand natural phenomena, investigate patterns, model outcomes, and make
predictions. The course will utilize IBMVisual Studio and technologies. (3 credit hours).
The learning objective of the course are as listed in Fig. 2.

Course Description: This course will introduce students to the fundamentals of data 
science. Students will learn to explore, visualize, and analyze data to understand nat-
ural phenomena, investigate patterns, model outcomes, and make predictions. The 
course will utilize IBM Visual Studio and technologies. (3 credit hours) 

Learning Objectives:  
- Introduce data science and its applications   
- Responsibilities of data scientist 
- Design Thinking: Elements and principles  
- Understand the processes of Empathise  –Define – Ideate –Prototype –

Test –  Implement 
- Explore and understand data 
- Introduce data wrangling tactics 
- Train on IBM Watson Studio 
- Introduce Python basic programming  
- Describe visualization and its role in data science 
- Introduce AutoAI to build and deploy models 
- Learn JupertNoteBook 
- Apply knowledge using case study:  Auto Fraud Analysis 

Fig. 2. Course intro to data science

4 Conclusion

Information consumers are ultimately the beneficiaries of any insight derived from data.
Thus, applying Design Thinking principles to ensure the resulting insights are valu-
able and actionable to stakeholder is very crucial. Design thinking has emerged as a
methodology to understand first the human in the loop and the human’s needs, in an
iterative process, to reach innovative solutions. Today, Design Thinking’s application in
the business world is witnessed as an undeniably a methodology that not only satisfies
the needs of the information consumers and key stakeholders, but also would result in
more profitability on the long run. Unsparingly, higher education has developed several
data science programs at different levels, but paralleling between the principles of design
thinking and data science in higher education is overlooked.We here aim to contribute to
the new efforts to interweave designing thinking with data science academic programs.
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Social Innovation and Design — Prototyping
in the NICE2035 Future Living Labs
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Abstract. The “Horizon 2020” is initiated by the European Union, and it advo-
cates design-driven innovation. It is generally believed that design is an essential
impetus for innovation, and naturally, design methods and tools are applied in
the field of innovation. In innovation, one field is social innovation that refers to
new ideas and solutions developed to cater to social needs. Evidences have shown
that social innovation can be fully demonstrated through design, especially in sys-
tems thinking, prototype design and visualization. However, people express their
concerns about limitations of design in this field.

In this paper, having discussed specific case - NICE2035 Future Living Lab,
the author proposed innovative design, methods and concepts of social innovation,
and emphasized prototype design and infrastructure.Different fromproject design,
social innovation methods, activities in implementation and social connection
network built aimed to help stakeholders establish long-term relationships and
obtain design opportunities. Moreover, it stressed that prototypes, as a design
method and tool, should be open and displayed to more people, and to spread
knowledge of a sustainable lifestyle.

Keywords: Social innovation · Prototype · Infrastructure · Place for knowledge
production

1 Introduction

Since the 21st century, the society have faced severe economy and ecological challenges.
TheTSI declaration holds that comparedwith disappointing future described by austerity
policies, social innovations usher in a promising prospect for people1. as a response,
public sectors adopt social innovation as an effective way to develop effective solutions.

In the past 10 years, designers had involved in this area, who, following the user-
centered principle, introduced stakeholders into the innovative solutions exploring pro-
cess through participatory design and rapid prototyping methods. In this paper, social
innovation project of NICE2035 Future Living Laboratory was analyzed, which creates
empowered scenarios for city innovation and entrepreneurship. This NICE2035 labo-
ratory project was initiated by Lou Yongqi [1], the dean of the School of Design and
Creativity, Tongji University which following the principle of SLOC [2] proposed by

1 http://www.transitsocialinnovation.eu/about-transit.

© Springer Nature Switzerland AG 2021
C. Stephanidis et al. (Eds.): HCII 2021, CCIS 1498, pp. 71–80, 2021.
https://doi.org/10.1007/978-3-030-90176-9_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90176-9_11&domain=pdf
http://www.transitsocialinnovation.eu/about-transit
https://doi.org/10.1007/978-3-030-90176-9_11


72 J. Wang

Manzini, experimenting emerging scenarios through a series of design research plans.
DESIS (Design for social innovation and sustainability) is a global design laboratory
network to realize SDGs2. The network had set over 40 laboratories across the world,
and mobilized design schools to trigger and expand social innovations through design.
DESIS Labs creates partnerships with local places, regions and global areas, and formu-
lates new scenarios and communication procedures. According to DESIS, the laboratory
is a place to generate new visions, and enhance social synergy, and stimulate production
of new social initiatives.

The NICE2035 Future Living Lab reported in this paper, which is user-centred inno-
vation ecosystem, based on a systematic method of co-creation with users, integrates
research and innovation processes in real community and environment. In terms of infras-
tructure, it cultivates partnership between business and academic fields by contributing
financial resources. It takes cooperation with stakeholders such as non-governmental
organizations, municipal units in Yangpu District of Shanghai, local community man-
agement departments, and business partners, to explore new services and solutions so
as to meeting the social needs in this era.

2 Social Innovation and Design

2.1 Social Innovation

Social transformation to a sustainable living system requires fundamental changes at
all levels of the society-technical system [3], from a series of interconnected small and
short-term projects to large-scale, long-term, open processes to realize the social oriented
vision [4]. For example, the DESIS network initiated by Ezio Manzini, and exploring
new processes, systems, services which transcend the market-led design paradigms and
shape a more sustainable lifestyle [5]. Manzini advocates developing a series of themes
and design research plans and are spread through internet and neworganizations showing
prospects of future society which is called the SLOC [2] scene (small, local, open and
connected). Basic necessities such as food, housing, transportation and life projects are
presented to signify sustainable solutions and outline promising scenarios.

These new design method are described as emphasizing values andmission; blurring
the lines between production and consumption; emphasis on cooperation and interaction,
care and maintenance; distributed networks are used to maintain and manage social
relations [6]. Design has been described as a creative and proactive activity, and designer
work as the coordinators between different stakeholders and promoting the generation
of new ideas and initiatives [4], which has been claimed as social innovation design [7,
3, 8].

Social innovation, originated from civic movement, aims to improve well-being and
brings good changes to society [9]. Openness, participation and democracy are the core
feature of social innovation [10, 11]. According to Murray, the emergence of social
innovation is due to the most pressing social problems that cannot be solved by the
existing social structure and policies [12]. More and more civil organizations breaking
conventions and spontaneously experimenting collaborative and effective production

2 https://www.desisnetwork.org/.

https://www.desisnetwork.org/


Social Innovation and Design — Prototyping in the NICE2035 Future Living Labs 73

method. In some literatures, entrepreneurship is regarded as a solution to conduct socially
responsible design [9]. More importantly, it is necessary to develop social entrepreneurs
talents, charity organizations, industry associations, so as to explore innovative methods
to meet social demands [13]. Cases of social innovation include Neighbor Garden, Slow
Food movement, Participatory Groundwater Management, Parking Day, Time banker
and others.

2.2 Design-Enabled Infrastructure

The design driven innovation programfirst was launched by EuropeanCommission, who
tries to introduce innovative design into EU government policies and SEMS corporate
strategies3. Horizon2020 is the design-driven innovation program initiated by the Euro-
pean Union funding for innovation research. European Commission intends to make full
use of design potential of European countries and regions, to promote innovation and
create job opportunities. Since April 1, 2021 European Union plans to establish a new
agency——the European Innovation Council and the SMEs Executive Agency (EIS-
MEA)4. It provides financing opportunities for innovation participants in Europe, tests
new methods, helps SMEs enterprises cooperate with foundations, and establishes an
innovation and entrepreneurship ecosystem. Trainings and presentations can be offered
to supply participants in SMEs with benefits, opportunities and meaningful innovation
views. Moreover, it emphasizes outstanding scientific industry leadership and capabil-
ities to cope with social challenges, so that Europe will have world-class science to
eliminate barriers, and create easier innovative cooperation between public and private
sectors.

The concept of infrastructure was firstly introduced into design field by Susan Leigh
Star and his collaborators in 1996 when they applied concept of information infrastruc-
ture into the participatory design (PD) community [14]. infrastructure is used to represent
complexity of “designed objects” for a long time, especially to explore social material
attachment and communication behaviors in group [15, 16].

In opinions of Manzini, design and collaboration capabilities are part of human
nature. However, due to different backgrounds, these capabilities need to be improved
[17]. For theDesignMajor, an importantmission is to improve and enhance such abilities
of all. Infrastructure is important in developing and maintaining social relations because
it promotes social interaction and enhances publicity nature of groups [14]. In the book,
An Introduction to Design for Social innovation—Design, when everybody Designs,
the first element of infrastructure is digital platforms which connect decentralized social
innovators; The second element is physical space which provides working space for
people to communicate, such as conference rooms or coffee shops; Third, logistics
servicesmeet organizational needs formobility of people and things; Fourth, information
services give suggestions on what to do and how to do it. Fifth, evaluation serves for
monitoring activities and results. In short, the ultimate goal of infrastructure is to expand,
copy, and spread social innovation projects.

3 https://ec.europa.eu/easme/.
4 https://eismea.ec.europa.eu/index_en.

https://ec.europa.eu/easme/
https://eismea.ec.europa.eu/index_en
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In this paper, the author explores the social infrastructure with the purpose of make
contributions to innovation and entrepreneurship infrastructure of cities and how infras-
tructure helps establish social connections between dispersed social innovators, and
cultivates reciprocal and hybrid culture communities.

3 Prototyping for Social Innovation

In engineering design, prototypes are often used to elicit unknowns [18], physical proto-
types support future objects, experiences, and imaging future lifestyle. To be specific, the
Spread 2050 Sustainable Lifestyle Project invites business department, research depart-
ment and different stakeholders of public sectors to jointly conceive 2050 sustainable
lifestyles. future scenarios are created through interactive situations and visual actions.

In a sense, prototype is a dynamic value-based cooperative relationship where
demands of different stakeholders are bundled together [19]. The prototype generate
innovative forms of expression and links expectations of different stakeholders [20],
which helps establish a shared mental model and promotes coordination among stake-
holders [21]. Design-driven innovation is not driven by demands of users, but the insis-
tence on new visions, and possible meanings. Jégou and Manzini describe the prototype
as a stakeholder system through which stakeholders learn from each other to engage
in social collaboration [22]. It is a kind of culture model that exploring “unknowns”
through prototypes which is not to find a specific solution, act as communication and
exploration process, seeks for supplementary and alternative solutions [23].

In the development of new social solutions, “prototype experiments” cannot be
regarded as independent entities since they are a part of the larger social exploration
process, with purpose to identify the unknowns. In the multi-stakeholder ecosystem,
a network-based ecosystem is established that consists of ideas, capital, knowledge,
production methods, market feedback, organizations, and brands, activating social col-
laboration among departments. However, attention should be placed on attitude influence
to unknowns, and the ability to identify unknowns during prototyping.

4 NICE2035 Future Living Labs

InMarch2018,TongjiUniversityCollege ofDesign and Innovation established apartner-
ship with Siping sub-district office in Yangpu District, Shanghai to develop “NICE2035:
‘Re-imagine the future living’. The aim was to explore innovative approaches to acti-
vate urban community. NICE 2035 stands for “Neighborhood of Innovation, Creativity,
and Entrepreneurship toward 2035 [24]. The university brought in its global knowledge
community and talents to Siping community to establish labs and start-ups.

NICE2035 Future Life Lab is composed of three environments - scenes, neighbor-
hoods and startups. As for academic research plans of the School of Design and Inno-
vation of Tongji University, they are set to promote collaboration between researchers,
companies, public sectors and civic departments in testing and developing new technical
services and products in real environment. Lane 1028 of Siping Road was selected as
the project location, docking 15 LABs settled on the block. These included the Tongji-
Dadawa Sound Lab, Tom’s BaoBao Food Lab, NoCC Fashion Lab, Neuni Material Lab,
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Design Harvests Rural Lab [24], etc. The Lane 1028 of Siping Road—houses a series
of innovative education units, prototype stores and co-creation spaces functioning as
co-creation hubs where ideas, people, labs, resources, and capital come together.

NICE Commune is an organization of social entrepreneurs, and many social inno-
vators are gathered there, such as youth cultural and creative organizations, cultural
and creative enterprises, and college students clubs. Regular cultural and creative activ-
ities, and exhibitions are held (see Fig. 1). There are more than 500 entrepreneurs in
NICE Commune. The goal of NICE2035 is to support local communities to develop
grassroots social innovation. Furthermore, emerging social practices initiated by social
entrepreneurs are spread through a network widely connected to life laboratories in
universities. It attaches great importance to exploring possible win-win relationships
between stakeholders and encourages local communities to develop primary-level social
innovation.

Fig. 1. Picture 1: The project address of NICE2035 is located in Lane 1028, Siping Road (Source:
NICE2035 project documentation)

4.1 Prototype 1: Sustainable Lifestyle Exhibition

On the website of the State Supervision Commission of the Central Commission for
Discipline Inspection are recorded remarks of Xi Jinping during the 29th collective
study session of the Political Bureau of the CPC Central Committee. It is necessary to
support transformation of green and low-carbon technological innovation, and encourage
green technological innovation. Efficient use of resources and green and low-carbon
development should serve as a foundation to develop economy and society. Teachers
and students from design department of Tongji University, Donghua University, and
University of Shanghai for Science and Technology participate in the Sustainable Life
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Exhibitions in Yangpu Binjiang5. This is to respond to national sustainable development
strategies, and exercise students’ capabilities in design & innovation, and test of market
products.

Neili Department Store organizes the sustainable living fairs. It is not only an inno-
vative and entrepreneurial company, but also a concentration place of sustainable design
and sustainable living. In other words, it sets foot in fashion field where customers’
demands can be known immediately. Interest activities and exhibitions are held regularly.
In public welfare exhibitions to spread sustainable future lifestyle, different stakeholders
from business departments, research departments, and public sector are invited to jointly
hold the Sustainable Lifestyle Exhibition in Yangpu Binjiang. Sustainable lifestyles are
introduced from food, clothing, housing, and education, cultivating people’s knowledge
and understanding of sustainability (Fig. 2).

Fig. 2. Picture 2: Sustainable Lifestyle Exhibition in Yangpu Binjiang (Source: project docu-
ments)

The exhibition is an innovation laboratory for teachers and students of Shanghai
universities. The creativity and design of teachers and students are transformed into
innovative products and services directly provided to citizens on the spot. The themes
of their works are related to “sustainable development” and “college students’ campus
life”. In the exhibition, materials from the industrial age are used, including worn-out
switches, power supplies, electric energy meters, colored lights, electric notebooks, and
computer cases, intending to display a novel form or to change original meaning of
things. They defamiliarize familiar things, so as to trigger thinking about daily life.
Meanwhile, they focus on developing and designing environmentally friendly materials.
For the purpose of sustainability, teachers and students use environmentally friendly
technologies, materials and new combination ideas, to convey the concept of circular

5 http://www.ccdi.gov.cn/ldhd/gcsy/202104/t20210430_241271.html.

http://www.ccdi.gov.cn/ldhd/gcsy/202104/t20210430_241271.html
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economy. For example, in textiles and garments, eco-products have passed international
authoritative certifications.

4.2 Prototype 2: Sustainable Diet Workshop

NICE2035 Future Living Laboratory regularly organizes workshops and community
activities one of which is sustainable diet workshop. YUAN Fang initiates food design
project, who designs food game of Perry bingo. In workshops, participants fill in cards
and think personalities of food that provides nutrition and energy, nourishing affections
and connections with food through games. People have bats in the belfry in terms of
shapes, flavor, and taste of food to create novel food combinations (Fig. 3).

The plant-based workshops aim at helping more people understand plant-based diets
and develop a healthy and environmentally sustainable eating habit. During the shared
kitchen workshop, food connects people emotionally and convey values and belief. The
project is funded by Siping Community Charity Foundation of Yangpu District, Shang-
hai. The plant-based implies people’s spiritual pursuits. it is conducive to cultivating the
concept of collective development by making delicious food together in shared kitchen.

Fig. 3. Picture 3: sustainable diet workshop (Source: The public website of Design Harvest,
Photographer: LU Zhouzhou and others)

5 Discussion

The prototyping is potential as ideas in daily lives are iterated rapidly through prototypes
and new technical solutions are formulated. It should be noted that the prototype aims
not to get a definite result, but to demonstrate new things to the outside and more people
[25]. At the same time, predicaments and problems will be revealed. The prototype itself
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is not mature, but as an answer to the vagueness of a sustainable future, or a supplement
to existing lifestyles.

The author explores how to establish the design process by transiting project-based
approaches to a long-term open infrastructure [4]. In return, infrastructure assists people
in developing projects in daily lives through a series of guidance, programs, and operating
documents.

Although it is useful to reveal structured problems, there are limitations of this
method such as plans and activities need to be re-planned constantly because of the
flexible a structure which make the projects process more complicated.

What is more, another question is: How can emerging social practices be spread as
knowledge? Designers should serve as both a creator and cultural intermediary to inno-
vate in new cultural forms. Strictly speaking, design is a profession, and also attitude
and ability of people to solve daily problems [26]. In this process, professional design-
ers are responsible for facilitating negotiations and helping other participants express
expectations in public.

In the future, alliances between major universities are necessary to establish liv-
ing laboratories networks [27]. In summary, different from project-based design, social
innovation methods are equipped with social connection network to jointly shape design
goals, in order to build relationships among stakeholders and promote collective actions
toward sustainable future.

6 Future Research

Social contact represents sense of belonging and intimacy between people. Hygiene
defines social contact as the feelings strengthened together through consciousness sys-
tem [28]. “Intimacy” is a term in psychology. Apart from parents and children, the
intimacy is also common between partners. It is a special time node when young stu-
dents graduate from school, get rid of family structures, enter into the enterprise society.
“intimate relationship” need to be taught to help them distinguish “group interests” and
the “personal interests” while maintain friendships.

This paper provides a newevidence for studying social infrastructure that is dedicated
to meet the needs of young entrepreneurs, such as places and funds. More importantly,
it cultivates entrepreneurs’ awareness of new relationships. With social infrastructure,
individuals and groups are allowed to generate and maintain psychological resources
to support them achieve important goals. People usually find a sense of belonging and
psychological support when they establish common goals through relationships, joint
practices and collective actions. They know clearly that if they fail, they can recover from
the setback, which is “resilience” [29]. To some extent, infrastructure can be regarded
as the capabilities building process.
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Abstract. All the beautiful satisfying things in life have their own internal aes-
thetic mechanism. Digital economy promotes the new pattern of digital economy
integration and transformation of industrial digitalization and digital industrial-
ization. In digital economy, the life aesthetics of the integration of science and art
advocates judging and optimizing the things in life through the organic unity of
science and aesthetics. First of all, through the literature reading and data collec-
tion analysis of creative packaging works and smart packaging cases, to explore
the differences between smart packaging and traditional packaging, summed up
for the packaging design of the new economic model under the innovative path.
Secondly, the semantic difference method is used to integrate and filter the emo-
tional vocabulary of the public in the new economy, to enhance the public’s sense
of experience, and to analyze the process of beauty in the literary and creative
packaging design from the perspective of life aesthetics, this paper discusses the
integration of functional beauty and formal beauty. From the perspective of life
aesthetics and technology aesthetics, this paper examines the innovative design
of all elements of packaging, making it possible to reflect on the connotation and
explicit innovation of life aesthetics in packaging design under the background of
digital economy, to achieve the original intention and vision of making people’s
lives better. The theory and method are proved to be accurate and applicable by
taking the packaging design of time-honored cakes as an example.

Keywords: The digital economy · Packaging design · Life aesthetics

1 Aesthetics of Life in Digital Economy

1.1 The Digital Economy

The “Digital economy” first originated from the book “Digital Economy: Hopes and
Concerns in the Age of Intelligent Networks” published by Don Tapscott in 1994, the
father of the digital economy in Canada. The digital revolution can change the way we
live and communicate, and the “digital economy” has entered people’s lives, including
the application of artificial intelligence, the development of the Internet of Things and
digital life [1].Digital economy, as themainstreamof theworld’s economic development,
with big data and technological manufacturing at its core, from the emergence of cloud
computing and artificial intelligence to the cross-border integration of all walks of life,
highlighting the transformation of digital industrialization to industrial digitalization,
digital economy technology is deeply infiltrated packaging industry.
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1.2 Aestheticization of Life

What we are experiencing is the emergence of the aestheticization of daily life and the
living of art design. The so-called “aestheticization of life” refers to the intermingling
of aesthetic emotions with daily life, such as clothing, food, housing and transportation,
and is the inevitable result of the transformation of art philosophy into the aesthetics of
life [2]. AlthoughWilde, the master of aestheticism, believed that “life imitates art more
than art imitates life” has its paradoxical side, he objectively pointed out the organic
connection between life and art aesthetics.

In the case of MUJI packaging, the simple colors and text layout with transparent
materials show the Japanese aesthetics of wabi-sabi, which, in terms of design values,
can quickly convey the aesthetics of life. TheWestern theoretical discourse of “aestheti-
cization of life”, transferred into the Chinese cultural context, is a cultural integration
of consumer culture representation and aesthetic generalization in contemporary China.
Packaging design has become an important way to compete in the consumer market.
Take cultural and creative packaging as an example, it integrates contemporary aesthetic
consciousness and aesthetic connotation of cultural and creative brands, and uses digi-
tal means to reflect people’s sense of participation and experience. Creative packaging
constantly updates its design expressions to establish an emotional connection with cus-
tomers, drawing inspiration from artworks, using soft color blocks and illustrations, and
integrating emotional language and graphic interaction. In the case of the Forbidden
City Museum (see Fig. 1), the scissor-hands of Yongzheng and the Chinese colorful
creations have become a hit through new media communication, inspiring more people
to identify with national culture and broadening the ways of spreading oriental aesthetics
internationally.

Fig. 1. The imperial palace packaging

1.3 Aesthetic Living

“Internet” “5G” and other new industries continue to affect people’s lifestyles, pursuit
of life is also changing. Aesthetics return to life gradually, aesthetics of life is not only
the generalization of aesthetic life, but also the experience of pursuing a good life.

Contemporary aesthetics in China has gone through three transition periods, grad-
ually showing the trend of respect for life, turn to spiritual and cultural consumption,
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respect for life is also the inevitable trend of the integration of modern aesthetics and
technology [3]. Throughout the 2020 packaging design trends and creative product pack-
aging, it is found that aesthetics and life are closely related, graphics can spread culture
faster than words, and often more relevant to the aesthetics of life, the brand is easier to
stimulate the emotional identity of consumers.

In the face of development of the Internet, more and more packaging incorporates
interactive elements and innovative materials to establish a closer connection with con-
sumer groups. Aesthetics has been formed in daily life as an unconscious pan-aesthetic
artistic activity, and aesthetic activities have evolved into a harmonious unity of intel-
ligence and culturality. This is in line with what Li Zehou said in his “Four Lectures
on Aesthetics”, “the feeling or emotion of physical and mental pleasure that arises
when the living individual overlaps with certain natural laws in the activity of achieving
the purpose.” Therefore, designers need to simplify the design process and optimize
commodity packaging according to human emotional experience. In the modern era of
cross-fertilization of multiple fields, science and art are integrated from symbiosis to
integration, and aesthetic generalization makes all packaging possible to become the
accumulation of life aesthetics.

2 Packaging Design in the Digital Economy

2.1 Design and Aesthetics

In the digital context, life aesthetics and design side by side, the presentation of design is
given more artistic techniques, and the means of design shifts from two-dimensional to
three-dimensional, from purely visual tomulti-sensory interaction trends. Graphics from
the designer to the emotional needs. Traditional packaging add intelligent technology,
form the carrier of everything connected to the three new technology system theory
(new technology, new materials, new processes) and the traditional packaging system
of emotional packaging structure and visual presentation, connecting consumers and
brands.

Unlike the industrial revolution, new technologies can enhance the aesthetic experi-
ence of users.AI combinedwith packaging, Tulou creative packaging usingAR+cultural
packaging, through augmented reality technology to achieve aesthetic scene reproduc-
tion (see Fig. 2), insight into young people’s entertainment generalized lifestyle, pack-
aging and technology combination is better to pitch their interests. Take the cooperation
mineral water of the Fair as an example, the introduction of new technology, experts
scan the code can appear the name of experts and other information, to achieve DIY
customization of packaging services, and further to packaging to make life better.

In the context of digital economy, 5G and big data form a refined packaging. The
biggest difference between traditional packaging technology and intelligent packaging
technology is that intelligent packaging technologyuses newmaterials andnewprocesses
to pursue emotional needs on the basis of solving functional needs. Physical material
interaction using smart materials to achieve new functions in packaging, or use of visual
illusions in the packaging structure and other ways to enhance the visual experience to
meet the needs of consumer sensation [4].
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Fig. 2. Tulou AI creative packaging

2.2 Packaging and Life

Standing in the perspective of life aesthetics, packaging design includes at least three
levels of cultural values: first of all, the formal beauty of packaging materials, shapes,
colors, etc., which intuitively conveys the visual beauty and human touch of packaging.
Secondly, the cultural beauty in packaging design. Thirdly, the beauty of technological
innovation. In order to meet the design needs in the digital economy, packaging design
is more infused with human flavor and attention to sensual emotional factors on the basis
of achieving basic aesthetics. Design in the field of packaging design applying sensual
engineering is still little, but this is the trend of cross-fertilization in multiple fields.

As a tool, carrying the aesthetics of life, design needs to find a balance between
functional beauty and formal beauty, and based on the “three new” innovation paths,
obtain consumers’ perceptual understanding of creative packaging through scientific
methods and present it in combination with high technology. The graphics, colors and
words of the packaging are all related to consumers’ perceptual imagery. In this paper,
we use the literature research and data collection method as an example to analyze the
emotional elements of people’s old brands, based on the literature research method and
data collection method, the conclusion provides a basis for the design.

The old-established pastry packaging samples were made from old-established pas-
try photos, and the representative pictures were finally selected by screening the series
of photos, using the card analysis method to determine the representative semantic
adjectives organized into a semantic scale measurement, finally forming the initial emo-
tional dimension by the semantic analysis method to finally form the perceptual imagery
vocabulary ranking (see Fig. 3).

The brain operates in three separate dimensions when processing information sys-
tems. First of all, human instincts make subjective evaluations of visual beauty; there-
fore, the semantic difference approach helps design consider full-factor design to visually
stimulate consumers and enhance the aesthetic experience. The formal beauty guidelines
of packaging act as aesthetic measures that influence the price of goods and consumer
judgments (Table 1).

According to the values derived from the table (see Fig. 4), we can find that in
the texture of the packaging, consumers prefer smooth and delicate texture. In order to
amplify the tactile cultural perception to avoid unisex sensory interaction. The processing
of the New Year gift box adopts laser engraving to show special texture, and the paper
adopts super-sensitive paper, after oiling and hot stamping, which visually shows more
texture and highlights the aesthetic level and artistic value of Chinese classical culture, in



On the Life Aesthetics of Packaging Design 85

Fig. 3. The process of consumer perceptual image extraction

Table 1. Results of variance analysis method

Vision Component

Dense - loose −1

Bright - dull −1

Simple-complex 0.55

Sweet-salty −0.8

Retro-chic −0.55

line with the aesthetic connotation of “true goodness and beauty” [5]. In the visual aspect
of the old-branded pastry packaging (See Fig. 3), consumers’ perceptual imagery ismore
inclined to dense and bright patterns. In order to amplify the consumer experience, the
daily version and the gift box version were designed according to the user group. The
daily version used bright orange-blue as the main color, supplemented by less saturated
yellow and red, and used a simplified graphic arrangement of the pastry outline to form
the packaging pattern. The gift box version uses less saturated blue and white as the
main colors, and the overall texture is more atmospheric, using a wooden gift box to
convey the green packaging design concept. On the basis of perceptual imagery, with
Presentation using new technologies, the three new theories are used, and through the
interactive QR code and text symbol card settings (see Fig. 5), the calorie and nutritional
content of the pastry can be easily checked to meet the needs of modern people for a
healthy diet and deepen the memory point of the package to attract more consumers.

The charm of life aesthetics is that it can change a certain human behavior experi-
ence, modern and traditional culture, international cultural elements and Chinese clas-
sical elements collision and fusion is what Chinese aesthetics is experiencing, the user
experience at the behavior level is more concerned about the overall feeling of con-
sumers when using, using perceptual emotion extraction to improve the visual design
of packaging so as to convey brand culture and sea culture to consumers and deepen
brand memory. Under the development of digitalization, a good design is a humane and
innovative design, which should be integrated with intelligent technology on the basis
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Fig. 4. Pastry packaging- gift box packaging design

Fig. 5. Pastry packaging - peripheral interactive packaging

of meeting consumers’ perceptual needs, so that inheritance and innovation can move
forward side by side. In the environment of creating green packaging for all people,
designers need to open up innovative paths, explore the innovative integration of tradi-
tional packaging elements and modern intelligent packaging theory, get rid of formalism
under consumerism, optimize the design process and innovate according to consumer
preferences.

3 Innovative Thinking of Living Aesthetics in Packaging Design
in the Context of Digital Economy

3.1 The Past and Current Situation of Packaging Design

In the digital context, packaging design pursues more spiritual aesthetic consistency,
visual stimulation and consumer psychology are infinitely enlarged, and the famous
American cognitive psychologist Donald Norman emphasizes the user-centered design
philosophy in “Emotional Design” [6] and “Design Psychology” [7]. The proportion of
“moving peoplewith emotion” inmodern design is gradually increasing, and the accurate
communication of emotion is a higher level of artistic expression in packaging design.
By improving the structure of packaging and using visual elements to provide consumers
with emotional experience, the multidisciplinary integration with sensual experiments
leads consumers to emotional resonance, and the integration of design elements with
sensual imagery, truly achieving the original intention and vision of “making the world
a better place”.
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3.2 The Past and Current Situation of Packaging Design

In the future, under the background of digital economy, based on the spiritual aesthetics,
the development trend or innovation of the life aesthetics in packaging design should
focus on: intelligent packaging design; digital packaging industry; packaging experience
aestheticization.

The use of 3d printing technology in the field of breakthroughs in printing technology
saves a lot of time and makes it easier to show the personality of the goods. Take
pharmaceutical packaging as an example, to achieve DIY customization needs, amplify
the consumer experience, if the smart label is introduced into the packaging design,
consumers scan the smart label to display the patient’s medical information, enhance
consumer treatment follow-up services, expand the use of intelligent packaging field,
release “creativity + technology” energy, improve consumer aesthetic experience.

4 Conclusion

The value of beauty is reflected in innovation. Contemporary designers need to integrate
frommultiple fields such as consumer psychology, intelligent technology and packaging
design across borders, build a theoretical system of intelligent packaging, pay attention
to the intelligent development of the three new theory (new technology, new material
and new process), optimize the quality of the supply chain, and visualize the culture and
region, the mutual integration of sensual imagery and intelligent technology, highlight
the charm of the aesthetics of the times and oriental aesthetics, amplify the It also
visualizes the culture and region, blends sensual imagery with intelligent technology, so
that cultural creativity is understood and inherited by the world.

Taking the upgrade work of packaging as an example, we use Semantic Differential
Method to extract emotional elements, analyze the embodiment of packaging human
feelings and culture, and upgrade old brand pastry packaging design. Taking advantage
of the characteristics of the digital economy to build an industrialized system of pack-
aging design for cultural and creative products, promote the industrialization of digital
packaging design and the aestheticization of packaging experience, to realize the per-
fect integration of functionality and aesthetics, rationality and sensibility of packaging
design.
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Abstract. In this work, we prototype a system that allows for LegoR©-
like bricks to be used physically to create a model in the real world that
is then mapped and recreated in an existing Lego CAD software. This
allows users to build their designs tactically in the real world and have
these designs translated into the virtual-world automatically. The key
benefit is that bricks are, naturally, a tactile building tool, but there is a
desire to have virtual representations of brick-based models for all sorts
of reasons such as designing and creating instruction booklets, creating
models that can be incorporated in virtual worlds (such as games), and
simply sharing and archiving a design beyond the limits of a physical
model. Our system shows that an embedded system that includes per
brick computing intelligence is a viable method to achieve the simple
goal of translating a real brick model into a virtual model.

Keywords: LegoR© · Mapping · Design · Virtual · Embedded system ·
CAD

1 Introduction

LegoR© bricks are popular toy for all ages including the authors. The brick as
a toy has gone beyond just toy and has permeated many more forms of our
society including movies, fashion, and art. Of particular interest to this work, is
how to take LegoR© designs in the real world with bricks into the virtual/digital
space for reasons such as mapping models into video games and CAD tools to
create instructions and virtual models. The key question, we have, is can we
create a smart tactile based brick in the real world that can translate into the
virtual world automatically from an inside-out design perspective, meaning the
components themselves help create the virtual model of the real world model.

In this work, we present our system that achieves the above challenge and
demonstrates a prototype of such a system at the scale of DuploR© where a
Duplo brick is two times the size of an equivalent Lego brick. We take an Inside-
out approach where each brick is designed as a smart brick that includes both
sensors and a micro-controller that computes connectivity with other bricks and
communicates with the other bricks in the system to determine a relative location
of each brick. The bricks then communicate this information to a bridge that
c© Springer Nature Switzerland AG 2021
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evaluates this information and injects the results via a builder into CAD software
thus converting the real model into a virtual model.

Some of the key questions when prototyping this system are: How small can
the system be designed? How fast can the inside-out approach to localization of
bricks run at? What are the limitations of this approach? What limits are there
to miniaturization and how significant is the component cost?

The key contributions of this work include the following:

– A description and demonstration of system capable of an inside-out brick
system that goes from a real model to a virtual model

– Open source release of all our system including software and hardware

In the paper, we will describe the above contributions, and we include a link
to the open source design files on Github that includes links to videos that
demonstrate our working system. Additionally, we provide details on how much
a system like this costs per brick.

The remainder of the paper is organized as follows: Sect. 2 provides insight
into what research has already been done in bridging real world and vir-
tual/digital world implementations. Section 3 describes the details of our system
to solve this challenge of taking a real world LegoR© to a virtual model. Finally,
Sect. 4 concludes this paper.

2 Research on Bridging Real and Virtual Worlds

Fitzmaurice [2] defines: “Graspable User Interface is a physical handle to a vir-
tual function”.

We identify two main approaches to the challenge of creating a system that
translates real world models into virtual world models as:

– Inside-Out: These systems are designed with components that have the capa-
bility to sense, compute, and communicate their structure and location to
build up a model inside the computing machine.

– Outside-In: These systems observe the existing model and determine how the
model is built inside the computing machine.

For each approach, we will describe related research on the use of the approach,
and we will start by describing the pros and cons of each approach. Note that a
hybrid approach can be used that combines some of the benefits from each.

There have been many avenues of research into graspable user interfaces.
Their importance has been identified as a human need to touch objects and
receive quick feedback from the physical objects [11].

2.1 Inside-Out Approach

This approach for translating real world models into virtual models benefits from
the capability to understand the internal details of the model without having to
be captured over time. The downside of this approach is that the components
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of the system need to be smart, smartness comes with a cost, miniaturization
is a technological limitation, and the number of needed smart components can
impact the speed of translation into a digital form.

Fitzmaurice [2] defines 5 core properties for graspable interface, which the
inside-out approach captures. These system are space-multiplexed, use a high-
degree of inter-device concurrency, have a physical form, employ spatially aware
devices, and are spatially reconfigurable. Hiroshi and Ullmer [5] describe these
systems as Tangible User Interfaces (TUI) and provide many early examples in
this space.

In almost all cases, there is a need to track the components of the system.
Early work by Want et al. [15] describes tracking objects via electronic tags.
Tags based on RFID (early conception by Stockman [13]) have become common
off-the-shelf tag technology used for tracking.

These early ideas have seen a number of potential applications across a broad
range of fields [2], and there are a vast number of demonstration of these systems.
For example, Ullmer et al. [14] describes blocks that interact and identify them-
selves. The main reason there are not modern commercial products using this
approach, we believe, is that miniaturization and technical challenges and limi-
tations make an Outside-In approach easier to implement. Still, systems such as
KidCAD [3] are pushing towards smart tangible objects that take an inside-out
approach.

2.2 Outside-In Approach

The Outside-In approach has many more research prototypes and designs mainly
because the external approach seems simpler to design for and costs less with the
use of cameras. The downside of this approach is that most of the functionality
is implemented with either cameras or detecting smart pads which creates limi-
tations on how the system needs to be used for proper detection. Additionally,
from a construction perspective the detection system needs to be aware of the
progress of the build (time-multiplexed) so that the design can be captured.

There are a number of Outside-In systems that have been prototype and
researched in the past and we provide a few examples in this section. Jun and
Yujii [10] use visual tags in an augmented reality space to detect items in the
space. The tag approach is common in many industrial technologies such as the
QR code invented by Denso Wave in 1994. Two examples in the world of art
include Klemmer et al. [7] creation of a Papier-Mache tangible input system and
Sheng et al. [12] interface for virtual sculptures.

In this space, there has been a significant amount of research on camera-based
scanning, and for our problem the most interesting research is in 3D scanning.
For example, Kersten and Lindstaedt [6] used a scanning method to create an
architectural scan. More recently, Lee et al. [8] looked at 3D scan methods in
the design space.
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2.3 Virtualization of LegoR©

The last aspect we review in this section is what, specifically, has already been
done with Lego as related to this work. In Fitzmaurice’s work [2] they identify
LegoWall by Knud Molenbach of Scaitech and Lego as a graspable interface
where the bricks work with a wall mounted plate. Around the same time, Ayers
and Zeleznik [1] created a toolkit to use Lego based design as a part of a 3D
interfacing hardware.

There is a number of attempts and exploration of how to use Lego in Virtual
spaces and interacting with them. Mendes and Ferreira [9] looked at how to
use multi-touch surfaces to control Virtual Lego pieces. Lego has implemented
Augmented Reality in their commercial releases such as “Lego Fusion Town
Master” in 2014 [4].

In addition to interfacing and virtualization, there is a significant amount
of research with Lego in many directions. For example, Lee et al. [8] looked at
how to create a Virtual object using CAD based algorithms to optimize a Lego
design.

3 Our Prototype Brick System

Our system is an Inside-out approach system where the Lego bricks are designed
to communicate with one another to figure out their orientation and connec-
tions in the model. This information is then passed to a physical bridge that
then passes the information to a PC and uses a builder to inject the location
information to an existing Lego CAD program.

In this section, we describe the terminology used to describe a Lego
brick in Sect. 3.1. Next, we describe the brick level system in Sect. 3.2, and
the brick to CAD system structure in Sect. 3.3. We describe most of the
details of this system, but because we release all design files open source at
github.com/alecamaracm/Smart-LEGO-HDI we don’t go into excessive details.

3.1 Relevant Brick Terminology

Figure 1 shows a 2 × 4 Lego brick where in (a) a stud is illustrated. The standard
brick size is defined in relation to the columns and rows of studs. The tube, shown
in Fig. 1(b) shows the tube on the bottom of the brick. The tube, typically, fits
into a 2 × 2 set of studs. Note, that there are other parts of a brick, but for this
work we only need to understand what a stud is as it is the main aspect of a
brick used to detect the orientation and connectivity of two bricks.

3.2 Smart Brick Design

Our system is an inside-out embedded system where the bricks determine there
connectivity. For this, we need an external reference frame to know relative loca-
tion of each brick. To do this each brick is its own frame of reference, and relative
positions are sent and determined by a more powerful computing machine.

http://www.github.com/alecamaracm/Smart-LEGO-HDI
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Fig. 1. A 2 × 4 brick defined by the number of (a) studs. In (b), we show a tube on
the base of a brick.

Fig. 2. Illustration of how two bricks use IR to communicate via the brick studs

Brick to Brick Communication. Our brick design uses electromagnetic/light
waves to send data through transparent/translucent bricks. Each brick stud con-
tinuously sends a brick ID and a stud ID through an infrared (IR) LED. Thus, if
a bottom stud detector in another brick receives data, the system knows exactly
which studs are connected together. Figure 2 shows the basics of inter-brick IR
communication system.

Each stud needs to communicate enough information to identify itself and
the brick that it belongs to including the following information:

– Brick ID (6 bytes): A unique ID that represents a brick.
– Brick type (3 bytes): A universal LEGO brick type id. This represents the

type of LEGO brick (4 × 2, 2 × 2)
– Stud ID (3 bytes): Which stud of the brick is sending this message.

This information is sent asynchronously between the bricks as they do not
share a common clock. In this protocol, a bit is detected as a digital “1” if the
high time is twice as large than the low time. Also, as no physical connection
exists between the bricks, the communication protocol needs to be quite resilient
to poor signal integrity, incorporating error checking, correction and allowing for
a decent amount of noise in the IR connection. By default, the “long time” of a
bit is two times a “short time”. If there is noise in the channel or for some reason
the bricks CPU is busy doing something else and the timings is not perfect, there
is a period of time (0.5 times), where if the error is smaller than that, the bit
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will still be received correctly. In addition to that, each connectivity message has
its own header and checksum. This allows the system to determine if a packet is
valid or not before passing the information upwards.

Finally, we can not assume that all the studs will be receiving packets at
the same time. This makes it necessary for each stud to have its own state
variables and buffers and that operate independently from the others. In our
implementation, we use a state machine run on the internal hardware timer that
has the highest priority and is heavily optimized to ensure that the CPU can
still do other work (such as maintaining a Bluetooth connection). This state
machine is then in charge of reading the raw input from the LEDs, processing it
into packets, and then signaling the CPU communication scheduler that there
is a packet ready to be sent.

Fig. 3. Our brick (a) and the internal PCB (b) where the Left Part is the top and the
Right Part is the bottom

Once bricks know they are connected, this information is forwarded to the
bridge. Figure 3 shows a 2 × 4 brick (a) and the accompanying internal PCB (b)
that contains the CPU and transmission and receiving hardware.

3.3 Bridge and Builder - Capturing Brick Details for Lego CAD

Bridge. Our bridge is responsible for gathering the position data from all the
bricks, and condensing it into a common format that the builder understands.
We use a Bluetooth Low Energy (BLE) bridge where the BLE protocol dictates
that every communication needs to be started with an advertisement (scheduled
windows where devices can send small packets of data). Therefore, whenever
a brick has a change in the state of a stud it is going to queue that change
into a message buffer that can hold up to 50 stud changes and start advertising
that information. The bridge hears the advertisement and opens a connection
to the brick for the stud changes (deltas). Due to the 32 bits per packet limi-
tation in BLE, sending a 100-byte packet might take several advertisements to
complete. As advertisements are scheduled on fixed time intervals (100ms in our
implementation), sending 100 bytes might can take several seconds. This is why
compressing the data and only sending the deltas is important.
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As the BLE advertisement itself already contains the local ID (BLE MAC
address) and the local brick type, the only data we need to send on each delta are
the remote MAC address and the local and remote stud IDs that just connected
or was removed. This data is then sent a builder through WIFI TCP (Trans-
mission Control Protocol) WebSocket’s. The bridge does not try to understand
the bytes it is receiving at all; it just decompresses the commonly used parts of
the packets, packs them up into larger ones and proceeds to send them to the
builder.

Every time there is a change in any stud connection, the builder will have the
responsibility to transform those studs to stud connections into a set of {X,Y,Z}
coordinates (and rotations) for each brick. The builder software parses incoming
deltas from the bricks and creates a persistent brick model from them. Once the
builder has enough information to place the first set of 2 bricks (2 bricks are
connected together), it chooses one as the starting point of the building.

From that point on, it will look for other connected bricks to that one with
at least 2 studs in common. By creating vectors relating these pairs of studs
together, it is possible, with linear algebra, to know the relative locations of
additional bricks. This process is then repeated until all the bricks have a fixed
location. Finally, all the bricks are offset so that the bottom ones are at y = 0
(Height = 0), and changes in the final CAD view are calculated and sent to the
CAD program.

Builder. Once the builder has the position and rotation for each brick, it sends
them to the CAD program for it to display it on the screen (virtually). We
use BrickLink Studio www.bricklink.com/v2/build/studio.page as our CAD pro-
gram, and there is no way to programmatically interact with it directly. To go
around that, the BrickLink studio program would have to be patched with new
code to add our needed features.

Fortunately, BrickLink Studio is a game developed on top of the Unity
game engine. Because of this, we are able to place or remove bricks using
HTTP commands sent from the builder. To accomplish this, a dynamic linked
library (DLL) containing an HTTP server implementation with the commands
addBrick, removeBrick, and resetView. This DLL is injected at run-time into
the BrickLink process, adding the injection to the CAD tool. To perform an
injection, the open-source library “DotNet DLL Injector” is used, which han-
dles the code compilation from the C# bytecode to machine code and creat-
ing another process inside the host thread to run our application entry point.
This allows us to demonstrate our real-time system of real world bricks being
updated in the virtual world (for example see: https://drive.google.com/file/d/
1l-9bFWEu4QhFfqXpGIShnhi3ygX5V5At/view?usp=sharing).

4 Conclusion

In this work, we demonstrate an inside-out human interface for humans to use
real world Lego bricks and have them updated in a virtual world. We estimate

www.bricklink.com/v2/build/studio.page
https://drive.google.com/file/d/1l-9bFWEu4QhFfqXpGIShnhi3ygX5V5At/view?usp=sharing
https://drive.google.com/file/d/1l-9bFWEu4QhFfqXpGIShnhi3ygX5V5At/view?usp=sharing
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that the cost of this approach is, currently, approximately 5 USD per brick when
creating ten thousand units, and that there is a great commercial potential for
creating such a system that would allow designers to create models and have
them automatically virtualized. We describe our system in detail and provide
open source access to our design approach.
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Abstract. Safety in nuclear power plants is an important area in the realm of
engineering safety [1]. Small Modular Reactors (SMRs) are an emerging form
of nuclear technology with widespread application, notably in austere or remote
communities. SMRs are defined as power plants that produce 300 MWe or less
[2], designed with modular fabrication technology for ease of onsite construc-
tion. Historically, nuclear power plants have maximized large economies of scale
and been constructed with ample resources for safety regulation concerns, such as
access to reliable water tables. SMRswill be deployed to remote locations without
the resources normally afforded to a large power plant, and so the safety systems
of these new designs must be innovative and still be able to meet the stringent
safety specifications set forth by regulatory bodies [3]. This is a very important
aspect of SMR design and is critical for licensing and production. This paper
outlines a systematic literature review of scientific papers concerned with nuclear
safety systems of SMRs. To further expound upon this topic, literature analyses
were completed using keyword searches for, “nuclear safety systems,” and “small
modular reactor” and then evaluating trends between articles. The databases used
for this research were Google Scholar, Scopus, Web of Science, and Mendeley.
The analyses were completed by use of the following literature review software:
VOSViewer, Publish or Perish, MAXQDA and Vincinitas. The results are pre-
sented in the form of trend analyses, keyword cluster analysis, co-author clusters
analysis, co-citation analysis, word clouds and emergence analyses. The results
show a strong correlation between the study of this material and the rising inter-
est in green energy, as well as the particular safety systems necessary for the
development of SMRs.

Keywords: Nuclear safety systems · Small modular reactors · Bibliometric
analysis

1 Introduction and Background

The advent SMRs has presented a unique solution to the energy crisis in remote com-
munities worldwide. Small modular reactors are distinct in their relatively small power
output, modular design and fabrication, and ease of operation. Such systems can be
prefabricated and shipped to a remote community. An SMR can be tailor-made to meet
the power requirements of a small community and would require a minimal footprint
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for operation. In such desolate conditions, the requirements for autonomous operation,
and exhaustive safety features are critical [4].

This new technology presents unique design challenges for safety systems at every
level of the nuclear power plant process, from the fuel cycles and shipping to the worst-
case scenario of core coolant loss [5]. The safety systems of SMRsmust pass the existing
stringent regulatory licensing requirements but must also account for the possibility of
issues arising not normally seen with large-scale power plants. These systems must be
able to operate autonomously and in very remote locations without the ideal conditions
such as access to reliable water tables (for emergency cooling). For this reason, new
and innovative core designs have been proposed such as liquid metal cooled, molten
salt cooled, and hot gas-cooled reactors [6]. Modifications have been made to well-
known water-cooled reactor designs to adapt the proven technology to a smaller scale.
Ultimately, these systems will have to demonstrate extremely reliable and robust safety
systems in normal operation, through fuel cycles, and in worst-case scenarios before
licensing will be granted.

The Canadian SMRmarket is a good example of how important safety is to the devel-
opment of SMRs. There are currently five designs under pre-licensing agreements with
the Canadian government [7]. Some technologies have benefits beyond power genera-
tion, however for the specific application in Canada’s north the two primary drivers will
be economic feasibility, and support from indigenous communities. The second factor
will largely depend on the perceived level of safety and the impact on the surrounding
community and environment should an emergency occur.

2 Purpose of the Study

The purpose of this study is to perform a systematic literature review, including a biblio-
metric analysis of scientific articles relating to nuclear safety systems of small nuclear
reactors. The primary focus of this study is aimed specifically at emerging fourth-
generation safety systems that will enable nuclear reactor technology to be scaled to
the SMR level. Furthermore, this study will highlight the developments in this area by
including analysis methods from VOSViewer, MAXQDA and Vincinitas. These pro-
grams were used for data collection, and then to extrapolate data trends. Key word
analyses, word clouds, emergence analyses, cluster analyses and trend analyses will
show what parts of the research are critical, where the research is occurring, by whom,
and will show how public perception is driving research in this field.

2.1 Relation to Engineering Safety

This is an important research topic in terms of engineering safety. Nuclear accidents
are perhaps amongst the most notorious engineering mistakes in history. Therefore it
behooves engineers to approach nuclear safety with detail and care and provide exhaus-
tive engineering protections in their systems. This concept is personified in the “Defense
in Depth” approach to safety in nuclear engineering.
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2.2 Human-Automation Interaction

Historical accidents have been the result of human-automation interaction, such as Cher-
nobyl or Three-mile Island. The focus of SMR safety is passive features, which help to
eliminate human-automation errors.

3 Methodologies

3.1 Data Collection

Data were collected and analyzed using similar methods used by Duffy [8]. Data were
collected from four different databases: Google Scholar, Scopus, Web of Science and
Mendeley. The databases were accessed using Purdue Library. Searches were conducted
in each database using the keywords: nuclear safety systems, small modular reactor. The
searches were not restricted by publication year, and the results included relevant meta-
data. Metadata included article titles, abstracts, citations, and author names. This meta-
data from the searches was extracted and analyzed using several bibliometric analysis
tools and included over 7800 articles from the various databases.

3.2 Trend Analysis

A trend analysis was carried out for both the Web of Science database results, as well
as the Scopus database results. As shown in Fig. 1, there has been a steady increase
in research in this domain. Nuclear energy has been around since the 1940s, but the
dramatic increase in research is likely due to the increasing trend away from fossil fuel
use.

Fig. 1. Number of publications per year from Scopus database.

4 Results

4.1 Co-citation Analysis

A co-citation analysis is a form of bibliometric coupling analysis that was developed
to better indicate subject similarity [9]. For this analysis, the Web of Science database
was input to VOSviewer. This is a bibliometric analysis software that performs analyses
using metadata from database searches. For this particular analysis, 142 articles were
connected, sharing at least three citations. This produced four major clusters shown in
Fig. 2.
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Fig. 2. Co-citation analysis using VOSviewer, showing results for a minimum of three citations,
categorized by color. (Color figure online)

4.2 Content Analysis

The first content analysis was performed using MAXQDA. The most relevant articles
were selected from the results of the co-citation analysis, as well as relevant research
articles selected by the author. MAXQDA finds the most important keywords, and then
creates a word cloud to portray the prevailing themes. The word cloud shown in Fig. 3
highlights the non-keyword search terms of accident, radioactive, standards etc.

Fig. 3. Word cloud from MAXQDA.

The next form of content analysis was conducted using VOSviewer, in the form of a
content cluster analysis. The results of this content analysis are shown in Fig. 4. These
results are further supported by a keyword co-occurrence analysis in VOSviewer, shown
in Fig. 5. This analysis showed that twenty-two of the articles used shared at least five of
the keywords. Important keywords (excluding original search terms)were: passive safety
systems, design, power-level control, cogeneration, simulation, and natural circulation.

Finally, an emergence analysiswas carried out by searching for the primary keywords
(nuclear, safety) in Vincintas. This tool provides an emergence analysis from Twitter,
showing the relevant social media data, and a word cloud with the relevant terms associ-
ated with the keyword search. Note that the influence was indicated at over 86 million,
which is quite influential. Figure 6 shows the results of the Vincinitas analysis. This
supports that nuclear safety is an emerging topic of research and public discussion,
likely owing to the decreasing reliance on fossil fuels and increasing interest in nuclear
technology. This is also likely driven by the recent nuclear plant accidents in Japan.
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Fig. 4. Content cluster analysis using VOSviewer, categorized by color. (Color figure online)

Fig. 5. Keyword co-occurrence cluster diagram from VOSviewer with four main clusters,
categorized by color. (Color figure online)

Fig. 6. Emergence analysis from Vincinitas, showing keyword popularity on Twitter.
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5 Discussion and Future Work

The results from this study reveal some important research trends in the domain of
nuclear safety systems and how they relate to SMRs. It was clear from the trend analysis
that there has been a drastic increase in research in this field in the past fifteen years,
which is supported by economic motivators for the rise of nuclear power [10]. There
has been a proportionate increase in research in the fields of “global warming,” and
“green energy.” Recently, the Canadian government announced committed interest in
the development of SMR technology for use in remote northern communities, which are
typically reliant upon diesel fuel for heat, and energy [11]. This is a relevant correlation
because it connects nuclear power, SMRs, and green energy together. This rise is also
roughly coincident with the US Department of Energy setting forth the Gen IV reactor
requirements which encompass a variety of goals from sustainability, economics, phys-
ical protection, and safety and reliability [2]. A primary focus of the safety portion of
these goals is passive safety [12]. There is an equal connection, as shown in the cluster
analyses which shows that a major connection to SMRs is safety systems including pas-
sive safety systems. These types of safety systems are critical to the secondary objective
of SMRs, and Gen IV reactors which are sustainability and autonomous operations [2].

Clearly, SMRs are being marketed as a reliable alternative green-energy source.
However, opposition cites that SMRs may be dangerous, and produce possibly harmful
waste [11]. Therefore, safety systems (which include waste management) are a critical
component to the successful development of this technology. The keyword analyses show
important subjects that are being investigated such as passive safety systems, simulation,
and cogeneration. These are all important factors for SMR development. The notion of
passive safety systems is an important component of Gen IV reactors [13]. Simulation
of safety systems is an important field of research for licensing and certification [14] and
is further discussed below. Cogeneration is an equally important component of Gen IV
reactors [6] and has possible applications for deployment to Northern communities. It
was found that research is mainly being conducted by several professionals in the US,
China, Korea, and Japan. These results coincide with the leading users of nuclear power.
It was shown that Canada is starting to lead in terms of research which is likely due to the
SMR Road Map laid forth by the Canadian government, which details the prospective
deployment of SMR technology to Canada’s northern communities [7].

The emergence analysis from the results shows an interesting connection to nuclear
safety and the recent accidents in Japan. Emerging key words of interest were: wastew-
ater, Japan, ocean, opposition, Fukushima, plant, irresponsible, standards, damage, sea,
globally, health, safety. Together, these keywords paint a grim image. It canbedetermined
that public perception of this technology is tied to recent accidents. The Fukushima acci-
dents occurred following an earthquake that cut power to the cooling systems of three
reactors [15]. This accident released large amounts of radioactive waste and was rated a
7 on the International Nuclear and Radiological Event Scale [15]. The main issue was
the power supply to the residual heat removal system. Therefore in an effort to make this
technology more appealing, there should be a strong focus on safety to ensure public
buy-in for the programs is achieved. This also ties into the key word analysis of SMR and
Gen IV systems. It was shown that critical words such as passive safety systems, design,
power-level control, cogeneration, simulation, and natural circulation were integral to
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research in this field. Passive safety systems would prevent the type of accident that
occurred in Japan, because these systems do not rely on external power systems. This
is as simple as gravity feed cooling pools that can flood a reactor system. Ultimately
the Fukushima reactors were cooled by flooding. This is an important correlation, and
supports the aforementioned Gen IV reactor goals, specifically the improved safety sys-
tems. It should be noted that Fukushima reactors were LWR type reactors. The public
perception of these types of reactors may affect which type of Gen IV reactor technology
is chosen for SMR development. For SMR-LWR development a major design concern
will likely be how to retain passive safety systems without the need for large coolant
reservoirs, in order to minimize plant footprint.

Lastly, as mentioned above, future work in this field can be supported by the results
of this study. The types of research work can be directed by the themes uncovered in the
bibliometric analysis. A good indicator of the accuracy of this study and its conclusions
is the future work under development and where it is happening. The National Science
Foundation awards research grants for important scientific development and research.
This provides a good indicator of futurework development.Apreliminary search through
the “awards” database showed that numerous grants have been awarded for further
research in the domain of nuclear safety systems. One such work was done by M.
Nakayama. This work is focused on the statistical analysis of nuclear power plant safety
and improving algorithms for risk assessment [16]. This important work was brought
to light with the recent occurrence of nuclear power plant disasters in Japan. The work
focuses on refining algorithms and presents new Monte Carlo simulation models for
improved computing and more accurate models.

6 Conclusion

With the increasing interest in alternative, green energy as well as the interest in SMRs,
there has been an increasing amount of research into nuclear safety systems. The need
for increased safety was outlined in the Generation IV reactor technology requirements
[2]. This study has shown that this is a heavily interconnected field of research, supported
by the well-developed nuclear power generating nations. Nuclear safety is particularly
important for SMRs because of the relatively small size and requirement for autonomous
operations [17]. This study has shown that particular fields of research are important to
this domain such as ‘passive safety systems,’ ‘natural circulation’ and simulation. This
was shown to be connected to public perception of nuclear safety, and recent accidents
in Japan. Equally, simulation of safety systems and risk analysis has been shown to be
an important field of research. In conclusion, nuclear safety systems will continue to be
an important field of study, notably for the application to SMRs.
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Abstract. Multimer is a new system that measures multimodal biosensor data to
model how the built environment influences neurophysiological processes. This
article presents participant feedback of user experience for a Multimer study in
Manhattan south of Central Park, New York City, USA. The feedback was used
to update and improve the entire Multimer system for use in other locales. This
article will also present preliminary analyses for bio-spatial pilot studies in Kenya
and Malaysia, conducted by the Multimer’s research team in partnership with the
Sustainable Mobility Unit of the United Nations Human Settlements Programme
(UN-Habitat). For all of these studies, participants usedwearable sensors to record
their electroencephalographic signals as they cycled or walked.

Keywords: Cognitive ergonomics in distributed · Ambient and pervasive
interactions · Development methods and tools for distributed

1 Introduction

Multimer is a new system that deploys a mobile app, a cloud-based monitoring platform,
and various consumer-grade wearable sensors to measure multimodal biosensor data,
including electroencephalogram and electrocardiogram data. Multimer data is used to
model how the built environment influences human neurophysiological processes (as
diagrammed in Fig. 1).

This article presents participant feedback of user experience for a Multimer study
supported by the National Science Foundation (Award #1721679). The study deployed
a protocol approved by the Biomedical Research Alliance of New York, an indepen-
dent institutional review board. The study involved training 101 New York City-area
pedestrians, cyclists, and drivers to record biosensor, survey, and comment data over the
course of twelve weeks, from 01 August 2017 to 31 October 2017. The concept of this
study and the technical results are discussed in previous articles [1–3]. The feedback
sessions discussed in this article were conducted in November 2017 with twenty-three
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Fig. 1. Multimer system diagram.

people of varying demographics and experience. The sessions were divided into four
feedback stations, three of which are briefly discussed in this article: 1) participants pro-
vided feedback for their overall experience; 2) participants provided feedback about the
Multimer mobile app; 3) participants provided feedback about the custom, ergonomic
EEG (electroencephalogram) headsets constructed by the project team. Except for the
first “overall experience” station, each station employed visuals to support the interview
questions or as a mode of providing direct feedback (Fig. 2).

Fig. 2. Paper-printed visual aids used during the user experience feedback sessions.

2 Overall User Experience: Interview Summaries

Participants were interested in the scientific aspect of the project, and a large majority
of participants were interested in contributing their own data. Some participants were
interested in themoney aswell. Of the twenty-three respondents, manywere drawn to the
study by an interest in science. Overall, participants had a positive experience interacting
with staff. Most found using the Multimer technology to be interesting enough that they
would wear it on their own without payment (though few stated this strongly).
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During the New York study, long hours of wearing the EEG headset caused discom-
fort for many participants. While using the Multimer mobile app, participants would
find that the Bluetooth connection between their phones and the EEG headset would be
severed (disconnected) without knowing it. Participants also had a hard time predicting
when the EEG headset would require new batteries.

Participants thought that Multimer could eventually be useful in helping them plan
their transport routes. “If Multimer can let you know how stressed you are, how you’re
riding (like the wrong way), and tell you take a better route, that would be cool. Instruc-
tions to drive the right waywould be useful for bikers,” one participant said. A pedestrian
participant said: “It maybe can help runners identify points where they’re having a hard
time”. And the cyclist participant said, “I think it’d be interesting to see how you’re
doing on the streets: how you improve, how many miles, how you did right or wrong.
It would be cool if it showed you traffic ways”. Another participant added: “I’d like to
use Multimer to identify preferred routes of which I may not be cognizant”.

3 Mobile App and User Stats Feedback

Participants encountered a number of issues with the connection of the biometric gear
to the Multimer mobile app. One of the participants said, “Connecting the headset was
disheartening. I wanted the App to tell me when the battery should be changed. I wanted
the App to notify them any time the headset disconnected. I wanted to be notified when
the headset disconnects”. Another participant said that “What would be ideal would
be that the headset pairs and you can start. In reality, it’s a multistep process. It takes
multiple tries to get a good signal, and sometimes the app would not log me in”.

Oneparticipant highlighted the issueof connectivity in different parts of town: “When
going through certain zones, I’d lose service. I’d see spots where I have to switch it. I
had to restart and reconnect. I would get frustrated and not record at all”.

Another participant pointed out that checking the connectivity was stressful: “Al-
ways, I was checking my phone to make sure it was connected. Wish I didn’t have to
check it constantly. There should be an alert when the headset would lose connection
with the app”.

A participant pointed out that it was “complicated to have it always connected”
(Fig. 3).

The Multimer project member who conducted app-related interviews noted that
“uploading data makes people tense. People were confused about long/lat and medita-
tion/attention but many checked to see if the numbers changed”. This interviewer made
several suggestions based on patterns from these interviews:

• Make it clear in the training that batteries should be changed after every 8 h of use.
• Make sure that it is clear that “Diagnostics” is a button on the activity type screen.
• Make it clear in the training where the user stats are and how to use them.
• Indicate that there is a drop-down menu that allows users to select dates in user stats.
• Simplify the diagnostics page and get rid of jargon. Consider a display that looks like
this:
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Fig. 3. The Multimer app’s screens: launch, activity, diagnostics, upload.

Headset connected
Brainwave data enabled
Heart Rate Monitor connected
Location data enabled

4 Headset Ergonomics: Feedback Summary

EEG data can be challenging to collect outside of a research lab setting. While several
lightweight wireless EEG headsets are now available on the consumer market, most of
them are not practical for long sessions (2 or more hours) of data collection from a
large sample size of participants. Consequently, the New York study used a simplified
EEG headset [4] with a single electrode located at FP1, near the frontal cortex, which
is associated with high-level cognition [5, 6]. For this study, the Multimer research
team prepared two kinds of headsets for participants: the unmodified manufacturer’s
headset, and a modified version in which the hard plastic arm that holds the forehead
EEG electrode in place was replaced by a flexible cable that could be tucked under a
helmet or hat.

For this activity, participants were given photos of the unmodified “hard” and mod-
ified “soft” EEG headsets used during the course of the study (Fig. 4). They were
instructed to record opinions of each part of the headset. This included notes on what
they disliked, what was comfortable, how was their experience, what problems they
encountered and suggestions for change. Later, participants were given a prototype of
Multimer’s own custom-fabricated headset casing to see what the prototype looks like
and share their thoughts on it (Fig. 4). They were able to feel, wear, and suggest some
ideas.

Several participants said that the unmodifiedheadset gave themheadaches or physical
discomfort: “Headband pinched head”. “Headaches every time after 10–15 min. Only
relieved if I take it off”. “I got headaches from the pressure of [the sensor] pushing into
my forehead”. “Riders have stopped using it because it hurt so much”. “Hard to adjust
forehead sensor”.
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Some participants further tied their discomfort to the weather: “Cold days gives you
a headache. Feels like a spike. I got used to it clamping your ear, but it really hurts”.
“[The] headset is hard [to wear] during hot weather. I preferred [to wear the] heart rate
monitor”.

And some participants mentioned more discomfort with the clip that attached the
grounding electrode to the ear: “Ear clip wire was too short”. “Ear clip pinched ear”.

While participants generally preferred the modified headset and didn’t encounter as
many issues of physical discomfort, they encounteredother issues in keeping the forehead
electrode secure and connected: “Headpiece was not secure enough”. “Forehead wire
was too short. Forehead sensor was too big”. “Keeping the forehead sensor in place
was hard”. “It was hard for it [the forehead electrode] to stay attached and get EEG
reading. Spent too much time thinking about that”. “Sensor would slip. Detection wasn’t
consistent. Headband would be helpful in making it more secure and consistent”. “[The
sensor] would start sliding off, so I would have to readjust it”.

For the modified headset, much like with the unmodified headset, participants had
issues with the ear electrode clip: “The ear clip wire was too short”. “Ear clip pinched
ear”. “Tight on the ear. Needs a longer wire”. “Earpiece pinched a little bit”.

Fig. 4. User-annotated images of the “hard” and “soft” headsets (left). A researcher wearing a
custom headset prototype (right).

From these interviews, recommendations for headset revisions include keeping the
headset small, creating a smaller forehead sensor, being sure electrode wires are long
enough, using an earbud instead of clip, and adding a clip to attach to headbands and
headphones.

However, unlike with sensors embedded in wristbands or chestbands, participants
had a wide range of reactions to all of the headsets presented. This underscores the chal-
lenge of developing a head-based wearable—and since they measure brainwaves, EEG
devices must be worn on the head. Participants seemed to have very strong preferences
about what they are willing to wear on their heads, which is one reason that, as long as
Multimer works with brainwave data, its team will continue to research the affordances
and best practices for developing head-based wearables.
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5 Kuala Lumpur and Nairobi: Preliminary Results

The 2017 user experience feedback from New York pedestrians, cyclists, and drivers
helped to add a more subjective, human aspect to the process of developing and evolving
the technology.The feedbackwasused toupdate and improve the entireMultimer system,
which has since been used to model human neurophysiological experience studies in
corporate offices, developing economies, and informal settlements [7]. In 2018 and 2019,
severalMultimer studies, modeled on the protocol approved by the Biomedical Research
Alliance of NewYork, were conducted in partnership with the SustainableMobility Unit
of the United Nations Human Settlements Programme (UN-Habitat). Like with the 2017
study, the 2018 and 2019 studies were meant to provide new data that shows how the
built environment and the movement of traffic may influence the neurophysiological
state of pedestrians, cyclists, and drivers.

In Malaysia, a 2018 study (n = 12) was conducted to measure cyclist experience
of Kuala Lumpur’s first-ever dedicated cycle lane (separated from motorist lanes). In
Kenya, two studies were conducted: a 2019 study (n = 11) of cyclist experience on
major Nairobi thoroughfares and a 2019 study (n = 12) of schoolchildren’s experience
as they walk to school in the informal settlement of Kibera. For all of these studies,
participants used wearable sensors to record their brainwaves as they cycled or walked.
For preliminary analysis, simple statistical methods were used to compare participant
Beta and Gamma brainwaves, which reflect participant engagement, activity and stress,
to participant Delta and Theta brainwaves, which reflect participant relaxation.

Fig. 5. Amap of EEG and EEC data recorded byNairobi cyclists (n= 11) onmajor thoroughfares
in January 2019.

For the Nairobi Cycling analysis (Fig. 5), conducted in partnership with UN-Habitat,
the Institute for Transportation and Development Policy (ITDP), and Critical Mass
Nairobi, the median occurrence of Delta/Theta frequencies were higher (mostly around
10 to 12 percentage points) than that of Beta/Gamma frequencies. For occurrences of
all these frequencies, the standard deviation was high, which may have been caused
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by a large number of null values where streets were most bumpy, thus disrupting the
connection between the participant and the biometric wearable sensors.

Fig. 6. Amap of EEG and EEC data recorded by Nairobi schoolchildren (n= 12) while walking
to school in the informal settlement of Kibera “slum,” December 2019.

The NairobiWalkability analysis (Fig. 6), conducted in partnership with UN-Habitat
and Map Kibera, revealed that the median occurrence of Beta/Gamma and Delta/Theta
frequencies were relatively even for most routes, with the only notable exceptions to
this trend being being data points near schools and security areas gender-based violence
centers. These locations’ Delta/Theta medians occurrences were five percentage points
higher than the Beta/Gamma median occurrences, while the others were either three
points higher or the same.

Fig. 7. A map of EEG and EEC data recorded by Kuala Lumpur cyclists (n = 12) in February
2018, on and near the city’s first dedicated cycle track.
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The Kuala Lumpur analysis (Fig. 7), conducted in partnership with UN-Habitat
and Cycling KL, yielded some of the clearest results, with the median occurrences of
Delta/Theta frequencies of the dedicated cycle track being 3 percentage points lower
than the overall dataset, and six percentage points lower than all the points outside of the
cycling tracks data sets.The median occurrence of Beta/Gamma frequencies was always
54 points, both on and off the cycle tracks.

While analysis continues on the Nairobi and Kuala Lumpur data, the data has been
shared with stakeholders in Nairobi and Kuala Lumpur, particularly transportation plan-
ners working for the respective city governments. The user interface modifications rec-
ommended by participants in the 2017 New York study have facilitated the deployment
the Multimer system in smaller, shorter studies run by local, on-the-ground partners.
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Abstract. In the current study, a novel approach for speech emotion
recognition is proposed and evaluated. The proposed method is based on
multiple pairwise classifiers for each emotion pair resulting in dimension-
ality and emotion ambiguity reduction. The method was evaluated using
the state-of-the-art English IEMOCAP corpus and showed significantly
higher accuracy compared to a conventional method.

Keywords: Speech emotion recognition · Pairwise classification ·
Dimensionality reduction

1 Introduction

Speech emotion recognition is the task of automatically classifying human emo-
tions conveyed through uttered speech. Due to the importance of emotion recog-
nition in real-world applications, a large number of studies present results using
many different feature extraction and classification approaches [1–7]. Although
recent studies have showed significant improvements in the performance of speech
emotion recognition systems, this field is still an open research area, and for
real-world applications further investigation is needed. In the current study, a
method is proposed and evaluated using the IEMOCAP English state-of-the-
art corpus [8] for the recognition of four emotions. The proposed method is
based on using multiple pairwise classifiers and combining the results using a
majority vote decision. The main advantage of using pairwise classification is
dimensionality reduction resulting in ambiguity reduction between classes. To
our knowledge, speech emotion recognition using combined pairwise classifiers for
all classes has not been investigated comprehensively. In [9], a method specifically
for facial expression recognition using pairwise discriminative task was reported.
The method, however, used different visual features for each pair, and for class
recognition distance measures were applied. In contrast, in the proposed method
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the same features are used in all pairs, and for classification fully-connected deep
neural networks (DNNs) [10] and the popular support vector machine (SVM) [11]
classifier are being used. Another advantage of the proposed method is that it
can also be applied for emotion recognition using visual or multimodal features
without changes to the system architecture.

2 Methods

2.1 Acoustic Features and Classifiers

Twelve mel-frequency cepstral coefficients (MFCCs) [12] along with shifted delta
cepstral (SDC) coefficients [13,14] were extracted from the speech signal every
10ms using a window of 20ms. Furthermore, the basic acoustic features were
transformed to i-vectors [15] of 200 dimensions. The i-vector paradigm was pre-
viously introduced in speaker recognition and spoken language identification
aiming at overcoming the problem of high dimensionality when using Gaussian
mixture models (GMMs) supervectors. When using i-vectors in speech emotion
recognition, the whole sentence can be represented by a small number of factors
of dimension 100–400. Additionally, linear discriminative analysis (LDA) [16]
was also applied to form the final feature vectors. For training and testing 476
and 119 speech samples for each emotion were used, respectively. The DNN
architecture used in this experiment is a standard fully connected network with
three hidden layers of 64 neurons each, followed by a Softmax layer with 2 neu-
rons for classification. All neurons employed the ReLU activation function. Data
were presented to the network in 100 epochs without early stopping. The batch
size was set to 128. Additionally, results obtained using SVM classifier are also
reported.

2.2 The Proposed Classification Method

Figure 1 shows the proposed method of classifying the emotions happy, sad,
angry, and neutral. In the first stage, pairwise classifiers are trained using the
corresponding training data of the emotions included in the pair. During evalu-
ation, the output labels of all pairs are considered, and the emotion is classified
using a majority vote decision.

3 Results

Table 1 shows the results obtained using the proposed method compared with a
4-class classifier. As shown, using the proposed pairwise scheme, higher recalls
were obtained in most cases. The unweighted average recall (UAR) (i.e., mean
of individual recalls) when using the 4-class method was 64.3.
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Fig. 1. The proposed method for speech emotion recognition based on pairwise
classifiers.

Table 1. Recalls using the proposed method compared with a 4-class recognition
scheme.

Classification method Emotion class

Happy Sad Angry Neutral UAR

4-class classifier 47.1 69.7 78.9 61.3 64.3

Proposed method SVM 50.4 93.3 75.6 62.2 70.4

Proposed method DNN 56.3 93.3 77.3 63.9 72.7

4 Conclusions

In the current study, we presented a pairwise classification scheme for effective
speech emotion recognition. In the proposed method, models for each emotion
pair are trained, and the final emotion is selected using a majority vote scheme.
Experimental results using the IEMOCAP English emotional corpus show signif-
icant improvements as compared to conventional methods. Although the method
was evaluated using only four emotions, a larger number of emotions can also
be considered without significant modifications to the system architecture. Cur-
rently, similar experiments using a larger number of emotions (six and seven
emotions) are in progress.
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Abstract. With the development of the Internet, people increasingly use search
engines to obtain the answers for their questions and quench their thirst for knowl-
edge. Although search engines often provide some information quickly, they can
fail to providewhat people really need.Despite the ubiquitous availability of search
engines, people ask questions to other people to seek valuable local information
and enrich social experiences. Existing social applications such as Stack Overflow
[1] and other Community Question Answering systems allow people to exchange
knowledge efficiently. However, they mainly consider the expertise to recommend
answerers, which would not be sufficient for supporting Q&A activities in real-
world environments. In this work, we propose QFami, a novel integrated Q&A
environment for physically-basedQ&A scenarios on campus, QFami incorporates
the interest expertise, proximity, locations, and other contextual factors that can
be inferred by using various sensors on mobile phones.

Keywords: Community question answering · Campus situation

1 Introduction

Many community Q&A websites have appeared over the years, which allow people to
ask questions and obtain answers. When building a Community Question Answering
(CQA) [2] system, there are many factors to consider. However, most of the existing
CQA systems mainly consider the expertise when recommending answerers, thus can
easily fail to reflect people’s real and individual needs.

In this paper, we focus on the development of a novel CQA system in campus envi-
ronments. Campus environments are often inhabited by small communities of people,
who have specific characteristics. Firstly, they have specialized knowledge and skills
in different areas. Secondly, there are different spaces for different on-campus activi-
ties. Besides classrooms, there are libraries, gymnasiums and other recreational spaces.
Some people may share the same space every day without knowing each other, poten-
tially making them familiar strangers. Thirdly, strong and various relationships between
people may exist, such as teacher-student relationship, friend relationship, colleague
relationship, classmate relationship and roommate relationship. Fourthly, freshmen and
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other students may have a large number of questions to ask as well as a need to develop
social relations. Therefore, besides recommending answerers with high expertise, we
also consider the user proximity, location and propose in QFami, which aims to encour-
age people to learn from each other and increase chances to have meaningful social
experiences with friends and strangers.

2 Related Work

2.1 Expertise-Based CQA Systems

With the increasing popularity of CQA, many techniques to find answerers with high
expertise have emerged. Wang, et al. summarized the main techniques currently used on
CQA: language models, topic models, network-based methods, classification methods,
expertise probabilistic models, collaborative filtering methods and hybrid methods [3].

Latent Factor Model is a commonly used model in recommendation systems, which
was used successfully in the recommendation algorithm competition of Netflix and was
first applied in movie recommendation. Its core idea is to find the latent factor in users
and movies. For example, if a user prefers funny and warm movies, movies that have
these characteristics get high scores. Then they can be recommended to the user.

Yang et al. use the PMF model with question tags and answer score to calculate user
expertise. The model performs better than the models analyze topics of questions. They
argue that the question tag is more important than the latent topic in questions and the
result shows a higher performance in recommendation by only using question tag and
answer score [4].

Mikolov et al. introducedWord2Vec that can efficiently obtainword vectors [5]. Com-
pared with keywords extraction like TF-IDF, word vectors reveal the inner relationship
and meaning between words.

2.2 Village-Like CQA Systems

Aardvark is a CQA system based on the village paradigm. Villagers don’t have libraries
and they often use natural language to ask questions and communicate [6]. This system
uses probabilistic model and considers the user expertise, social connectedness and
availability to recommend answerers.

When analyzing the social, it considers social connection, demographic similarity,
profile similarity, vocabularymatch, chattinessmatch, verbositymatch, politenessmatch
and speed match. Although it considers many factors, these factors are all based on the
existing networks and social behaviors. In fact, there may be some familiar strangers
who ‘interact’ in the same room, etc. but do not establish a social connection on the
Internet, and thus Aardvark would miss such real yet ‘hidden’ relationships as it does
not consider the user’s location. Location is also a very important factorwhen considering
to recommend a local expertise to answer questions related to a specific place, because
no one knows better than the locals.
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2.3 Location-Based CQA Systems

Naver KiN “Here” is a location based CQA systems, which classify questions into
different location categories [7]. Questions can be read by local users if they search
questions by clicking their residential area. Although the system considers location in
finding relevant answerers, it doesn’t consider the distance relationships between people.
There can be questions about going out for shopping or playing, and people may want
to invite nearby people to do it together.

3 The Proposed System

We use the answer score in Stack Exchange datasets [8] to initialize the user’s score and
then recommend answer candidates by using LFM model with question tag and answer
score. Next, we select the candidates whose score is larger than the asker, then combine
the user proximity and physical distance between them to find the final answerers.

3.1 Expertise

The level of knowledge varies from person to person, and people usually may learn from
people who are better than themselves. LFM is a mature model used in recommender
systems. We can get the user latent matrix pu, and tag latent matrix qt by the following
equation, where S is the real score obtained by the user’s answer activity with each tag,
λ is the regularization coefficient.

min
∑

u,t∈S
(yut − puqt)

2 + λ| pu |2 + λ| qt |2 (1)

After getting them, we multiply pu and qt to get the predict score of user expertise
E. When a use asks a question and attach tags, we rank score to filter the user whose
score is lower than the asker.

One problem is the user cold start problem, because we can easily get the user’s
general information from database like name, email, department, it is difficult to get the
user’s detailed data in university environments, such as their interests and skill scores.
If we ask users to show their expertise when they register in the system, it would be a
tedious job and affect the user experience. We thus consider to match the users in the
university and the users in Stack Exchange by analyzing the similarity between them.
Firstly, we remove stop words from the user’s self-introduction text. Then, split each text
to word and add each word vector every text. Next, we calculate the cosine similarity
between two people’s texts and rank. Finally, when new users register in the system,
they need to fill in self-introduction, which not only can the systems get their interest
information but also can make other people learn them well. And then the system will
give him an initial score by finding the mean score of top 3 similar people.
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3.2 Location

We obtain the physical distance between two people through GPS.When the system rec-
ommends answerers by distance in the system, the asker can find the nearby answerer to
discuss questions face-to-face. This feature usually promotes users to gain new experi-
ence and friendship. For example, if a user wants to make an appointment with someone
for lunch, he can ask a question like “Does anyone want to each launch at canteen
together?” and attach an eat out tag, and the system will automatically match nearby
candidates.

Besides calculating the distance, GPS sensor also record the cities they have stayed
because some questions need a local expertise to answer their question.

3.3 Proximity

Proximity is a factor that can have significance influence. As askers, people generally
tend to trust answers or accept help from friends or colleagues. In other words, some
people want answers from someone close, like if the askers know that the answer comes
from her friend, she is more receptive. As answerers, if they know the questions are
asked by their friends, classmates or colleagues, they can be more willing to provide
answers.

In this system, we use GPS and indoor location technique to record the time T if two
people stay together within proximity, then the system will increase proximity score.
The proximity score is then used to infer friends, classmates, colleagues and familiar
strangers, allowing us to estimate the willingness to provide/accept answers.

4 Experiment

4.1 Dataset

The experimental dataset is collected from Stack Exchange, one of the well-known
CQA websites involving many different areas of topics such as biking, math, software
engineering, Japanese language, music, cooking etc. Our experiments are based on 5
campus-relevant active topics, including cooking,movies, pets, sports, travel. Each ques-
tion is made associated with of an owner ID, title, question body content, tags and all
answer-document IDs including a best best-answer tag. Each answer contains owner
ID, answer content, answer score. We use this dataset to train the interest and authority
model. Each user dataset contains user ID and self-introduction.

Weperform the following steps to get the neededdata: 1)Deleting datawith the owner
ID being null. 2) Deleting the answers that are provided earlier than the question creation
time because the Stack Exchange website merge the past answers to the same questions.
3) Collecting questions that have more than one answer. 4) Combining different topic
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datasets into one dataset and clean the content of user self-introduction. 5) Considering
that as time increases, the user’s skill valuewill change,we use the answerwhose creation
date less than 1 year since the time when the question was created. 6) Because there is a
linear relationship between answer scores and the log of question view count numbers
(see Fig. 1), which means the more user visit the question the more score the answer
will get. We divide all the score by the log of corresponding question view count.

Fig. 1. The relationship between question view count and the answer score.

4.2 Result

The following Table 1 shows top 3 the most similar people of a test user with self-
introduction “I am a Software Engineer. I have worked for a long time. I like cooking but
since work, there is very little time to cook.” with user’s interest tag “cooking”. Then,
the initial score in cooking is the mean of three, 0.1482810. With this initial score, we
can apply LFM model and ranking to find answerers with high expertise.
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Table 1. Top 3 similar Stack Exchange users’ information.

AccountId Self-introduction Expertise Similarity

1410746 I have been programming all my life since i was a little boy
it all started with warcraft 3 and the jass and vjass
languages that oriented me into the path of the
programmer after having that experience i decided that
was what i wanted to do for a living so i entered university
where my skills grew immensely and today after several
years of studying professional experience and a masters
degree i have meddled with pretty much every language
you can think of from nasm to java passing by c ruby
python and so many others i do not even have enough
space to mention them all but do not let that make you think
i am a pro if there is one thing i learned is that there is
always the new guy can teach me what will you teach me

0.000000 0.819296

5809829 Enterprise level web development professional with a total
7 years of work experience in different domains social
welfare with great exposure to micro service architecture
currently working in the role of senior software developer
and managing the delivery of complex services for ministry
of education a strong communicator with good technical
and development skills keen to accept challenges in the
work environment and target myself at enhancing my
potentialities

0.143573 0.754712

5249574 I am a fulltime user interface designer and illustrator i
dabble in cooking baking crochet gardening and various
crafts

0.301270 0.748071

5 Conclusion and Future Work

As the results shown in Sect. 4 demonstrates the feasibility for our system, we identified
a few areas of potential enhancement and improvements. When users ask questions,
we can make them choose a preference to sort answerers by expertise, proximity or
location. We consider to use more accurate recommendation model and text similarity
algorithm as a next step. Because of the convenience of smartphones and the wealth of
sensors embedded in them, smartphones are a promising platform for the development
of QFami. Therefore we will build an Android mobile application to test and evaluate
our approach.
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Abstract. The advent of massive technological paradigm shift to subse-
quent interest in augmented reality (AR) paved the way for designers to
design, develop and deploy new use cases of AR in the service industry.
In this paper, we investigate the use of augmented reality as an option for
providing entry into secured buildings by comparing it against the tradi-
tional radio frequency identification devices cards. 51 participants from
various backgrounds were recruited to enter a secured building using an
AR-based app and an RFID card. The results stipulate that AR-based
app had a greater acceptance among participants in terms of security
and ease of use. 40 participants thought AR-based app is more secure
than RFID cards and 34 participants felt the application was easier to
use compared to RFID cards. 32 participants indicated that they would
prefer to use the AR-based on daily basis. The result only came short
in favor of RFID-based systems in terms of faster access with a margin
of 3 persons where RFID systems outperformed AR-Based systems. The
results indicate that the system is a suitable option but further research
is needed to deploy the research in real-world settings.

Keywords: Augmented reality · Security · Interaction design · RFID

1 Introduction

The research on secured access and authentication systems has evolved rapidly
to ensure safety and security of the consumers over the years [14]. While many
methods such as numeric password authentication, voice activated passkeys have
failed to gain traction because of privacy and security issues, and acoustic wave
matching problems, respectively [9], methods such as radio frequency identi-
fication device (RFID) have become alternate as well as popular method of
access and authentication due to its robustness, low power needs, faster access
mechanism and long range transmitter communication ability [18]. The current
market size of RFID globally is approximated at around 10.7 billion US dollars
in 2021 [21] with household names such as Amazon, H&M, Decathlon and Wal-
mart. It has also grown exponentially to be an integral part of pharmaceutical
industries, retail, logistics, travel, education and agriculture industries.

While RFID has been praised for its aforementioned features, it has been
criticized for security and ease of access [8]. It has been found that RFIDs are
c© Springer Nature Switzerland AG 2021
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prone to hacking in real time [15] with various mechanisms such as two-factor
authentication, trigger alarms, One-Time-Password (OTP) based authentication
systems and so forth [3]. Therefore, there is a need to explore alternative methods
that can provide safe access to secure buildings.

Smartphone based secured entry systems have gained popularity over the
course of time [7] where usually either speech activated command as well as
personal identification number (PIN) based access is of common form [1]. Near
field communication along with smartphone has been explored for design and
implementation of door lock by Hung and his colleagues [5]. SwitchPin, a secured
smartphone based pin entry method that addresses the problem of shoulder surf-
ing has been proposed in [11] where, switchable keypads and random mapping
method were utilized to prevent the security issues. Similarly, a smartphone
based keyless entry system which is context aware has been proposed in [19].

In this research work, we compare the potential of augmented reality [12,13]
(AR) in promoting restricted access to secured buildings against the traditional
Radio Frequency Identification Device (RFID) cards. We designed a prototype
of a smartphone-based AR application that allows users to experience an alter-
native mechanism to enter restricted-access buildings. 51 users evaluated the
prototype and provided feedback that sheds considerations for designing an AR-
based secured entry system to replace an RFID-based system.

2 Related Work

Augmented Reality (AR) is an emerging smartphone-based technology that is
changing the service delivery landscape in medicine, education, retail stores and
gaming industries [17]. Mostajeran and his team [16] found that AR-based virtual
coaches can fulfill the role of human coaches for balance training in older adults.
The usage of AR technology to provide a solution to door locking mechanism is
discussed in [6], where quick response (QR) code along with an AR application,
a micro-controller device, an e-lock and a wireless module are recommended for
designing the system. However, they did not develop an app to test its feasibility
in the real-world situation. QR codes, albeit lucrative fails to deliver in terms
of security as malicious codes can be embedded to exploit the user as discussed
thoroughly by Krombholz and her colleagues [10]. An experimental study is
conducted by Wazir and his team [20] to understand the feasibility of doodle
inspired AR authentication systems where the user drew a pattern in the air
instead of on the phone.

It is important to explore this space because AR is becoming increas-
ingly popular, yet Ashtari and his team [2] report that there are too many
“unknowns” relating to development and deployment of AR apps. Gupta
et al. [4] and Zhu et al. [22] agree and further claim that limited stakeholder
knowledge is restricting the growth and widespread adoption of AR apps in
various spheres. Specifically, developers lack technical know-how to develop AR
based systems and consumers are unaware of the usefulness and existence of
such systems. This may clarify one of the “unknowns” pointed out by [2].
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3 System Design

We developed an augmented reality prototype application for Android platform
named DoAR using “Unity”.

3.1 Usage Scenario

The first step is when the user stands in front of a locked door and opens the
DoAR application. The user then accesses the phone camera via the app to
capture and recognize the AR marker posted on the door.

On recognizing the marker, the application interface changes to a Login page
where user’s credentials are requested and transmitted to the university-housed
door controller database. If the credential of the user matches that of the server,
a confirmation message is shown on the application followed by door controller
opening the door for 10 s so that the user can get inside the building. Instead if
the user provides an input that is not recognized to the server, a door controller
is then set to 0 thus hindering the user from passing by the restricted entrance.
The Fig. 1 further clarifies the system design.

4 Prototype Evaluation

51 participants who frequently accessed secured buildings using RFID cards were
invited to test and provide feedback on the developed AR prototype application.
The purpose of the study was to evaluate the applicability of the design and
idea in real life. The goal was to understand whether or not the users liked the
contact-free systems as an alternative in terms of security, ease of use and ease
of access and their pointers on likeability of the application that they are using
as well as the rationale behind their choice.

4.1 Participants

The demographic information of the participants were diverse in terms of age,
gender, academic qualification and their previous experience with RFID and AR
based systems. 7 participants were 17–25 years old, 18 participants were 26–32
years, 21 were 33–40 years and the remaining 5 were more than 41 years of age.

9 participants in total had a high school diploma as their terminal degree,
15 of the participants finished college, 19 of the participants highest degree was
having a masters degree and 8 identified had obtained a doctorate.

There were 29 male and 22 female participants who partook in the study.
Everyone owned a smartphone. 23 participants were familiar with AR technology
while 28 of them identified themselves as novices. 42 participants had previous
experience with RFID technology and 34 were using it to access a secured build-
ing on a regular basis.
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Fig. 1. Process diagram of the proposed AR application (DoAR)
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4.2 Study Design

Participants were introduced the purpose of the study after seeking informed
consent. The participants were asked to enter a building with the traditional
RFID card, and the AR prototype. The order of usage of the RFID card and
AR prototype was changed from one participant to next. Participants were then
asked to complete a paper-based survey consisting of binary as well as descriptive
questions. The binary questions solicited participants preferences for either AR
or RFID system and have been listed in Table 1. The descriptive questions asked
participants to elaborate their concerns and likes for each system and explain
the reasoning behind their preferences.

Table 1. Binary survey questions

Question ID Question

Q1 Which system felt secure to use?

Q2 Which system was easy to use?

Q3 Which system was faster to use?

Q4 Which system would you prefer to use daily?

4.3 Findings

Fig. 2. Visualization of responses question 1–4

Preferences for Different Technologies. Figure 2 shows the distribution of
participants’ responses to the binary survey questions. 34 (66.6%) participants
agreed that the AR-based system was easier to use than RFID (Q2). 27 (52.9%)
participants thought that RFID based system (Q3) are faster than the proposed
AR technology. 40 (78.4%) participants thought that AR based system is more
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secure than the RFID based system. 32 (62.8%) participants in the study indicated
that they would prefer to use it on daily basis if it were to become available (Q4).

Table 2. Personal remarks and rationale behind liking AR based system

Remarks Number of persons

Cool 14

Easy to use 18

Secure 8

Fast 4

Reasons for Preferring AR. Regardless of whether participants preferred
AR or not, they had some positive comments about the AR-based system that
have been summarized in Table 2. The top reason (n = 14) for liking AR was the
newness and fancy nature of the technology, which participants thought set it
apart from other technologies available for secured entry. “The advanced feature
is quite appealing.” Participants also thought that the technology is easy to use
and easily accessible from the phone. They liked the fact that they did not have
to buy a new device and that it could be accessed and controlled directly from
their phones. “I liked the usability and convenience. My smartphone supports
AR and that’s wonderful!”

Table 3. Personal remarks and rationale behind liking RFID based system

Remarks Number of persons

Fast 17

Secure 8

Convenient 8

Easy management 2

Reasons for Preferring RFID. Similarly, participants were asked to elabo-
rate their likes for the RFID-based system(Table 3). The majority of participants
(n = 18) liked RFID because it was fast. “The RFID system is a rapid pass –
touch and go.” The second major reason for liking RFID was that participants
thought it was secure with well-established encryption standards. Participants
thought that carrying a card around is simple and easy. “It can be a small card,
easy to carry and as it’s hardware based so less bug issue.” Two participants also
pointed out that management of the RFID card is relatively simple as it can be
easily programmed.
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Table 4. Personal remarks and rationale behind disliking AR based system

Remarks Number of persons

Slow speed 13

Not secure 11

Early stage technology 9

Smartphone needed (cost) 5

User control 4

Battery drainage 3

Negative impact on health 2

Reasons for Disliking AR. The main dislike with the AR system was that it
slowed down the building entry process. “I had to follow many steps, like unlock
the mobile phone then open the AR app, scan the marker and then I get to access
the building.” Another issue was that the participants felt that the system is still
in its early stages and it will take some time before it is widely accepted by the
larger community. “The AR is quite newborn compared to other systems. So it
has many lacking and will take quite a lot of time to reach near perfection.” The
dislikes and concerns around using the AR-based system are listed in Table 4.

Table 5. Personal remarks and rationale behind disliking RFID based systems

Remarks Number of persons

Not secure 15

Old technology 10

Easy to lose 10

Management issues 4

Easy to break 3

Harmful to humans 3

Expensive 2

Reasons for Disliking RFID. Participants had many complaints and dislikes
with the RFID card. The major problem recognized by participants was that the
RFID card is not secure. “Unauthorized devices may be able to read and even
change data.” Another issue participants mentioned was managing the RFID
card and keeping it safe and accessible. “If the card is lost then reissuing a new
card is a trouble.”. The dislikes have been summarized in Table 5.

5 Discussion and Future Works

Our study demonstrates that people are interested in using AR-based application
to gain entry into secured buildings. The major reason for preferring AR was
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the coolness factor of the technology and a desire to move away from old way of
entering into building. Clearly, there are several issues that need to be considered
to successfully implement the proposed system. For example, password-entry
method needs to be made more secure; amount of time required to use the app
to open the door needs to be decreased; and the energy requirements of running
an AR based app on a smartphone need to be optimized. Moreover, the AR
technology developers need to work on improving consumers’ trust in AR by
building on its major appeal for the target population.

One limitation of the current study was the small number of participants.
Another limitation was exclusion of personnel with special needs. This limitation
can be addressed in future research by recruiting more participants from diverse
backgrounds. We are planning to improve our prototype and run a larger study
consisting of diverse users to further understand the implementation issues.

6 Conclusion

Augmented reality has changed how we move in public sphere. Augmented real-
ity and Virtual reality (VR) is shifting the paradigm of social interaction in a
dynamic manner. Alternate solutions based on Extended reality (XR) in service
industry has grown exponentially over the years through technological adoption
of smartphones and contact-free virtual solutions. This research work compares
user acceptance and experience of two methods of gaining entry into secured
buildings: AR-based technology versus RFID cards. We developed an android
based prototype to demonstrate the AR-based methods in real time, which was
then evaluated by target users. The results show that the technology is accept-
able to use by the user targets. We are planning to undertake further work to
implement the system and evaluate it with the target users.
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Abstract. This study proposes a font recognition algorithm based on a deep
convolution neural network and a font substitution algorithm based on texture
and grayscale features. The experiments show that the proposed font recognition
method can effectively extract font features with a high recognition rate, without
the prior knowledge of the text content and with good versatility. The substitution
effect of the proposed font replacement method can better satisfy the subjective
visual perception of the human eyes and easily expand. The research results can be
used to improve the publication quality; ensure the best presentation effect when
presented in different platforms; facilitate font retrieval and effectively protect
font copyright.

Keywords: Font recognition · Font substitution · CNN · Gabor transformation ·
Digital publishing

1 Introduction

The quality inspection of publications is an important part of electronic publishing. At
present, the quality detection of publications is mostly performed manually, although
some automatic detection methods are under development [1–3], with publications gen-
erally having strict regulations from content to typesetting and needing to meet the
corresponding quality requirements. Most related studies focus on document identifica-
tion, metadata regularity, correctness of text content, normality of citation, etc. Quality
inspection is equally important for official documents and academic papers, among
others.

Font detection has always been a weak point in the quality detection of electronic
publications. Fonts play a very important role in publications, and somepublications have
strict font requirements. Fonts also affect one’s reading experience. Publication fonts
have two basic requirements: 1) to use the specified font to display the corresponding
text and 2) if the browser lacks the corresponding font, the best alternative font should
be used to display the text. Therefore, the problem we must solve is how to recognize
fonts and how to find the best alternative fonts when the specified font is missing.
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Compared with character and handwriting recognition, font recognition has a shorter
research history and fewer achievements. Research is classified into twomain types: font
recognition for 1) text blocks and 2) single characters. The former aims to determine the
font type used in a continuous text area. The latter aims to determine the font type of a
single character.

Font recognitionmethods for text blocks can quickly determine the font of a group of
characters. TheGaborfilter is generally used to extract texture features from imageblocks
containing more than 40 characters, which have limitations when these consecutive
words contain different fonts, however, while the overall recognition rate is high, and
the effect is stable, dealing with the situation of mixed typefaces is difficult. Therefore,
we need to study the font recognition method for single characters.

Comparedwith font recognition for text blocks, font recognition for a single character
is more flexible and can be used for text blocks, albeit more difficult. Firstly, some
characters have fewer strokes and are difficult to use in extracting sufficient features.
Secondly, some features are not fully utilized, resulting in a higher misrecognition rate.
Thirdly, stroke or texture features should be extracted for each character image, which
has a high computational complexity leading to a difficult application.

In recent years, machine learning methods have been widely used in various fields,
among which deep learning becomes one of the research hotspots. Deep learning has
been gradually applied in font recognition as it expresses the intrinsic data distribution
through a multi-layer nonlinear network structure, can extract well the intrinsic features
of the input data and can effectively depict the intrinsic information of font images.
Wang et al. attempted to construct a DeepFont system based on the convolutional neural
network for Roman font recognition. A text image sample library, called AdobeVFR,
was then built based on the stacked convolutional auto-encoder technology consisting of
both labelled synthetic images and partially labelled real-world images for learning and
testing [4, 5]. Tao et al. integrated the principal component layer convolution with the
two-dimensional (2D) long-short-term memory (2D LSTM) and developed a principal
component 2D LSTM algorithm for font recognition. The former helped remove noise
and obtain rational and complete font information. The latter contributed to capturing
the contrast between the character trajectory and the background [6]. Meanwhile, Huang
et al. proposed aDropRegionmethod to generate a large number of stochastic variant font
samples, whose local regions were selectively disrupted. An Inception font network with
two additional convolutional neural network (CNN) structure elements (i.e. a cascaded
cross-channel parametric pooling and global average pooling) was also designed. Their
method can deal with font recognition for both text blocks and single characters [7].
Wang et al. used theVGG-16 andAlexNetmodels to recognize the font in natural images.
They also designed a transfer learning scheme to alleviate the domainmismatch between
synthetic and real-world text images and enhance the font classifier’ discrimination and
robustness [8].

At present, deep learning-based methods are mainly used for font recognition in
natural scenes, with a focus of enhancing the recognition robustness under conditions of
blur, distortion and noise interference. We should design a network model with a high
generalization ability as font recognition in publishing is different because the quality of
the input text images is very high, necessitating the support of a larger font set. In other
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words, the common features of each font can be effectively extracted through model
training. Not much research results in font recognition for publication quality inspection
have yet been achieved, which is one of the key contents of this paper.

2 Design of the Network Model for Font Recognition of a Single
Character

Achieving great success in pattern recognition, we tried to use the CNN for font recog-
nition. Different from text recognition, attention should be paid to the ability of the
network model to extract common font features. For the human eyes, the difference
between fonts is generally much smaller than that between characters [9]; thus, we need
to build a neural network model that is suitable for font recognition.

Four CNNmodels, namely AlexNet, VGG,GoogLeNet and ResNet, aremainly used
at the present. ResNet is not suitable for font recognition because of its high complex-
ity, large amount of calculation and excessive layers. Both AlexNet and VGG-16 are
derived from the LeNet-5 model. The experiments showed that the font recognition rate
is very low when using AlexNet, and the model cannot converge when using VGG-16.
Therefore, we inferred that simply optimizing and deepening the network layer cannot
lead to an efficient extraction of the font features, but will lead to gradient disappearance
and explosion. GoogLeNet uses a network-in-network approach of stacking Inception
modules to form a network that is substantially different from previous CNNs. Stack-
ing Inception modules increases the depth and width of the overall network and makes
good use of the computing resources in the network. GoogLeNet is more suitable for
extracting the multi-scale features of fonts. Therefore, we decided to develop the model
based on the GoogLeNet and introduce the Inception module structure.

2.1 Font Recognition Model

The GoogLeNet model is a 22-tier network structure consisting of multiple stacks of
Inception modules. The multi-scale design of the Inception module is very suitable
for the multi-form and -scale distribution characteristics of different fonts in an image
space. It receives the input from the first layer and processes the input data by using four
convolution cores of different scales. After splicing the data, it obtains the output of the
Inception module, thereby realizing the fusion of multi-scale features. Therefore, we
based on the Inception module structure to extract the features from the local structures
of different fonts at different scales.

The network model was stacked with nine Inception modules (Fig. 1). The closer to
the output layer, the more abstract the font features were. For a font feature map near the
output layer, it is likely to extract the stroke feature of a font and distribute it centrally in
space. Large convolution kernels were used for the feature extraction to reduce spatial
centralisation. Therefore, more 3 * 3 and 5 * 5 convolution cores were found near the
output layer. However, multiple convolution kernels may cause problems of parameter
increase and computational consumption and also lead to overfitting. Therefore, the
computational overheadwas reduced by adding a 1 * 1 convolution core. The convolution
layer first used a 7 * 7 convolution core. The local details were more important in
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distinguishing the fonts. Therefore, a smaller convolution corewas designed to extract the
font details. The first layer of the network model used a 5 * 5 convolution core and made
a 2 * 2 maximum pooling. After convolution and pooling, local response normalisation
was added, and the ReLU activation function was used to prevent overfitting, avoid
gradient explosion and accelerate the convergence speed. As for the network feature
extraction, two loss layers were added (two large dotted boxes, Fig. 1) to prevent the
gradient from disappearing.

Fig. 1. Network structure for font recognition Fig. 2. Training model trends

The font recognition process is listed below:
1) Building a sample library: for each font type, 6763 characters in the GB 2312

font set are used to generate a binary image of 64 * 64 px for each Chinese character.
2) Pre-training the model parameters: the initialisation parameters are very important
because an inappropriate selection of the initialisation parameters may lead to the non-
convergence or a gradient explosion of the network model. Therefore, the small font
sample library is used to pre-train the model. Moreover, the pre-trained parameters
are used as the initial values in formal model training to accelerate the convergence
speed of the network model and improve the accuracy rate of the font recognition. 3)
Optimizing the network parameters: train the network model and tune the parameters
to obtain a converged network model. 4) Recognizing the font by the trained network
model obtained in Step 3.

2.2 Optimal Training of the Font Recognition Network Model

The network model must be optimised to extract rich font features and obtain a font
recognition model with a strong generalisation ability. We used the back-propagation
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algorithm to obtain the cost function gradient to the model weights and biases, update
the parameters and continuously input the samples until the cost function error was
minimised. However, the final solution may not be globally optimal because of the
existence of multiple local minimum values on the error surface when using the back
propagation algorithm in multi-layer networks. In practical work, we input a small batch
of samples to update the parameters, which avoids the disadvantages of frequency and
instability. We also update parameters by inputting font images of single characters and
avoid the problem of slowness by inputting the whole font image of all characters.

3 Algorithm for Font SimilarityMeasurement for Font Substitution

The evaluation of the font substitution effect by the human eyes was found to be mainly
related to the average grayscale and texture features of the fonts because the font texture
reflects the stroke-end features of different fonts at different scales, and the font grayscale
reflects the stroke thickness features of different fonts with a certain mutual exclusion. A
good font substitution effect must be that the substituted font and the substituting font are
close in grayscale and texture. Therefore, with our concern herein being how to extract
texture features, how to determine the weight of the grayscale and texture features and
how to calculate the font similarity for the font substitution, we measured the similarity
for the font substitution based on these two features.

The Gabor filter function has similar properties with human visual primitives; hence,
the 2DGabor filter function waveform is closer to the human visual system’s perception.
The 2D Gabor transform is widely used to extract the texture features for discrimination
purposes in the image processing and computer vision fields [10, 11]. Therefore, we
used the Gabor transform to extract the texture features of fonts. Grayscale is defined
as the ratio of the number of black pixels in the image to the total number of pixels
of the image. The grayscale feature of a font in this study is defined as the average
grayscale of all the text block images with the same font. Font substitution focuses on
the overall substitution effect; thus, the grayscale and texture features should be based on
text blocks. This study selects 10 kinds of fonts with different stroke thicknesses.We first
clustered the texture features of the same fonts to observe the texture feature distribution
of different fonts and analyzed the relationship between the texture and grayscale feature
and human visuals. We then determined the trend between the font texture and human
visual similarities and that between the font grayscale and human visual similarities. We
found that the human visual similarity is linearly related to the texture and grayscale
similarity of the font. Therefore, their relationship can be established by the multiple
linear regression model for estimating the font substitution similarity. We can compute
the substitution similarity between each font and other fonts. For each font, we can
acquire a substitution similarity list, namely a font substitution table, by sorting all the
substitution similarity values between it and the other fonts in a descending order. When
the reader lacks some fonts, the substitutions with the best visual effects can be obtained
by sequentially looking up the font substitution table.
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4 Experimental Result

4.1 Font Recognition Effect

We designed two experiments to verify the validity of the proposed method. The first
experiment was performed on a small-scale Chinese font set, including the five com-
monly used fonts. The second experiment was performed on a large-scale Chinese font
set.

The experiments were performed on a common font set and a 23-font set used in the
literature [12]. The comparisons of the recognition performance are presented below.

1) The average recognition accuracy of the common five-font set was 99.8% (Table 1),
whereas that of literature [12] was 92.45%, indicating that the proposed algorithm
had a higher recognition accuracy. Table 2 shows the classification confusionmatrix.

Table 1. Recognition accuracy on the common font set

SongTi FangSong HeiTi KaiTi LiShu

Recognition accuracy (%) 99.71 99.71 100.00 99.77 99.83

Average Recognition accuracy (%) 99.80

Table 2. Classification confusion matrix

SongTi KaiTi FangSong HeiTi LiShu

SongTi 99.89 0.11 0 0 0

KaiTi 0.28 99.72 0 0 0

FangSong 0 0 99.94 0 0

HeiTi 0 0 0 99.9 0.11

LiShu 0 0.06 0 0 99.94

2) The second experimentwas performedon a large font setwith 23 fonts. The loss value
declined while the correct rate gradually increased with an increase in the iterations
(Fig. 2). The network model performance was optimised during the training process.
The training loss function basically converged when the iteration times exceeded
12,500. Moreover, the recognition accuracy rate became stable, reaching 99.58%.

Table 3 shows the recognition rate on a 23-font set.
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Table 3. Recognition rate on a 23-font set (unit: 100%)

SongTi FangSong HeiTi KaiTi YouYuan LiSu

Accuracy of the
proposed algorithm

99.83 99.90 99.43 99.77 99.60 99.60

Accuracy of [4] 99.67 98.67 95.33 98.00 98.67 73.67

STXinwei FZDaBiaoSong FZJianZhi FZShaoEr FZShuiHei FZBeiWeiKaiShu

Accuracy of the
proposed algorithm

99.26 99.6 99.83 98.92 99.89 99.66

Accuracy of [4] 64.00 88.00 71.33 97.33 80.33 98.00

FZChaoCuHei FZGangJinLiShu HuPo FZHuaLi FZGuLi FZZhiYi

Accuracy of the
proposed algorithm

99.60 99.89 99.55 99.03 99.43 99.49

Accuracy of [4] 83.33 95.67 87.33 90.00 79.00 98.67

YaoTi FZZhanBiHei FZPangWa CuQian FZMeiHei Average accuracy

Accuracy of the
proposed algorithm

99.66 99.72 99.83 99.89 98.92 99.70

Accuracy of [4] 92.67 89.33 81.00 88.33 87.00 88.49

4.2 Results of Font Substitution

The font substitution rule table is constructed following the font similarity calculation
method for the font substitution proposed in Sect. 3. The experiments in Table 4 showed
that the font substitution results herein are basically consistent with the visual perception
of the human eye.

Table 4. Example of font substitution rules.
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5 Conclusion

Font recognition and substitution are two key issues in the automatic quality detection of
electronic publications and cross-platform browsing. Aiming at these two problems, this
study proposed a font recognition algorithm based on a deep convolution neural network
and a font substitution similarity calculation method based on texture and grayscale.

Future work can be performed in the following aspects:

1) The following two methods are generally used when using a neural network as a
classifier: a) establish one neural network model for each class, and one model can
only identify one class; and b) build one neural network model for multiple classes,
andonemodel can identifymultiple classes. Thefirstmethodhas a higher recognition
rate than the second. However, as the number of font categories increases, a large
number of neural networks must be established, the calculation is complicated,
and the parameters are difficult to share. For the second method, the model becomes
increasingly complicated as the number of categories increases, leading to a decrease
in the recognition rate. Currently, although we can successfully identify 20 or 30
fonts using the second method, we must consider the further expansion of font sets
by adopting a multi-level neural network scheme in the future. Firstly, we designed
herein a neural network to classify the fonts into large categories, such as the Song,
Kai and Hei styles. Secondly, we designed some other neural networks that identify
the fine classes, such as the network used to identify XiaoBiaoSong, XinSong and
CuSong.

2) Currently, the single-character recognitionmethod does not use context information.
In the future, the font associations betweenmultiple consecutive texts can be utilised
to increase the font recognition accuracy.
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Abstract. An important subdomain in research on Human-Artificial Intelligence
interaction is Explainable AI (XAI). XAI attempts to improve human understand-
ing and trust in machine intelligence and automation by providing users with
visualizations and other information that explain decisions, actions, and plans.
XAI approaches have primarily used algorithmic approaches designed to gen-
erate explanations automatically, but an alternate route that may augment these
systems is to take advantage of the fact that user understanding of AI systems
often develops through self-explanation [1]. Users engage in this to piece together
different sources of information and develop a clearer understanding, but these
self-explanations are often lost if not shared with others. We demonstrate how this
‘Self-Explanation’ can be shared collaboratively via a systemwe call collaborative
XAI (CXAI), akin to a Social Q&A platform [2] such as StackExchange. We will
describe the system and evaluate how it supports various kinds of explanations.

Keywords: Artificial Intelligence · Explanation tool · System design ·
Explanation type

1 Introduction

Recent advances in AI systems have created technology that is both more capable and
more difficult to understand or predict than previous eras of AI. Consequently, it has
become critical to develop explanatory systems (i.e., XAI) that will help users to under-
stand and work with these AI systems. Research using a Naturalistic Decision Making
(NDM) approach [3], has suggested parallels between theways inwhichwe explain com-
plex concepts to ourselves and others, and the needs for XAI. Although most existing
XAI systems are algorithm-based, this work suggests a potential role for collaborative
explaining and the use of collaboration during the exploratory process. We thus pro-
pose a collaborative XAI system (CXAI), in which users pose questions and generate
explanations through collaboration that will help the group to understand the AI system.
We believe that this collaborative system can enhance and improve existing algorithmic
explanation-based systems, and provide communities of users an important resource for
understanding a system.
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One justification for the usefulness of a collaborative environment for explanation
is that it mirrors well-studied frameworks of pedagogy and learning, allowing oppor-
tunities for learners to participate irrespective of their experience or knowledge levels.
For example, ICAP (Interactive>Constructive>Active>Passive) framework [4], sug-
gests the most effective modes for learning involve human-human interactivity where
students can better understand a particular topic through dialoguing and explaining to
one another. Thus, a collaborative explanation system has the potential to benefit the
users at a number of levels, from those who interact with others to create explanations,
to those who construct explanations, and those who actively explore the system in order
to solve particular problems. Thus, CXAI may help users to learn from each other about
the AI systems they use. Some of the explanations this can support include: How does
an AI system work? What are its shortcomings? What are the reasons for the shortcom-
ings? What are some suggestions, and methods for working around the shortcomings?
Thus, CXAI may help provide a user-centric explanation system that does not require
algorithms, user models, or complex visualizations, in order to provide important expla-
nations to a user. Furthermore, the explanations elicitedmay complement those produced
by algorithmic approaches, providing a different level of information that is useful and
actionable.

2 Background

Although collaborative explanation systems have not been used in XAI, it has prece-
dent in general collaborative systems referred to as social Q&A [2]. Traditional SQA
approaches include message boards, platforms such as Yahoo Answers, and program-
ming help boards such as StackExchange. Although the CXAI shares properties with
these, it is also intended to help focus users on the particular problems of explaining AI
system behaviors.

2.1 Collaboration Learning, and Web-Based Collaboration

The CXAI system supports human-human learning via collaboration, which has been
studied in educational settings. Collaborative Learning has a broad meaning. It can be
conducted as a pair or in a group, face-to-face or computer-mediated, synchronous, or
asynchronous. However, learning via collaboration can be generally described as a situ-
ation in which particular forms of interaction among people are expected to occur, which
would trigger learning, although there is no guarantee that the expected interactions will
occur [5].

Learning in collaboration has been suggested to help in developing higher-level
thinking skills [6]. Students can perform at higher levels when asked to work in collabo-
rative situations thanwhen asked towork individually [7]. They also test betterwhen they
learn in a collaborative manner [8]. Students develop valuable problem-solving skills by
formulating their ideas, discussing them, receiving immediate feedback, and responding
to questions and comments [9, 10]. Since the XAI approach advocated here is intended
for novel users of an AI system, and one of their goals is gaining problem-solving skills
in the context of an AI system, it is promising that collaborative learning has been shown
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to support these skills in other contexts. Web-based technology is frequently used in the
classroom to enrich learning performance, including individual knowledge construction
and group knowledge sharing. For example, [11] studied web-based collaborative learn-
ing systems in the computer-supported collaborative learning (CSCL) paradigm, which
are informed by a rich history of cognitive science research about how students learn.
Web-based collaborative environments allow equal opportunities for learners to partici-
pate without the limitation on knowledge levels [12]. Learners in web-based collabora-
tive learning believe it is a time-saving and efficient knowledge-sharing system [13]. In
addition, five factors have been found to affect users’ attitude towards collaborative web
learning [14]: system functions, system satisfaction, collaborative activities, learners’
characteristics, and system acceptance. The Knowledge Community and Inquiry Model
[15] is also relevant, as it involves Web 2.0 technologies where students explore a con-
ceptual domain, express their ideas, and create a collective knowledge base. This type
of knowledge base can be used by any future user of an AI system.

2.2 Collaborative Problem Solving

A second collaborative activity supported by the CXAI system is a form of collaborative
problem solving: trying to figure out the unknown properties of the AI system together.
Problem-solving not only depends on making sense of the behavior of the system but
also depends on the division of labor in the group. A number of past systems have
been developed to support collaborative problem-solving. For instance, in a web search
task, for initial, and synchronous search, a chat-centric view was preferred by 67% of
participants in the CoSense tool [16]. This suggests the ability to communicate regarding
the problem may be useful for forming explanations about an unknown trait of an AI
system as it helps in keeping track of what decisions are made in the group and how
each member is performing in the task of problem-solving.

Another important aspect of collaborative problem solving involves how the problem
is initially framed and posed to trigger the problem-solving activity. In the initial stage
of a collaborative system where problem-solving has not started yet, to initiate problem-
solving, specific questions can be useful. Such trigger-questions that initiate explanations
include Taxonomic knowledge (What does X mean?What are the types of X?), Sensory
knowledge (What does X look like?What does X sound like?), Goal-oriented procedural
knowledge (How does a person use/play X?), and Causal knowledge (What causes X?
What are the consequences of X? What are the properties of X? How does X affect
the sound? How does a person create X?) [17], and similar trigger questions have been
examined in the scope of XAI [18].

Collaborative problem-solving tasks also involve both content-free and content-
dependent types [19]. Content-free tasks depend on inductive and deductive thinking
skills, and content-dependent tasks allow users to draw on knowledge gained through
traditional learning areas or subjects. The CXAI mainly supports content-dependent
problem solving, because it focuses users on particular cases, errors, and challenges of
an AI system. To better enable content-dependent tasks in CXAI, we have implemented
specific data fields that allow URL references to specific problems in the AI system, so
that the knowledge can be drawn from these references by the users.
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2.3 Motivating Users for Explanations

Our proposed system is a modified SQA platform (like Stack Exchange or Stack Over-
flow), but rather than being a general-purpose system for a wide audience, can serve as
an explanation system for AI. The goal is to give users the general advantages of SQA
systems while focusing workflow and usability on the particular needs of AI explana-
tions. SQA systems often harness the social context in which people ask, answer, and
rate content [2], serving as public or community-based resources and relying on natural
language communication [20] rather than extensive algorithmic data, video, or other
means. In order to succeed, however, users of an SQA platform need to be sufficiently
motivated to interact with the system. A small community or team may be motivated to
communicate intrinsically, but other SQA systems have incorporated specific features
that encourage contributions.

For example, some SQA sites vet existing contributions and motivate future contri-
butions by awarding points to users [2]. SQA sites typically do not enlist professional
or expert answers, though several SQA sites have allowed users to build a reputation
within a particular question category and become known as an expert on the site [20].
A user contributes his/her knowledge because of factors including the user’s reputation,
self-presentation, peer recognition, etc. [21]. Motivating users to contribute is important
because, along with having more information, the best answers in an SQA platform are
correlated with the consistent participation of users, which can be motivated through
points [22] or bounties [23].

3 Human-Centric System Design and Development

To identify the critical elements of a web-based novel explanatory system similar to
a social QA platform, we engaged in a collaborative design effort in which members
of our research group worked with an initial system to pose and answer explanatory
questions about an AI system, and iteratively refined the interface based on this activity.
The system has traditional features of a general social QA platform (like StackOverflow
or StackExchange) where users can associate keyword(s) to their posts, and also some
novel features like a list of topics that can be used to categorize the postings in the system.
These topics would be the “triggers” (see Fig. 1) for explanations that have been revealed
in the research on the importance of users’ goals and needs regarding explanations [18].
These topics can also be used in initiating problem-solving discussed earlier. Once one
or more topics were selected, it would serve as metadata to contextualize the user’s
notes and the responses from other users. This would support other users’ subsequent
search through the collaborative system. Thus, the artifacts of system development that
we examine are not part of a comprehensive user test from a naive user group, but may
still be informative.

Another feature we incorporated through the team’s feedback is the ability to add
URL reference(s) to their posts about the AI system so that other users can understand
the posts with the help of the reference link(s). Another is the use of keywords: if a user
wanted to create a new post, this could be associated with one or more keywords and
topics that help in categorizing and searching posts.
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Fig. 1. Topics as ‘triggers’

4 Type of Explanations

Although various evaluations of the system are in progress, we examined artifacts from
the initial collaborative development process in order to assess the kinds of explanations
the CXAI may support. Two independent raters classified the explanations based on
popular taxonomy that was described by [24] that identifies five basic explanation types:
What, Why, Why Not, What If, and How To. If a chunk did not answer a question, the
case was rated as ‘none’.

Results indicated that independent raters achieved a moderate level of agreement
on the cases, unweighted κ = 0.76. Results show that the majority of explanations fall
into a ‘what’-style explanation type according to [24], these ‘what’ explanations appear
to support many different purposes, especially describing surprising results, warning
others about mistakes, and advising how to handle certain cases. Notably, relatively few
statements answer ‘why’ or ‘why-not’ questions—which would represent justification-
style explanations that are probably the most typical explanations that exist in current
XAI systems. However, there were substantial numbers of explanations identified by the
users as answering ‘why questions’ that were coded as ‘what’ explanations. This initial
examination suggests that CXAI may provide different kinds of information than are
typically surfaced with other explanatory systems.

5 Conclusion

In this paper, we have described some of the motivations and iterative design processes
for developing the CXAI system. We believe that the resulting user-centric explanations
may help the users of AI systems to better understand and share knowledge about an AI
system. Future plans include evaluating the effectiveness of collaborative explanations
and improving and evaluating the impact of different SQA features on the quality of
explanations produced by the system.
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Abstract. In recent years, a variety of oral care products have been
developed. In this research, we propose a toothbrushing system that can
detect force from the force-sensitive sensor. The results of the experi-
ments show that the membrane force sensors attached to the brush side
have a higher detection rate of force than the acceleration sensor.

Keywords: Toothbrush · 3D modeling · Pressure estimation ·
Accelerometer · Pressure sensor

1 Introduction

Tooth brushing is one of the most important lifestyle habits. It has been reported
that oral diseases are associated with various systemic diseases. Daily removal of
plaque through tooth brushing can prevent tooth decay and periodontal disease,
leading to overall health maintenance. Therefore, it is very important for human
health to learn how to brush teeth correctly.

Nowadays, there are several types of electric toothbrushes. Force sensors,
inertial sensors, and cameras are built into the handle. These can prevent the
user from brushing their teeth unevenly and check if the proper force is being
applied to the teeth. However, electric toothbrushes can be expensive, require
batteries, and damage teeth and gums if they are not the right size or vibrate too
strongly. The purpose of this research is to improve the tooth brushing system
developed in our previous studies. In this research, we propose a simple method
to detect the value of force during tooth brushing. Since it is difficult to attach a
force sensor to the surface of a tooth, we aimed to develop a system to detect the
value of force during tooth brushing by attaching a force sensor to the handle of
a toothbrush. Currently, most evaluations of whether teeth have been brushed
or not are based on the use of plaque stains. In addition, brushing force can
only be judged from the spread of the brush bristles, the degree of gum damage,
and tooth loss. Therefore, we aimed to develop a system that can provide visual
feedback on a computer screen.
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Therefore, the paper will focus on two issues: How to measure toothbrushing
force applied through the bristle axis; how to intuitively display the results. This
research uses an Arduino and two membrane force-sensitive sensors to detect
force. Sliders are placed next to the 3D model of the tooth that indicates the
forces. The value of the slider will change according to the value of the force
acquired in real-time. It allows the users to intuitively know how much force is
being applied to the teeth.

2 User Model and Related Works

2.1 Model

Fig. 1. Model of application

Figure 1 shows the application model. We aim to create a simple system using
a regular toothbrush, an inertial sensor, and membrane force sensors. First, the
user brushes his or her teeth using a toothbrush with an acceleration sensor and
a force-sensitive sensor attached to the handle. Next, the device receives data
from the acceleration sensor and force sensors and estimates the value of the
force and the area of the tooth that was brushed. Finally, the system displays
them as a slider and a 3D model.

2.2 Related Research

In the previous research [1], an inertial sensor attached to the handle of a tooth-
brush is used to detect the trajectory of tooth brushing. A six-axis inertial sensor
attached to the handle of the toothbrush detects the movement of the tooth-
brush. The upper, lower, left, and right teeth are divided into 16 regions, and
the motion is used to determine which region is being brushed. Furthermore, in
a previous research [2], we calculated the force on the teeth from the amplitude
of the acceleration data obtained and displayed the value of the force on the
screen using Unity and the discoloration of the 3D model.
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There are some problems with the conventional system. First of all, it is
inconvenient to run separate programs for the tooth brushing area and the force
detection and display. Also, the force calculated from the acceleration has a
large error. In paper [3], a small force sensor is directly attached to a tooth
model, which may be highly accurate, but it is not suitable for measuring force
during daily tooth brushing because the sensor is attached to only one tooth
and the transmitter needs to be attached in the mouth. In the paper [4], a strain
gauge was attached to the toothbrush to measure the brushing force from the
strain. However, it was impossible to prepare a load cell that could be used with
Arduino, was large enough to be placed between the brush and the handle, and
was water-resistant.

3 System Design

3.1 Basic Ideas

First, detect the force on the toothbrush handle from the membrane force sensor
using Arduino. We display sliders on the Unity screen that change the position
of the bar according to the brushing force. Besides, we discolor the 3D model of
the tooth corresponding to the tooth area that has been brushed.

3.2 Outline of the System

Figure 2 shows an overview of this system. This system is composed of four
parts. First, from the electrical resistance obtained from each force sensor, the
value of each force is estimated using the equation obtained from the regression
analysis. Second, the force on the brush, i.e., the force on the teeth (f0), is
obtained by subtracting the force (f2) obtained from the force sensor attached
to the brush side from the force (f1) obtained from the force sensor installed
on the opposite side of the brush. Third, acceleration data is received from an
acceleration sensor. Finally, the estimated area and the value of the forces are
displayed on a 3D model in Unity.

3.3 Data Collection

The membrane force sensor used FSR406 [5]. We use acceleration data from Won-
der Sense Wi-Fi (WS) developed in our lab for region detection and acceleration-
based force detection. WS sends an array of data to the system via Wi-Fi. This
gives the acceleration (A) and angular velocity (Gy). Both sampling frequencies
100 Hz.

3.4 Data Processing Method

In order to estimate the value of the force, we had to do some data processing. In
this section, we describe these methods. Figure 3 shows an image of membrane
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Fig. 2. System outline

Fig. 3. Force detection toothbrush system

force sensors. They are robust polymer thick film (PTF) sensors whose resistivity
decreases as the force applied to the sensor surface increases. They have an active
area of 38 mm square.

First, a weight is placed on top of the membrane force sensor. The weight is
increased by 50 g from 0 g to 1 kg. The average value of the electrical resistance
of each of the 50 weights is recorded. From this average voltage resistance, the
regression equation is determined using regression analysis. A power regression
is used for the regression equation, and the graph is shown in Fig. 4.

The regression equation was determined as follows, with weight as F and
electrical resistance as R.

F = 1.342e5R(−0.8.122e−1) (1)

3.5 Display

In this system, Unity is used for 3D visualization. First, the force on the teeth
is calculated by subtracting the value obtained from the force sensor on the
brush side from the value obtained from the force sensor on the backside of the
toothbrush. The brushing force estimated from the membrane force sensors and
the force estimated from the acceleration value obtained from WS are indicated
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Fig. 4. Regression graph

Fig. 5. Display

by the movement of the color slider, respectively. Simultaneously, the brushing
area of the teeth is determined from the acceleration data of WS, and the dis-
coloration of each tooth part of the 3D model is displayed. The color change of
the force slider is defined by six colors. The color definitions are shown in Fig. 6;
when a tooth is brushed with a reasonable force of 150 g to 200 g, the slider bar
points to green. With these color changes, the user can visually know whether
he is brushing his teeth with proper force or not.

4 Evaluation

4.1 Experiment

In this research, we conducted two experiments.

1. Experiment to determine the accuracy of the value of force estimated from
the membrane force sensor (expt. 1).

2. An experiment to determine the usability of this system (expt. 2)
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Fig. 6. Color change of the slider indicating force

Next, each subsection will describe the plans of the experiment and the
results.

Plan of the Experiment. In this research, we did two experiments to evaluate
the accuracy of our method. Five subjects participated in this experiment.

– Experiment 1. Figure 7 shows the situation of the experiment.
1 Move the toothbrush on the electronic balance.
2 Compare the force (f0) obtained from the force sensor, the force obtained

from the acceleration, and the force actually measured by the electronic
balance.

Fig. 7. Experimental situation (expt. 1)

– Experiment 2
1. The subjects brushed their teeth using the model.
2. We asked them to evaluate the usability of the system.

The following items were used as questionnaires. The subjects were asked to
rate each question on a 5-point scale.
� �

1. Ease of use of the system.
2. Evaluation of screen display.
3. Whether the color slider indicating brushing force is easy to under-

stand intuitively.
4. Accuracy of force detection.

� �
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Result

– Experiment 1. Figure 8 shows the experimental results. In the membrane force
sensor, the average error is 49.47 g, while the average error of the acceleration
sensor is 232.04 g. It means that the force sensor has less error and is more
suitable for measuring brushing force. However, for the same membrane force
sensor, the error was much larger for the small force sensor of 10 mm. It is
probably because the small force sensor has a smaller area than the finger
touches, and the finger position shifts from the detection part of the sensor,
resulting in an error.

Fig. 8. Average error

– Experiment 2. Figure 9 shows result of this experiment. Each number within
brackets corresponds to each question number in Sect. 4.1.1. We did it for five
people. The following items are the definition of the numbers in Fig. 9.

Fig. 9. Usability



158 K. Sakuma et al.

� �

5: Extremely satisfied
4: Moderately satisfied
3: Neither satisfied nor dissatisfied
2: Slightly dissatisfied
1: Extremely dissatisfied

� �

As for the evaluation of usability, 50% of the respondents were dissatisfied
with the accuracy of force acquisition, and the acquisition rate of correct
brushing force was low. However, 50% of the respondents were satisfied with
the usability of the system itself. They also commented that the screen was
simple and easy to understand.

5 Conclusion

5.1 Achievement

In this research, we proposed an educational tooth brushing system equipped
with force detection by attaching membrane force sensors to the handle of a
toothbrush. The accuracy of the system is higher than the previous force detec-
tion method, which calculated force from acceleration. Also, the screen display
in the 3D model became more visually apparent. However, it must be said that
the error in force detection is still large.

5.2 Future Work

There are two issues to be addressed in the future. The first is to use more
stable force sensors, such as strain gauges, to detect force values accurately. The
second is to conduct more experiments using various types of toothbrushes and
toothbrush grips and to come up with a force detection method corresponding
to each.
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Abstract. Algorithmic art, otherwise known as generative art, is gaining popular-
ity as a new medium for aesthetic creation using computer-generated automation.
It is also seen as a potentially powerful platform toward enhancing the under-
standing of AI. Algorithmic art can be interpreted in a straightforward manner,
translations of naturalistic elementswithin our society through algorithms is some-
thing that speaks truths to us andmakes ask question things. Not only is generative
art reflecting specific naturistic elements of society and our environment, but it
also is a method of understanding how AI units function, how they process visual
perceptions of our world. In this paper, I have shown that algorithmic art has
existed for much longer than most people know. Algorithmic art has proven that
the process of creating art and perceiving reality with machines is extraordinarily
parallel to the creation of particular and historical forms of contemporary art and
the perception of humans.

Keywords: Algorithmic art · Generative art · Creativity · Artificial intelligence

1 Introduction

Algorithmic art, otherwise known as generative art, is gaining popularity as a new
medium for aesthetic creation using computer-generated automation. It is also seen as a
potentially powerful platform toward enhancing the understanding of AI. The use of AI
to create art has not evolved without causing some controversy: firstly, algorithmic art
has a reputation for being controversial in terms of the value of the artwork it produces;
and secondly, algorithmic art is seen as fake by many artists as the creative process is
being undertaken by a computer. In this paper I will show how algorithmic art has been
around for much longer than most people know.

However, it’s not that algorithmic art diminishes creativity in contemporary art, but
rather exists as an evolution of influences that have been apparent throughout the history
of creativity and the history of art in particular. By exploring the work of some notable
mathematical artists and important periods of aesthetic creation across the world and
throughout history, this paper recognizes the significant connection algorithmic art has
with the traditional mathematical structure of some forms of contemporary art.
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2 Historical Background of Algorithmic Art

2.1 Islamic Art

Algorithmic art has a significant background of influences that is often ignored but that
is evidencable as being established on the connection between mathematical structures
and contemporary art. Artificial intelligence is extraordinary good at calculation and
following instructions. This is why its aesthetic structures appear to replicate one of
the most historical and methodical art forms to date: Islamic art. This unique artistry
incorporates geometrical patterns and precise calculations to create correlating infinity-
like artworks. It was during the golden age of Islamic discoveries when discoveries
in math and science became public knowledge. These discoveries leaked onto Islamic
architecture and were utilized in creating mind-bending patterns (see Fig. 1).

The geometrical and organic style of Islamic art was known as arabesque. This form
of art was considered to represent the transcendent, invisible and perfect God. Some
historians believe that mistakes in the repetition of patterns in some Islamic art were
intended to represent the imperfect and incomparable nature of humanity compared
to God. However, computers are great at designing structures with a perfect and clear
form. In other words, a 21st century computer could be perceived as the equivalent of
the Muslims’ God: invisible, transcendent, and perfect.

Islamic art became a fundamental symmetrical form of art that influenced the way
beauty was perceived. Many contemporary artists have been influenced by it, even going
as far as replicating it in some of the most famous artworks to date.

As Islamic art influenced and structured the mathematical context of some forms of
contemporary art, it also shares the precision and flawlessness of generative art (Fig. 2).

Fig. 1. Islamic, or arabesque, art and decoration is characterized by intertwining plants and
abstract curvilinear motifs [1].

2.2 Renaissance Art

UserWestern art has a very culturally diverse collection of artists and artworks that reflect
the many chronological stages in development that have had an impact on society. One
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Fig. 2. Example of algorithmic art, Ryan Seo, <between hot and cold> 2019

of the most prominent stages in the development in art and culture to utilize math was
the renaissance period.

The renaissance period was very expansive: development thrived on discoveries in
music, art, literature, and science. During this period, many artists used these discoveries
to inspire their artworks. The most renowned and famous artist to exploit this tactic
is Leonardo Da Vinci. His world-famous artwork, the Vitruvian Man (see Fig. 3), is
undoubtedly a piece of art that employed relevant mathematical patterns and coordinated
scaling to create an organized and creative masterpiece. Art is always perceived as an
abstract way of channeling creativity, but, in reality, it can be a very flexible platform for
polymaths such asLeonardoDaVinci to share his perspective on thepersonal experiences
and philosophical factors of reality.

Another artist that greatly incorporated math in his art to increase the aesthetic
pleasures of his artwork is Michelangelo. This expressive genius is known to have
created many sculptures, paintings, and structures that combine his imaginative style
and precise calculations. Although Michelangelo seems to be an artist that disregards
precision and relies on spontaneous creations, he uses a consistent pattern throughout
his projects. This pattern is called the Golden Ratio; in mathematics, two quantities are
in the golden ratio if their ratio is the same as the ratio of their sum to the larger of the
two quantities (see Fig. 4). When estimated, the golden ratio is approximately 1.6 and is
found in artworks such as The Creation of Adam. The golden ratio is uniquely found in
many natural objects such as snail shells and flower petals, something that has always
puzzled scientists. Bizarrely, this rule is frequently utilized by many famous architects,
artists, and in the composition of music.

By looking at one of the most influential art movements, we can conclude that math
was significantly exploited in highly influentialWestern art such as that developed during
the Renaissance. Algorithmic art follows the same principles these renowned artists used
af it to match it with the modern digital era that we live in today.
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Fig. 3. Vitruvian Man by Leonardo
da Vinci (c. 1490).

Fig. 4. The golden ratio

2.3 Contemporary Influences

Math and art have a surprising relationship in not only traditional and major art move-
ments, but they also have a unique relationship when it comes to op art. Op art is a
movement that consists of mind-bending illusions intended to deceive our brains into
seeing something different than what is actually present in reality, either on the canvas or
visual space created by the op artist. This genre of art is consistently associatedwithmath
because of the requirement of precise calculations and specifically oriented patterns to
create its effect.

One of the most inspirational artists to create op art is Bridget Riley; she has made
countless original pieces of op art that introduced a whole new way of interpreting art
using unorthodox mathematics. One of her many artworks that sufficiently represent
mathematics integrated in art are her series known as The Stripe Paintings made during
a long period from 1961 to 2014. Within these striped optical illusions, Riley replicates
and balances mathematical method with randomness. She uses two forms that greatly
determine the effectiveness of her artwork: global and local entropy. She is known to
have integrated these unique systems of depiction within her overall methodical way
of producing art. This greatly connects with the idea of algorithmic art as it too is very
methodical and specific when producing the lines of code. However, when this method-
ical code runs on the generative platform, it is known to create randomly generated and
unique patterns that appeal to the eye much in the sameway that optical illusions deceive
our mind to produce something beautiful and appealing.

Much like Bridget Riley, there are many various artists that lead the influential
movement of the integration of math in artistic forms. These contemporary artists are
known to be the earliest dictators of algorithmic art, they include Sol Lewitt, Frank
Stella, Maurits Cornelis Escher, and Grace Degennaro. These contemporary artists are
known to be some of the most renowned and respected mathematical artists of the 20th
century, when abstract art was really starting to take over the perception of how art was
represented (Fig. 5).
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Fig. 5. Bridget Riley, composition with circles 6 (2008) [2]

2.4 Computer-Generated Art

Computer generated art started during the 1960’s when the first significant step towards
the development of computers arose. Since then, Computer generated art has developed
rapidly.The1980s to 1990swere themost significant stages of computer art development.
As computers were discovered to have diverse functionalities, private businesses such as
Adobe (launched in 1982), which developed a new form of imagery called Vector, and
Microsoft utilized specific aspects to make art within a different platform. The age of
digital automatization held an advantage when conveniently portraying the creation of
art. As digital art was becoming more widespread and sparked realization in individual
artists about the convenience of this format, people started to appreciate and acknowledge
the integration of digital art software into the contemporary scene. However, as the
21st century approached, the works of Manfred Mohr and the specific algorithms he
utilized were being recognized, coding programs typically used for Website building
and systematic online procedures such as Javascript were integrated into translating
contemporary art to surreal digital depictions.

Although digital generative art can be interpreted in a straightforward manner, trans-
lations of naturalistic elements within our society through algorithms is something that
speaks truths to us and makes ask question things. Not only is generative art reflect-
ing specific naturistic elements of society and our environment, but it also is a method
of understanding how AI units function, how they process visual perceptions of our
world. Generative art is often seen as a straightforward program that consists of various
processes and revisions. However, the truth is contrary to these typical stereotypes that
categorize algorithms being part of programming and far from integral as an artistic
genre.

3 Conclusion

Undoubtedly, the full potential of AI and the similarities between us and automated
machines have yet to be discovered. However, generative art has proven that the process
of creating art and perceiving reality with machines is extraordinarily parallel to the
creation of particular and historical forms of contemporary art and the perception of
humans. Society has designed algorithmic art influenced by previous artmovements such
as Islamic patterns, and mathematical artists that defied the laws of creativity. Generally,
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we expect generative art to feel artificial and monotone; however, from observations and
experimentations in the overall nature of AI and art pieces utilizing automated software,
it is conclusive that whether we believe it or not, AI is approaching the point of being
able to replicate the human mind and contemporary art is just at beginning to discover
its full potential in terms of artistic production.
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Abstract. With the dawn of Industry 4.0, companies are constantly
looking for ways to digitize their work flows in order to quantify, moni-
tor, and improve work in industrial settings. While some processes, such
as those using computer numerical control machinery, are either easy to
embed sensors into or already have sensors embedded that are provid-
ing information, there still are core processes taking place in industrial
settings that do not have easy ways to retrieve data from. One such
process is the manual assembly process. In addition to the difficulty
in retrieving data from assembly processes, the assemblies that rely on
human operation with simple tools rather than machining centers are
more difficult to immerse in Industry 4.0 practices due to its primarily
offline nature. To better address this issue, we propose an approach and
describe implementation of the corresponding system that is capable of
providing information to assemblers based on data received during an
active process. Specifically, the system informs the assembler of the next
steps in the assembly process based on what the platform determines has
already been done. In order to accomplish this, a convolutional neural
network is used to analyze images on a camera that will be overseeing the
physical assembly process. In this way, there will be a live digital record
of the assembly process taking place as well as some, albeit basic, inter-
action between the assembler and the overarching system monitoring the
process.

Keywords: Human computer interaction · Internet of Things ·
Industrial Internet of Things · 3D printing · Assembly · Machine
learning · Convolutional neural network

1 Introduction

Human computer interaction (HCI) brings together a number of disciplines. One
such discipline is industrial engineering that includes a number of processes and
technologies than can benefit from HCI. HCI research is primarily focused on
humans and how computers and electronic systems can best serve their needs [14]
in a way that is as seamless as possible [10]. Stephanidis et al. [14] further identify
that seven major topics of focus in HCI include human-technology symbiosis;
human-environment interaction; ethics, privacy and security; well-being, health,
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and eudaimonia; accessibility and universal access; learning and creativity; and
social organization and democracy. Our research addresses mostly the first two
topics.

There is a large push for using data analysis techniques for quantifying pro-
cesses, improving processes, or even scheduling tasks. While this is simple in the
cases of many processes utilizing computer numerical control machinery as such
machines generate and log their own data, this becomes more complicated in sit-
uation where such data collecting machines are either absent, in part or entirely,
from the process. One example of such a process are assembly operations where,
in some cases, the assembly procedure is too complicated to completely automate
using robots within a cost effective budget.

Acceptance of the use of augmented reality (AR) in manual assembly pro-
cesses has been studied and shown to be both desired and effective [4,9,11,12,16].
Furthermore, the use of AR for presenting instructions, even for those with cog-
nitive abilities, makes tasks easier to perceive and understand [18]. Outside of
assembly processes, AR is also being researched for improving other human
involved processes such as those belonging to the maintenance category which
are similar in nature to assembly [3].

While AR-based approaches mostly use head mounted displays such as
Microsoft’s HoloLens [7], we use a simple monitor for information display. This
has the benefit of cheaper deployment with the trade off of requiring more work
for the assembler to view the information, for example, head turning. Also, AR
has been shown to increase mental strain with long exposure [5]. As a result, by
using a monitor instead of a head mounted display, the assembler can reduce AR
exposure by looking away from the display when information is not necessary.

2 Related Work

The use of AR in assembly processes is a currently a trending research area. From
2017 to 2020, on average over hundred papers were published per year showing
a clear rising interest in the topic. To this point, Agati et al. [1] provide a set
a guidelines, with respect for usability, cognitive load, economy, and the corpo-
ration, for using AR in manual assembly processes in the context of Industry
4.0. A key performance indicator of assembly processes, especially in industrial
settings, is the speed at which the process completes. Generally speaking, the
faster the process, the more profitable the process is for corporations. A study
by Wang et al. [19] shows that AR has a positive benefit to assembly speed.

One such example is Tsai et al.’s work [17] where an AR system composed
of a multi-template AR unit, 3D model assembly unit, and a hand gesture inter-
action unit is used in order to teach a simple assembly processes to a group of
participants who generally had a good background in mechanical design. The
students found the teaching method to be both useful and usable according to
a survey participants took after participating in an assembly using the system.

More on the side of information portrayal, Petrone et al. [9] performed a
study in which it was found that video instructions generally made its easier for
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assemblers to complete assemblies than AR in low-complexity tasks. However,
AR tended to perform better for conveying instructions in higher complexity
tasks than video.

Tainaka et al.’s [16] work also sheds some light on this double edged bladed
nature of AR for presentation where it is shown that some participants in an
assembly process struggled due to information overload, specifically, the display
sometimes blocked important information the participants were trying to look
at. This is further supported by Schuster et al. [12] work where it was determined
that AR lead to decreased mean assembly time when compared to not using AR.
In addition to AR for providing instructions in a easy and readable manner, it
has also been used with the goal of increasing part quality [3].

While AR dominates assembly process monitoring, it has clear drawbacks,
such as in the reliability domain, as it is a relatively new technology com-
pared to some of the older methods such as image recognition. For example,
Gogolák et al. used wireless sensor networks [6] for assembly process monitoring
in the context of Industry 4.0. They consider this to be a general solution to
assembly supervision after a study was performed under both simulated and live
conditions.

On a larger scale, Aoyama et al. [2] extended the monitoring concept to ship
building cutting and sub-assembly by designing a system in order visualize the
processes taking place. This monitoring took place by running image analysis
algorithms on video captured in several locations though out the shipbuilding
factory. Obinata et al. [8] created a assembly processes guidance system that
aims to reduce error by tracking human movements and warn of an approaching
error before it occurs by using a RGB-D camera. The system itself has high,
98%, accuracy for detection within the workspace itself, but errors are currently
limited to skipped procedures and misplaced parts.

3 Problem Definition

The problems to be addressed can be grouped into three categories:

1. Manual assembly process can’t effectively quantify or summarize work done
and work in progress.

2. Image processing enabled by machine learning has high accuracy, but training
can take a long time when data collection and labeling is included in the
process.

3. Assembly instructions are static, and in some cases, hard to read.

For the first category of problems, while one could quantify statistics regard-
ing the manual process, there are two options: either assemblers record what
they are doing or another person must watch and record what happens. For the
first option, the time taken out of assembling parts and put into recording would,
over time, lead to reduced productivity. The second option would increase the
total cost of the process as another person would need to be hired.
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Fig. 1. An illustration of the proposed approach.

For the second category of problems, when using machine learning for image
classification, prediction is relatively fast, training the model is typically expo-
nentially more time consuming, but most of the time goes into the data collection
and processing for training. Furthermore, when introducing new assembly pro-
cess, data needs to collected and models need to be retrained leading to downtime
of the machine learning solution.

The third category of problems refers to a key issue that arises when there
are a set of instructions for the assembler to follow and the assembler needs to
find out how to move to the next step. If the instructions are written in such a
way where they are hard to read at a glance, the assembler would need to jump
through large amounts of text in order to reach the instructions relevant to the
stage of assembly the assembler is currently performing. This results in wasted
time, and in the worse case, a wasted part if the assembler were to mistakenly
jump to the wrong step in the instructions.

4 Proposed Approach

Figure 1 illustrates the proposed approach that addresses the three categories of
problems.

Controller is responsible for processing video stream from the camera record-
ing the assembly process and sending the results to the machine learning Model.
Afterwards, the controller will be responsible for interpreting information from
the model to determine the assembly stage and present relevant information to
the assembler.

Model is responsible for determining what objects relevant to the assembly
are currently within view. When relevant objects are sent to the controller, the
controller should be capable of determining what the assembler should do next.

An alternative consideration is using a mobile platform [13,15], but the addi-
tional complexity introduced with different camera positions and changing back-
grounds isn’t necessary for a static workspace.
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Fig. 2. Neural network architecture.

The controller of the process is responsible for first reading an image captured
from the camera and splitting it into 64 images of equal sizes. The camera
overseeing the process is capturing images at 1920 × 1080 resolution and each
image is split 8 times on each axis of the images. This results in 64 sub-images
with 240 × 135 resolution. Each of these images is then fed into neural network
to determine what, if any, relevant objects are within the sub-images. After
classification of each sub-image, the images is reassembled and boxes are drawn
around relevant objects of the complete image.

Additionally, the controller keeps track of which objects, if any has been
detected throughout the process. As for the determination of the current stage
of assembly, the model works off the assumption that one will not go backwards
in the during the assembly process that consist of stages. With respect to this,
when the model determines that a new stage of the assembly has been reached,
it will, regardless of probability, assume that any objects detected can not belong
to previous stages.

When presenting the fully classified image to the assembler, the controller
merges classified boxes to present the part that is furthermost along the process.
This means that if, for example, there is an object in stage 2 next to and object
in stage 1, the box will surround both objects and present it as stage 2. At
a higher level, the model assumes that every time a stage is reached, if the
basic components composing that object are seen, the object must be the object
created by that stage.

The machine learning model for classifying assembly stages is a convolutional
neural network (CNN) training to detect each of the individual parts of the
assembly as well as the part combinations leading to the fully assembled product.
The architecture for the model is shown in Fig. 2, and is based on Tensorflow’s
recommended CNN architecture for image classification.

The model is trained to take in 240×135 resolution images and determine the
likelihood that the image falls under any part of the assembly with a probability
from 1 (certain to be a specific part) to 0 (certain not to be a specific part). The
probabilities of each class is determined with an output 10-dense layer using a
Sigmoid activation function where the parameter is however many classes the
model is trained to detect. A Sigmoid output was layer was used in place of a soft
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Fig. 3. 3D assembly.

Fig. 4. Assembly components (from left to right): cargo, cargo base, cabin, and wheel.

max layer due to the high probability of unknown objects coming into camera
view during actual usage.

Should an unknown object come into view, a soft max layer would attempt to
classify it as one of the known objects without any indication that it doesn’t fit
any of the classes. In order to function correctly, the model is trained to detect
four things, the area in which the assembly takes place, limbs (arms and hands),
the basic parts of the assembly, and the sub assemblies of the completed part.

5 Experiment

In order to quantify the reliability of the system, an experiment was designed
using a 3D printed assembly. The assembly to be created is a static toy truck
without any moving parts (Fig. 3). The assembly possesses nine total parts and
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Fig. 5. Experiment work space, light (red), and camera (blue). (Color figure online)

four unique parts (Fig. 4). These parts include the cabin, cargo base, cargo, and
wheels.

In order to complete the assembly, the assembly will need to attach two wheel
to the cabin (stage 1), four wheels to the cargo base (stage 2), place the cargo
onto the cargo base (stage 3), and attach the cargo base to the cabin (stage 4).

Each of these parts were placed within the assembly area and the training
data was collected by taking sub images of the work space in 240 × 135 reso-
lution as required by the model. Each of the sub-images was manually labelled
according what object was in the camera window.

Initial training was done by generating 576 training images of each class by
rotating the STL file in Blender, a 3-D modeling software, on two different axis
at 1920× 1080 resolution and taking 240× 135 resolution gray scale sub images
out of the total image.

Sub-images that did not contain the object were thrown away, and the rest
were labelled as the object rendered object. As a result of this method of data
generation, anywhere between 2000 and 5000 training samples were generated
per an object with the varying factor being the size of the object. When perform-
ing the training, 2000 randomly chosen sub-images from each class was chosen
in order to prevent issues arising from having an unbalanced data set. Each of
these images had their pixels divided by 255 in order to scale them between 0
and 1, and then gamma corrected in order to reduce the difference between the
3D generated training data and the live data.

The generated images were rotated 180◦ in order to double the training image
count. As a result, a total of 14000 images were used to train the basic model,
before considering sub assemblies, after including the training data for the work
space.

The experiment takes place at a white worktable with shelves for holding
parts as seen in Fig. 5. Attached to the work table is a spotlight along with
a camera overseeing the work space. The spotlight and the camera both are
looking down on the table which provides a somewhat orthogonal view of the
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Fig. 6. Pre-processed image.

Fig. 7. Table versus assembly object after processing.

assembly process. Next to the working table, there is a second small table with a
monitor on top showing the camera’s point of view of the process. This monitor
is connected to a laptop and used for displaying guidance to the assembler during
the experiment.

Because the parts for assembly came from 3D printing and is the color white
which happens to be the same color as the table on which the assembly takes
place (Fig. 6), some image processing techniques were used on the images in
order to help the model differentiate the different shades of white. First, the
images were converted to gray scale from their initial 3-channel RGB state.

After the application, there still wasn’t a strong distinction between the table
and part, however, gray scaling allowed a wider range of techniques to be applied.
Afterward gray scaling, gamma correction was applied to the images in order
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Table 1. Cross validation results from live data.

Predicted class Actual class

Cabin Cargo Cargo base Limb Stage 1 Stage 2 Stage 3 Stage 4 Table Wheel

Cabin 72.7 2.5 4.2 2.5 5.1 2.7 3.4 3.0 0.1 3.1

Cargo 2.4 80.5 6.1 0.1 3.5 1.8 2.2 1.9 0.1 0.3

Cargo base 4.4 3.9 62.6 2.2 5.3 4.6 4.7 1.8 0.2 2.3

Limb 3.1 0.1 4.1 90.5 0.3 0.9 0.7 0.9 0.3 7.3

Stage 1 4.9 2.8 7.3 0.8 73.8 4.5 3.4 2.6 0.1 1.4

Stage 2 4.1 2.4 4.5 1.4 5.8 81.5 2.3 2.5 0.1 1.4

Stage 3 4.0 2.8 6.0 0.1 3.5 2.0 79.2 3.1 0.1 0.4

Stage 4 2.8 1.1 1.4 0.4 1.4 1.0 3.4 84.1 0.1 0.4

Table 0.4 1.1 0.7 0.6 0.2 0.1 0.0 0.0 96.9 3.3

Wheel 1.2 2.8 3.1 1.4 1.1 0.9 0.7 0.1 2.0 80.1

to differentiate the shades of white. Doing so rendered the table to be various
shades of gray due to the spot light above it, but this change was satisfactory
as the due to the mixed affect of the spotlight and gamma correction, an easy
to pick up texture was applied to the table which is not found on the assembly
parts as seen in Fig. 7.

In order to train the model for use in the experiment, leave two out cross
validation was performed on the data where one of the outed sets was used
for testing and the other for validation. Model training was initially done for
20 epochs and then reduced to five due apparent over-fitting in the model to
the training data. Initial training of the model was done by taking the STL file
of the printed assembly and capturing each of the individual parts at different
orientations.

Training on the 3D generated data yielding good results when tested only on
other 3D generated data, however, did not yield satisfactory results when tested
against live data. Consequently, live data was included in training. The camera
was used to create a set of training data from a preliminary run of the assembly.
The results of performing cross validation are displayed in Table 1.

In order to capture the data, 1000 subsequent images was taken of the work
space when the space was empty, then again with each stage of the assembly
at a time. Image subtraction was used in order to reduce the amount of useless
training images in the image sets that consisted of parts by subtracting a single
image from the empty work space set.

6 Discussion

There are two key observations to be made from the cross validation are that
the cargo base has the lowest accuracy and the cabin is often confused with the
stage 1 assembly. Since the cargo base is one of the largest pieces and the piece
with the lowest amount of features, it is not a surprise that it get confused with
the most of all of the pieces. As for the cabin, the only difference between the
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Fig. 8. Simplified classified image with simple parts (blue) and sub assemblies (green).
(Color figure online)

cabin and the stage 1 assembly are two wheels attached to the cabin. Because
the cabin is the smallest of the main components, save for the wheels, this is to
be expected.

Results form testing the model’s classification on live data were mixed. As
seen in Fig. 8, the model tends to consider lone basic parts as singular basic parts
as they should, however parts in close proximity, specifically when two different
objects are in the same sub-image, seem to be labeled as sub-assemblies despite
the parts not being physically attached to one another.

There are several ways to address this issue. First, one can incorporate a
rule based system that works in tandem with the model. This rule based system
would look at all the classifications in the image and rule out any classifications
that should not logically exist. For example, stages 2, 3, and 4 should not exist
if stage 1 does not exist. Additionally, if stage 1 exists, anyway where the cabin
is found from then on, it should be labelled as stage 1.

Second, one can reduce the size of the input shape of the model. This will
reduce the probability of this event occurring, but at the trade off of potentially
not picking up enough feature to make reasonable make accurate predictions.

Third, one can introduce pre-processing techniques in order to remove sub-
images from the pool to be processed before being fed into the mode. The trade
off for this approach is the it can make the boxes in accurate and this may not
work for objects with irregular shapes. In addition to these changes, one could
also limit the sub-images selected for classification to one within the work area.
By doing so, the probability of running into a scenario where objects within
frame are misclassified is reduced.
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7 Conclusion

We proposed an approach that uses real-time video processing and machine
learning to provide information to assemblers during an active assembly process.
Individual parts of the assembly, as well as the part combinations, are identified
using a CNN and the results are provided to the assembler (on a monitor) to
guide the assembly process, eventually leading to the fully assembled product.

CNN is trained on the 3D generated data (from 3D models of the compo-
nents) and live data (from camera). Live data was to train for the experiment.
Four groups of objects are recognized, the area in which the assembly takes place,
limbs (arms and hands), the basic parts of the assembly, and the sub assemblies
of the completed part.

Results were mixed since when basic parts are in close proximity, they can
be labeled as sub-assemblies despite the parts not being physically attached to
one another.

There are three main directions for future research. The first direction is
improving the results and capabilities of the developed system. The accuracy
is satisfactory, but the performance in live scenarios needs improvement. The
second direction is reducing the work involved in setting up the system to work
for new assemblies. Specifically, the goal is to be able to train the model using the
STL file that was used for printing. The third direction is on the linkage between
this system and the process monitoring system in-place within the room. While
our goal was to, based on the proposed approach, develop and implement a
system for monitoring and advising assemblers mid-process, we could leverage
additional data from observing manual assembly processes.
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Abstract. This research examines the collaboration between agencies in policy-
making based on hotspot monitoring from satellites. Valid data regarding the num-
ber of hotspots from the satellite is needed in decision making because it provides
information used to control forest and land fires in Indonesia. For instance, the
Ministry of Forestry uses data from the NOAA-18 satellite for analysis, while the
BMKG utilizes those from the Agua/Terra. However, the data generated by each
satellite has differences in the number of hotspots. Therefore, this research aims
to determine the collaboration between the Ministry of Forestry and BMKG in
the use of satellite data for decision-makers to determine disaster alert status. This
research uses a qualitative approach to analyze secondary data from two popular
media sources collected using the Nvivo 12 plus application. The result showed
that agencies involved in fire prevention lack collaboration due to institutional
designs that lead to a lack of communication and unclear roles for each institution
during the decision making process.

1 Introduction

The impact of forest and land fires deteriorates the quality of air in the surrounding area
and leads to loss of crops, resources, animal, people, etc. [1]. Due to Indonesia’s vast
forest area, detecting the fire source or location is quite difficult [2]. Therefore, one of
the methods used to detect the source of forest fires is satellite sensing [3]. The data
from the satellite provides the ability for forest and land fires to be easily detected. In
controlling forest and land fires, collaboration is carried out between BPBD and KLHK
as the institution responsible for preventing forest and land fires.

The collaboration of various actors and institutions is essential in making discus-
sions on forest and land fire management. Furthermore, collaboration is also needed to
solve arrangements problems to achieve the desired output [4, 5]. Deals regarding the
communication interaction between various institutions are significant and need to be
carried out for the creation of better results [6]. This discussion is particularly relevant
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because it contributes to understanding institutions’ role in forest and land fire manage-
ment. Besides, the collaborative arrangements created and implemented answer critical
questions related to authorities in the forest and land fire governance, such as how the
various agencies involved make arrangements designed to work together. Therefore, it
is important to determine the capacity needed to reach joint decisions on forest and land
fire management [7].

This research aims to analyze the collaboration between theMinistry of Environment
and Forestry and BMKG in controlling forest and land fires in Riau Province, especially
in determining disaster emergency alert status, based on the number of hotspots from
satellite monitoring. This study focuses on making a collaborative decision between
initial conditions, institutional design, leadership, and processes.

2 Literature Review

Currently, smokes due to forest fires are being detected by applying deep learning meth-
ods to produce satellite-generated images [8]. The use of deep learningmethods is due to
the numerous disadvantages of traditional methods, such as the time-consuming process
and low feature performance analysis in fire detection [9]. It is also used to detect shad-
ows, lighting, and objects that are coloured like fire, thereby leading to false detection
[10]. [11] uses deep learning methods for early detection by classifying and extracting
fire and non-fire areas simultaneously to resolve the issue. This method also has a high
detection rate, which increases the smoke detection speed [12]. Furthermore, the deep
learning method used on satellites as a data source in monitoring hotspot produces valid
data [12].

Deep learning methods have also been applied to detect fire and smoke from mul-
tispectral satellite imagery [12]. The process of detecting hotspots using deep learning
methods and MODIS instrument data from the Tera-Aqua satellite easily distinguishes
fire and non-fire objects to produce more valid data. [12] also evaluated fire and non-fire
imagery to determine the accuracy of the proposed fire detection method. Deep learning
methods have better performance and easily used to determine the right fire area, which
is extracted based on the thresholding pattern and local binary. [13] generated data for
predicting fire smoke in satellite images in fast time using data from the Himawari-8/HI
sensor. Every hotspot detected by a satellite is not necessarily valid. Therefore deep
learning methods on satellites are needed to prevent errors in decision making.

3 Research Method

Data were first collected from articles related to forest and land fires in three media,
namely Kompas, Tribun Pekanbaru, and media indonesia, using the Ncapture feature in
the Nvivo 12 plus data processing application. The articles were freely obtained from
accessible newspaper archives from january 1, 2014, to December 201, using the key-
words “hotspot monitoring,” “forest fire,” “land fire,” “determination of emergency alert
status,” and “haze.” for 564, 435, and 323 articlesmet the search criteria for kompas.com,
pekanbaru.tribunnews.com, and mediaindonesia.com, respectively. Fifty articles were
selected per newspaper culminating in 150 articles. The articles were reviewed to ensure
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they included a substantial section that uses satellites in hotspot detection by remov-
ing those not related to news and replacing them with other randomly selected articles.
Also, study documents, including policy papers, reports, and updates from provincial
governments and interest groups, helped consolidate the study.

4 Result

This study found a lack of collaboration between institutions due to institutional design,
which led to inadequate communication in determining the time to choose the alert
status for forest and land fires. The emergency alert policy is critical in decision-making
because it deals with the increasingly widespread threat of fire hazards. Early warning is
part of the collaboration, which focuses on communicating individuals and institutional
actors in negotiating interests and concerns on risk assessment and management [6].
This communication encourages exchanging evaluations, estimates and opinions on
hazards and risks among the various stakeholders involved. As such, communication
governance needs collaboration between multiple agencies involved in forest and land
fire prevention.

Collaboration on institutional designs only occurs in 5%ofBMKGand4%ofKLHK,
as shown in Fig. 1.

Fig. 1. Collaboration between KLHK and BMKG

Figure 1 shows thatKLHKandBMKGcollaborate in using satellite data to determine
the number of hotspots for policy-making by 5% and 4%, respectively. The institutional
design means that the two essential decision-making institutions do not collaborate
properly in determining the disaster preparedness status. Lack of communication among
stakeholders leads to an inadequate institutional effort to collect and interpret risk signs
[6, 14].

BMKG conducts early warning by anticipating forest and land fires when entering
the dry season because people in fire-prone areas need to be vigilant. According to
information provided by BMKG, the early warning process is carried out in three stages,
namely (1) warning to districts/cities whose areas are predicted to experience dry season,
(2) 10-day rainfall analysis maps that is analyzed and classified into low, medium and
high rainfall, and (3) provides initial information as a basis for determining the status
of Emergency Alert in an area [6]. The Ministry of Environment and Forestry, based on
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satellite data, also providedBPBDwith information on the number of hotspotsmonitored
to carry out extinguishing actions at the fire location. However, due to differences in
data regarding the number of hotspots, decision making is constrained. Therefore, it
is necessary and unnecessary to determine the emergency alert status of BMKG and
KLHK, respectively. Early detection activities in preventing forest and land fires are
important factors to conduct because it is an effort to obtain very early information
on forest fires by applying simple to advanced technology [15]. Furthermore, early
detection can determine the decision-making process used to assess forest and land fire
preparedness [15]. Accurate detection can assist the fire fighting stage and the sound
post-fire handling stage [6]. Also, at the implementation stage, the detection process’s
accuracy tends to affect the allocation of funds, smooth operation of blackouts, and the
need for investigation in cases of violations of environmental law [16]. Early detection
is processed by land through patrols, tower observation and guarding in fire-prone areas,
while by air, it is carried out by helicopter, aeroplane and satellite [6].

The Ministry of Environment and Forestry and BMKG used information from two
different satellites to reference forest and land fires. The data generated by each satellite
has a different number of hotspots, which shows that there are obstacles in making
emergency alert status decisions, especially in taking essential steps before the fire
spreads [6]. The prevention system relies on data used as a reference on the hotspot
detection produced by the Terra-Aqua and NOAA satellites. The problem occurred due
to the differences in data that became the reference for BMKG and KLHK in making
decisions. BMKG and the Ministry of Environment and Forestry are associated with
data from the TERRA-AQUA andNOAA satellites. Therefore, based on NOAA satellite
monitoring, the real hotspots throughout Indonesia in 2015 and 2016 amounted to 6,595
and 1,950, respectively. Meanwhile, based on the TERRA-AQUA satellite in 2015, and
2016 a total of 8,204 and 2,544 were detected (Table 1).

Table 1. Hotspot monitoring from satellite

Years Hotspots

NOAA TERRA-AQUA

2015 6.595 8.204

2016 1.950 2.544

In Riau Province, the number of hotspots observed on the NOAA satellite was 1,208
in 2015 and 297 in 2016. On the Terra-Aqua satellite, the number of hotspots was 1,537
and 499 in 2015 and 2016. Data from satellites using the deep learning method is more
accurate than those that do not use thesemethods. This is because the use of deep learning
methods is useful for avoiding large-scale fires. Furthermore, effective fire detection from
the visual scene is essential [12]. Due to the severe and dangerous consequences that
forest fires have on human, animal and plant life worldwide, traditional methods, rapid
response, and large detection areas do not apply to detect fires [9]. Therefore, to improve
the accuracy of fire detection, the deep learning method is used to classify the data
set into the fire and non-fire images, create a matrix to determine the efficiency of the
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framework, and extract the area where fires occur in satellite imagery which aims to
reduce the false detection rate [12].

TheNOAAsatellites’ image resolution is very coarse and allows the location descrip-
tion to be distorted, making it less accurate in identifying forest fires [17]. It provides
information from hotspot detection satellites in data on the location and direction of
smoke spread [17]. Hotspot information, which is the basis for a fire warning system,
sometimes produces an error in decision-making when there is no fire incident in the
field [18]. It is common evidence that the absence of acknowledged exchange on infor-
mation between ministries in forest management is due to a combination of institutions
[19]. Organizational weaknesses are caused by various factors, such as the unclear role
in organizing [2], the relationship between the organizations involved [1], and their
ineffectiveness [20].

5 Conclusion

In conclusion, the use of different satellites results in a varying number of hotspots,
thereby leading to various references when making decisions, which can confuse local
governments in determining disaster emergency alert status. Furthermore, its use shows
a lack of collaboration between institutions due to the institutional design, which causes
a lack of communication and unclear roles for each institution in decision making. This
collaboration’s failure shows that the policy-making process in dealing with forest fires
faces significant challenges in strengthening collaboration between government agencies
at the national and local levels.
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Abstract. With the rapid development of science and technology, people’s lives
are becoming more and more intelligent. As a necessities of home life, desk lamps
have always been the focus of smart home research. The current research on smart
lamps is mostly concentrated on realizing the automatic adjustment of lights with
environmental changes, improving the energy efficiency of the desk lamps, and
enriching the auxiliary functions of the lamps. There is a lack of research on home
entertainment lamps. This article proposes a design scheme of an intelligent music
light based on Arduino UNO MCU. The device integrates apart from the colored
lamp itself, a music player and a Bluetooth speaker that can be used to play music.
We also designed an Android APP, Yin. Users can use the APP on their mobile
phones to change the color of the light and control the music playback function.
Practice has shown that this design is rich in functions, convenient and interesting,
combines technical and artistic features, and can be widely used in daily life.

Keywords: Internet of Things · Smart home · Intelligent music lamp

1 Introduction

New technologies represented by Internet of Things (IOT) have gradually changed peo-
ple’s lives. Smart refrigerators, smart washing machines, smart door locks and other
smart products have begun to enter the family life. Under the background of continuous
technological innovation, the public has formed a better pursuit of quality of life and
paid more attention to the satisfaction of spiritual needs. Therefore, traditional single-
function home appliances can no longer meet the needs and scenarios of consumers, the
smart home has begun to become a new field of mass consumption.

A home, which is smart, must contain three elements, which are internal network,
intelligent control and home automation. Internal network is the basis of a smart home,
and it can be wire and wireless. Intelligent control means gateways to manage the sys-
tems. Home automation refers to products within the home, as well as links to out-of-
home services and systems [1]. Compared with ordinary home, smart home not only has
the traditional living functions, but also can provide information interaction function,
so that people can control the related devices of the home outside, making home life
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more safe and comfortable. In addition, the smart home can also provide personalized
services for consumers based on the home environment, and further improve the overall
use experience of the smart home. With the improvement of living standards, people are
more willing to accept more convenient and comfortable home devices.

Desk lamp is the most frequently used in household lighting, which has become a
necessity in modern home life. Due to the lack of intelligent control, the original desk
lamp is only used as a general lighting equipment. With a single functional structure, the
value of desk lamp in family life needs to be improved [2]. At present, the research of
intelligent lampmainly concentrates on three aspects. First, focus on realizing automatic
perceptionwith the environment,making the desk lamp light adjustmentmore intelligent.
Qin, Z. [3] pointed out that comparedwith the intelligent lamp, the original desk lamp has
obvious disadvantages in the brightness adjustment. It cannot be adjusted intelligently
according to the environmental change, and users need to manually adjust the brightness
of the light, which affects the experience of the lamp to a certain extent. The intelligent
improvement of lamp is carried out by using single chip microcomputer, and various
sensors are embedded. The processed desk lamp can detect the external environmental
factors, such as light intensity, so as to realize the intelligent adjustment of brightness.
Chen, J. [4] designed an intelligent LED lamp based onArduino to solve the problem that
traditional desk lamp cannot dimmer automatically. This design can meet the dynamic
needs of human eyes, realize automatic dimming, and ensure the health of people’s
eyes. Riyadi, G. A. et al. [5] added ultrasonic sensor and optical sensor into the design of
intelligent lamp to realize automatic brightness adjustment. Second, improve the energy
efficiency of desk lamp. Energy conservation and sustainable economic development is
always an important issue. Thus, to improve the energy saving and efficiencyof desk lamp
is one of the important directions of intelligent lamp design. Zhang, L. et al. [6] designed
an intelligent voice control lighting device based onArduinoUnoMicrocontroller. Users
can use voice to switch on and off the lamp and adjust the light brightness. The intelligent
lamp designed by Dai, Z. [7] puts forward a new idea of automatically adjusting the light
intensity of the lamp. He used the photosensitive resistance sensor as an auxiliary device
to set and adjust the light intensity signal directly through software to achieve the purpose
of automatic dimming and achieve the high efficiency of the desk lamp. Third, enrich
the auxiliary function of desk lamp. Desk lamp, as a necessary electrical appliance for
family andwork, is indispensable in life.Using advanced technology andpeople-oriented
concept to design intelligent desk lamp and improve the practicability and versatility of
desk lamp is another main direction of intelligent desk lamp research [8]. The intelligent
lamp designed by Chen, X. et al. [9] realizes the convenience and humanization of the
desk lamp, and has the functions of preventing hunchback, myopia, voice interaction
and camera monitoring. Medica’s Sleepace brand is dedicated to the development of
intelligent sleep-aid products, including NOX intelligent sleeping lamp, NOX sleeping
music lamp and NOX children’s company lamp. Based on lighting technology and
integrating a variety of new technologies, Sengled is committed to providing global
consumers with a brand new smart lifestyle, launching products such as smart light for
security monitoring and smart wireless security light for early education.
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However, at present, smart home products mainly focus on two aspects: one is home
infrastructure, the other is practical home life products, and there is less application in
the research of entertainment home products [10]. Globally, “security and control” and
“energy or lighting” (respectively 55% and 53%) are the top choices for smart home
applications, while “entertainment and smart interconnection” ranks third (48%). In
addition to providing lighting function, desk lamp can also play an important role in
setting off the atmosphere. Therefore, this paper aims to design an intelligent music
lamp, which combines music with light effect, enhances the entertainment and interest
of intelligent lamp, and provides a unique product experience.

2 Design Concept

Fig. 1. Diagram of design scheme

This design aims to produce an intelligent and entertaining household lamp. The design
of the intelligent music lamp includes two parts: hardware design and software design
(Fig. 1).

The hardware design is based on Arduino MCU. Its purpose is to transform the
original lamp, improve the lighting effect, and add music playing function.

The software design is developed based on Android, and the software functions are
divided into two parts: software functions and interactive functions between software
and hardware.

Hardware Design
The hardware design of intelligent music lamp is based onArduinoUNOMCU.Arduino
UNOMCU is easy to operate and has strong encapsulation. CombineArduinoMCUwith
HC-05 Bluetooth module, YS-M3A3 music player module, WS2812 color lamp strip
and speaker module, the three functions of music payback, Bluetooth communication
and light color change are realized (Fig. 2).
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Fig. 2. Diagram of hardware design

YS-M3A3 is an MP3 chip that provides a serial port and integrates decoding of
MP3 and WMV. It supports FAT16, FAT32 file system. Through a simple serial port
command, the specified music can be played, and other functions of the music player
can be performed to avoid the tedious bottom operation.

TheHC-05Bluetooth communicationmodule plays the role of a bridge between soft-
ware and hardware in this project. Arduino MCU connects with mobile phone through
Bluetooth module, and can send command in the Bluetooth serial port of mobile phone
to control the operation of each module on MCU.

WS2812 is an intelligent externally controlledLED light strip that integrates a control
circuit and a light-emitting circuit. The three primary colors of each pixel of the ribbon
can realize 256-level brightness display. The ribbon has a serial cascade interface, which
can receive and decode data through a signal line. By changing the color of each lamp
bead, this design can achieve different color effects of light, which can be applied to
different scenarios.

Software Design
The software design adopts Android Studio development environment, which aims
to make an android app that can remotely control intelligent music lights. The soft-
ware design involves SQLite database, media player and several related subclasses of
Bluetooth serial port.

QLite is a lightweight database, a relational database management system that com-
plies with ACID. Its design goal is embedded, and it has been used in many embedded
products. This design uses the QLite database to store user information to realize new
user registration and login functions.

The app music player is implemented by instantiating Android media player. Users
can select a song to play in the music list, get the playing progress of the song in real
time, and drag the slider to change the progress of the current music.
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Fig. 3. Diagram of software design

Software development also realizes the function of Bluetooth serial port. Through
Bluetooth data transmission, the remote control of the lamp by the mobile phone can
be realized, the lighting effect can be automatically adjusted, and the Bluetooth speaker
can be used to play music (Fig. 3).

3 Result

This paper presents a design of intelligent music lamp based on Arduino. The design
combines hardware development with mobile application development. The hardware
development uses C language, and the software development uses Java. It is developed
on Arduino and Android studio platform. The overall design scheme mainly uses HC-
05 Bluetooth module, WS2812 color lamp strip and YS-M3A3 music player module to
realize the functions of lamp lighting, music playing, remote control of mobile app and
voice control of light color. We have specially designed an APP, Yin, for the intelligent
music lamp (Fig. 4). Users can log in their accounts on mobile phones to enter the APP,
and experience the different lighting styles through four different modes. Meanwhile,
users can also use their mobile phones to control the built-in Bluetooth speaker to play
songs. Intelligentmusic lamp combinesmusic and lighting effect, realizes the integration
of technology and art, and can be widely used in life.
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Fig. 4. UI interface of Yin APP

Yin APP has designed four application modes for different usage scenarios: learning
mode, life mode, entertainment mode, and custom mode (Fig. 5). It also adds music
playlist and Bluetooth serial port functions. After downloading Yin APP, users enter
the welcome interface, register a new account, and then log in by their user name and
password to enter the home page.

The learning mode realizes the basic lighting function of the lamp. Click the light
on button, the music light turns on white light, and click the light off button to turn
off the light. The intelligent music light is equipped with the function of light intensity
perception, and automatically adjust the brightness according to the ambient light effect.

The life mode has a warm light function, supports music playback. Click the light
on button, the music light flashes with warm yellow light, and click the light off button
to turn off the light. Click the play/pause button to control the playback of the music.

In the entertainment mode, the lights can be rhythmically moved with the music.
Click the light on button, each small lamp bead flashes a different color of light, and click
the light off button to turn off the light. Click the play/pause, up/next, fast forward/back
button on the interface to control the playback of the music.

In the custom mode, the user can set the color and rhythm of the lamp light to meet
the user’s customization needs.
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(a) Learning mode

(c) Entertainment Mode

(b) Life Mode

(d) Custom Mode

Fig. 5. Light effects of intelligent music lamp

4 Conclusion

This paper proposes a design scheme of intelligent music lamp based on Arduino. The
device integrates apart from the colored lamp itself, a music player and a Bluetooth
speaker that can be used to play music from. It makes up for the shortage of research on
entertainment smart lamps. Also, this intelligentmusic lamp gathers a variety of different
modes, which can meet the requirements of different user groups and different scenes.
Through soothingmusic and soft lighting, it creates a very relaxed atmosphere,which can
relieve the increasing pressure of life and work of modern people. Colored lights with
cheerful music, can quickly arouse people’s emotions, play the role of entertainment
and leisure. This design can also be developed for larger commercial use, in some
special public places, such as bookstores, cafes, gyms, etc. Facing the huge commercial
development potential of the smart home market, we believe that in the future, such
products will be more and more needed by the market.
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Abstract. Drones are commonly seen in today’s society, however, appli-
cations for drone swarms are still relatively new and emerging. As these
applications grow in popularity, it becomes important to research new
methods to control drone swarms while providing a better user experi-
ence to pilots and safer flights. In this paper, we present the design of
a drag-and-drop user interface that allows both novice and experienced
pilots to control drone swarms. Among its advantages, this type of inter-
face can be easy-to-use, provide flexibility for flight modes and platforms,
constant visual feedback, and accurate control. The user-interface design
presented is based on the results of a focus group study conducted with
seven participants divided into three sessions. Discussions and common
characteristics found in participants’ drawings during the focus group
sessions enabled the design of the high-fidelity wireframe presented in
this work. Following, the benefits a drag-and-drop interface provides to
human-drone interaction and future research directions are discussed.

Keywords: Drones · Human-drone interaction · Unmanned-aerial
vehicles · UAV

1 Introduction

Human-Drone Interaction is the field of study dedicated to understanding, design-
ing, and evaluating drone systems for use by or with humans [12]. A major focuses
for HDI researchers is to develop natural user interfaces [10] and new control
modalities, such as gesture [11], speech [4], touch [1], brain-computer interfaces [9],
first-person view control [13] and multi-modal interaction [5]. One control modal-
ity previously employed with ground robots [6] that has not been explored to con-
trol multiple drones simultaneously (a swarm of drones) is the use of drag-and-drop
interfaces. This type of interface is widely used for different software (e.g. CAD,
games, mobile applications, etc.) and is becoming ubiquitous in modern technolo-
gies. The hypothesis is that a drag-and-drop interface will allow both novice and
experienced pilots to quickly and easily control a swarm of drones.
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To explore this type of interface for drone control, a focus group study was
first conducted to elicit requirements and an initial application design. A focus
group study design was chosen as it is a widely accepted method among research
communities [8] to collect data on a specific topic through group interaction
and discussion among participants [2,3,7]. The main advantage versus one-on-
one interviews is the ability to collect data not accessible without the partic-
ipants interacting as a group [8]. The results of this study enabled the design
of a high-fidelity wireframe for a drag-and-drop mission control software for a
drone swarm. In following studies, this design will be implemented and evaluated
through a usability user study.

2 Methodology

The study design consists of a focus group with seven participants divided into
three sessions (n = two, three, two). Each participant attended one session, which
lasted between 30 and 60 min. The study was conducted remotely through Zoom
for conference calls and Microsoft Whiteboard for sketch-designing. Recruitment
was performed solely online, and each session was recorded by audio and video.

2.1 Procedures

In this study, each participant was given and referred to by a unique research
ID number. Before the focus group session, participants were emailed a
pre-experiment survey related to demographics and previous experience, the
informed consent form, and download links for the software tools needed for the
focus group (Zoom Meetings and Microsoft Whiteboard). The session began with
verbal confirmation of consent and participants were reminded that the session
being recorded and that their video was optional. Following this, a member of
the research team moderated the session. Participants were introduced to the
necessary features of the program, followed by questions regarding these features
such as how to select drones for programming, activate and deactivate drones
during a flight, turning drones on and off, toggling between control methods,
and controlling drones in the drag-and-drop method.

2.2 Participants

A total of seven participants were recruited from a local university to participate
in the study, four of them being males and three females. Out of these, six
were between the ages of 18 and 24 and one was between 25 and 34 years old.
Additionally, three participants declared no previous experience with drones,
three declared beginner and one declared intermediate experience. Participants
were divided into three different sessions (n = two, three, and two).
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3 Results

This study explored a new control modality for drones, based on a drag-and-
drop user interface. During three focus group sessions, the majority (six out of
seven) participants agreed that a 3-D drag-and-drop user interface is an adequate
control modality for drones, and provided insights on how the interface should
look like and which features it should contain. During these sessions, participants
also designed low-fidelity wireframes they believed to be easy-to-use and natural
for interaction. These low-fidelity designs can be seen in Fig. 1.

Fig. 1. Low-fidelity wireframes designed by participants during focus group sessions.

Participants’ discussions during the study and common characteristics found
in the low-fidelity wireframes (above) enabled the design of a high-fidelity wire-
frame, presented in Fig. 2a. This main user interface window is divided into four
areas (marked in red). Area one is the main control area, where users can drag
and drop each drone to the desired location. Additionally, users can manipulate
this area with commands such as zoom (in and out), and plan rotations. The
software also allows two control methods, (1) a live method will control drone
movements as soon as the user drags and drops drone icons on the screen, and (2)
a pre-planned flight will allow the user to plan the entire flight before it begins.
The slide demonstrated in area two allows the user to control the time dimension
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when pre-planning flights. Additionally, area three presents the drone’s teleme-
try screen, and area four each drone configuration tab. Lastly, Figs. 2b and c
presents the initial menu to start the application, and a configuration window
to allow further configuration options.

Fig. 2. High-fidelity wireframes for drag-and-drop interface to control a swarm of
drones: (a) control window (b) launch window, and (c) configuration window. (Color
figure online)

3.1 Discussion

The use of drag-and-drop style interfaces became popular in many applications,
including video games, design software, block-based programming, robotics, and
others. This type of interface has the potential to enhance the user experience in
human-drone interaction. The advantages of controlling drone swarms through
a drag-and-drop interface like the one presented in this work are summarized
below.

– Easiness of use - Drag-and-drop user interfaces are easy-to-use in nature,
and as mentioned, various applications already employ this approach.
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For instance, modern smartphones are heavily based on drag-and-drop char-
acteristics. Therefore, it becomes easy even for pilots without any previ-
ous experience to program drone flights. Additionally, they can potentially
decrease the pilot’s training period when compared to other control modali-
ties, which also decreases the cost for commercial use of drones.

– Flexibility - another advantage is the flexibility provided in various aspects.
First, dragging-and-drop drone icons on the screen can be used for differ-
ent flight modes. For instance, the application presented in this work allows
pilots to control the swarm in live (real-time) mode or pre-programmed flights
without the need for training in a different control modality. Additionally, it
allows different drones to be controlled in the same manner independently
of their characteristics (i.e. cinematography vs racing drones). Lastly, it also
allows pilots to control the drones from different hardware platforms using
the same skill set. For example, the application presented above can be imple-
mented for desktop computers and mobile applications in smartphones, from
the pilot’s perspective, the skills necessary to control the drone swarm are
the same.

– Control advantages - there are also advantages directly related to the con-
trol of the drone swarm. The continuous visual feedback enables the pilot
to precisely control each drone while monitoring the overall swarm flight. A
potential drawback of this type of interface is that to make use of its advan-
tages, it is required a modeled area of the flight zone. However, once the
area has been modeled, it allows the pilot to control each drone to specific
locations and enforce obstacle avoidance.

4 Conclusion and Future Work

Drag-and-drop interfaces are used on various software applications. Nonetheless,
they have not been used to control drone swarms. This work’s contribution
to the human-drone interaction research field is the design of a drag-and-drop
user interface for drone control. The design is based on the results of a focus
group research conducted with seven participants and can be extended both for
desktop and mobile applications. Novice and experienced pilots can control a
drone or a swarm of drones by dragging and dropping their respective icons on
the application screen.

This paper presents the initial design of a multi-study project. Following, this
design will be individually presented to both novice and experienced pilots during
interviews to collect feedback and further improve the design. After finalized, the
design will be implemented and the system evaluated and compared to other
control modalities through a usability study.
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Abstract. At present, the combination of computers and humans in the field of
artificial intelligence is getting closer and closer, which is not only reflected in the
physical level, but also in the psychological level. Such a combination of com-
puter and human is more like the birth of a new life form, which contains both the
characteristics of natural life and the characteristics of non-life. In this paper, the
interactive roles that will be generated under the premise of completing tasks in
the “human-computer intelligent fusion” are divided into three categories: “smart
creatures”, biological humans and smart pieces. At the same time, these three types
of roles will alternately produce three different types. The interactive relationship
between “intelligent creatures” and “intelligent creatures”, biological humans and
“intelligent creatures”, and biological humans and smart devices. After dividing
the interactive relationship in the horizontal dimension, this article uses Donald
Norman’s “Three Designs” Each level” divides all kinds of interactions vertically.
Then use Donald Norman’s “Seven Stages of Action” to refine the design ele-
ments required for the three-tier interaction. Donald Norman’s “Three Levels of
Design” and “Seven Stages of Action” have been verified to help guide interac-
tion design and human action design, and provide a useful framework for design
activities. By expounding the interaction characteristics of each role and level,
a more detailed discussion of the effectiveness of this new interaction is made,
which provides usability reference for the upcoming human-machine intelligent
integration interaction.

Keywords: Human-computer integration · Intelligent creatures · Smart pieces ·
Instinct · Behavior · Reflection

1 Introduction

1.1 Research Background

Modern human-computer interaction research has made considerable progress since its
inception during the SecondWorldWar. The relationship between humans andmachines
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and the division of roles have gone from the initial adaptation of machines to humans and
now that humans cooperatewithmachines tomake decisions. A profound transformation
has taken place. With the maturity of big data, blockchain, biotechnology, and artificial
intelligence technology, the relationship between man and machine is evolving increas-
ingly fierce. With the continuous optimization and improvement of human-machine link
bandwidth, the machine will gradually change from “other things” to “self-things” at the
physical level. When artificial intelligence begins to gain a deeper grasp of situational
awareness and decision analysis theoretical models, the machine will fully Qin into the
human body and mind. At first, as an extension of human physical ability, the machine
began to include the extension of emotion and mind. This will be the birth of a “new
species” different from other creatures on the earth, which integrates the first natural
life. The characteristics of (humans) and second natural life (robots) blur the bound-
aries between them. Before this new life form becomes the new normal, how should
we examine the evolution of its role from the original physical and mechanical level to
the spiritual level and even the ethical and philosophical level? How can we effectively
interact with it and maintain a virtuous circle of communication and interaction?

Development of Artificial Intelligence Technology. Artificial intelligence has under-
gone more than 60 years of evolution since it was first proposed in 1956, from the initial
development that was mainly used to prove formulas and theories to the current gen-
eral artificial intelligence research that integrates various perceptions and different tasks
[1]. Artificial intelligence is gradually transforming from a single field of task solution
to providing multi-field task solutions, trying to solve more diverse problems. People
are increasingly discovering that the bottleneck of artificial intelligence lies in the gap
between it and human thinking, so simulation The neural network thinking mode of the
human brain has become a hot topic in artificial intelligence research, and it has also
become a breakthrough in breaking through the technical problems of artificial intelli-
gence. Such as: natural semantic recognition processing, computer vision and complex
environment situation awareness, analysis and decision-making, etc. The latest research
in this area: Zhou et al. studied the temporal neural dynamics of different grammatical
levels in reading Chinese and brain image processing [2] For vision, Orlov and Zohari
[3] aimed to study the temporal combination of shape extraction using continuous partial
shape views. Li and Zhong [4] proposed an innovative context-aware brain-computer
interface system. Kumarasing et al. [5] proposed a brain-driven spiking neural network
framework that can be used to learn and reveal the deep-level spatio-temporal func-
tions and structural patterns in spatiotemporal data. Fincham et al. proposed a hidden
semi-Markovmodel-multi-voxel mode-analysis method to infer the brain state sequence
experienced by a person when performing tasks [6]. In terms of predicting personal
response decision-making, Si et al. proposed an EEG driven computational intelligence
method, which uses a supervised learning method to extract distinctive spatial network
patterns from the brain network of a single experiment to predict different people’s
decision-making for the situation [7]. We can see that today’s artificial intelligence has
tried to imitate human thinking to solve problems, but there are already bottlenecks. For
example, human thinking’s unique emotions, motivations, subconsciousness, emotions
and other factors are caused by artificial intelligence. What is not available, and these
often play a very important role in decision-making. So at present, the best solution that
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people can see is the combination of computer intelligence and humans. Computers rely
on big data and high efficiency to assist humans in making decisions, and they already
have the thinking characteristics of some people, so in When the computer already has
some human intelligence, we should handle our new interactive relationship with it.

Smart Devices and Smart Creatures. The smart device defined here refers to a device
that has certain intelligence and participates in the decision-making process of human
activities. The way of participation can be to participate in decision-making, which of
course depends on the choice of the person interacting with it and the degree of trust in
the device, or it can be an activity Presentation of data in the process. In this respect,
smartphones are representative, which have become an extension of human beings.What
humans see, think andmake decisions to a large extent depend on the presentation of their
respective smartphones and social media. They can resonate with our emotions. , Which
also serves as amental extension of humanbeings, but this extension has bandwidth prob-
lems with artificial intelligence [8]. Therefore, smart devices refer to devices that can
cooperate for human activities. It is not limited to whether it is independent of the phys-
ical structure of the human body. At present, it seems that people are no longer satisfied
with the coordination of the device outside the body, or not just limited to conventional
touch. Simple interactions such as actions, and deeper interactions will produce more
efficient and precise results, thereby exerting the capabilities of hardware and human
potential to a greater extent. Wearable devices have become a popular research direction
for the combination of humans and smart devices. [9–11] et al. proposed a new frame-
work that can be used to develop new wearable systems in a cyber-physical universal
computing environment. Chen Min et al. proposed The BioMan bionic robot can collect
the user’s physiological signals and design algorithms according to the human cognitive
process [12]. The brain-computer interface (BCI) allows users to communicate with an
external computer by means of brain signals to control the computer. In recent years, the
decoding of brain information to control equipment has developed rapidly [13]. In the
latest research, the intelligent living environment automatic adjustment control system
(BSLEACS) based on the brain-computer interface will be automated to a new level
[14]. Intelligent creatures are defined here as a combination of biological humans and
smart devices. It is like a brand-new creature. This new creature manifests as a combi-
nation of equipment and humans at the physical level, and the deeper level is the birth
of a new system. This new system includes the intelligent characteristics of machines
and the physiological characteristics of normal people, but the two will participate in
activities as a whole.

Human-Computer Intelligent Integration. Human-machine intelligence integration
is to make full use of the strengths of any machine to form a new form of intelligence [1].
At present, there are still barriers to the process of artificial intelligence imitating human
thinking, mainly because human cognition contains subjective factors, and computers
are still extremely objective. Therefore, how to combine supervisory parameters with
objective data is a difficult problem. People’s decision-making is also affected by higher
levels of emotions and consciousness, all of which make machines have limitations in
imitating human thinking. Therefore, the best outcome for humans and machines will be
to take their own strengths. Humans andmachines do what they are good at. Humans use
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cognition to control machines in multiple dimensions. What we have to do is to achieve
more of humans and machines. Interfaces and higher bandwidth make human-machine
collaboration faster and more precise. To achieve a harmonious human-machine can
only integrate and cooperate.

2 Theoretical Background and Methods

2.1 Theoretical Background

This article uses the “three levels of design” model proposed by Donald Norman in
the book “Emotional Design” and the “seven stages of action” model he proposed in
the book “Daily Design”. Analyze the interaction mode between different roles, so as
to get the paradigm characteristics that each level should have. The “three levels of
design” proposed by Donald Norman include: “instinct level”, “behavior level” and
“reflection level”. Norman and Northwestern University professors Andrew Otoni and
William Revell found that the characteristics of human brain activity can be divided into
three levels: the innate part, the instinct level; the level of controlling the body’s daily
behavior, the behavior level; the brain The thinking part, the level of reflection. These
three levels reflect the original characteristics of the brain and play different roles in the
human brain [15]. The three different levels of thinking correspond to different design
levels, and each plays an important role in the user experience [15]. The “seven stages of
action” are divided into: goal (determining the intention), plan (determining the plan),
confirmation (action sequence), execution (implementation of action), perception (state
of the external world), interpretation (perception effect) and comparison ( Goals and
results). The seven stages of action provide a useful basic framework for understanding
human actions and guide design. It has also proven to be helpful in interaction design
[16]. The seven stages of action provide guidance for the development of new products
or services [16].

2.2 Method

In this paper, the “intelligent creatures” after the integration of human-computer intelli-
gence are divided into three categories: “intelligent creatures”, biological humans, and
smart devices based on the completion of tasks. At the same time, these three types of
roles will be produced alternately. There are three different effective interaction rela-
tionships, and the relationship with human participation is the effective relationship: the
interactive relationship between “intelligent creatures” and “intelligent creatures”, the
interactive relationship between biological humans and “intelligent creatures”, and the
interactive relationship between biological humans and smart pieces, such as Shown in
Fig. 1. After dividing the interaction relationship in the horizontal dimension, this arti-
cle uses Donald Norman’s “Three Levels of Design” in the book “Emotional Design”
to divide the various interaction relationships vertically, including: the interaction of
the instinct level. Relationships, emotional interactions, and reflective interactions, fol-
lowed by Donald Norman’s “Seven Stages of Action” in the book “Daily Design” to
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define what each interaction layer should have in each interaction relationship Interac-
tive mode. This horizontal and vertical division method refines the possible range of
human-machine fusion intelligent biological interaction, and then combines the action
mode framework to fill in the content of each subdivided part, thereby making a more
subdivided definition of the effectiveness of the new interaction.

Fig. 1. Interaction and hierarchy

3 Conclusion

3.1 Interaction Between Biological Humans and Smart Devices

Biological people are normal people. If normal people and smart devices want to interact
smoothly, they must include three levels of logic: instinct, behavior, and reflection. As
the smallest unit of intelligent interaction relations, normal people play one of the roles,
so they are in the interaction relationship. The source of thismust be people-oriented, and
smart devices assist humans in decision-making activities. In the process of smart devices
assisting humans in completing tasks, humans will still lead the completion of seven
steps: perception, interpretation, comparison, planning, confirmation and execution. Of
these seven steps, execution and perception belong to the instinct level, and confirmation
and interpretation belong to the behavior level., Planning and comparison belong to the
level of reflection. Smart devices need to give humans assistance and feedback at every
step, and there are precautions based on the existing interaction level. As shown in
Fig. 2, perception is the first step to complete action. Biological humans instinctively
perceive the external world to obtain information, thereby judging the situation, and
producing instinctive physiological responses. Here, smart devices can bemore sensitive
than humans. Perception ability can be in the part that humans are not good at, or in the
part that humans are good at. Smart devices can be used as an amplification of human
perception. But because at this step, humans are often in sudden and passive acceptance.
Because it belongs to the instinct level, humans are often in This step does not envisage
the perception of smart devices, so the device needs default perception in the background,
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and after detecting that the humanphysiological response reaches the setwarning value, it
is based on thewarning reminder to supplement the device’s perception information. The
interpretation step belongs to the behavioral level. Humans will map contact information
with memory. At this time, smart devices can take advantage of their memory and big
data based on a more precise interpretation of humans. The comparison step enters the
reflection layer, where smart devices are needed to provide humans with more sample
comparison results, and humans combine the results given by the devices to reflect, so
as to obtain higher probability conclusions and judgments, because computers are better
than humans in terms of data volume. There are significant advantages, so in this step, the
smart device inputs the comparison results for humans. Next is the goal setting stage.
Because the task is based on human beings, the goal setting is also based on human
beings. The computer can give practical predictions based on human goals, as well as
target hierarchical planning suggestions. The planning stage still belongs to the level of
reflection. This part is led by humans to output the implementation plan. Smart devices
can predict the results of the plan. However, the basis for human decisions is often not
limited to objective things. People have a special intelligence-emotion. Wisdom, which
means being reasonable, can connect seemingly unrelated things, which also includes
subjective conjecture [1], so smart devices at this stage only provide predictions of
the results of the objective environment, and do not interfere with human planning and
decision-making, unless smart The device really has a humanway of thinking, otherwise
it will only make people offensive, just do what you are good at. Immediately after
entering the confirmation stage, the action sequence is formulated in this stage, which
belongs to the action stage, but the determination that the action sequence is still related
to the plan will be carried out by humans, and the actual action steps can be selectively
handed over to the smart device, and the smart device only confirms to the human at this
step Action steps and accept whether to dispatch the action. The last step is execution.
This part can be completed by humans choosing whether to deliver the device or not.
If it is completed by a smart device, it requires immediate feedback of the execution
result, in a way that humans can understand, and provide a way that humans can modify,
terminate, and intervene.

Fig. 2. Interaction between biological humans and smart devices
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3.2 Interaction Between Biological Humans and Intelligent Creatures

There are still three levels of logic in the interaction between normal people and intel-
ligent creatures, because one of the characters is still a biological person. There may be
two situations when a normal person interacts with a smart creature. One is to interact
with the biological part of the smart creature, and the other is to interact with the smart
device when the biological person is on standby. But in either case, the way of interaction
should be made more like human relations, because normal biological humans will not
use intelligent creatures as real devices to communicate. Whatever interacts with him
in real time is only the device, but he will also understand it. The person represented
by the device. As shown in Fig. 3, when a biological person and an intelligent organ-
ism complete a task together, the biological person needs to perceive the state of the
intelligent organism at the perceptual level. The intelligent device can provide a display
of the state of the intelligent organism at this time, so that the biological person can
obtain it intuitively. information. In the interpretation and comparison stage, biological
humans can participate in the interpretation and comparison of smart devices in smart
creatures, which means that smart devices need to have the ability to display to the out-
side world. In the goal and planning stage, intelligent creatures should use equipment
to give data feedback based on the language, movement and emotions of the biologi-
cal person interacting with it, and the feedback must be directly observed. Ultimately,
intelligent creatures decide goals, plans, and sequence of actions. In the final execution
stage, intelligent creatures need programs that can be intervened by others, which serve
as repairs and maintenance, mainly physical-level interactions. At the same time, they
need to display execution status and instant feedback information when collaborating
with normal people.

Fig. 3. Interaction between biological humans and intelligent creatures

3.3 Interaction Between Smart Creatures and Smart Creatures

Intelligent organisms and intelligent organisms have intelligent devices in the process
of performing tasks, so the information aggregation at each step can be shared through
wireless communication, so that both hosts can receive information. Human members
of intelligent creatures can communicate with each other under higher-level interaction
conditions. In this case, the communication between smart organisms is based on smart
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devices as an intermediary, which brings higher efficiency and accuracy. As shown in
Fig. 4, in the perception, interpretation, and comparison stages, intelligent creatures use
their own smart devices to display information and then complete the interaction logic
with smart devices and biological humans. In the goal and planning stage, interpersonal
communication and decision-making are still maintained, and computers are provided
as information. In the confirmation and execution stage, it is necessary for intelligent
creatures to choose to switch the host operating the intelligent hardware to transfer
the task to the intelligent biological host with operational capabilities. In the case of
normal cooperative execution, except for actively transferring status to other intelligent
creatures In addition to information, intelligent creatures need to understand each other’s
operational capabilities.

Fig. 4. The interaction between smart creatures and smart creatures

4 Discussion and Outlook

In the complex system of man-machine-environment, task-based interaction often
derives different interactive roles and corresponding logical thinking due to position.
For example, as the relationship between the intelligent “host” and intelligent machines,
the relationship between ordinary people and intelligent creatures, and the relationship
between “intelligent biological companions”, these different interaction relationships
have the same characteristics as well as different characteristics. These characteristics
are reflected in the instinct level, behavior level, and reflection level. Grasping the inter-
active features of each role at each level will help effective interaction at different levels
of needs, and improve the success rate, efficiency, and interactive experience of task
completion. People also You can redesign and define functions, adjust operating spec-
ifications and parameter settings, and change the background management mode and
software and hardware maintenance based on requirements. At the same time, what
problems will the emergence of this new thing bring about social ethics and morality?
The next research can consider positioning the role and meaning of the new “human-
machine fusion intelligent creature” in society, examining its impact on the social level
from different roles and different levels, and how we should deal with this situation, so
as to promote the new The interaction between humans and AI of a generation is devel-
oping in the direction of a more harmonious “new interpersonal relationship”, helping
to compose a new collaborative model of a new “community of wisdom and destiny”.
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Abstract. The manual assembly has a high proportion in industry. However, in
many industrial scenarios, manual assembly in the Vision Blind Areas (VBAs) is
time-consuming and challenging due to the lack of necessary visual information.
This study presented a see-through Augmented Reality (AR) system to solve the
problems during manual assembly in the vision blind area. This system enabled
users to see the inner components of the VBAs cross the surface of mechani-
cal products. The human hand and the mechanical part in a VBA were tracked
and rendered in an AR HMD. We developed a prototype system and conducted
a user study to evaluate the system usability, users’ performance and workload.
The results indicated that this system was well integrated and easy to use. More-
over, participants worked with this system had a lower workload with improved
performance.

Keywords: Vision blind area · Augmented reality · Hand tracking

1 Introduction

AR has been a popular technology, which provides a seamless interface that bridges the
gap between the real and virtual worlds [1]. In recent years, AR has been applied to
training scenarios in different fields, such as industry [2], healthcare [3], military [4],
and education [5].

One of the most promising application areas of the technique is the manual assem-
bly of mechanical products since it provides real-time onscreen instructions for users.
However, there are many practical assembly scenarios with an invisible and narrow
space, which leads to Vision Blind Areas (VBAs). For VBAs, workers take the parts and
machine tools into the invisible space and understand the inner structures of mechanical
products by directly touching the surfaces. The invisibility of hands, parts and inner struc-
tures of the product results in lower efficiency, higher error rate, and a heavier workload.
Workers have to perceive the assembly condition greatly based on their experiences, and
the mechanical parts may even hurt their hands.

In this work, we present a prototype AR system to enable users to see the inner
components of the VBAs cross the surface of mechanical products. We tracked the
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user’s hand and the handheld part and rendered them in AR HMD. The inner structure
of the VBA was also rendered to help users quickly understand and find the location for
the part to be assembled. With this prototype, we conducted a user study to explore the
effect of this system, including users’ mental effort, system usability, and efficiency in
a controlled part assembly task.

2 Related Works

2.1 AR-Assisted Assembly Systems

AR-assisted systems have been developed generally to augment virtual instructions
onto a user’s view to facilitate assembly processes [6]. It enables operators to perform
tasks that require a higher level of qualification. Mizell et al. [7] proposed the first
implementation of a classic AR assembly guidance system by combining head position
sensing and real-world registration with a head-mounted display (HMD). Henderson
et al. [8] developed anAR prototype that supports militarymechanics conducting routine
maintenance tasks inside an armored vehicle turret. Yin et al. [9] proposed a synchronous
AR assembly assistance and monitoring system, which monitors the operator’s hand
activity and process completeness to recognize the assembly state and then display the
AR contents contextually.

Some of the AR assembly guiding systems focus solely on providing step-based
instructions for the users and add virtual instructions directly on the real object in the
view. In these scenarios, the components that need to be tracked are within the user’s
view to be tracked easily by optical sensors. In contrast, once the assembly task is in the
VBAs, the components are difficult to be tracked by traditional methods. Therefore, this
work focuses on the tracking of the components in the VBAs.

Vision is an important channel for perceiving the world [10]. If users visualize their
own hands’ movement while performing the task, they could accelerate the learning
process. Therefore, we speculate that the visualization of hand and other components in
VBAsmay enhance users’ spatial perception ability and help users to operate efficiently.
The virtual 3D models of the inner structure can be easily superimposed on the real
products to help workers understand. For parts grabbed in hand, their locations are
obtained indirectly by specific gestures. Therefore, tracking handmovements is a crucial
portion and most difficult for VBAs.

2.2 Hand Tracking Technology

In general, we fall into two categories to track the user’s handmovements: through optical
sensors, such as the Microsoft Kinect or the Leap Motion, or by using inertial sensors
or data-gloves [11]. Optical sensors are usually installed on HMDs during interactions
in AR systems. However, if the hand holds a tool or the hand is obstructed by other
structure, the hand movements will not be tracked. In terms of data-gloves, they are
more expensive than optical trackers and require proper calibration to obtain acceptable
tracking performance. However, they are robust to occlusion issues when the user holds
a tool.
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Hung et al. [12] developed an AR system to assisted manual assembly with occluded
components. In their system, a LeapMotion was placed in the occluded region of assem-
bly products to track the operator’s hand movement in real time. The limitation of this
system is that the Leap Motion’s location in real industrial scenarios is random, because
there is no special structure to fix it. Moreover, in many precise equipment, the redun-
dant devices are not allowed to intrude into the inner structure. In this case, data-gloves
are more appropriate, because data-gloves are fixed on the users’ real hand, not on the
mechanical products. For our prototype, we expected to install less auxiliary sensors
on the inner structure of mechanical products. Therefore, we used data-gloves to track
users’ hand in VBAs.

3 Methodology

3.1 System Implementation and Setup

In this work, we implemented an AR prototype to visualize inner components in VBAs
(ARVBA). The inner components include the users’ hand, the parts grabbed in hand
and the inner structure of mechanical products. The participants wore a 2nd generation
HoloLens, served as the AR HMD to render the inner components, and a data-glove
consisted of seven bending sensors and three positioning sensors.

Fig. 1. System composition: (a) a black box, (b) server, (c) first picture from Vuforia library, (d)
firstVIVETracker, (e) secondpicture fromVuforia library, (f)HoloLens, (g) secondVIVETracker,
(h) data-glove; First-person perspective in HoloLens: (i) virtual hand, (j) part to be assembled,
(k) the location for the part to be assembled; First-person perspective without HoloLens: (l) real
hand.

We integrated a data-glove, two VIVE trackers, and two pictures from the Vuforia
tracking library (see Fig. 1). Through the data-glove, we obtained the hand gestures and
arm gestures, which were associated with the shoulder. Then, we fixed the first VIVE
Tracker to the shoulder, and their centers were coincident. At the same time, we placed
the secondVIVETracker on the desk,whose centerwas coincidentwith the first picture’s
center. Then, we calculated the relative location matrix (M1) of the first VIVE Tracker
to the second VIVE Tracker with a calibration algorithm. We found that M1 was also
the relative location matrix of the shoulder to the first picture through the coincident
centers. In the AR world, we set the first picture’s center as the world center, and we
got the location matrix (M2) of the first picture. Therefore, we calculated the shoulder
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location matrix (M3) in real-time through Eq. (1). Then, we analyzed hand movements
by the shoulder location and gestures.

M3 = M1 ·M2 (1)

For the parts grabbed in hand, we indirectly obtained their locations by specific hand
gestures.We stipulated participants to grab the parts with index and thumb fingers. Thus,
we calculated part’s location through the specific fingertip locations. Finally, to render
the inner structure of mechanical products, the virtual inner structure was superimposed
on the real products directly.

This prototype was developed by Unity3D (version 2019.3.13f1) with a client-server
mechanism. The server sidewas on aWindows 10PC (AMD3700X, 16GBofRAM, and
an NVIDIA GTX 1650S). The data-glove and trackers were connected to it. The client
side was HoloLens, which communicated with the PC by UDP. The server analyzed the
sensors’ data and calculated matrixes, and sent them to the client. The client received
the datum and calculated hand location and hand gestures, and rendered the hand and
part in the real world.

3.2 Hypotheses

According to the literature review and analyses, we found that visual perception influ-
ences operation and training. Therefore, we conducted a user study to explore the effect
of visualizing components in VBAs. Our study set the ARVBA as the experimental
group, while operation in VBAs with paper instructions (PIVBA) was set as the control
group. Then, we defined the following hypotheses for our study:

H1) The users’ performance will be improved by visualizing inner components in
VBAs during operation.

H2) Userswill have a lowermental workload by visualizing inner components inVBAs
during operation.

3.3 Participants

The experiment involved a total of 20 participants (12 males and 8 females) from the
university aging from 23 to 30 (M= 24.3; SD= 1.5). All of them came from the school
of mechanical engineering, majoring in mechanical engineering or industrial design.
Fifteen of them are right-hand, 4 left-hand, and 1 ambidextrous. Eighteen of them have
experience of usingAR applications, with 8 of them usually developingAR applications.
Six participants have the experience of data-glove.

3.4 Experimental Procedure

The task was installing bolts to the bolt holes and square plugs to the sockets. The
bolt holes and sockets were inside a black box. All participants performed the task
in two conditions (one time for each condition). The order of the condition sets was
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randomized based on a Latin Square design to avoid ordering effects in the within-
subject design. In terms of PIVBA, participants operated the assembly taskwith the paper
instructions, which described mechanical and key dimensions in detail (see Fig. 2a).
Regarding ARMBS, participants wore a HoloLens and a data-glove, observing the inner
components through HoloLens in real time (see Fig. 2b).

Fig. 2. (a) Operation with PIVBA; (b) Operation with ARVBA.

As dependent variables, wemeasured themental effort of participants and the usabil-
ity and efficiency of the system to evaluate how the participants performed differently
in VBAs in different conditions. For the mental effort, a Subjective Mental Effort Ques-
tionnaire (SMEQ) [13] was evaluated to observed whether the different conditions affect
the users’ workload. For system usability, we utilized the System Usability Scale (SUS)
questionnaire [14], a commonly adopted method, to evaluate the usability of the system
being tested. The SMEQ was rated between 0 to 150 (0 = no effort; 150 = amount of
effort), and the SUS was rate on a five-point Likert scale (1 = strongly disagree; 5 =
strongly agree). The task completion time was recorded and measured during the task.
In addition, we also recorded the time of installing bolts and the time of installing plugs.

4 Results

4.1 Objective Measures

The results for objective measures are detailed in Fig. 3a. ARVBA helped users save
more time than PIVBA on total time (t1 = 164.3 s, t2 = 201.8 s), on bolts (t1 = 66.3
s , t2 = 80.5 s ), on plugs (t1 = 98.0 s , t2 = 121.3 s ). Then, we checked the normality
assumption of the data through the Shapiro-Wilk test, which indicated that they all follow
a normal distribution. Finally, the paired samples t-test was used for these variables data
to compare themean values for the two conditions. The test showed significant difference
on the condition on the mean total time [t=−3.24; p= 0.004] and on the mean time of
installing plugs [t=−3.97; p= 0.001], while shows no significant effect of the condition
on the mean time of installing bolts [t = −2.33; p = 0.031].
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Fig. 3. (a) Time measures; (b) Score of subjective mental effort questionnaire (SMEQ)

4.2 Subjective Measures

The results for SMEQ are detailed in Fig. 3b. We found that the scores of SMEQ are
normally distributed. We also used paired-samples t-test to compare the means scores
of SMEQ. The test shows a significant effect of the condition on the participant’s mean
scores of SMEQ [t = −4.52; p < 0.001]. In addition, the SUS score reports a mean
value of 77.35 (SD = 9.32), which stands for a grade B+ on the usability scale.

5 Discussion

Based on the analyzes of the results, we verify our hypotheses H1 and H2. Firstly, users
operated in VBAs with ARVBA would have great efficiency, especially for a complex
task. For a more manageable task, such as installing the bolts, users only need to find
the general location of the bolt holes through vision. Then, they would find the precise
location with tactile sensation. For a complex task, such as installing the plugs, the
workers need to find the location and spatial poses of the sockets. In this case, vision is
predominant. The ARVBA provided users with abundant vision information in VBAs.
Therefore, the users could work with enhanced performance.

Secondly, the analysis of SMEQ showed that users operating in VBAs with ARVBA
would have a lower mental workload than the traditional approach. For ARVBA, users
could observe the hands, parts, and inner structure of mechanical products. They did not
need to guess the location of the inner structure with just tactile sensation. In addition,
they did not need to analyze the inner structure by abstract paper. Therefore, they had
little stress on the task.

Finally, in terms of usability, the SUS questionnaire reports an above-average value
(77.35), verifying that ARVBA is suitable for operation in VBAs and easy to use for
users.

6 Conclusion and Future Work

Mechanical assembly is one of the most promising application domains of AR that pro-
vides real-time guidance for users. However, there aremany practical assembly scenarios
with an invisible and narrow space, which leads to vision blind areas. In this work, we
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developed a prototype system, integrated HoloLens and data-glove with tracking sensors
to enable users to see the inner components of the VBAs. Then, we conducted a user
study to explore the users’ mental effort, the efficiency of our prototype through time
measures and “SMEQ”. The result indicated that the users operatingwith this system had
a lower mental effort and better performance, especially for the complex task required
precise location. We also evaluated the usability of this system, which got level B+.

The limitation of our prototype is that the data-glove only contains seven sensors,
and we could only track the general hand movements. Thus, we could not obtain the
exact location of the inner components. In addition, we tracked the part grabbed in
hand through specific gestures, which is another limitation. In future research, we are
planning to explore more precise tracking technology suitable for operation in VBAs.
Furthermore, we will conduct more comprehensive user studies with a more improved
system.
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Abstract. Through design and implementation of IMGDS in SCADA, we are
able to create a more user-friendly information display system for industries. We
offer comprehensive and high quality pre-designed industrial component system to
use improve conventional industry design. Such a system can switch intelligently
between monitoring mode and key information mode. In the meantime, to meet
industrial needs, multi-dimensional display system with 2D and 3D switch mode
is developed. Also, a theme switching mode is presented to meet brand need,
nighttime operation and other purposes.

Keywords: SCADA · IMGDS · User experience design · Generative design
system · IoT

1 Background

SCADA (Supervisory Control and Data Acquisition) is a computer system for gathering
and analyzing real time data, which is widely used in factories. For lack of use experi-
ence design consideration, traditional SCADA system have multiple drawbacks, such as
poor user experience design (both bad interface visual and user interaction), lack of stan-
dard and high-quality industry component, inefficient key information display, restricted
operation mode (no 2D and 3D mutual switch), lack of remote operation abilities, etc.
But with continuous more application of cloud computing and IoT (Internet of things)
in the field, opportunities are opened for solving aforementioned problems.

In this poster, we present IMGDS– IntelligentMulti-DimensionalGenerativeDesign
System to improve the existing user experience of traditional SCADA, which is formed
with user experience consciousness, industry knowledge, design guidelines and tech-
nological tools developed by Alibaba Cloud IoT. Compared with traditional SCADA
design, what improvements in user experience IMGDS can bring about are listed as
follows.

2 IMGDS Advantages

2.1 A More User-Friendly Information Display Design

In IMGDS, we bring consumer-level interface design standard into SCADA. What we
provide to application users are information display guidelines and pre-designed solu-
tion templates. Therefore, users can design applications by following the guidelines to
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meet their specific needs, or use pre-designed templates to create deliverable solutions
faster and easier. To make sure these pre-designed solution templates meet the needs of
real scenarios in the industry, during the process of designing, not only do we pursue
better user experience, but also we take into account industry expertise and customer
actual cases. Until the end of March 2021, we will have launched 25 new high-quality
official templates in IoT Studio. On the one hand, the number of calls to use this solution
template has increased by more than 15% compared to the old solution templates, and
every new solution template has been used. On the other hand, we have also received pos-
itive compliments from corporate users for using templates, including Shanghai Kinco
Automation Co., Ltd. Customers highly praised the fresh new visuals and better inter-
action experience of the new information display system. Based on these, we can see
the new information display system we launched has been accepted by customers.

2.2 Comprehensive and High Quality Industrial Component System

Firstly, we formulated explicit design specifications for industrial components. Then,
we have cooperated with our third-party partners to produce more than 140 high-quality
industrial component systems. These components were recently used in an actual deliv-
ery project and received positive reviews from clients. We expect that as the number
of component systems gradually increases and meet the needs of more industrial sce-
narios, more enterprise users or individual developer users will use these high-quality
component systems for project delivery to their clients.
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2.3 Monitoring Information Mode and Key Information Mode

The system can detect what is abnormal and intelligently generate corresponding key
information mode at the right time. During this process, we make use of the ecological
advantages of Alibaba Cloud IoT. We make use of combined tools developed by our
company, including IoT analytics to intelligently forecast protentional problems, and
IoT Studio to build applications that work across PC, PAD and Mobile Phones. These
alarm information and interface windows can not only be created with ease but can also
work across on all plat-forms, especially in the scenarios of remote monitoring, which
not only saves R&D expense for companies but makes remote control possible. As we
know from user research, remote control with explicit alarm information can save a large
number of maintenance cost of different companies.
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2.4 Multi-dimensional Information Display (2D 3D Mutual Conversion
Information Display System)

Through a demo demonstration to beta test users, they showed a strong interest for
the new 3D digital space workbench. The 3D workbench is currently in the internal
test development stage and will be open to more users at the end of March. Users can
create 2D and 3D application on one application and they can switch to one another
seamlessly with just one-click. From user research, we know that many users encounter
difficulties in obtaining high-quality 3D models, which cause direct troubles in creating
3D applications. To solve this, we will launch an official 3D model library in the 3D
workbench, and in the future, we are planning to open an online 3D model store in it to
bring more and diverse models to users. Now, we have offered more than a hundred 3D
prefabricated models, and the number just keeps growing. Also, there is a way for users
to upload 3D models to meet their own needs.
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2.5 Theme Switching: Light Mode, Dark Mode, and User-Defined Color Mode

Dark mode is really helpful for users when they perform tasks under low light, and it
is a good way for users to focus on the information. Also, we provide theme managed
system to better meet user needs in personalizing with their own brand color (red, blue,
yellow, etc.). In the near future, we are going to introduce intelligent control into theme
management, so that the them color can not only change according to light condition,
but also can adjust by uploading a picture from users.
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3 IMGDS Limitations

We clearly understand that IMGDS, as a design system that is aimed to serve industrial
scenarios, still has a number of limitations, especially the understanding of industry
expertise. IMGDS should provide a set of designs guidelines, design materials and
design tools that truly meet the real needs of the industry. To solve this problem, we are
also conducting in-depth communication with industry experts in order to improve this
system from a deeper level.

4 Conclusion

With IMGDS, existing SCADA user experience has been improved dramatically in
multiple ways. After we implement this system in IoT Studio, we have produced 25 sets
of high-quality solution templates, 140+ 2D modern industrial components and 100+
3D models that meet the needs of the industry. Meanwhile, the number of these design
materials is still increasing. More than 3 partners have used our solution and materials
to design and deliver on-site solutions, and clients have highly praised the freshly new
visuals and better interaction experience with the help of IMGDS. Until now, we have
received multiple positive recognition and affirmation from customers.

Design Team: Alibaba Cloud IoT DESIGN.
Tools: IoT Studio/Xconsole Studio/Link UI/IoT analytics/IoT Link Platform.
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Abstract. Social robots are being increasingly used in the therapy of childrenwith
autism spectrum disorder (ASD). However, robot interaction is often designed by
HRI researchers who are not fully familiar with cognitive challenges faced by chil-
dren with autism. This study aimed to validate a social robot interaction designed
for emotion recognition training for childrenwith autism by seeking opinions from
ASD educators and experts. A total of 26 participants (13ASD experts and 13 non-
experts) filled out a survey in which they watched videos of six emotional gestures
performed by a NAO-robot. The emotional gestures were prepared with and with-
out situational context presented in form of storytelling by the robot. Participants
first made a recognition of the robot emotion in each gesture and then evaluated
the feasibility of gesture recognition for children with ASD. Results showed that
for almost all emotions, addition of context by storytelling significantly increased
the feasibility of gesture recognition. Gestures were considered as not feasible
for children with ASD when storytelling was missing and that in general, experts
gave a significantly lower feasibility score to robot gestures as compared to non-
experts. Our findings suggest that creation of context play an important role in the
design of robot gestures which can make the training of social skills in children
with ASD more effective. Additionally, the observed difference in the evaluation
of the two groups suggests that social robot interventions should be validated by
professionals who are more knowledgeable about social and cognitive difficulties
experienced by these children.

Keywords: Autism (ASD) · Social robots · Child-robot interaction · Emotional
gestures · Facial Emotion Recognition (FER) · Situational context · Experts

1 Introduction

Children acquire social skills when growing up and use these skills to create relationships
with others. However, for children diagnosed with Autism Spectrum Disorder (ASD),
learning and developing social skills is not self-evident. For example, they find it difficult
to identify human emotions from verbal and facial expressions [1]. Emotions are an
important aspect of human-human interaction [1], and therefore such impairment in the
development of Facial Emotion Recognition (FER) skills can have negative effects on
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the future relationships and social interactions of these children [2]. Research shows that
early life interventions can help children with ASD acquire these skills, which in return
can positively impact their quality of life [3] and prevent negative consequences in their
adulthood such as loneliness and depression [4].

In recent years, more emphasis has been placed on employment of social robots in
teaching of social skills to children with autism [2, 5, 6]. Social robots are useful in these
training programs, because compared to humans, robots can create a more predictable
and safe environment for these children andhence are preferredby them[5].Additionally,
social robots have benefits over other existing technologies such as computer-generated
characters or tablets. Computer-generated animations lack spatial interaction, which is
quite important to keep children with low-functioning autism interested and engaged in
the training [7]. On the other hand, tablets can evoke outbursts in children with autism
or even cause obsessive behavior [8]. Therefore, social robots are generally preferred
over other assistive technologies.

Within the terrain of affect recognition training for children with ASD, two types of
robot interaction are common: robots that teach emotions through expressive faces (e.g.
ZECA-robot [9] or QT-robot [10]) and robots that teach emotions through gestures, such
as the NAO-robot [1, 6, 11]. Most gestures of the NAO-robot are accompanied by sounds
and changing LED colors, and are derived from real-life human movements [11]. The
robot’s mimicking of the human emotions is considered helpful in generalizing acquired
skills to other human encounters outside of the training setup [11, 12].

While some studies only focus on emotion training by focusing on gestures and
imitation [6, 11], others have gone a step further and included FER in the training [1,
9, 13] to establish a relationship between emotions, gestures and facial expressions. A
recent case study by Conti et al. [1] showed positive impact of a NAO-robot in FER
training of a single child with ASD over four weeks. Soares et al. [9] used a ZECA-
robot to improve FER skills of children with high-functioning ASD by combining robot
gestures, robot facial expression and storytelling. Although an improvement in FER
skills was found, the contribution of each employed factor remained unclear. It has been
demonstrated in the past that adding situational context through stories can improve
recognition of robot gestures among normal individuals [14]. Also storytelling robots
[15] and avatars [16] have been shown useful in increasing social performance and
safety awareness in children with autism. However, it still remains unclear how creation
of situational context through storytelling can enhance emotional gesture recognition
and feasibility of FER training for children with ASD.

In this study, we developed an emotion recognition training using robot gestures and
storytelling and validated the training design by seeking opinions from two groups of
ASD experts and non-experts. Both groups watched the robot gestures with and without
created stories and evaluated the training for children with ASD. Consequently, the
following research questions were formulated:

RQ1: Does the addition of situational context to robot gestures influence emotion
recognition accuracy?

RQ2: Is the recognition of the robot emotional gestures evaluated as feasible for
children with ASD by experts and non-experts?
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Given that situational context had a positive effect on emotion recognition of healthy
individuals in earlier research [14], we hypothesized that participants would recognize
emotions more accurately when the robot gestures were accompanied by stories. Addi-
tionally, it was expected that both groups would evaluate robot gestures more feasible
for children with ASDwhen the gestures were accompanied by stories. Furthermore, we
hypothesized a difference of feasibility assessment between the two groups as experts
were expected to know better the challenges faced by children with autism [13].

2 Experimental Setup

2.1 Preparation of Robot Gestures and Stories

The humanoidNAO-robot (version 6, SoftBankRobotics) was used in this research. This
robot is particularly popular for child-robot interaction because its human-like appear-
ance can prompt social responses in childrenwith autism [1]. The robot movements were
programmed in Choregraphe 2.8.6.23. The gestures were accompanied by LED colors
and sounds depending on the emotion. The emotional gestures Happiness and Anger
were adopted from the research of Miskam et al. [11] and the gestures representing Sad-
ness, Surprise, Fear and Disgust were taken from the research of Monceaux et al. [12].
The gestures were based on human movements and should therefore be more educa-
tional and possibly recognizable [16]. Figure 1a shows the envisioned FER training with
the NAO-robot. The child watches a robot gesture and selects the corresponding facial
expression from the available cards that would best match the portrayed emotion by
the robot. Figure 1b provides images of the developed robot movements when gesturing
each emotion. The association of the robot eyes LED color with each emotion was based
on the research of Johnson et al. [17].

Situational context was created by one-sentence short stories that were told by the
robot. A total of 48 sentences were prepared by the researchers and validated beforehand
by 20 people (other than the two subject groups of this study) whowere recruited through
convenience sampling. If a story was an insufficient representation of an emotion (inter-
rater reliability below 0.5), it was removed from the list. Table 1 includes examples of
the approved stories for which the inter-rater reliability was the highest.

2.2 Participants

A total of 26 Dutch participants took part in this study. None of them had any deficits in
emotion recognition. All participants reported their knowledge of autism on a 5-point
Likert scale (1 = very little, 5 = very much). Thirteen participants (4M/9F, M (age) =
34.85, SD (age) = 12.88) had extensive knowledge of autism (Knowledge score 4 or 5)
and were considered as the Expert group (e.g. they were teachers, parents or supervisors
of children with ASD). The rest (4M/9F, M (age) = 47.46, SD (age) = 15.67) had little
knowledge of autism and were seen as Non-Experts in this study.

https://doi.org/10.1007/978-3-030-90176-9_1
https://doi.org/10.1007/978-3-030-90176-9_1
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Fig. 1. The emotion training setup with the NAO-robot. (a) The child watches robot’s emotional
gestures and selects the bestmatching facial expression. (b) Six emotional gestureswere developed.
Themovement description is given below each image. The color bar illustrates the robot eyes LED
color during the gesture. (Colour figure online)

Table 1. Stories told by the robot during emotional gestures to create situational context

Sentence Target emotion Inter-rater reliability
Today, I am going to the amusment park. Happiness 1
The teacher gives me a compliment. Happiness 1
 It's dark in my room. Fear 0.95
There is a thunderstorm outside. Fear 0.90
 My boyfriend does not like chocoloate. Surprise 0.95
 It is snowing in summer. Surprise 0.95
 I lost my cuddly bear. Sadness 1
 My rabbit died. Sadess 1
 My friend cheats in the game. Anger 0.80
 My brother broke my cuddly bear. Anger 0.85
 My brother picks his nose. Disgust 0.95
 I stepped on dog poop. Disgust 0.85

2.3 Questionnaire and Procedure

Due to COVID-19 pandemic, an online questionnaire was prepared in Qualtrics and sent
to the participants for digital participation.After signing the consent form and responding
to demographic questions, participants saw videos in which the robot gestured an emo-
tion. First, they saw all gestures without situational context (Gesture-only condition).
Then, they saw the gestures accompanied by stories told by the robot (Gesture-with-
Story condition). In each video, participants were given six choices (Happiness, Fear,
Surprise, Sadness, Anger, and Disgust) from which they had to choose the emotion that
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they thought was portrayed by the robot. Additionally, they rated the feasibility of emo-
tion recognition for children with autism on a Likert scale (1 = Not feasible at all, 7 =
Extremely feasible). Participants were instructed to assume children with a mental age
between 6 and 9 years old, and a chronological age between 12 and 14 years old.

2.4 Data Analysis

To answer RQ1, recognition accuracies were obtained per emotion and compared
between the two gesture conditions. Since emotion recognition is independent from
ASD knowledge level, experts and non-experts were considered as one group (N = 26)
in this comparison. To answer RQ2, the obtained Likert scores pertaining to feasibility
of gesture recognition were compared across emotions, conditions and groups using a
mixed ANOVA.

3 Results

3.1 Gesture Recognition Accuracy

First, the datawas converted into a binomial distributionwith values “1” if the participant
recognized the emotion portrayed by the robot correctly and “0” if the selected emotion
was wrong. For each emotion in each gesture condition, the total number of correct
responses was obtained as a percentage of all participants’ responses and was assigned
as the overall recognition accuracy for that emotion (Fig. 2).

Fig. 2. Recognition accuracy of the robot gestures in six emotions and two gesture conditions as
evaluated by all participants.

https://doi.org/10.1007/978-3-030-90176-9_2
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To statistically analyze the pattern in responses, a binary logistic regression analy-
sis was conducted with Emotion and Gesture as predictors. Results showed that both
Emotion (χ2(5) = 79.428, p < .001) and Gesture (χ2(1) = 23.361, p < .001) were
significant predictors of the participants’ responses. Emotions Happiness (β =−2.385,
Z = −2.962, p = .003) and Surprise (β = −3.792, Z = −4.673, p < .001) as well as
condition Gestures-Only (β = −1.918, Z = −4.389, p < .001) had significant nega-
tive coefficients in the model, which indicated that the likelihood that participants could
recognize the robot gesture correctly significantly decreased in these three conditions.

3.2 Gesture Recognition Feasibility

Figure 3 displays the obtained feasibility scores for all emotions from Expert and Non-
Expert groups in Gesture-only and Gesture-with-Story conditions. To examine if the
gestures were evaluated as feasible for children with ASD by experts and non-experts,
a mixed ANOVA was conducted with three factors: Emotion (within-subjects; 6 levels),
Group (between-subjects; 2 levels), and Gesture (within-subjects; 2 levels). The feasibil-
ity score given to each emotion (Likert score between1 and7)was the dependent variable.
Mauchly’s test indicated that the assumption of sphericitywas violated,χ2(14)=31.398,
p = .005. Therefore, degrees of freedom were corrected using Greenhouse-Geisser
estimates of sphericity (ε = .663).

Fig. 3. Feasibility of robot gesture recognition in six emotions and two gesture conditions as
evaluated by experts and non-experts.

A significant interaction effect between Emotion and Gesture was found, F(3.316,
79.593) = 9.250, p < .001, η2 = .278 (large effect size). This indicated that the effect
of Emotion on feasibility scores was mediated by Gesture type. Therefore, simple main
effect analyses were conducted followed by pairwise comparisons with Bonferroni
adjustment.

Results of analysis between Gesture conditions showed that feasibility scores were
significantly higher for Anger (Mean Difference = .923, p < .01), Happiness (MD =

https://doi.org/10.1007/978-3-030-90176-9_3
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1.846, p < .001), Sadness (MD = .615, p < .01), Disgust (MD = 1.308, p < .01)
and Fear (MD = 1.692, p < .001) in the Gesture-with-Story condition compared to the
Gesture-only condition. No significant difference between the two Gesture conditions
was found for emotion Surprise.

Results of pairwise comparisons between Emotions in each Gesture condition are
summarized in Table 2 (MD and p-values). The feasibility scores were significantly
higher for emotion Sadness than all other emotions except Anger in both Gesture con-
ditions. The feasibility scores for Surprise were significantly lower than all other emo-
tions in the Gesture-with-Story condition. Furthermore, emotion Anger was evaluated
as significantly more feasible compared to Happiness and Disgust in the Gesture-only
condition.

Table 2. Pairwise comparison between emotions in each gesture condition using gesture
recognition feasibility scores

Anger Happiness Surprise Sadness Disgust Fear

Gesture-
only

Anger NA
Happiness -1.346* NA
Surprise -.923 .423 NA
Sadness .769 2.115*** 1.692*** NA
Disgust -1.192** .154 -.269 -1.962*** NA
Fear -.885 .462 .038 -1.654*** .308 NA

Gesture-
with-Story

Anger NA
Happiness -.423 NA
Surprise -2.385*** -1.962*** NA
Sadness .462 .885** 2.846*** NA
Disgust -.808 -.385 1.577* -1.269*** NA
Fear -.115 .308 2.269*** -.577* .692 NA

Note. Bold = significant value (* p < .05, ** p < .01, *** p < .001) 

Finally, therewas a significantmain effect of between-subjects factorGroup, F(1, 24)
= 4.980, p= .035. No significant interaction effect was found between Group and other
factors. A post-hoc analysis with Bonferroni adjustment indicated that the Expert group
rated the gestures significantly less feasible than Non-Expert group (Mean difference=
.654, SD = .293, p = .035).

4 Discussion

The goal of the current study was to design and validate emotional gestures for a NAO-
robot with the purpose of emotion training in children with autism. A group of ASD
experts and non-experts watched videos of the developed robot emotional gestures with
and without situational context and evaluated the emotion recognition feasibility for
these children. We hypothesized that creation of situational context through short stories
told by the robot would increase the accuracy and feasibility of gesture recognition in
participants’ responses.



230 M. Alimardani et al.

Our results supported our first hypothesis, indicating that Gesture type was a pre-
dictor of participants’ recognition and that robot gestures could be recognized more
correctly when they were accompanied by stories (except for Sadness, which had 100%
accuracy in both conditions). These results are in line with Li and Chignell [14] who
found that emotional gestures of a bear robot were recognized more accurately when an
imaginary scenario was told to the participants before the bear executed the emotion.
The improvement of accuracy was the largest for emotions Happiness and Surprise (see
Fig. 2). These two emotions, particularly Surprise, had very low recognition accuracy in
the Gesture-only condition and were associated with a significant decrease in the likeli-
hood of participants’ recognition accuracy, which is indicative of their complexity. Both
emotions have been shown to be confusing and difficult to recognize without context in
previous research as well [18].

Further inspection of participants’ responses showed that the gesture portraying
Surprise was mostly mistaken with Fear. The backward movement made by the robot
and high movement dynamics, which are seen as characteristics of surprise in human
body language [12], has previously been reported to have82%recognition accuracywhen
executed by another robot, named Brian 2.0 [20]. However participants in our study saw
this gesture on the NAO-robot as a sign of fear, which could be due to a difference of
shape, size and degrees of freedom between the two robots. Among all gestures, Sadness
could obtain maximum recognition accuracy (100%) even in the absence of situational
context. This is consistent with the results of English et al. [19] in which Sadness among
five emotions achieved maximum recognition accuracy of 96% with the NAO-robot.
Sadness seems to be a simpler emotion, which can be identified with a few movements
of closed posture and lowered head.

Regarding our second research question, results showed that in general robot gestures
were not evaluated as feasible for children with ASD when situational context was
missing, however, the feasibility scores increased significantly for almost all emotions
when stories were added to the gestures. Context seems to play a critical role in both
recognition accuracy as well as the recognition feasibility of emotional gestures and it is
not specific to children with autism [14]. The advantage of adding situational context is
that not only it makes the gesture recognition taskmore reliable and feasible for children,
but also it creates a persona illusion for the robot, which in return makes the training
more engaging [20].

An important finding in this study was the significant difference of feasibility assess-
ment between Expert and Non-Expert groups. Although all participants were instructed
to imagine a certain mental age for the target children group, experts evaluated gestures
less feasible to be recognized by children with autism. This difference of perception
between experts and non-expert individuals is an evidence for the fact that ASD pro-
fessionals who have the experience of working with these children are more informed
about their cognitive challenges and educational needs and hence should closely col-
laborate with HRI scientists to provide feedback regarding stimuli appropriateness and
optimization of robot training paradigms [13, 21].

One of the limitations of this study was that due to the time restrictions of the survey,
participants could not evaluate all variations of the designed gestures. Multiple emo-
tional gestures per emotion were created for this study but a choice had to be made.

https://doi.org/10.1007/978-3-030-90176-9_2
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Another gesture for emotion Surprise was available, which involved more hand move-
ments [12]. This gesture might have been evaluated more positively, had it been included
in the survey. Future research should focus on the ambivalent emotion Surprise by exam-
ining the recognition feasibility of other movements for children with ASD. It is also
recommended to add other emotional signals such as a sound effect (e.g. gasp) [22].

Another limitation of the current study was the number of recruited participants in
each group (particularly ASD experts), which could have led to an insufficient statistical
power in some parts of the analysis. ASD professionals often have a very busy schedule,
making it difficult for them to participate in surveys. Future research should attempt to
recruit a larger expert group to confirm the reported results of this paper.

It is expected that adoptionof social robots in affect trainingof childrenwithASDwill
prevail in the future. Our findings suggest that robot gestures in combination with social
context are generally considered feasible and useful in these interventions, however,
professionals and practitioners in the domain of autism should be consulted during
design and implementation of these studies to ensure the successful application of social
robots in practical interventions.

5 Conclusion

Two research questions were central to this study: 1) whether addition of situational
context to robot gestures improves recognition accuracy of emotions and 2) whether
ASD experts evaluate emotional gestures developed in this study as feasible for emotion
training of children with autism. Our findings showed that robot gestures were recog-
nized more accurately and were assessed as more feasible for children when they were
accompanied by context-related stories. Another important findingwas that ASD experts
had a significantly lower estimation of gesture recognition feasibility for children with
ASD compared to non-experts, which shows that challenges faced by these children are
not fully understood by people who have not worked with them. Overall, our results
confirm that social and situational context play an important role in robot training pro-
grams designed to increase social skills of children with developmental disability and
that these programs should be validated by professionals who have a better knowledge
of cognitive and social capacities of the target population.
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Abstract. Nowadays, a collaborative robot, known as a cobot, is a robot that can
learn multiple tasks and assist alongside human workers. Thus, it plays a key role
in the usage of a teaching pendant controlling the collaborative robot. However,
it is gap to control a cobot and a teaching pendant proficiently between beginners
and skilled engineer. Programming for teaching requires coding knowledge by
line and it takes time to understand the instruction of existing teaching pendants.

The teaching pendant controlling a cobot requires intuitive interfaces, not only
for ease of use, but also formodifying existing execution programs.However, there
is no standard or guideline for an intuitive teaching pendant controlling cobot, and
it can be noticed that the usability of the teaching pendant’s interface is rather
poor.

This paper shows the result of usability evaluation concerning evaluation
items of usability and measurement indications. We conducted a study based on
performing several steps of teaching tasks.

We recruited 30 participants consisting of beginners, intermediates, and
advanced participants (F = 10, M = 20, 34.75 ± 2.50 years). Half of beginners
are engineering majors and the rest are non-engineering majors. In this experi-
ment, Indy 7 (Neuromeka) and Conty, or a teaching pendant, were used, and each
participant conducted the experiment for 30 min, consisting of basic tasks and
advanced tasks. Before the experiment, the coordinator explained the experimen-
tal method to the participants, After the experiment was over, after 10 min break,
the interview, questionnaire and SUS about the experiment was performed.

In the result, the average of SUS is 57.86 that means the teaching pendant
is not easy to use and complicate. After analysis of the result, we found that the
function of the teaching pendant was so complex and the participants needed help.
In the future work, we plan to propose an improved teaching pendant reflecting
the usability result.

Keywords: Usability evaluation · Teaching device · Collaborative robot

1 Introduction

A collaborative robot is a robot that meets the conditions for collaborative operation
(ISO 10218) while performing various tasks in the same space with field workers. Col-
laborative robots have less fatal risk in case of a physical collision between a human
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and a robot with a payload of less than 20 kg, and they have the advantage of being able
to perform the same task efficiently and repeatedly [1]. A teaching pendant refers to a
portable device that inputs a program necessary for robot operation.

In order to utilize collaborative robot, it is necessary to implement the intention of
the task to be performed so that the robot can understand them. It is called robot teaching.
Teaching techniques include direct teaching, programming, and input of waypoint using
a teaching pendant. However, the teaching pendant currently used in the field is mostly
used by professional engineers because it is required to learn the actual process method
and how to use it. Therefore, the UX (User Experience) of the teaching pendant is
important so that field workers can understand the robot’s status and respond according
to the process situation [2, 3]. The teaching pendant should provide an intuitive interface
and should be easy to execute and modify the program.

In this paper, we designed an evaluation process for usability improvement and
performed usability evaluation. As a result, the results on the usability of the teaching
pendant for collaborative robot were analyzed.

2 Experiments

There were differences in collaborative robots and teaching pendants according to the
characteristic of the manufacturer. Also, they have something in common of the func-
tions. The robots are generally made up of programming mode for teaching, execution
mode and setting mode for robot’s status. Teaching pendants usually have a main page
and are composed of sub menus providing each function.

Teaching pendants support the waypoint for robot teaching in common. In the pro-
gramming method, it can be divided into pendants that provide text-based programming
for experts and pendants that provide block programming for beginners.

As such, the teaching pendants of each manufacturer tend to reflect an intuitive user
interface (UI). However, there are few teaching pendants that have performed usability
evaluation and reflected the results.

2.1 Subjects

In this paper, we designed a usability evaluation process for usability improvement using
Neuromeka’s Indy7 and a teaching pendant, Conty, and performed usability evaluation.
Conty provides ease of use in the form of a wireless app, but has relatively complex
teaching steps.

The purpose of the usability evaluation is to conduct a usability test for beginners
who are using the product for the first time, and for intermediate and advanced users
who have used collaborative robots. And we measure the usability of teaching pendant
interface by performing various tasks. Based on the evaluation results, we intend to
discover the current problems and suggest improvements.
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In this evaluation test, 30 participants with beginners, intermediates, and advanced
participants (F = 10, M = 20, 34.75 ± 2.50 years) were recruited. It consisted of
13 beginners in the engineering major and non-engineer majors who had never used
collaborative robots and similar products, and 17 intermediate and advanced users who
had experience using collaborative robots and similar products.

2.2 Procedure

We informed consent of participants and conducted the experiments after explaining the
purpose, procedure, and method of the experiments.

The usability evaluation process consists of three steps as follows; in the first step,
the main functions required for the test are explained along with images, text, and video
data. The coordinator explained the experimental method to the participants for 30 min.
The main training items include basic posture movement, program mode, and process
introduction.

In the second stage, tasks were provided by dividing the steps by difficulty and
function in the experimental environment as shown in Fig. 1. It was measured howmany
tasks the participants completed within 1 h.

Fig. 1. Experimental environments

After the experiment was over, the participants had 10 min break. In the final third
step, the operator asked questions related to usability evaluation items and measurement
metrics as shown in Table 1. In addition, questions about the specifics observed during
the experiment, questionnaires and SUS evaluation were conducted [4].
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Table 1. Usability evaluation items and measurement metrics

Evaluation item Measurement metrics Evaluation item Measurement metrics

Time Time for task completion Consistency Visual consistency

Usage pattern Frequency of use Usability SUS test

Accuracy Error rate Effectiveness Accessibility to features

Completeness Success/failure ratio Efficiency Interaction

Ease of learning Ease of memory Satisfaction Satisfaction with use

3 Results

As a result of collecting and analyzing the results of the usability evaluation of all stages,
we acquired results not only on quantitative but also on qualitative findings.

The average success rate of overall task execution was 63.2%. In more detail, the
success rate of basic tasks was 70.3% and the success rate of advances tasks was 45.2%.

Also, the usability of SUSwas obtained as shown in Fig. 2. Usually, a usability score
of 68 or higher is considered average usability. However, a usability score of 57.86,
which is below the average, was calculated in this evaluation. This score means that the
teaching pendant is not easy to use.

57.08

56.5

60

57.86

54 55 56 57 58 59 60 61

Advanced

Intermediates

Beginners

Average

SUS

Advanced Intermediates Beginners Average

Fig. 2. Usability test (SUS) result

In addition, the results of qualitative analysis of the collected results are as follows;
Improvements such as the need for a guide for easy use of the teaching pendant and for
an intuitive jog button, templates for frequent use, the need to improve programming
method, and deletion of unnecessary work steps were derived.
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4 Conclusion

In this paper, we designed an evaluation process for usability improvement for collab-
orative robots and teaching pendants, and performed usability evaluation. Participants
performed various tasks in the basic and advanced stages, and after performing the tasks,
they left feedback through questionnaires, SUS evaluation, and interviews on specific
matters during the tasks.

As a result, we analyzed the results on the usability of the current teaching pendant
for collaborative robot and came up with an improvement point. If the results derived in
the future work are applied to the improvement of the teaching pendant, it will help not
only experts but also all workers to use the teaching pendant easily.
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Abstract. Technological innovations in artificial intelligence and
machine learning enable business operators to engage with their customers
24/7 through chatbots. Many customers expect around-the-clock support
which puts a strain on human resources; augmenting human resources with
a chatbot can reduce costs for an organization and increase customer sat-
isfaction. This work presents the HR Chatbot: a chatbot that answers gen-
eral questions about human resource topics (i.e. payroll, benefits) for a pri-
vate university. The research involves a collaboration between computer
scientists, user experience researchers, and human resource administra-
tion. This work addresses two research questions: What are employees at
a private university looking for from a chatbot for human resources?; and
what are the appropriate methods to evaluate and measure the success of
a chatbot for human resources? The HR Chatbot uses IBM Watson Assis-
tant services, and an initial prototype was designed from a document of 31
frequently asked questions. Three rounds of user testing were conducted
with employees of the university. The initial tests revealed that the chat-
bot was perceived as useful, but many were dissatisfied with the responses,
specifically the lack of responses. Errors in the chatbot were classified into
different categories; the most common being that the question was not
in the content scope for the chatbot. Thus, data from the initial studies
informed the scope of the chatbot; the number of unique questions grew
to 157 and the total number of questions increased to 463. The HR Chat-
bot has 90% accuracy and an average sustained usability score of 69.5,
surpassing the benchmark score. Following the initial tests, the HR Chat-
bot was deployed in real-time on the human resources website. This work
describes how a chatbot was created, evaluated, and deployed online. We
hope that this work inspires and informs others to explore similar use cases
with chatbot technologies.

Keywords: Chatbots · Evaluation · Human-chatbot interaction

1 Introduction

Chatbots, “text messaging-based conversational agents”, can provide a means for
direct user engagement, improving business processes through relatively simple
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interactions [10]. They are increasingly popular for customer service [5,20], and
it is suspected that the usage of chatbots will continue to grow [6,7]. Brandtzaeg
and Følstad say “chatbots represent a potential shift in how people interact with
data and services online” [6]. Human resource (HR) departments that leverage
this shift can transform their operations. HR departments are tasked with a lot
of responsibilities such as ensuring employees are happy, healthy, productive, etc.
Chatbots can help automate processes, reinforce the culture of the organization,
and can free up time for the HR department to handle more complex needs [19].
Currently relatively few institutions have published on the use of a chatbot for
HR. Jitgosol et al. created a chatbot for HR at a Spa Resort in Thailand [11].
Spot is a chatbot solution to tackle harassment and discrimination in the work-
place [1]. The chatbot allows employees to document inappropriate behavior.
Ivy.ai is a company that works with private universities to create chatbots for
their needs [2]. Their case study page does not list any HR departments, but
many universities have reported a reduction in calls from students and a better
understanding of student needs with the use of Ivy.ai. AdmitHub [4] and Virtu-
alSpirits [3] are also chatbots for universities, but they focus on student needs
as opposed to the HR needs of staff and faculty.

This research focuses on the design and evaluation of a chatbot for HR at
Rensselaer Polytechnic Institute (RPI). The HR Chatbot is a simple tool that
answers general queries about HR topics (Fig. 1). This work provides an overview
of the technology used for the chatbot and a description of how the HR Chatbot
was initially implemented. As little is still understood regarding why people
use chatbots [6,14], we outline four pilot tests that reveal user intentions and
needs for the chatbot. We discuss how the chatbot is refined as new data is
collected and describe our process for deployment. This work is carried out by
a multidisciplinary team composed of a computer scientist, an AI researcher, a
user experience researcher, HR administration, and undergraduate researchers.
We hope others are inspired to explore why and how chatbots can enhance human
resource experiences and we hope that our research can provide guidance or a
shared experience for those who wish to create their own chatbot using online
services.

2 Background

The increase in chatbot popularity is often attributed to advancements in arti-
ficial intelligence (AI) and machine learning [6,7]. Chatbots can be categorized
into three different types: rule-based, retrieval based, and self-learning [15]. The
main difference lies in how the chatbot generates responses. Rule-based chat-
bots, respective to their name, follow rules that are predefined with information
and responses that are stored locally. Retrieval-based chatbots usually follow the
same guidelines at rules-based ones but obtain information from outside sources
and are able to provide up-to-date responses. Finally, self-learning chatbots gen-
erate their own responses and may partly use rule-based and retrieval-based
components.
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This work leverages IBM’s Watson Assistant Services1 to create a rule-based
chatbot. da Silva Oliveira et al. compared eight platforms for creating chat-
bots and ultimately chose IBM’s Watson Assistant based on its capabilities and
cost [21]. Intents and entities comprise the defining linguistic structures of Wat-
son Assistant. As defined in Watson Assistant’s documentation2, an intent repre-
sents a task or action the user wants to perform. It is a purpose or goal expressed
in a user’s utterance. An entity modifies an intent and represent information in
the user input that is relevant to the user’s purpose. Both of these items are
used by Watson Assistant to evaluate dialogues.

Watson Assistant organizes chatbot responses into a dialogue tree, which
contains dialogue nodes for specific responses to user inputs. The dialogue tree
is evaluated from top to bottom, and dialogue nodes may have subsequent child
nodes. An additional feature called context variables, similar to variables in
programming, can be defined in Watson Assistant to store information to be
used later in the conversation. Intents, entities, and context variables can all be
used as evaluation criteria in the dialogue tree. Additionally, machine learning is
used for intent and entity recognition. Intent recognition can be adjusted in real
time by user feedback using a disambiguation feature that allows users to choose
the response that best fits their input. In addition, Watson Assistant supports
webhooks that allow calling external API’s to get information or responses to
be used in dialogue nodes.

2.1 Evaluating Chatbots

While research on chatbots has been ongoing for decades, the rapidly evolving
world of AI makes it difficult for researchers to agree on standard evaluation
methods [9,16,17]. Evaluations can be automated, performed by humans, or a
combination of both [12]. Furthermore, evaluations can be made from different
perspectives.

Dijana Peras [16] analyzes 15 relevant papers to create a chatbot evalua-
tion framework. The work identifies chatbot attributes, groups the attributes
into 14 categories, and organizes the categories into 5 perspectives. The user
experience, information retrieval, linguistic, technology perspectives are inspired
by Russell-Rose [18]. A business perspective was included in Peras’s framework
based on the findings. Similarly, Radziwill and Benton performed an analysis
to create the Analytic Hierarchy Process. The process compares two or more
conversational systems by selecting the most significant quality attributes or
compares a system at two points in time to measure changes or improvements.
However, because chatbots vary based on platforms and concepts there is no
one-fit-all evaluation method. The System Usability Scale (SUS) is designed to
measure and quantify the perception of usability through 10 validated state-
ments [13]. Participants score each question out of five and final scores are out
of 100. The benchmark score is 68.0. Recently, researchers have used the SUS to

1 https://www.ibm.com/cloud/watson-assistant.
2 https://cloud.ibm.com/docs/assistant.
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measure chatbot usability [8]. Because chatbot development is multi-disciplinary
research, it is challenging to find the correct marriage between technical and user
experience evaluations.

3 Creating the HR Chatbot

Fig. 1. A screenshot of the HR Chatbot.

3.1 Implementing the Initial Q&A Set in Watson Assistant

The Department of Human Resources at RPI initially supplied a document of
31 unique, frequently asked questions (FAQs) with correct answers. The ques-
tions were organized into seven different categories based on their respective
HR department (i.e. benefits, compensation, employment, operations, employee
relations/title IX, professional development, environmental health and safety
and risk management). In the beginning the implementation process went as
follows:

1. Create a new intent
2. Name the intent based on the intention of the question (i.e. #ask “subject”)
3. Use the HR provided question as an example for the intent
4. Create a new dialogue node for the intent
5. Use the HR provided answer as a response to the intent if recognized.
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4 Testing the HR Chatbot

Four pilot tests were run to evaluate the performance of the HR chatbot and
to understand user needs. Participants for the studies were recruited via email
from staff and faculty in different departments at the university. Overall, there
were 32 participants (16 female, 14 male, 2 unknown). This study was approved
by the Institutional Review Board at RPI. Upon consenting to the study online,
participants were given a link to access the HR chatbot. They were advised to
ask the chatbot questions about human resource topics for a few minutes and
were shown a list of five example questions. Participants were informed that
after interacting with the chatbot they should return to the form to complete a
voluntary survey. This survey included the 10 SUS questions, two Likert-scale
questions asking about user satisfaction and expectations being met, and demo-
graphic questions.

4.1 Pilot Tests I–III

In total, 16 participants participated in Pilot Tests I–III. These conversations
with the HR Chatbot resulted in 114 inputs. As the HR Chatbot engages in
one-round dialogue, a single input in a conversation almost always represents
a question to the chatbot. It should be noted that occasionally participants
refreshed the web page which started a new dialogue with the HR Chatbot,
resulting in more conversations than participants.

Table 1. Analysis of conversations collected from Pilot Tests I–III.

Pilot test Number of
conversations

Number of
inputs

Correct
responses

Incorrect
responses

Somewhat correct
responses

I 6 52 13% 79% 8%

I 7 46 18% 80% 2%

III 4 16 13% 81% 6%

Similar to da Silva Oliveira et al., user inputs were classified into three cate-
gories based on whether the chatbot’s response to the input was correct, some-
what correct, or incorrect (see Table 1) [21]. Somewhat correct responses included
cases when the intent classification was incorrect but the response given handled
the users query.

Many of the questions from Pilot Tests I–III were out of scope from the
original FAQ document supplied by HR, and it was not uncommon for a single
conversation to contain questions on different topics. Thus a majority of the
responses were incorrect because the question and its answer were not imple-
mented in the chatbot.

When new questions do not have answers we first search online to see if there
is an available answer on the HR website. If there is no clear answer then the
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questions are shared with the Human Resource department at the university to
get answers. The new questions also inspired the design team to brainstorm more
questions and answers. After the first three pilot tests, 98 questions received new
answers from HR.

As mentioned, many new question themes arose from the pilot study. Initially,
the most common action was to create new intents and dialogue nodes for the
new questions as they came in from the pilot studies, as described in Sect. 3.1.
This process changed after a fourth pilot study was performed.

4.2 Pilot Test IV

The fourth pilot test resulted in 20 conversations from 16 participants. Out of
the 162 inputs to the chatbot, 43 (27%) of responses were deemed correct.

Due to the increasing scope of the chatbot questions it became more diffi-
cult to define and sort out new errors. Unlike Pilot Tests I–III, the reason(s) a
response was incorrect or somewhat correct were complicated because not every
input was an unknown topic. While 71 (44%) of the inputs required new or
updated answers from HR, over 40 inputs still had incorrect responses. To bet-
ter understand the issues a user experience researcher and a computer science
researcher went through the conversation logs line by line. Based on the incor-
rect response at hand an action was created to resolve the issue. After analyzing
a few conversations some common categories emerged and inputs and chatbot
responses became categorized and edited based on the following list:

– get a chatbot response from HR
– question correctly answered
– add example to intent or entity
– split intent into multiple intents

– create new intent or entity
– change name of intent or entity
– change response
– combine intents.

4.3 User Experience Evaluation

The user experience survey was fully completed by 30 participants (15 female,
14 male, 1 unknown). Twelve of the participants were 45 years of age or older
and eight indicated that they have never used a chatbot before. The average
SUS score for all of the pilot tests is 69.5 ± 15, surpassing the benchmark
score. When asked what they would like to use the HR chatbot for, 12 partici-
pants (40%) expressed that they want to use the chatbot for general questions
and six participants specifically mentioned that they want to use the chatbot for
benefits questions. In an open ended response, participants revealed that they
most enjoyed the chatbot’s quick responses and ease of use. Most participants
said that the chatbot could not answer their questions, but overall the feedback
was positive.

5 Refining the HR Chatbot

A major takeaway from the pilot tests is that the users of the HR Chatbot
want a quick, easy tool to get information. Only one participant mentioned an
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interest in a personalized, conversational experience. Thus we focus on refining
the chatbot responses to be concise and contain accurate, specific hyperlinks to
appropriate sources of information.

After collecting questions from the pilot tests and manually pulling ques-
tions and answers from the human resource website, the total number of unique
questions and answers programmed in the HR Chatbot has reached 157. Includ-
ing questions that cover the same topic, there are 463 questions that the HR
Chatbot has an answer for.

5.1 Creating a Test Set

Outside of user testing, it is useful and common to test the accuracy of the
chatbot with the questions and answers that are expected to be handled. How-
ever, Watson Assistant currently does not provide an interface for automatically
testing the chatbot with existing examples and expected responses. One can
manually ask the chatbot a question and record the response or use API calls
to send inputs and log outputs. Furthermore, there is no interface connecting an
intent and its examples directly to its response in the dialogue node. This makes
it difficult to understand what the accurate responses are for each intent.

Therefore, we created a spreadsheet that allows us to organize example inputs
based on their intents and responses, called golden intents and ground truth
responses, respectively. The spreadsheet also includes information from Wat-
son Assistant about the example input including the predicted intent and the
response from the chatbot. Example inputs are organized into categories and
subcategories so that the spreadsheet can be sorted based on the category of a
question. See Fig. 2. All of this information allows us to better understand the
different user questions and topics. Looking at the spreadsheet, one can easily
identify when the response from the chatbot does not match the ground truth
response. This issue can be worked through by evaluating the predicted intent
compared to its golden intent and the golden intents for related topics. This
spreadsheet has been critical to designing the chatbot and creating a bridge in
understanding between the designers and the developers. When the HR chatbot
is deployed online this spreadsheet will continue to help the design team organize
information to make decisions.

Fig. 2. This spreadsheet allows the chatbot designers and developers to understand
the intended and the actual behaviors of the chatbot.
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6 Deploying the HR Chatbot

6.1 Online Deployment

The HR chatbot is in the process of being deployed online using IBM services.
Watson Assistant provides a copy-paste format that allows embedding of the
service into web pages using its API. This allows for an interactive chat bub-
ble that can expand into the HR Chatbot interface. The HR Chatbot will be
available on the HR website3.

6.2 Evaluating the Chatbot

After users interact with the HR Chatbot, they will be asked to participate in
a voluntary survey. Similar to the pilot tests, the SUS survey will be utilized.
However, more refined user experience questions will be added in correspondence
with the Chatbot Usability Questionnaire [8]. It is imperative to consistently
review user needs and expectations and evaluate if they are being met.

6.3 Creating a Dashboard

Even with new features being released, using a third-party service to create a
chatbot can be challenging based on the design and the capabilities of the given
interface. We created a spreadsheet to act as a dashboard that can provide a
report on the current status of the HR Chatbot. The dashboard pulls informa-
tion from logs stored internally by Watson Assistant. The dashboard organizes
information into an overview (i.e. total messages, total conversations, total cov-
ered messages), a section of uncovered messages, top intents, top entities, and
top questions that require disambiguation. We hope to work with the HR depart-
ment to create a dashboard that can be understood by the lead AI researcher as
well as the head of HR so that the entire team can have a mutual understanding
of the HR Chatbot’s performance.

7 Discussion and Future Work

This research presents the design and development of a chatbot for human
resources at a university. User testing suggests users want a chatbot that pro-
vides quick and easy information in response to a user query. Future work and
design directions will be determined as more conversation data and user feed-
back is collected. Through the real-world deployment of the HR chatbot we hope
to better understand and to meet the needs of staff and faculty at Rensselaer
Polytechnic Institute. Findings from the real world use of the HR Chatbot will
be published in the future. We hope that our current and future research forages
the bridge between technical research and real world users.

3 https://hr.rpi.edu/.

https://hr.rpi.edu/
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Abstract. Eating with someone makes mealtimes more enjoyable and
enriches our lives. However, lifestyle changes and the current COVID-19
pandemic have forced many people to frequently eat alone. Communica-
tion robots can be good mealtime partners. People would not worry about
matching their mealtime schedules with robots, and they present no risk
of disease transmission. Chatting is an important component of mealtime
interaction. Thus, we developed a chatting system that can respond with
natural timing and investigated the relationship between eating and talk-
ing when eating with a robot. We combined the good points of speech
content recognition and volume recognition. Conversation systems only
based on speech-content recognition experience long response-lag times
because they use complex technologies. Using volume recognition to rec-
ognize human speech, which is faster than speech-content recognition, we
aimed to reduce this lag by using filler responses, such as “I see,” before
the speech-content recognition finished Using this system, we conducted
an experiment to analyze the relationship between utterances and eating
behaviors from the recorded videos and questionnaire answers of 25 par-
ticipants. The results suggest that the recognition of picking-up and eating
motions could support the recognition of utterances from humans but not
necessary in deciding when robots should start talking.

Keywords: Co-eating · Partner robot · Human–robot interaction

1 Introduction

Eating is an indispensable activity in our daily lives. It not only plays a role of
nutrition to sustain life but also enriches our lives. Co-eating with someone gives
us satisfaction [1] and has many health benefits [2,3]. Despite many merits of
co-eating, there are more opportunities for many people to eat alone because of
changes in the social structure and the shape of the family. The outbreak of the
COVID-19 pandemic has promoted solitary eating.

Though online video-meeting platforms, such as Zoom, are becoming popu-
lar and remote co-eating is becoming common, nonhuman agents are considered
good solutions since we can eat with them anytime and anywhere, as long as
there is the necessary equipment. Takahashi et al. developed a virtual co-eating

c© Springer Nature Switzerland AG 2021
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system with an agent projected on the screen [4]. The agent could interact with
users and provide a better eating experience than eating alone. We think that
communication robots that exist in the real world and interact based on obser-
vations, can be good mealtime partners. Several studies have been reported on
robots that can help physically disabled people to eat [5,6], but there are limited
reports on robots that can behave as meal partners.

Herein, we investigated the relationship between eating and chatting with a
robot during mealtime since chatting is a very common activity while eating with
others, and we often use our mouths unconsciously for both eating and talking.
We designed a chatting system that gives responses with a little time lag and
experimented on co-eating with a robot equipped with the chatting system. We
evaluated the developed system and addressed the following research questions
about co-eating with a robot:

– Are there any relationships between eating behavior and chatting?
– Do people dislike to be talked to by a robot when they have food in their

mouths?

2 Chatting System with a Little Time Lag

2.1 Overview

When a robot interacts with a human, there are some time lags for the robot
to recognize what the human says because it employs complex technologies,
such as deep learning or cloud services. To address this issue, we combined
volume recognition and speech-content recognition. First, the beginning and end
of utterances are recognized by volume recognition. When the end of utterance
is detected, the robot starts giving the first response, such as “Mm-hmm” and
“I see.” During the first response, the speech-content recognition runs in the
background. We fill the time lag in speech-content recognition by showing that
the robot has recognized the speech. The details of each component are described
below, and the concrete flow of the program is shown in Fig. 1.

2.2 Volume Recognition

When the robot hears a sound louder than the threshold value, decided by the
environmental noise, for a certain period, it considers it to be the start of a
speech. When the duration of sounds above the threshold value is less than a
certain amount of time within a certain period, the speech is considered to have
ended. Considering the two-second rule that is widely known as the limit of the
system reaction time allowed by the user [7,8] and affects the noise in the real
environment, we determined that the speech is ended when a volume higher than
the threshold level is heard for less than 0.3 s in the last 2.5 s.
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Fig. 1. Flow of the developed chatting system.

2.3 Speech-Content Recognition and Robot Response

We use Google Speech Recognition API to make human speech into text. We split
the recognized text into words, and the robot can change its response according
to the included words. If the speech-content recognition fails or the user gives
an answer not anticipated, the robot states the comment that can match many
types of user answers. To avoid interaction disruptions due to recognition failure,
if the start of a speech is not recognized for 10 s, the robot asks the user to speak
again more clearly, and if speech is not recognized for 20 s, the robot starts giving
a response. Referring to Question-Answer-Response Dialog Model [9], the robot
starts the chatting and takes control of the dialog by asking questions to the
user during topics.
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3 Experiment

3.1 Experimental Settings and Procedure

NAO V5, a small humanoid robot developed by Softbank Robotics Europe, was
used in the experiment. It has 25 degrees of freedom and an approximate height
of 58 cm. It has four microphones, two cameras, and two speakers on its heads.

The participants filled out the informed consent form and answered the ques-
tionnaire on their profile before the experiment. All participants were served
potato chips and water, and the chatting topics with the robot were the same.
The experiment was conducted in a one-on-one setting, and the robot and par-
ticipant faced each other (Fig. 2).

Fig. 2. Experimental setup and scene.

The robot first introduced itself and then instructed the participants to start
eating. Participants talked about eight topics with the robot, and each topic
contained three questions from the robot. There were 20-s periods between the
topics, and the robot did not speak in those periods. The experiment lasted for
approximately 10–15 min, depending on the number of times the robot asked
back the participant what they said.

3.2 Measurements

The experiments were video-recorded from diagonally in front of and behind the
participants. We analyzed the eating behavior of the participants, focusing on the
periods the participants responded to the questions from the robot and the 2.1 s
after the utterances were over. We determined the analysis period according
to the previous research of human–human interaction [10] that analyzed the
relationship between utterances and eating actions and defined eating within
2.1 s after the utterance as “related eating.”

After eating with the robot, the participants answered the questionnaire that
contained the following items. Each question was first answered with “yes,”
“no,” or “neither.” Only those who answered “yes” to the question answered the
additional question, “How much did you mind it?” on a five-point scale: from
one (“I did not mind it at all.”) to five (“I minded it very much.”).
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Q1 Were you talked to while you had something in your mouth?
Q2 Was your speech interrupted by the robot?
Q3 Did you have a problem with the speech contents of the robot?
Q4 Did you both have time to be silent?
Q5 Did you think that the robot was talking too much?

3.3 Participants

The participants were recruited at a science museum. A total of 25 participants
(14 women and 11 men, within the age of 9–51 years) were included in the
analysis.

4 Results

4.1 Total Experiment

The robot asked back once 141 times (23.5%) out of 600 response opportunities
in total (8 topics × 3 questions × 25 participants) because it could not recognize
the utterance of the participant due to volume-recognition failure or the partici-
pant did not answer while the robot was awaiting a response. Therefore, the total
number of utterance opportunities was 741. Among the 718 times, excluding the
23 times when there was no speech from the participant, the robot interrupted
the speech of participants by starting response 143 times (19.3%).

4.2 Results of Video Analysis

Figure 3 shows the relationships between utterances and eating behavior when
eating with the robot. The chatting topic number on the horizontal axis indicates
the order of chatting. Number one was the first topic and eight was the last
during the experiment. From all utterance opportunities (741 times), 714 were
included in the video analysis, excluding the occasions when there was no speech
from the participant (23 times), or the participant had finished eating the potato
chips (4 times). Averaged over the entire experiment, 4.90% of the participants
picked up food or drink, 1.26% put food or drink in their mouth, and 23.9% held
food or drink in their hand while responding to questions from the robot. After
their response, 14.3% picked up food or drink, 18.8% put food or drink in their
mouth, and 7.70% held food or drink in their hand.

4.3 Results of Questionnaires

Figure 4 shows the answers to the questionnaire. In Q1, 84% of the participants
answered “Yes” and 24% answered more than three in the additional question,
“Do you mind it?”. Further, 80% answered “Yes,” 64% answered more than three
in Q2, 76% participants answered “Yes,” and 64% answered more than three in
Q3. All participants answered “Yes” and 48% answered more than three in Q4.
In Q5, 12% answered “Yes” and 8% answered more than 3.
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Fig. 3. Relationships between utterances and eating behaviors analyzed from the
recorded videos.

Fig. 4. Results of questionnaires about chatting with a robot during eating.

5 Discussion

5.1 Relationship Between Chatting and Eating Behavior

A few participants picked up or ate any food or drink during their utterances,
and approximately 14% picked up and 19% ate after the utterances ended. When
they were holding the food or drink in their hands while speaking, approximately
two-thirds of them ate it immediately after speaking. These results suggest that
recognizing the eating and picking-up motions of humans could improve the
recognition of the end of utterances.

Focusing on the time course of the meal, the number of people who brought
food or drink to their mouths after utterances decreased with time, whereas the
number of people who kept it in their hands increased. This may indicate that
the pace of eating decreased over time.

Considering the contents of the conversation topics, Topic 7 involved talking
about the greasiness of potato chips. The number of people who picked up food
or drink after the utterance increased a little in Topic 7, which implies that the
content of communication with a robot could influence the eating behavior of
humans.
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5.2 Chatting with a Robot During Eating

From the results of the questionnaire in Q1, a few participants were bothered
by the robot’s questions when they had food in their mouths, suggesting that
motion recognition is not necessary for the robot to decide when it should start
talking. Previous studies on human–human interaction have shown that people
often speak during mealtime even when there is some food in their mouths by
putting the food to one side of the mouth or covering the mouth with their
hands [11]. Similar behaviors were observed herein during human–robot interac-
tion. However, when the robot was unable to recognize the participant’s speech
and asked back, the behavior of trying to speak clearly after cleaning the mouth
was observed.

Considering the amount of conversation, few people thought that the robot
talked too much under the conditions of this experiment according to Q5. We set
up a time between topics when neither humans nor robots spoke, just like our
daily mealtime conversation. From the results of Q4, some participants minded
about the silent time and some did not. Some participants who minded the
silence said “I wanted to continue the conversation on the same topic longer”
and “I felt like I had to do something for the robot.” Others were not bothered
because it was the same as a normal conversation while eating with humans.
These results show that people expect robots to have the same or higher amount
of conversation than humans during mealtimes.

According to Q2 and Q3, more than half of the participants were bothered
by the robot starting to talk in the middle of their utterance due to the failure
of volume recognition and the breakdown of dialog due to responses that did
not fit the expected scenario. When the robot frequently started talking before
the participants finished their utterances, some participants felt compelled to
respond quickly, which disrupted the pace of their meal. There is a need to
improve the chatting system to improve the dining experience with robots.

5.3 Limitation

Since only NAO V5 was used as the meal partner robots and participants only
ate potato chips in the experiment, there is a possibility of having different results
in different situations. There is a need for further experiments with other robots
and other dining conditions, such as using knives and forks. Furthermore, the
experiment was conducted only in Japan, and different food cultures may have
different results. Nevertheless, this study provides useful insights to the research
on meal partner robots, which is not widely studied.

6 Conclusion

In this study, we developed a chatting system to reduce the time lag and realize
natural response timing and conducted an experiment to investigate the rela-
tionship between eating and chatting during mealtimes with a robot. Although
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most people did not mind being talked to by the robot while there was food
in their mouths, the chatting system failures, such as the robot starting to talk
before the human finished their answers or mismatch of the context of the dialog,
could impair the eating experience with a robot. In future studies, considering
that participants tended to pick up and eat food or drink after their utterances
than during the utterances, we assume that the multimodal chatting system
that recognizes not only sounds but also eating motions could improve meal
experience.
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Abstract. Human-machine teaming is expected to provide substantive benefits
to team performance; however, introduction of machine agents will also impact
teamwork. Agents are likely to exert substantial influence on team dynamics,
even if they possess only limited abilities to engage in teamwork processes. This
influence may be mitigated by team size and experience with the agent. The
purpose of this experiment was to investigate the influence of an agent on team
processes in a team consensus gambling task. Teams were either two or three
humans and a machine agent. Participants completed fifty rounds of a gambling
task, similar to the game roulette. In each round, team members entered their
belief about what the next round outcome would be, a proposed wager, and how
confident theywere. Themachine agent alsomade a suggestion regarding outcome
and wager, but its accuracy was fairly low. The human team members then had
to come to a consensus regarding outcome and wager. Overall, the agent exerted
significant influence on teamdecisionmaking,wagering, and confidence.Contrary
to initial predictions, team size had only a modest effect, mostly on confidence
ratings. Experience with the agent also did not have much effect on the agent’s
influence, even as the team was able to observe that the agent’s accuracy was low.
These results suggest that machine agents are likely to exert significant influence
on teamprocesses, evenwhen they possess limited abilities to engage in teamwork.

Keywords: Human-machine teaming · Agent influence · Consensus decision
making

1 Introduction

In the future, human-machine teaming (HMT) is expected to play an important role in
a number of environments, including aviation [8], healthcare [25], and national defense
[28]. Inclusion of these agent teammates will provide substantive benefits, including per-
sonnel augmentation (or replacement), access to sophisticated computational abilities,
and decision support, among other possibilities [7]. Here, we use the term “agent” in
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the same sense as Chen and Barnes [4], to refer to intelligent systems (with or without
physical embodiment) that possess autonomy, the ability to observe and act upon the
environment, and direct their activity toward achieving certain goals.

The incorporation of these agents into team settings will also have a profound effect
on the dynamics of teamwork [24]. In the short- to medium-term, constraints in machine
agents’ abilities to engage in teamwork behaviors, due to limitations in their sensors
and ability to communicate, for example, means that human teammates will be largely
responsible for adapting to fit the capabilities of those agents to enable successful team-
work to occur. Nonetheless, humans tend to anthropomorphize agents and infer social
affordances, even when agents are not designed to support those expectations [11]; as
such, agents may be expected to influence team processes and team decision making [3]
despite their limited capacity for teamwork.

This is potentially concerning because a large body of research suggests that humans
have a tendency to over-rely on automation, particularly when they are under cognitive
load [14]. The potential activation of social cues and norms by agents in team settings
is likely to further increase the propensity for humans to rely on their agent teammates,
since factors such as previous experience and liking indirectly influence trust [20], and
trust influences reliance [13]. In fact, simply presenting an agent as a teammate, rather
than a tool, can significantly change human affective evaluation and communication
with an agent [24].

The predisposition to over-rely on agents may be moderated, to some extent, by the
size of the team. Provided that the team’s task and goals are unchanged, increasing team
size typically increases team productivity and performance [15, 27]. Greater team size
also serves to diffuse responsibility for decision making across more team members [2],
potentially reducing the influence of individual teammates. Increasing team sizemay also
distribute task-related cognitive load across more team members, thereby reducing the
likelihood that team members will experience overload, a critical factor in determining
over-reliance on automation [14]. As such, increasing team size may be expected to
reduce the influence of an agent on team processes and decision making.

An additional factor that will likely affect agent influence is team experience with
the agent. Research suggests that perceptions of a machine agent are likely to change
in complex ways with greater experience, including both positive (e.g., increases in
liking [12]) and negative (e.g., reductions in trust following errors [5]) reevaluations.
While initial interactions may result in human teammates’ over-reliance on an agent,
followed by under-reliance if the agent makes errors [5], greater experience with an
agent provides opportunities for human teammates to better estimate agent abilities and
reliability, and to accurately calibrate their trust and reliance. As such, agent influence
on team processes and decision making may be expected to be at its peak in early team
interactions, and then to wane as human team members gain further experience with it,
until it stabilizes at some point that is approximately commensurate with human team
members’ perceptions of the agent’s reliability.

The purpose of the current experiment was to investigate the influence of a machine
agent with limited ability to communicate and engage in teamwork processes, presented
as a teammate, on team decision making in a consensus-building task. Teams were either
triads (two humans and an agent) or tetrads (three humans and an agent). As we also
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expected that experience with the task and agent would influence team decision making,
we also examined data in the first and second halves of the task. We hypothesized
that, consistent with previous research on automation reliance, the agent would exert
significant influence on teamdecisionmaking in this task.However,we hypothesized this
influence would be moderated by team size, as we expected tetrads to be less influenced
by the agent. In addition, we hypothesized that the influence of the agent would be
reduced from the first to second half of the task, as participants learned that the agent’s
task performance was imperfect.

2 Method

2.1 Participants and Design

Ninety-two participants recruited from the campus of a midwestern university in the
U.S. took part in this study. However, the data of two teams were excluded from our
analyses because they adopted a strategy of exclusively following the agent teammate’s
answer suggestion in each round for the majority of the experiment. The final sample
included 88 participants (30 men and 58 women). Participants’ ages ranged from 18 to
42 (M = 22, SD = 5.48).

The experiment utilized a 2 (team size) × 2 (game half) mixed design. Team size
was either a triad (two human participants and a machine agent) or a tetrad (three human
participants and a machine agent). Game half was included to allow us to compare team
behavior and decision making in the first and second halves of the game as participants
gained experience with the task and the agent (see below for further details). A final
factor that we considered in several analyses was whether or not the team’s consensus
answer in each round agreed with the agent teammate’s suggestion. Inclusion of this
factor allowed us to explore the influence of the agent teammate on team outcomes.

2.2 Materials and Apparatus

This experiment included two serially-presented tasks: first, a “roulette-like” task, fur-
ther described below, and second, a resource gathering task (the Checkmate task [1]).
However, due to space limitations, this manuscript will focus exclusively on data from
the roulette task; data from the resource gathering task have been presented in Tolston
et al. [23].

The agent teammate in this experiment was an interactive humanoid “Nao” robot
(Softbank Robotics, San Francisco, CA).

During the experiment, participants sat at individual workstation desks in padded
chairs approximately 95 cm from separate Samsung Syncmaster 2443 60.96 cm LCD
monitors with 1280 × 1024 pixel displays.

Roulette Task. In the first of the two tasks, participants were asked to make a series of
consensus wagers from a shared pool of resources regarding the outcome of a custom
roulette-type guessing game [6] (see Fig. 1), where outcomes were drawn from a static
distribution initially unknown to participants. The game included five possible outcomes,
presented to participants as the letters “A” through “E.” Out of 50 rounds, 22 outcomes
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weremapped to one value (i.e., the dominant outcome, e.g., “A”), and sevenweremapped
to each of the remaining four possibilities (i.e., the infrequent outcomes, e.g., B–E). This
distributionwas generated in advance, randomized, and then saved to a file. Five versions
of the file were made, so that each of the five letters presented in the roulette game was
the dominant outcome in one of the files. These equivalent outcome distributions were
then approximately counterbalanced across groups.

During each round of the roulette task, each participant first individually indicated
which letter they thought would be the next roulette outcome (i.e., their individual
answer) and their desired wager (from 20 to 100 in 20-point increments), along with an
assessment of confidence in their proposal on a scale of 1 (“no confidence”) to 5 (“cer-
tain”). Participants then entered a collaborative consensus-building phase, during which
the team deliberated and chose a single outcome (i.e., the team’s consensus answer) and
wager, again with separate ratings of confidence. Participants interacted with each other
during the consensus-building phase using a chat interface. The agent also interactedwith
teammates in each round via the chat interface by giving a pre-established suggestion
regarding the correct answer and a recommended wager, but it did not give a confidence
rating. The agent gave its answer and wager suggestion to the team at the outset of each
consensus-building phase; however, it was not capable of further communication with
the team, and remained silent for the remainder of each consensus-building phase.

The recommendations from the agent were determined in advance as the per-round
modal responses from a sample of human participants in a pilot study we conducted
of the roulette task. The agent’s suggestions across rounds strongly favored the domi-
nant outcome from the underlying non-uniform distribution. It suggested the dominant
outcome on 33 of 50 rounds (13 rounds in the first half of the game, and 20 rounds
in the second half). The agent’s answer suggestions were “correct” (i.e., they matched
the roulette outcome of the round) on 17 of 50 rounds (10 rounds in the first half of
the game, and 7 rounds in the second half). Of its correct answer suggestions, 14 were
the dominant outcome, meaning that when the agent’s suggestion was correct (which
was fairly infrequent), it was almost always the dominant outcome. With regard to the
agent’s wager recommendations, it suggested a wager of 20 points on 36 rounds (15
rounds in the first half and 21 rounds in the second half), and the other four wager values
approximately equally across the remaining 14 rounds.

After the team’s consensus answer and wager were made, and all human participants
entered their confidence rating for that answer, an indicator would cycle through all
options for a preset number of iterations (broadly imitating the “spin” of a roulette
wheel) and stop on the predetermined outcome for the round. If the group guessed
incorrectly, they lost the amount they wagered; if they guessed correctly, they won back
3 times the wager (the initial amount plus the wager multiplied by a payoff factor of 2).
The outcome was displayed at each individual workstation, and the task continued to the
next round, until all 50 rounds were completed. The resource pool used for wagering in
each roundwas initially set to 5000 points so that, in theworst-case scenario, participants
could make the maximum 100-point wager over all 50 rounds, losing each time, and end
the task with 0 points.

Checkmate Task. Following completion of the roulette task, participants advanced to
the Checkmate task. In brief, participants were instructed before this task that they
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Fig. 1. A screen capture of the roulette task environment from a tetrad team during the consensus
phase of a round. The upper left panel of the display was the chat environment participants and
the agent used to communicate. The upper middle panel displayed the team’s point total and the
roulette “wheel” display, which animated to reveal the winning letter in each round. In the upper
right panel, participants would enter their letter and wager selections, and confidence ratings, first
in the individual phase, and again following the consensus phase. The bottom four panels displayed
the individual round letter, wager, and confidence ratings of the human team members and the
letter and wager suggestion of the agent teammate in red (all four were blank during the individual
phase). In this experiment, the agent teammate’s suggested outcome and wager always appeared
in the bottom-right position (above the Nao robot face icon). The images displayed below each
of the human team members’ panels were selected individually by participants before starting the
roulette game from a library of colored, geometric face icons.

would be able to wager the resources they had remaining after the roulette task on the
performance of the agent teammate during its execution of the Checkmate task. Further
information regarding this task is presented in Tolston et al. [23].

2.3 Procedure

Prior to the experiment, informed consents were obtained from all participants. Next
participants were fitted with a Zephyr BioHarness 3 (Zephyr Technology Corporation,
Annapolis, MD) to record their heart rate during the experiment (for more information
about how this data was used, please see [23]). Participants were then introduced to
the Nao robot (who was referred to as “Rufus” during the experiment), who executed a
simple choreographed greeting bywaving to participants and “speaking” a short greeting
message. Participants were then informed that the agent would be acting as a member
of their team during the experiment.

Next, participants were seated at their workstations, from which they engaged in
both the roulette and Checkmate tasks. Each workstation was equipped with a computer,
monitor, mouse, and keyboard. The Nao robot occupied its own separate workstation.
Baseline physiological recordings were collected from all participants during a seated
period while participants watched a video recording of a Windows screen saver that was
10 min long.

Computer-based instructions for the experimental task were presented after baseline
recordings. Participants were instructed that the outcomes of the roulette game did not
have a specific pattern that they could take advantage of, but if they paid close attention,
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they could find an exploitable advantage (a reference to the non-uniform distribution
from which round outcomes were drawn). Furthermore, they were instructed that the
agent’s abilities at the task would be approximately like that of any other human’s.

Participants then completed 50 rounds of the roulette task. During the experiment,
participants were able to communicate with each other using a chat interface; verbal
communication was discouraged. Following completion of the roulette task, participants
completed a series of questionnaires. Scales included items that measured team ability,
team benevolence, team integrity, and team trust (adapted from [16]); trust in human
teammates (adapted from [19]); agent competence, cognitive trust in the agent, emotional
trust in the agent, intention to delegate to the agent, and intention to adopt the agent as an
aide (adapted from [9]); and collective efficacy (adapted from [22]). Results regarding
questionnaire data are reported in Tolston et al. [23]. After this, participants were offered
a short break – duringwhich any discussion of the taskwas prohibited – and then received
instructions on the Checkmate task. Following the Checkmate task, participants again
completed all previously mentioned questionnaires.

Time to completion for this study was approximately 2 h. This included 20 min
for pre-experimental setup (including donning physiological monitoring equipment), 55
min for the first-round task, 15 min for the second-round task, 20 min for surveys, and
10 min for cleanup and debriefing. Participants were told that they would receive a base
pay of $20 for completing the study. In addition to their base pay, participants were
informed that they could win a “bonus” of up to $10 across the first and second-round
tasks by earning points. However, following the experiment, all participants received a
payment of $30 regardless of performance in the two tasks.

3 Results

3.1 Team Performance

Overall, teams in this experiment tended to lose points across the 50 rounds of the roulette
game. Themean team point losswas−343.43 points (SE= 76.23 points), approximately
7% of their starting points. To determine if change in score was influenced by team size
or game half, we computed a 2 (team size)× 2 (game half) mixedANOVA. The results of
that analysis indicated there were no statistically significant main effects or interactions
(all ps > .05).

3.2 Agent Influence

In general, teams’ consensus answers were frequently in agreement with the answer
suggested by the agent teammate. Across teams, on average, the consensus answer was
the same as the agent’s suggestion on 28.57 rounds (SE = .86). This is higher than the
degree of agreement that would be expected to occur simply by chance (i.e., 10 rounds),
t(34)= 21.54, p< .001, suggesting that team consensus answers were likely influenced
by the agent teammate’s suggestions.

Beyond simply choosing an answer in common with the agent, we examined the
number of rounds in which none of the human teammates’ individual answers matched
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the team’s consensus answer, but the consensus answer did match the agent’s suggested
answer. In other words, in such rounds, the human teammates disregarded their own
individual answers and selected a consensus answer in common with the agent’s sug-
gestion. On average, triad teams had 10.48 rounds and tetrad teams had 7.94 rounds that
matched these criteria. Such outcomes are further evidence that the agent influenced
team decision making.

It is important to acknowledge here that agreement in the team’s consensus answer
and the agent’s suggestion does not necessarily indicate that the team selected a particular
answer because of the agent’s suggestion (though that could be true), but rather that the
agent teammate’s suggestion may have influenced team decision making in some way,
systematically resulting in greater agreement than would be expected exclusively by
chance.

3.3 Multinomial Regression

As a further examination of the agent’s influence on team dynamics, we conducted a
multinomial regression in two steps. Our goal was to determine the influence of human
team members on the team’s final answer selection in each round, without the machine
agent (first step), and to compare the fit of that outcome with a model that did include
the agent (second step). A statistically significant increase in model fit from the first
to the second step of the regression would indicate that the agent exerted a significant
influence on team answer per round. We also evaluated the effects of game half and the
interaction between game half and the agent’s suggestion on team consensus decisions.

To conduct these analyses, we predicted team consensus decisions using multilevel
multinomial logistic regressionmodels [10] fitted usingRstan and rethinking packages in
R [18, 21]. Tomake sure therewere sufficient observations of each outcome to effectively
fit multinomial models, the data were condensed from five outcomes to three (the most
likely answer from the distribution as one category and two more categories that most
evenly balanced the four other outcomes). Prior to fitting the full model, individualmulti-
nomial regressions were conducted for each team in the tetrad condition to determine the
first- and second-most influential human teammates (determined by comparing model
improvement over an intercept only model). These two individuals were then included
in the multilevel models so that all teams had two human inputs regardless of team size.
The multilevel models were fit with random intercepts and the following predictors were
entered sequentially: 1) the most influential human teammate’s suggested answer; 2) the
next most influential teammate’s suggested answer; 3) the agent’s suggested answer; 4)
game half; and 5) the interaction between the agent’s suggested answer and game half.
To guide model selection, we used theWidely Applicable Information Criterion (WAIC)
[18].

Outcomes from the regression analyses can be seen in Fig. 2. Results show that the
model that includes suggestions from the two most influential humans and the agent,
game half, and an agent by game half interaction provides the best absolute fit. However,
the standard errors in the differences inWAIC between this model and the other two less
complicatedmodels that include the agent’s suggestions are bigger than the differences in
WAIC values themselves. In other words, themodel that includes the agent’s suggestions
is similar in fit to the more complicated models that include half and interactions of half
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Fig. 2. Outcomes of model selection showing deviance (filled circles), Widely Applicable Infor-
mation Criterion (WAIC; open circles), standard error of the difference in WAIC (triangles), and
standard errors (line segments) of fitted models. The analyses show that the model including
suggestions from the two most influential humans and the agent are similar in fit to the more
complicated models that include half and interactions of half with the agent, and are better in fit
compared to the other, less complicated, models.

with the agent, and is a better fit compared to the other, less complicated, models. These
results show that the agent’s suggestions influence team consensus decisions even after
taking into account other team members preferences and learning (i.e., game half).

3.4 Agent Influence on Consensus Answers and Wagers

To further explore the influence of team size and the agent teammate on human teammate
decision making, we examined the number of rounds that teams’ consensus answer for
the roundwas the same as the one suggested by the agent using a 2 (team size)× 2 (game
half) mixed ANOVA. The results of this analysis indicated a statistically significant main
effect of game half, F(1, 35)= 7.98, p= .008, η2

P = .186; no other effects in the analysis
were statistically significant (all p > .05). Teams’ consensus answer selections were in



When in Doubt, Agree with the Robot? 265

agreement with the agent’s suggestion on fewer rounds in the first half of the game (M
= 14.05 rounds, SE = .59) compared to the second half (M = 15.51 rounds, SE = .60).

We further examined the influence of the agent by comparing teamwagering behavior
during rounds when they did and did not select a consensus answer in agreement with
the agent’s suggestion by computing a 2 (team size)× 2 (game half)× agreement (final
answer agreed or disagreed with the agent’s suggestion) mixed ANOVA. The results of
this analysis indicated a statistically significant main effect of agreement with the agent,
F(1, 33)= 20.06, p< .001, η2

P = .378; no other effects in the analysis were statistically
significant (p > .05). Teams wagered significantly more points during rounds where
their answer agreed with the agent’s answer (M = 51.62, SE = 2.91) than in rounds
when it did not (M = 43.78, SE = 2.98).

3.5 Team Confidence

As mentioned above, participants rated their confidence first during the individual phase
and again during the consensus phase. In general, team member confidence ratings
increased from the individual phase (M = 2.19, SE = .09) to the consensus phase (M =
2.47, SE = .11), t(87) = −4.28, p < .001, a phenomenon frequently referred to as the
“risky shift” (e.g., Dion, Baron, & Miller, 1970).

To explore the influence of the agent on ratings of confidence in the team’s consensus
answer, we first calculated the change in confidence ratings for each team member from
their individual phase rating to their consensus phase rating, and then averaged across
team members to create a team-level estimate of confidence change. We then examined
the team confidence change scores for influence from the agent by comparing confidence
change scores during rounds when the team did and did not select a consensus answer in
agreement with the agent’s suggestion using a 2 (team size)× 2 (game half)× agreement
(consensus answer agreed or disagreed with agent’s suggestion) mixed ANOVA. The
results of the analysis indicated a statistically significant main effect of game half, F(1,
33) = 5.05, p = .031, η2

P = .133, such that the average increase in team confidence was
greater in the second half of the game (M = .34, SE = .07) compared to the first (M =
.26, SE = .08).

The ANOVA results also indicated a statistically significant team size by game half
interaction, F(1, 33) = 5.36, p = .027, η2

P = .140. Follow up simple main effect tests
indicated that, for triad teams, confidence increased similarly in the first and second
halves of the game, but for tetrad teams, confidence change scores were greater in the
second half of the game compared to the first. These effects are depicted in Fig. 3.

Finally, the ANOVA results indicated a statistically significant game half by agree-
ment interaction, F(1, 33) = 5.71, p = .023, η2

P = .148. Follow up simple main effect
tests indicated that there were no differences in team confidence change scores based on
agreement with the agent in the second half of the game, but in the first half there was
a trend (Bonferroni corrected p = .056) for teams to rate their confidence as higher in
rounds where they agreed with the agent’s answer suggestion compared to those where
they did not. These effects are also depicted in Fig. 2.

No other sources of variance in this analysis were statistically significant (all ps >
.05).
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Fig. 3. Mean team confidence rating change scores as a function of team size and game half
during trials when the team’s consensus answer agreed or disagreed with the agent’s suggested
answer.

4 Discussion

The purpose of the current experiment was to investigate the influence of a machine
agent with limited ability to communicate and engage in teamwork processes, presented
as a teammate, on team decision making in a consensus-building task. We manipulated
team size, as triads (two humans and an agent) or tetrads (three humans and an agent),
and examined the agent’s influence in the first and second halves of the experiment to
see if its influence changed as participants gained more experience with the game and
said agent.

We hypothesized that, consistent with previous research on automation reliance,
the agent would exert significant influence on team decision making in this task. This
hypothesis was strongly supported, as the agent appears to have influenced teams’ con-
sensus answers, wagers, and confidence during the game. We also hypothesized that
the agent’s influence would be moderated by team size, as the additional teammate in
tetrads was expected to decrease each members’ influence. This hypothesis was not well
supported, as team size was only found to influence team confidence ratings. Finally, we
hypothesized that the agent’s influence would be reduced from the first to second half
of the task as participants gained greater experience with the agent and understood that
its performance was imperfect. This hypothesis was not supported, however; the agents’
influence was approximately the same throughout the game.

4.1 Agent Influence

The agent teammate had a fairly pronounced effect on team decision making in the
roulette task, influencing team consensus answer selection, wagering, and a marginal
influence on team confidence. The multinomial regression analysis also supported the
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strong influence the agent had on team decisions. Interestingly, though the agent’s sug-
gestions were less influential than those from the most-influential human teammate, the
regression indicated that the agent’s suggestions influenced team decision making to a
degree that is commensurate with the influence of the second-most influential human
teammate. Furthermore, this effect was not moderated by experience, as the agent’s
influence remained approximately the same across the fifty roulette rounds, despite
accumulating evidence for participants across those rounds that the agent’s performance
was far from perfect. These results confirm that even machine agents with low abilities
to engage in teamwork processes, such as consensus formation, may still exert a strong
influence on them.

The agent’s influence in the current experiment may be due to several factors (or
a combination of them). First, the agent was presented as teammate, rather than a tool
[24], potentially activating social and behavioral norms regarding consideration of its
suggestions in team processes.

Second, though the agent’s overall accuracy (34% across all trials) was quite low,
and considerably less than the minimum accuracy of 70% suggested in the automation
reliability literature to engender use [26], it was still considerably higher than the accu-
racy teams might have expected by chance if they believed the underlying distribution
was uniform. As such, routinely defaulting to the agent’s suggestion represents a rational
strategy in a situation of high uncertainty.

Third, and perhaps more importantly, the underlying distribution of outcomes in the
roulette game was not uniform, and the agent’s behavior strongly modeled the strategy
most likely to produce gains, i.e., probability maximizing, whereby players select the
dominant outcome as their response for all trials [6]. This was particularly true in the
second half of the game, where the agent suggested the dominant outcome on 80% of
trials. Though no teams fully adopted a probability maximizing strategy by the end of
the experiment (it usually takes 100–200 trials for participants to adopt this strategy in
similar experiments [6]), the agent’s influence and modeling may have permitted teams
to adopt the strategy more quickly than typical if more rounds had been included in the
current experiment.

This raises an interesting potential application for utilizing agent influence in teams,
if the agent is specifically modeling behaviors that are desirable for team members to
adopt. Observational learning research suggests that team members will learn behav-
iors and attitudes from those they observe, particularly if the person being modeled is
believed to be high in status or influence [17] – as agents may be. This goal need not
be explicitly stated to participants; instead, the natural influence of an agent may be
sufficient to bias participants to adopt desired outcomes. For example, in the current
experiment the agent’s suggestion in each round of roulette was based on the modal
answer of our pilot participants, but in future studies its behavior could be modified
to more strongly demonstrate a probability maximization strategy, potentially causing
participants to adopt this more effective strategy earlier in the experiment.

4.2 Effects of Team Size

Contrary to initial hypotheses, team size had a relatively small effect, mostly on confi-
dence ratings. Theremay be several explanations for this in the current experiment. First,
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increasing team size in the roulette game did not yield the performance benefits observed
in some tasks, particularly thosewhere performance is related to task directed effort [15].
In the current experiment, increases in team size did not increase team accuracy, most
likely because the random nature of outcomes in the roulette game could not be influ-
enced by team effort, undercutting the utility of an additional team member. In fact,
from this perspective, it is possible that increases in team size could have potentially
impeded development of more effective strategies, such as probability maximization,
due to increased diffusion of responsibility in larger teams.

Second, task load in the current experiment was likely quite low, as the process of
consensus-building did not require participants to engage in complex mental computa-
tions and temporal pressurewasminimal. Asmentioned previously, cognitive overload is
a critical factor in determining reliance on automation [14], and though there presumably
was some pressure to maximize performance and thereby fiscal gain, that pressure was
likely insufficient to result in overload and greater reliance on the agent’s suggestions.

4.3 Conclusions and Directions for Future Research

The current experiment was designed to explore the influence of a machine agent with
minimal ability to engage in teamwork on team decision making processes. Our results
suggest that agents, even those with minimal teamwork capabilities, are likely to exert a
strong influence on teams, though this could be used advantageously if the agent models
behaviors, attitudes, or strategies that are desirable for human teammates to adopt.

Though the results of the current experiment support that agents are likely to exert
influence, further research is necessary to determine the relative contribution of several
potential causes of that influence, such as presentation of an agent as a teammate, rather
than a tool; agent accuracy, relative both to expected accuracy and to human teammember
accuracy; and agent strategy modeling. In addition, further exploration of the effects
of team size on agent influence is warranted, particularly in tasks where increases in
team size may be expected to yield greater task-directed effort and improved team
performance.
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Abstract. A paradigm shift is taking place, from the era of common off-the-shelf
products to that of personalized products. In this study, we developed a com-
munication robot that could improve customers’ satisfaction in bespoke scenes,
which is a sales method of personalized products. First, we extracted the model
of the salesclerks’ utterances that would be useful for improving satisfaction in
bespoke tailoring. We modeled the salesclerks’ utterances based on the utterance
content. Next, we designed a bespoke origami task by communicatingwith a robot,
which worked based on the salesclerks’ utterance model. Then, we analyzed how
the robot’s utterances evoked customers’ emotions and improved satisfaction. As
a result, we revealed that the utterances that encouraged customers’ decisions
improved customer satisfaction.

Keywords: Bespoke · Communication robot · Expert salesclerk model

1 Introduction

A paradigm shift is taking place, from the era of common off-the-shelf products to that
of personalized products [1]. Customers who have a certain level of knowledge can
make customized products by themselves. On the other hand, customers who do not
have a certain level of knowledge about products cannot make customized products by
themselves and need support from salesclerks.

In our study, we focus on bespoke tailoring, which is a sales method for customized
products. In bespoke scenes, customers communicate with salesclerks to tailor products.
When salesclerks serve customers in actual stores, the salesclerks try to understand the
customers’ needs and what customers feel through communication, and they provide
feedback such as appropriate suggestions and assistance accordingly, thereby improving
customers’ satisfaction. Sugimoto [2] conducted a studyon the customer service of expert
salesclerks who improve customers’ satisfaction. In the study, Sugimoto investigated
the behavior of salesclerks in suit bespoke. They found that expert salesclerks limited
the number of choices and reassured the customers of their decisions. In this study,
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we modeled the salesclerks’ utterances, which were useful for improving customers’
satisfaction.

In addition, because of the spread of COVID-19, people need non-contact customer
service to prevent infection. The number of opportunities robots to serve customers is
increasing. There have been many studies about impressions of robots working in stores.
Kubota [3] conducted an experiment inwhich androids spoke in an actual store.However,
there were predetermined scenarios of utterances in Kubota’s experiment, and androids
could not communicate with customers flexibly. Thus, we oriented service robots that
could communicate with customers based on an utterance model that could improve
customers’ satisfaction.

In this study, we first analyzed the utterances of salesclerks from videos of suit
bespoke in an actual store, and we created an utterance model that improves customers
satisfaction. Next, we designed an origami bespoke task in which a robot acts as a
salesclerk and speaks according to our utterance model. Through the task we revealed
that salesclerks’ utterance model could improve customers’ satisfaction.

2 Modeling Salesclerks’ Utterances and Emotions in Bespoke
Scenarios

2.1 Modeling Salesclerks’ Utterances

In this study, we modeled the utterances of salesclerks from videos [4] of suit bespoke
at the Family Bazaar (9/15–17/2018) held by a suit manufacturing and sales company.
We referred to Sugimoto’s study [2] and divided the videos into two types: ones with
expert salesclerks serving the customers, and ones with novice salesclerks serving the
customers. There were five videos in each category. The expert salesclerks’ videos were
totaled 90 min (mean 18 min, SD= 11.85 min), and the novice salesclerks’ videos were
totaled 105 min (mean 21 min, SD = 9.85 min).

Fig. 1. An example of actual bespoke tailoring consisting of three typical steps. A customer
defines requirement and selects material and designs with a salesclerk.

In the analysis, we first divided the suit bespoke into three steps: In the first step,
salesclerks listened to the customers’ needs and usage of the suit (defining requirements).
In the second step, customers selected the materials for the suit (selecting a material).
In the third step, customers selected the designs, such as buttons and tucks (selecting
design) (Fig. 1). Next, we tagged each salesclerk’s utterances using the video analysis
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tool ELAN (Fig. 2). To analyze salesclerks’ utterances, we compared expert and novice
salesclerks in terms of the amount of utterances, the kinds of utterances, and the transition
of utterances. In the tagging process, the salesclerks’ utterances were classified into six
categories: “suggestion,” “closed question (CQ),” “open question (OQ),” “explanation,”
“encouragement,” and “other” (Table 1).

Fig. 2. Analyzing salesclerks’ utterances using ELAN (annotation tool)

Table 1. Six categories of salesclerks’ utterances

To compare the amount of utterances between expert and novice salesclerks, we
conducted a t-test on the percentage of utterance time per minute for expert and novice
salesclerks. It showed that the experts spoke longer than the novices did (Fig. 3 left). To
compare the kinds of utterance between expert and novice salesclerks, we conducted a
t-test on the number of utterances per minute for each of the five types of utterances. It
showed that there was a significant difference between the expert and novice salesclerks
in terms of the “suggestion” and “encouragement” utterances, indicating that the expert
salesclerks used the “suggestion” and “encouragement” utterances more frequently than
did the novice salesclerks (Fig. 3 right).

Next, to compare the transition of the five types of utterances, wemade diagrams. The
probability transitions of the five types of utterances of the expert and novice salesclerks
in the material selection and design selection were calculated (Fig. 4). In the material
selection, the experts offered repeated suggestions and explanations, and then multiple
encouragement. On the other hand, the novices tended to repeat the explanations. In
the design selection, the experts asked questions and made suggestions, and then they
explained and gave encouragement. On the other hand, the novices tended to repeat
questions and explanations, with little encouragement.
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Fig. 3. The percentage of utterance time (left) and the number of the five types of utterances:
suggestion, closed question, open question, explanation, and encouragement (right). The expert
salesclerks spoke longer than did the novice salesclerks in bespoke. The experts’ utterances con-
tained more suggestions and encouragements than those of novices. (Bars indicate maximum
and minimum. The line on the surface, bottom, and between them indicate upper quartile, lower
quartile, and median, respectively.)

Fig. 4. The probability transitions of the five types of utterances of the expert and novice
salesclerks in the material selection and design selection

2.2 Modeling Emotions in Bespoke Scenarios

Tomodel emotions customers feel in bespoke scenarios, we extracted emotionwords that
were evoked in the suit bespoke from the study by Obata et al. [4]. We chose twenty-five
emotion words. Forty-six students answered a questionnaire about the characteristics
of these emotion words. The characteristics of the emotions here refer to where the
emotions are located on Russell’s core-affect model plane [5]. Each emotion word was
evaluated in two dimensions: pleasure-displeasure and arousal-sleep. Each evaluation
was made on a 5-point scale. The results of the questionnaire were transformed so that
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the maximum value was+2 and the minimum value was 2, and the emotion words were
distributed on Russell’s core-affect model plane. After that, we determined represen-
tative and valid emotions of the eight domains on Russell’s core-affect model through
discussion. Thereby, we created the bespoke version of the core-affect model (Fig. 5).

Fig. 5. A core-affect model of bespoke tailoring. We identified 13 emotions in eight categories.

3 Verifying the Effect of Robots’ Utterances

3.1 Bespoke Origami

We analyzed salesclerks’ utterances and made a bespoke utterance model. However,
it is uncertain if robots can improve customer satisfaction. To evaluate if the robot’s
utterance could improve customer satisfaction, we designed the task of customizing an
origami1 box while participants communicated with a robot (origami task). The origami
task consisted of three steps, as the suit bespoke did (Fig. 6): In the first step, participants
reviewed six samples of origami boxes and selected one. In the second step, they selected
sheets of origami. Eighty-three sheets of origami paper (5 cm squared) were regularly
lined up on a rack, and participants selected the number of sheets they needed to make
the box freely. In the third step, they selected designs for optional decorations on the
box. Participants chose stickers and tape to decorate the box from a booklet with samples
of stickers and tape. In this way, we created a situation in which the participants felt the
same emotions as in suit bespoke.

3.2 A Robot Plays the Role of Supporter in Bespoke

In the origami task, a robot played the role of a salesclerk in the bespoke scenario. We
used SHARP’s RoBoHoN (Fig. 7). We developed an Android application that allowed
the RoBoHoN to speak the sentences the experimenter entered on the remote PC. Using
this application, we could communicate with the participants using theWOZ (Wizard of
Oz) method [6]. The experimenter watched the participants on a monitor and operated
RoBoHoN. Based on the expert salesclerks’ utterances model, RoBoHoN spoke encour-
aging utterances when participants made choices and spoke suggestion utterances when
they were troubled.

1 Origami: Japanese traditional paper craft.
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Fig. 6. Product samples of our bespoke origami box.We designed the task to fit with suit bespoke.
First, participants selected an origami box. Next, they selected sheets of origami paper. Finally,
they selected options from a booklet. Each step corresponds to defining requirements, selecting
material, and selecting designs, respectively, in suit bespoke (Fig. 1).

Fig. 7. The experimenter operated the service robot (RoBoHoN) through monitors.

3.3 Experiment Processes

Participants conducted an origami bespoke tasked with the help of RoBoHoN. Partici-
pants first chose one of the six products and selected sheets of origami paper from the
rack. After that, they decided on the design by looking at the booklet (Fig. 8). After they
had completed the task, we conducted an interview survey. The participants watched
videos of their own bespoke activity and reported the changes in their emotions and sat-
isfaction levels during the task. The participants reported the time when their emotions
or satisfaction levels changed during the task and selected one from the emotion groups
as the most appropriate emotion they felt at that time. At the same time, participants
selected one of the following three options: “satisfied,” “dissatisfied,” and “neither.” If
participants answered “satisfied” or “dissatisfied,” they recorded the degree to which
they felt it on a 5-point scale (“1: not at all” to “5: very much so”). The degree of sat-
isfaction (satisfaction level) was evaluated on an 11-point scale (from –5 to +5), with
“satisfied” on a scale of+1 to+5, “dissatisfied” on a scale of –1 to –5, and “neither” as
0. Participants were 26 students (12 males and 14 females).

3.4 Result of the Experiment and Discussion

The total duration of the experiment was 551 min (average: 21 min per participant),
and the total number of RoBoHoN utterances was 724 (average: 27.9 utterances per
participant, 1.3 utterances per minute). Of these, the suggestion utterances were spoken
a total of 66 times to 23 participants, and the encouraging utterances were spoken a total
of 148 times to all participants.
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Fig. 8. An example of the origami box bespoke task. The red circles show the robot, which serves
customers just like a bespoke tailor.

We compared the percentage of evoked emotions in the 20 s before and after the
suggested utterances (before: –20 to 0 s, after: 0 to 20 s) for 23 participants. Participants
felt more “enthusiastic” after the utterances than before the utterances (t (22) = 2.25,
p= .035, d = .23) and felt less “satisfied” after the utterances than before the utterances
(t (22) = 2.56, p = .018, d = .36). Similarly, when comparing the mean values of
satisfaction for 20 s before and after the utterances, there was no change in satisfaction
level before and after the utterances (Fig. 9).

Fig. 9. Participants felt less “pleased” after “suggestion” utterances than before the utterances
significantly. Participants felt more “satisfied” after the utterances and after the utterances, but
satisfaction level didn’t change.

Next, we compared the percentage of evoked emotions in the 20 s before and after
the encouraged utterances for 26 participants. Participants felt more “satisfied” after
utterances than before utterances (t (25) = 2. 96, p = .004, d = .43) and felt less
“displeased” after utterances than before utterances (t (25) = 2.39, p = .018, d = .30).
Similarly, comparing the mean values of the satisfaction levels for 20 s before and
after the utterances, the satisfaction level after the utterances was higher than before the
utterances (t (25) = 3.39, p = .002, d = .33) (Fig. 10).

The satisfaction levels after the encouraging utterances were higher than before the
utterances. However, the participants’ satisfaction levels might have increased simply
because of participants making choices (e.g., deciding which suit materials to choose).
This is because the RoBoHoN spoke encouraging utterances when the participants were
selecting their origami and designs. Here, to prove that the encouraging utterances were
the factor that increased the satisfaction level, we compared the satisfaction levels in the
20 s before and after the “choice” scene, in which there was no utterance by RoBoHoN.
Such “choice” situations were found in 16 of the 26 participants. There was no change
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Fig. 10. Participants felt significantly more “satisfied” after encouraging utterances than before
them. Participants felt less “displeased” after the utterances, and satisfaction level also increased
significantly.

in satisfaction levels 20 s before and after the “choice” scene (t (15) = 0.32, p = .751).
Therefore, we proved that the participants’ satisfaction levels did not increase due to the
“choice” but due to RoBoHoN’s encouraging utterances.

4 Conclusion

In this study, we first modeled the utterance of salesclerks in suit bespoke and revealed
that the robot’s utterance based on the model could improve customers’ satisfaction. The
origami task included typical bespoke elements: There were communication and steps.
Therefore, we believe that the robots can improve customer satisfaction in other types
of bespoke scenarios. The present study will be useful to serve also in the VR space.
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Abstract. Chatbots’ ability to carry out focused, result-oriented online conversa-
tions with human end-users impacts user experience and user satisfaction. Using
“Chatbots” as key identifiable examples utilized by Electronic Commerce (E-
Commerce) firms inCustomerRelationshipManagement (CRM), this study offers
a user satisfactionmodel in the context ofArtificial Intelligence (AI) enabledCRM
in E-Commerce. The model is based on Expectation Confirmation Theory (ECT)
and Uncertainty Reduction Theory (URT) within the Chatbot context. This model
will allow us to investigate if chatbots can provide both businesses and consumers
the opportunity to complete a journey from normal through abnormal to the new
normal in situations similar to a covid pandemic.
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1 Introduction

Businesses today originate, operate, sustain, and eventually die out in complex environ-
ments. As businesses across the world abruptly closed their doors to stop the spread of
COVID-19, an entire spectrum of industries sputtered to a halt in some countries. Retail-
ers, restaurants, coffee shops, bars, malls, theaters, cinemas, and stadiums—places that
normally housed gatherings of people ended up becoming empty. In covid times, or
for that matter, in any normal, though abnormal to the new normal life cycle, the busi-
nesses will face uncertainty. Information Systems over the years have faced a state of
uncertainty that may decrease the quality of the decision process and result in a negative
impact in terms of efficiency and welfare for the society (Osório and Pinto 2019).

Chatbots are recognized as a software systems, which can chat or interact with
a human user in a natural language such as English (Shawar and Atwell 2007). It is a
computer programor an artificial intelligencewhich conducts a conversation via auditory
or textual methods (Bilange 1991; Vassos et al. 2016; Følstad and Brandtzaeg 2017;
Valtolina et al. 2018; Varitimiadis et al. 2020). A chatbot is also known as a chatterbot,
bot, smart bot, conversational interface, or artificial conversational entity.While working
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for the CRM function, a chatbot assists human agents and answers users’ queries. End
users are observed to receive a pleasant or acceptable experience if chatbots succeed in
delivering appropriate information, maintaining high system availability, and providing
personalized solutions. Thus, Chatbot improves user experience and user satisfaction.
Chatbots are noted to redirect queries to proper authorities in the organization to answer
customer queries (Bernazzani 2018). In covid times use of Chatbot transcend into basic
activities like food delivery services (De Cicco et al. 2020). Thus, the motivation for
AI-enabled CRM is identified in terms of the cost of interaction with customers in
E-commerce.

The remainder of the paper is structured as follows: InSect. 2,wepresent the literature
review that focuses onAI, E-commerce, Chatbots.We illustrate and discuss the proposed
researchmodel andhypotheses inSect. 3. Similarly,we furnish the researchmethodology
and the theoretical and practical contributions in Sect. 4. FutureResearch andLimitations
follow this in Sect. 5. We then conclude the research paper in Sect. 6.

2 Literature Review

Conversational User Interface (CUI) is one of the more popular forms of Human-
Computer Interaction. A CUI allows users to communicate with computers using a
spoken dialogue or text for information access and processing (Zue and Glass 2000).
Researchers identify Chatbots as one of the popular types of CUI. Researchers define
Chatbot as an AI application that uses NLP to understand and enable a conversation
between a human and a machine (Abdul-Kader andWoods 2015). Others view a chatbot
as a unique application system that uses artificial intelligence technologies to provide a
natural language user interface (Meyer von Wolff et al. 2019). Chatbots are designed to
convincingly replicate how a human would interact as a conversational partner and, in
turn, pass the Turing test (McDonnell and Baxter 2019). Turing test relates to is an exper-
iment developed to test a machine’s capability to exhibit intelligent behavior equivalent
(Turing 1950). User expectations within the context of AI-enabled CRM in E-Commerce
pivots on completing essential and gigantic multifaceted tasks, such as coordinating and
performing same-day delivery to customers and placing voice-enabled orders to com-
plete individual orders from individual stores (Kawa et al. 2018). E-Commerce thus can
sustain lean supply chains using AI (Kawa and Maryniak 2019). E-Commerce uses a
dynamic pricing strategy, allowing businesses to change prices for products or services
in real-time based on the current market demand. This strategy is pragmatic because
AI models employ automatic algorithms to compute prices, whereas decisions made by
humans can not possibly keep up with the volume of data (Weber and Schütte 2019).

User Experiences within the context of AI-enabled CRM in E-Commerce hinges on
accepting improved customer service and is often measured through chatbots (Skjuve
and Brandzaeg 2018) using large-scale and publicly available E-Commerce data. The
interest in end users is that this type of Chatbot can take advantage of data from in-page
product descriptions and user-generated content from E-Commerce websites (Cui et al.
2017). The use of chatbots is also attributed to the surge in the burden on call centers.
The feasibility of using chatbots in call centers has started to be studied. The call centers
strive to cut operating and training expenses (Toader et al. 2020). End user’s expectations
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and experience about call center chatbots vary from industry to industry. According to
research, end-users feel more at ease communicating and interacting with anthropomor-
phic recommendation agents thanwith human-like interfaces (avatars) that are ethnically
and gender compatible with end-users (Benbasat et al. 2020). The third important part
of our literature review centers on factors that satisfy the end-user while using chatbots.
Acceptance of hedonistic technology is attributed intrinsically to cognitive absorption
(Agarwal and Karahanna 2000; Lowry et al. 2013); we can apply the same concept to
the acceptance of Chatbot, e.g., Acceptance of Xiaoice Chatbot by Chinese users (Zhou
et al., Zhou et al. 2020). We also consider the essential concept of Trust in E-Commerce,
as Trust is especially critical in the early phases of interactions, which is the situation
with new technology adoption when the situation is vague. Also, consequences are inde-
terminate (Ostrom et al. 2019). Trust acts as a bridge between an individual’s beliefs
about the characteristics and capabilities of automation and the individual’s intention
to use and rely on automation (Lee and See 2004). When we explore E-Commerce, we
need to differentiate between trust in the provider and trust in the transaction medium
(Pavlou 2003). This differentiation will also apply in the context of AI-enabled service
encounters, where both trust in the service provider and trust in the specific AI technol-
ogy will contribute to customers’ trust toward the AI-enabled service. An organization’s
trustworthiness is determined through ability, integrity, and benevolence (Mayer et al.
1995). The literature also exemplifies that AI-enabled services lead to a lack of privacy
that may result from an even greater trove of detailed information about us continually
being gathered and analyzed. AI virtual assistants will have extensive knowledge about
what we like, the trade-offs we are willing to make, likely at a level we do not know
ourselves (Dawar 2018). Extant literature also provides the concept of reliability. It is
defined as the degree to which a consumer believes new technology will perform a job
consistently and accurately (Lee et al. 2003).

Similarly, it is also identified as the quality of a service outcome (Shamdasani et al.
2008) and the ability to deliver an expected standard at any given time (Iberahim et al.
2016). We substantiate these definitions by referring to the reliability concept presented
in TAM3Model, which is the perceived output quality (Venkatesh and Bala 2008). Since
chatbots are supposed to address the dynamic needs of the customers,we also focus on the
fact that ‘the reliability dimension is critical because it embeds the dynamic capability to
perform the promised service dependably and accurately (Narteh 2015).Hence reliability
aspect will help our understanding of whether the customer would use the Chatbot again
in the future or not. The dearth of articles discusses the positioning of chatbots in e-
commerce (Vinodhini and Chandrasekaran 2016) and examines the factors influencing
the adoption of Chatbots in e-commerce (Lucente 2002). The literature has started to
discuss and inspect the reasons influencing the adoption of Chatbots from the perspective
of e-commerce (Araújo and Casais 2020). Chatbots also feature as context-specific
internal communication processes (Saenz et al. 2017).
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3 Proposed Research Model and Hypotheses

Wepresent ourmodel in Fig. 1, developed to study end users’ behavior in the three stages
of engagement with a chatbot. The three stages represent the normal phase, abnormal
phase, and the new normal phase. The model combines several significant antecedents
that may influence users’ decisions and actions at each stage. We present the constructs
for our model based on studies using an expectancy-confirmation (or disconfirmation)
archetype while theorizing those expectations influence the satisfaction with a product
or service and showing the intention to use (Oliver 1977; Bhattacherjee Bhattacherjee
2001).

Privacy Concerns: We base our understanding of privacy concerns on the work of Han
and Yang (2018). Intelligent Personal Assistants (IPA) observed privacy concerns as
an important barrier to continuance intention. We extend the IPA concept to chatbots;
therefore, we assume the relationship:

H1: Privacy concerns about the Chatbot will be negatively related to chatbot
performance expectations.

Perceived Trust: Perceived Trust is defined as the extent to which a person feels about
their ability to control their tasks freely. The successful adoption of Chatbots would rely
to a large extent upon the ability of the dialogue systems to digitalize the human capacity
to build trust by imitating the linguistic communication in human-agent interactions
through NLP (Rodríguez Cardona 2019). Chatbot technology is trusted as a supporting
tool in the decision-making process andmay provide suggestions to act, but the decisions
to be made are always a human responsibility. To increase the Chatbot’s ability to help
and increase trust, the users need the training to phrase themselves for better mutual
comprehension. Hence, we suggest H2, H3, and H4 as follows:

H2: Perceived Trust about the Chatbot will be positively related to the chatbot
performance expectations.

H3: Perceived Trust in the Chatbot will be positively related to the user satisfaction
with the Chatbot.

H4: Perceived Trust about the Chatbot will be positively related to the confirmation
about the chatbot performance expectations.

Perceived Reliability: Confirmation about the chatbot performance will increase if the
Chatbot can provide appropriate responses tomost questions over time. Ideally, the Chat-
bot should admit its limitations as opposed to giving a wrong response. When faced with
ambiguous questions, the Chatbot should ask follow-up questions to identify the desired
response. The absence of reliabilitymaywaste the time of customers (Demoulin andDje-
lassi 2016).We also observe that reliability is one of the strong determinants of customer
satisfaction (Gunawardana et al. 2015; Narteh 2015). Therefore, we hypothesize
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H5: Perceived Reliability about the Chatbot will be positively related to the
confirmation about the chatbot performance expectations.

Expectation Confirmation Theory: The Expectation Confirmation Theory (ECT) is
prevalent in the marketing research circles and has been used extensively in Informa-
tion Systems. ECT captures the relationship that Expectation influences Satisfaction
directly and is mediated through Disconfirmation (Oliver 1977,1980). Keeping in view
the Information Systems perspective, this theory was modified to include the environ-
mental effect of social influence and marketing campaign due to possible changes in the
end-user’s perception about the product or service (Bhattacharjee 2001). We make use
of ECT theory to hypothesize the relationship for our model as follows:

H6: Chatbot Performance confirmation of Expectation will be positively related to
User Satisfaction.

H7: Chatbot Performance Expectation will be positively related to User Satisfaction.
H8: Chatbot Performance confirmation of Expectation will be positively related to

User Satisfaction.
Also, we use Uncertainty Reduction Theory suggests that communication removes

uncertainty through interpersonal interaction (Berger andCalabrese 1974). The chatbots,
as communicators, engage the end-user by interaction in this manner. The chatbot end
user will perceive the environment is identified as the new normal. In this stage, the end-
user has more clarity and a fair evaluation of certainty about the Chatbot’s performance.
The end-user can decide whether to continue to use the Chatbot for ordering or inquiring
information. Thus, we propose.

H9: Higher the end users’ satisfaction with the Chatbots, higher will be end users’
behavioral intentions to continue to use it.

4 Research Methodology and Contribution

This research appliesECT theory, in conjunctionwithHCI,AI, andE-Commerce streams
of literature, to understand the factors influencing user satisfactionwithAI-enabledCRM
in E-Commerce. We will use the quantitative analysis approach and operationalize the
research using pre-validated scales from the extant literature to maximize the validity
and reliability of the measurement model. The study has the potential to contribute to
the theoretical as well as practical levels. Findings can back managers on preparing,
persuading, and urging individual users in call centers and help desks to use chatbots.
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Fig. 1. Proposed research model

5 Limitations and Future Research

It is important to be aware of several limitations. First, the scope of the research study is
limited to a single Chatbot, and subsequently, the consequencesmay not be generalizable
to other types of chatbot applications. Second, the self-reported survey submitted may
not accurately represent how average users state their satisfaction with their interactions
with the Chatbot.

6 Conclusion

In this study, we take amodest view of AI-enabled CRM in E-Commerce by endeavoring
to understand user satisfaction in the context of service encounters.
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Abstract. TEDAX agents performe explosives handling tasks that
require good assistance in handling EOD robotic arms. The interface
used for handling explosive devices is relevant for explosive deactivating
agents due to the fact that it can ensure greater immersion and perfor-
mance in their operations. Generally, robotic arms are manipulated by
joysticks, keyboard or buttons that are not very intuitive. NUI inter-
faces are intuitive and provide assistance in robotic arm manipulation.
In this study, it is proposed to verify the feasibility of a NUI interface
to manipulate EOD robotic arms. The degree of assistance provided by
the interfaces through the NASA-TLX method in TEDAX agents of the
UDEX-AQP (Unidad de Desactivación de Explosivos de Arequipa) is
compared. The compared interfaces are: a MK-2 commercial robot from
Allen Vanguard and a NUI interface based on specular Imitation. The
tests show that the NUI interface evaluated can be applied in explosives
disposal interventions.

Keywords: UX (User experience) · EOD (Explosive Ordnance
Disposal) · NUI (Natural User Experience) · TEDAX · Specular
Imitation

1 Introduction

EOD (Explosive Ordnance Disposal) robots are used worldwide to deactivate
explosives in order to support TEDAX agents (Technician Specialist in Deacti-
vation of Explosive Artifacts). As a result of the terrorist attacks that took place
in the 1980s in southern Peru, the explosives disposal unit was created in the
Arequipa region (UDEX-AQP), which is one of the oldest explosives disposal
institutions in south America. The studies carried out on the interventions of
the UDEX - AQP in the period 2013 to 2020, show that an EOD robot would
have had a more efficient participation in 91% of the cases. Likewise, 47% of
the most recurrent explosive devices were grenades and dynamites [1]. Due to
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the size of these objects, it is difficult to manipulate them with an EOD robot;
therefore, they require an intuitive and easy-to-use interface.

The importance of control interfaces is due to the fact that the operator
must be more focused on handling tasks than on handling the control interface,
therefore, it is not advisable to use keyboard interfaces or control buttons [2].
In several cases, only the sporadic use of robots is required (e.g. search and
rescue), therefore, the agents do not have sufficient training and experience in the
manipulation of control interfaces for a correct operation [5]. For these reasons,
it is recommended to use easy and intuitive interfaces instead of using keyboard
interfaces or control buttons.

NUI (Natural User Interface) can imitate the way a person expresses itself,
providing the possibility that human-robot interaction is by direct command
and interaction through gestures such as mirroring [3]. Leap Motion is a sensor
that recognizes the gestures of the human hand with precision, especially the
movement of the thumb [6]. This sensor serves as an intuitive interface that can
be used to manipulate robotic arms by being able to replicate the movements of
the hand to the robotic arm, for this reason this sensor can be applied as a NUI
[7,8].

In this research, the feasibility of using a NUI, which is based on the recogni-
tion of hand gestures, is evaluated in order to it can be applied in EOD robotic
arms. NUI and MK-2 interface were tested and compared with explosives han-
dling tasks. NASA-TLX method (National Aeronautics and Space Administra-
tion Task Load index) was applied to measure the user experience and determine
the possibility of use for this type of operation.

2 Methodology

To determine the feasibility of using our gestural NUI, which is called the DL01
interface, an elementary open-loop control algorithm was developed that does
not present filtering processing algorithms, on the Leap Motion and the Dobot
Magician with the aim of evaluate its possible application in an EOD robotic
arm.

The MK-2 robot from the Allen Vanguard company that is based on keyboard
manipulation and the DL01 interface were compared testing explosives manipu-
lation tasks, applying the NASA-TLX method [4,9] to measure user experience.

2.1 Evaluation Procedure

10 UDEX-AQP agents (24 to 52 years old, 10 men) were taken for the 120-
min study. A brief information was given to the TEDAX agents on the general
description of the study and manipulation of the robotic arm: the movements
of the robot arm and gripper were described and the tasks they had to perform
were presented.

Before starting the task, participants were given a description of the user
interface and the commands. To ensure understanding of the interface, each
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participant was instructed for 10 min, then a test assisted by the experimenter
in which they manipulated the robotic arm in various positions, for example,
movement of each degree of freedom, extended arm, bent). After completing
this training, the explosives handling tests were carried out. After performing
the manipulation tasks with an interface, they were given a NASA-TLX sheet.
After each agent took a 10-min break, they continued with the next interface
and finish with the total evaluation test, in Fig. 1 the block diagram of this study
is shown to evaluate the user experience.

Robot MK2
(Keyboard
interface)

Dobot Magician and
Leap Motion - DL01

(NUI Interface)

Performance of
operational tests
(Experiment)

User experience
evaluation
(NASA-TLX)

Interface
comparison

Robotic Arms

Training phase
with interface

Explanation of
each interface

Human-Robot Interaction

Fig. 1. Block diagram for the user experience evaluation.

3 Study Tasks

TEDAX agents performed a task that required proper monitoring. More recur-
rent explosives, grenade and dynamite, were manipulated with the MK2 robot,
the participants moved these explosive devices from a table to a container, simu-
lating a real situation of deactivating explosives, in addition to ensuring that the
participants took the object correctly. Figure 2 shows the operating procedure.

Fig. 2. Operation procedure.



Evaluation of a NUI Interface for an EOD Robotic Arm 291

The same tests were carried out with the DL01 interface in scale, considering
the ratio of proportion between the Dobot Magician and commercial robot MK2
to be able to scale the explosive devices in a proportional way through the 3D
printing of a grenade and a dynamite. Only the movement of the robotic arm
with the MK-2 chassis in a fixed place was considered for the tests, in addition
the tests were taken without the use of assistive cameras. Figure 3 shows the
tests with the DL01 interface and the MK2 robot.

Fig. 3. Field tests. (a) With the DL01 interface. (b) With the MK2 robot keyboard
interface.

4 Results and Conclusions

Figure 4 shows the mean of the categories of the NASA-TLX method, it is
observed that the mental demand for the DL01 interface is greater compared to
the MK2 due to the need for a greater degree of concentration and immersion
on the tests. The average total workload of the MK2 interface is 72.33 and the
DL01 interface is 60.3. The total workload and temporal demands of the DL01
interface got important improvements, for that reason the gestural interface can
be of great help in manipulating EOD arms for these operations. Future work
will try to reduce effort and frustration, as well as to improve the total workload
by applying special filters and control strategies for the robotic arm.
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5 Discussion

The results of this experiments show that the proposed interface has good results
in assisting TEDAX agents, as well as being a natural interface according to the
operator’s movements.

It is considered that the DL01 interface has good results because the move-
ments of the robotic arm have a natural relationship with the movements of
the person’s arm, in addition to integrating similar workspaces for the operator
and the robot. These novel applications of established HCI design principles can
improve the ease of use and efficiency of remote control robotic interfaces for
field control.
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Abstract. It is expected that human-robot collaborationwill increase in the future.
Some people are already experiencing this in their working life, but other people
are still skeptical about it. The COVID-19 pandemic has brought new challenges
to the world’s population and has a strong impact on our everyday working life.
The question arises, whether the perceived involvement in the current situation as
well as the occupational field influence the attitudes towards human-robot collab-
oration. Overall, 54 men, 45 women and 1 non-binary (N = 100) aged between 18
and 71 years (M = 29.87, SD= 14.00) participated in an exploratory online study.
The results of the study show that the participants’ attitudes towards the use of col-
laborative robots in the three different categories assembly, logistics and cleaning
were rather positive. Furthermore, assembly and logistics tasks were assessed as
significant more conceivable for human-robot collaboration than cleaning tasks.
Interestingly, participants that were more concerned about the COVID-19 pan-
demic assessed the use of collaborative robots overall significant more positive
than other participants did. Attitude differences due to the different occupational
fields of the participants did not reach the level of significance. In addition, the
participants described different functions in which they could imagine collabora-
tive robots in the three categories assembly, logistics and cleaning. The results of
the presented exploratory study shall help to get more insight in this important
future field.

Keywords: Human-robot collaboration · COVID-19 pandemic · Occupational
fields

1 Introduction

It is expected that human-robot collaboration will increase in the future [1]. Some people
are already experiencing this in their working life, especially in manufacturing [2]. On
the other hand, some people are still skeptical about human-robot collaboration [3].

Former research [4] has shown that participants with a higher affinity for technology
or communicating via technology are more worried about possible negative effects on
society when integrating robots into it. This might be because they know the limita-
tions to this technology better than others do. Following Takayama, Ju and Nass [5] the
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attitude of people towards robots in the working environment is dependent on the kind
of occupational field robots are used in. It was found that jobs that include memoriz-
ing, perceptual skills and service orientation are preferred jobs for robots. An example
therefore could be that a robot is seen as very capable to work in a place where very
controlled movements are necessary. In addition, a working environment where robots
do the job together with people but not instead of them seemed to increase a positive
attitude towards robots.

The COVID-19 pandemic has brought new challenges to the world’s population and
has a strong impact on our everydayworking life. Furthermore, the COVID-19 pandemic
has strengthened the trend towards digitalization that was shown in the last years [6–9].
In addition, the results of the experiments with service robots in hotels conducted during
the COVID-pandemic (May–Sept 2020) of Kim et al. [10] showed that people may be
more open to services of robots than before the pandemic. Following the authors, “(…)
the current COVID-19 pandemic may accelerate acceptance of service robots providing
contactless services, which are beneficial for maintaining social distancing and reducing
anxiety regarding contagion through human interaction.” (ibid., p. 9). Furthermore, it is
suggested that the pandemic could act as a driver for robot adoption in different areas
[11, 12].

Also, Savela, Turja and Oksanen [13] reported in their literature review regarding the
social acceptance of robots in different occupational fields a lack of research concerning
other occupational fields than health care or social care. Therefore, an exploratory online
study was conducted to get more insight in this important field.

The research questions that should be investigated within this study were: (1) Do
the perceived involvement in the current situation as well as the occupational field have
an influence on the attitudes towards human-robot collaboration? (2) What different
functions of collaborative robots would be imaginable in the three different areas of
application assembly, logistics and cleaning?

2 Method and Materials

2.1 Participants

Overall, 54 men, 45 women and 1 non-binary (N = 100) aged between 18 and 71 years
(M = 29.87, SD = 14.00) participated in an online survey. Regarding the occupational
field, the sample consists of 24.00% employees and workers that work in the technical
area, 40.00% that work in a non-technical field and 36.00% students from a wide variety
of different studies. All participants provided their informed consent at the beginning of
the online study.

2.2 Study Design and Materials

The exploratory study consists of different parts and scenarios of human-robot col-
laboration. Overall, the participants needed about 15–20 min to complete the whole
questionnaire. To answer the research question presented in this paper only the part
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regarding attitudes towards human-robot collaboration will be presented in detail. A
repeated measurement design was chosen for the study. The independent variables were
perceived involvement in the current situation (COVID-19 pandemic; two groups: par-
ticipants that think about it more often, more concerned/less often, less concerned) and
the occupational field (three groups: employees and workers that work in the technical
area/employees and workers that work in a non-technical field/students). The measure-
ment repetition factor represents three different possible areas of application of human-
robot collaboration (assembly, logistics and cleaning). Each function was assessed by
each participant regarding whether participants could imagine human-robot collabora-
tionwithin this area of application using a 5-point scale [no (1) – rather no – partly – rather
yes – yes (5)]. In addition, the participants were asked to describe different functions in
which they could imagine collaborative robots in the three different areas of application
assembly, logistics and cleaning.

2.3 Statistical Analyses

The statistical analyses of the data were conducted using the software IBM SPSS Statis-
tics. The analyses were based on a significance level of 5%. Open responses of the
participants were analyzed using the method of qualitative content analyses by Mayring
[14].

3 Results

3.1 Attitudes Towards Human-Robot Collaboration

Following the results of an analysis of variance with repeated measures, significant dif-
ferences regarding the assessment of the different possible areas of application of human-
robot collaboration can be shown, FHF(2.00, 188.00) = 6.62, p = .002, η2

part. = .066.
Post-hoc analyses (Sidak) showed that assembly (p= .001) and logistics (p= .048) tasks
were assessed as significant more conceivable for human-robot collaboration than clean-
ing tasks. Furthermore a significant effect of the perceived involvement in the current
COVID-19pandemic-situationcanbe shown,F(1, 94)=6.83,p= .010,η2

part.= .068 (see
Fig. 1). Participants that were more concerned about the COVID-19 pandemic assessed
the use of collaborative robots overall significantmore positive than other participants did
(p= .010). All other effects did not reach the level of significance.

3.2 Possible Functions of Collaborative Robots

The answers of the open responses of the participants when they were asked to describe
the functions which they could imagine for collaborative robots in the three different
areas of application assembly, logistics and cleaning were analyzed using the method of
qualitative content analyses by Mayring [14].

First, for the application assembly, overall, 75 responses of 70 participants were
categorized (multiple answers possible). The results show that most participants think
about collaborative robots that support the assembling of different parts and products
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 Note. 5-point scale: no (1) – rather no – partly – rather yes – yes (5); 
I … standard error of mean

Fig. 1. Attitudes towards human-robot collaboration - perceived involvement in the current
COVID-19 pandemic-situation.

(48.00%). Also, 13.33% of the participants could imagine that a robot can execute
heavy, non-ergonomic and/or dangerous work for humans, 8.00% think about functions
like holding or fixing of parts and 4.00% of the transport of different parts. 26.67% of
the participants reported other ideas like for example “a robot would be able to work
24 h a day”, “a collaborative robot should support humans in all aspects of assembly”
or “assembly line work in general” and “functions within an automotive manufacturing
line”.

For the second application logistics, 66 participants responded on the open question
(79 categorized answers; multiple answers possible). The results show that collaborative
robots are conceivable in warehouse logistics or intelligent warehouses for 25.32% of
the participants. In addition, 17.72% reported that collaborative robots could be used
to carry heavy load and products or retrieve them from storage racks. Furthermore, it
was imaginable that they can support the sorting (16.46%), transport (11.39%), packing
(7.59%) and picking (6.33%) of products. 15.19% of the participants reported other
ideas like for example work preparation, container distribution (e.g., port, rail, truck),
or supporting the creation of efficient time tables.

Regarding the third application cleaning, 76 responses of 63 participants were cate-
gorized (multiple answers possible). Most participants reported that they could imagine
the use of collaborative robots for relatively simple cleaning tasks such as vacuuming
or mopping (30.27%) and/or to use them for the cleaning of large areas, large surfaces
or floors (26.32%). In addition, 11.84% would use them in different settings like in
industrial buildings, household, manufacturing facilities and there for a wide variety of
areas. Also, collaborative robots should clean windows (9.21%), and/or other hard to
reach (5.26%) and dangerous (5.26%) areas. 11.84% of the participants reported other
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ideas like for example the cleaning of machines, high pressure cleaning of dirty parts,
clean up in general or to use them in autonomous washing station for cars.

4 Discussion

The results of the study show that the participants’ attitudes towards the use of col-
laborative robots in the three different categories assembly, logistics and cleaning were
rather positive. Furthermore, assembly and logistics tasks were assessed as significant
more conceivable for human-robot collaboration than cleaning tasks. Interestingly, par-
ticipants that were more concerned about the COVID-19 pandemic assessed the use of
collaborative robots overall significant more positive than other participants did. This is
in line with former research regarding robots in other occupational fields (e.g. service
robots in hotels [10]) and suggestions of other research groups regarding the expecta-
tion that the pandemic situation will act as a driver for robot adoption in different areas
[11, 12]. Attitude differences due to the different occupational fields of the participants
did not reach the level of significance. Therefore, to answer the first research question,
the perceived involvement in the current pandemic situation seems to have a signifi-
cant effect on the attitudes towards human-robot collaboration. On the other hand, no
significant effects can be shown regarding the occupational field or for the interaction
involvement x occupational field within this study.

In addition, the participants described different functions in which they could imag-
ine collaborative robots in the three categories assembly, logistics and cleaning (second
research question). Future research should consider these ideas and provide employ-
ees of the different occupational fields opportunities to work with collaborative robots.
This should help to develop and evaluate new possible working environments where
collaborative robots can be used to support human beings.

To sum it up, the results of the presented exploratory study can help to understand
how human-robot collaboration is seen today, show that the COVID-19 pandemic may
have an impact on the attitudes towards human-robot collaboration and shall help to get
more insight in this important future field.
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Abstract. Human-Engaged Computing (HEC) is a framework that addresses
“synergized interaction” sustaining both humans and computers in the right bal-
ance, a relationship that consciously honors human inner capabilities over device
creativity. Due to the growing interest and demand on voice search for older adults,
it is critical to research on how to engage older adults with voice search to improve
their healthiness and wellbeing. This paper presents two case studies to discuss the
approaches and thoughts about applying HEC to the current voice search systems,
in particular, how HEC can engage older adults with interaction of voice search
systems and how we can measure older adults’ engagement with such systems.

Keywords: Human-engaged computing · Synergized interaction · Dialogue
structure · Voice search · Older adults

1 Introduction

With the fast development of various voice assistants on mobile device platforms as
well as stand-alone instruments, for example Siri, Google Now, Cortana, and Amazon
Echo, research on voice search has been drawing much attention [6]. In a survey by Sa
and Yuan [17] on users’ voice search behavior, the general usage of voice search and
user perception about voice search systems were examined. Results indicate that users
performed voice search much less frequently than keyboard search, and could give up
voice search easily or simply switch to keyboard search. However, users thought voice
search is convenient.

According to theCensusBureau, all baby boomerswill be age 65 or older by 2030 [2].
This has increased the demand for applying artificial intelligence (AI) technologies into
automated systems to lighten the load on health professionals and caregivers. Therefore,
voice search is becoming an important and acceptable way for older adults to access
online information. Through a pilot studywithGoogleHome,Kowalski et al. [8] reported
that the natural language interaction frees older adults from inputting using a small screen
and/or keyboard. Furthermore, they found that voice interaction gives older adults a
chance to multi-tasking when they are otherwise occupied.
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Research has shown that older adults prefer to search for information through
interpersonal relations in human language, particularly when they need health-related
information, which fits for the nature of the natural communication of human beings [3].

In [22], we proposed to employ Human-Engaged Computing (HEC) to “ensure our
interaction design processes consciously engage and enhance inner human capacities
(e.g., wisdom, intuitive skills, and personal integrity) to help users face future challenges
with a sense of personal responsibility, rather than merely developing conventional tech-
nologies for functional needs or potentially diminishing their skills and responsibilities
through the use of our technologies.” In this paper, we explore ways to apply the concept
and framework of HEC to the current voice search systems, with the focus on how HEC
can engage older adults with interaction of voice search systems. Meanwhile, how we
can measure older adults’ engagement with voice systems is discussed.

In the following, we first introduce the background of HEC, and the difference
between HEC and HCI, followed by voice search and older adults. Next, we present two
case studies about how to apply HEC to improve the engagement of older adults with
voice search systems. At the end, we conclude the paper with future directions.

2 Background

2.1 HEC

As can be seen from Fig. 1, HEC is composed of three elements, that is, engaged human,
engaging computers and synergized interaction [14]. When both human and technology
capabilities are fully engaged and enhanced together, synergized interaction will be
achieved [14].

The idea of HEC has been incorporated into some professional practices, such as
Human-Engaged AI (HEAI) [10]. What are the major differences between HEC and
HCI? What are the aspects that HEC be differentiated from HCI? Table 1 lists the
difference of HEC and traditional Human Computer Interaction (HCI).

Fig. 1. Human-engaged computing framework [14]
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Table 1. HEC vs. HCI [22]

HEC HCI

Scope HEC is positioned as a
conception, theory, and value to
offer a framework, components,
and related principles for guiding
researchers and future practices

HCI is a field of designing
computing systems and
interactions by understanding
wider factors

Focus HEC focuses on developing
human inner capacities via
technologies and aims to enhance
both sides finally

HCI mainly focuses on exploring
factors of systems, users,
experience for designing
interface, and interactions,
without focusing on improving
human inner capacities

Perspective-evaluation HEC seeks to evaluate
technologies by facilitating
human engagement, human
enhancement, or human potential

HCI tends to evaluate
technologies by measuring
interaction performance, e.g.,
efficiency and speed

2.2 Voice Search and Older Adults/caregivers

Research has shown that older adults perceived positively with voice search interfaces
[4, 20]. Specifically, [4] found that voice is the main reason that elders accept virtual
humanoid agents, and elders would like to communicate with speaking agents, even if
it is voice only, instead of communicating with mute agent.

When older adults interact with voice interface systems to conduct voice search, their
age differences matter. Through a corpus analysis of spoken smart-home interactions of
older adults, [11] found that in comparison to younger adults, older adults employed a
different conversational style with the system, which was less adaptive to the system’s
design and closer to human-human communication dialogue on the basis of sentence
complexity and politeness. Georgila et al. [5] analyzed the MATCH corpus, including
447 dialogues inwhich 26 older and 24 younger adults interact with nine different spoken
dialogue systems. It seems that older adults face challenges in adapting themselves to
the voice systems in terms of their linguistic styles and complexity of vocabularies. They
also found that older adults preferred to take the initiative but used fewer relevant speech
acts in completing tasks.When dealingwith speech recognition, the occurrence of pauses
and hesitation, older adults were more likely to experience language dysfunction with
voice systems because of the general aging declines [7].

Research has shown that older adults and their caregivers tend to conduct voice search
through voice assistants [9] to collect the needed online information for their daily use.
Li, Maharjan, Xie and Tao [9] designed a voice-enabled intelligent assistant (see Fig. 2
and Fig. 3) to provide effective diet management for Alzheimer Disease and Related
Dementias (ADRD) caregivers. The evaluation of this voice agent shows appropriate
rates of dialogue success and recommendation correctness, demonstrating the feasibility
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and effectiveness of employing the intelligent voice assistant to help caregivers manage
patients with ADRD’s diet.

Fig. 2. An example of a conversation between the user and the voice assistant about food and
nutrition education, andmeal suggestion. AD: Alzheimer disease; MIND:Mediterranean–Dietary
Approaches to Stop Hypertension Intervention for Neurodegenerative Delay [9].

Fig. 3. An example fragment of a conversation between the user and the voice assistant about
meal recipe suggestion [9].

3 HEC and Older Adults’ Voice Search

According to Sidner et al., engagement is “the process by which interactors start, main-
tain, and end their perceived connections to each other during an interaction” [19]. Later
on, Attfield, Kazai, Lalmas and Piwowarski elaborated it and proposed a new definition
that details the dimensions of engagement – considering it as “the emotional, cognitive
and behavioural connection that exists, at any point in time and possibly over time,
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between a user and a resource” [1]. In the following, we use two case studies to study
HEC and older adults’ voice search.

Case 1: Increase Older Adults’ Engagement with Voice Search Systems
In the context of HEC, engagement refers to “a state of consciousness where human
capacities are fully developed, engaged, and exploited, regardless of what tasks or activ-
ities are encountered in the moment, by contrast with microfocus on details such as
time-on-task, clicks-per-page, attractiveness, positive effects, or task-dependence” [22].
The underlying concept is that “all functions, techniques, tasks, and microtasks find
optimal integrity, harmony, and efficiency through the mindful engagement of the atten-
tive use” [22]. Therefore, it is critical to produce methods or techniques to encourage
older adults to consciously develop their own inner human capacities of awareness via
mindful attention to aesthetics [21], interactive tasks [12, 13], focus, trust, sensitivity,
and empathy [22].

Sa and Yuan [15, 17] proposed that users should be given a chance to partially
modify their voice queries during their interaction with voice search systems. They
proved that the system incorporating partial query modification feature was tested to be
more effective than the baseline system without such a feature [18]. We want to take this
result into consideration in the studies of older adults’ interaction with voice systems,
based on the research finding that older adults experience language dysfunction with
voice systems because of the ordinary aging declines in coping with speech recognition,
the occurrence of pauses and hesitation [7]. That being said, if we only request partial
query modification from older adults when they interact with voice systems or agents,
it may release their burden on memorizing the entire query.

In addition, it is time to consider how to design interactive tasks in user experiment
with older adults, and how to provide an appropriate dialogue structure to guide the
interaction between older adults and voice systems. Sa and Yuan [16] designed a proto-
type of voice search systems which implements proposed basic functions (see Table 2)
and supports the required interactions. They proposed the basic functions based on the
assumption that users have the need to switch between two communication channels,
that is text and voice. These functions will help users switch communication channels
when they interact with voice systems, thus in turn improve the quality of their dia-
logues between users and voice systems. The design of interactive tasks and dialogue
structure for older adults’ interaction with voice systems can adopt this idea, and adapt
it to accommodate the needs of older adults.

Case 2: Evaluate Older Adults’ Engagement with Voice Search Systems
In the context of HEC, “the facilitation of deep human engagement with technologies
is significantly affected by the corresponding engaging qualities of technologies, which
are, in turn, dependent on the researcher/developer’s own capacity to fully engage in
the development process”; and “harmonious engagement and its consequent efficiencies
cannot be optimized in the end user if the tools adopted do not bear the qualities of
researchers/developers who are mindfully engaged.” [22]. In other words, “engagement
is not something experts can impose on their “subjects”; it is organic throughout and, thus,
it is an expression of the interdependence of all things.” [22]. Hence, when designing
voice systems or voice agents for older adults, how to design interactive tasks, and how
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Table 2. Basic functions of a voice search system [16]

Phase in search process Basic functions

Query formation and reformulation Enable the user to input new query;
Enable the user to modify the previous query;
Remind the user of the previous query (queries);
Provide query clarification;
Provide suggestion/expansion

Result presentation Show quick answer (when available);
Refine the results by category (news, image, shopping,
etc.);
List results;
Enable the user to visit individual webpages;
Track the browsing history

Interaction Switch the primary communication channel
Mixed initiative;
Interrupt;
Understand

to measure their human engagement and interaction need to be considered at the very
beginning of the design process.

Ma [10] proposed various ways to measure the four dimensions of user engagement,
which give us a chance to quantitatively evaluate the level of engagement of older adults
during their interaction with voice systems. This initiative and the relevant findings
provided a solid foundation for the proposed case study. In particular, the data-driven
human-engaged AI framework by [10] is composed of five main components, including
1) construction of computational model of human engagement; 2) real-time holistic and
analytical inference of human engagement; 3) management of human engagement; 4)
expression of AI engagement; and 5) engagement-based applications. Each component
works together to create the harmonious engagement of older adults with voice systems.

As mentioned in Sect. 2.2, age differences play significant roles in older adults’
interaction with voice systems. This factor should be taken into consideration in the
relevant research. It would be interesting to compare human engagement with voice
systems or agents across different age groups of older adults. The results will provide
practical guidance for the design of voice systems for older adults.

4 Conclusion

This paper proposes to apply HEC to design voice search systems for older adults. It
presents two case studies to discuss the approaches and thoughts about how HEC can
engage older adults with voice search systems and howwe canmeasure their engagement
with such systems. Our next step is to design user studies to examine the interaction and
engagement of older adults with voice search systems.
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Abstract. With the continuous emergence and vigorous development of vari-
ous new technologies in the information age, human-computer interaction is also
changing constantly. People are increasingly connectedwith the virtualworld, so it
is necessary to studymore naturalways of human-computer interaction. Projection
interaction is one of the most important interaction methods. The purpose of this
paper is to study how to overcome the misoperation problem caused by foreign
objects (interferers) in the environment of projection interaction (Fig. 1c). The
method (named after FDGR) adopted is to use the fingertip detection algorithm
based on user habits in image processing and the gesture recognition algorithm
based on Leap Motion to complete the accurate and convenient natural human-
computer interaction. Through user experiments, the experiences of completing
the fixed assembly task in the mode of projection (P), gesture (G) and FDGR
(PG) were compared, and the data was processed and analyzed. The experimental
results showed that FDGR could effectively overcome the misoperation caused
by foreign objects (interferers) and the non-intuitiveness of simple gestures, and
effectively improved the user’s operating experience.

Keywords: Projection interaction · Gesture recognition · Picture processing

1 Introduction

With the development of computer vision and machine learning and other related disci-
plines, human-computer interaction technology is gradually changing from “computer-
centered” to “human-centered” [1]. The new human-computer interaction will no longer
rely solely on machine language, but can realize natural human-computer communica-
tion without intermediate devices such as keyboard, mouse and touch screen, so as to
realize the deep integration of the physical world and the virtual world [2]. Virtual reality
(VR), augmented reality (AR) and mixed reality (MR) technologies expand the space
scope of human-computer interaction. Gesture interaction, speech interaction and spatial
enhanced interaction (SAR) give people a more natural interactive experience. The tra-
ditional interaction mode mainly used in the actual assembly process is gradually unable
to meet the needs of development. Therefore, it is necessary to study the application of
new interaction mode in the actual assembly.
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AR is a technology that superimposes computer-generated images onto the realworld
for medical, industrial manufacturing, military and entertainment applications. AR is
divided into headset type and projection type according to device classification. Headset
type can provide the most authentic user experience and deeply integrates virtual objects
with real objects. However, there are also complex equipment, in the actual assembly
of workers affect the operation and increase the burden of workers. On the contrary, the
projection enhancement method can effectively avoid increasing the burden of workers,
and project the information onto the assembly in a large range, and the cost is much
lower than that of head-mounted enhancement equipment [3]. Therefore, projection
enhancement has strong usability in actual assembly. However, in the human-computer
interaction enhanced by projection, there is a problem of accidental touch when clicking
the projected operation menu. Gesture recognition has been an active research field
in the field of human-computer interaction for more than 20 years [4]. Gesture can
be used to achieve more natural human-computer interaction. However, when gesture
recognition is carried out by image processing, the definition of gesture is complicated,
and the workers need tomemorize the corresponding operation gesture, thus aggravating
the workload, and the operation is not intuitive [5]. Therefore, in order to improve the
user’s human-computer interaction experience in projection enhancement and solve the
problem of mis-touch in projection interaction, this paper proposes a new projection
enhanced human-computer interaction method using FDGR.

The purpose of this paper is to solve the problem of miscontact caused by for-
eign objects (interferers) in projection interaction. The method adopted (FDGR) uses
a fingertip recognition image processing algorithm based on user habits and a gesture
recognition algorithm based on Leap Motion. In the experiment, groups of projection,
gesture and FDGR were set, and the advantages and disadvantages of each interaction
mode were determined by comparing the performance of users in different experimental
conditions to complete the fixed assembly task.

2 Related Works

2.1 Spatial Augmented Reality

Spatial augmented reality (SAR) separates the technology from the user and integrates
it into the environment, rather than a display attached to the body (such as a head-
mounted display (HMD)). SAR uses data projectors to superimpose computer-generated
virtual objects directly on physical surfaces. The user can then view and interact with
the digital information projected directly onto the workspace surface in a natural way
[6]. Doshi et al. [7] investigated the use of projector-based spatial augmented reality
systems to highlight welding positions on vehicle panels for use by manual welding
operators while ensuring industrial quality. The results show that visual cues enable the
operators to spot weld with higher accuracy. Zhou et al. [8] used spatial augmented
reality (SAR) technology to project visual data onto any surface in order to provide
real-time information to users in the field within the physical unit of work. This helps
operators find spot solder joints more easily. Therefore, spatial augmented reality, such
as using projectors, can effectively assist assembly.
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2.2 Gesture Recognition

Gesture is a way of non-verbal communication, which can be expressed through the
center of the palm, the position of the finger and the shape formed by the hand. It can be
used inmany fields such as human-computer interaction, robot control, home automation
and medical treatment [5]. Gesture interaction can be divided into contact type and non-
contact type according to the contact mode. In the contact type, wearable devices such
as gloves are used to obtain hand information. Non-contact method is to obtain hand
information by image processing.Wearable gloves can achieve better operation accuracy,
but it is inconvenient to operate and will make the operator feel constrained [9]. In
addition, wearable gloves are often expensive and fragile, which is not conducive to their
use in industrial production. The way of gesture recognition using image processing is to
obtain the state information of the hand through depth camera, RGB camera and so on,
and then process it according to the relevant knowledge of computer vision and computer
graphics. Thus, the position and shape of the hand can be obtained in the background, and
then the instruction information can be further determined. Parvathy et al. [9] proposed
a visual-based gesture recognition system based on the online Sebastian Marcel static
hand posture database, which solved the complex background problems and improved
the robustness of gestures. Chen et al. [10] studied a gesture human-computer interaction
model based on computer vision, which is expected to greatly improve the usability of
mobile augmented reality. Bai et al. [11] added depth cameras to wearable devices for
gesture recognition, thus providing a more natural human-computer interaction. Billing
Hurst et al. [12] used Kinect camera for gesture recognition and defined the meaning of
commonly used gestures, thus completing human-computer interaction in AR.Kim et al.
[13] obtained gestures through LeapMotion and realized the natural and direct operation
of 3D AR objects in handheld devices through touch and gesture interaction.Hu et al.
[13] used LeapMotion to obtain hand information, and then analyzed the current gesture
representation information according to multi-layer convolution to complete the gesture
recognition system for UAV flight control.

2.3 Summary

This paper adopts a combination of projection enhancement (i.e., spatial augmented
reality) and gesture recognition using Leap Motion. OpenCV library is used for image
processing in the projection enhancement interaction, and fingertip detection is carried
out according to the user’s habits. At the same time, the Leap Motion is used to find the
hands to eliminate the influence of foreign body interference.

3 Methodology

3.1 Proposed Method

The purpose of this paper is to study how to overcome the misoperation problem caused
by foreign objects (interferers) in the environment of projection interaction (Fig. 1c). The
method (named after FDGR) adopted is to use the fingertip detection algorithm based
on user habits in image processing and the gesture recognition algorithm based on Leap



314 Z. Cao et al.

Fig. 1. a) Assembly scene (front view). b) Assembly scene (top view). c) Schematic diagram of
the projection interaction based on gesture recognition.

Motion to complete the accurate and convenient natural human-computer interaction.
FDGR includes two steps, the first stepH is to use gesture recognition algorithm based on
Leap Motion to find out user’s hand. And the next step F is to use the fingertip detection
algorithm based on user habits in image processing to find out user’s fingertip under the
precondition of finding out user’s hand. α and β (Eq. 1) are the coefficients of H and F,
respectively. The res (Eq. 1) is true only when both α and β are true. When the res is
true, it indicates that the interactive command is triggered.

Res = αH+ βF (1)

3.2 System Implementation and Setup

The experimental interaction prototype included the following parts: simulation exper-
iment scene and interaction module (Fig. 1a). Among them, the simulation experiment
scene was selected as the assembly process of low-pressure fan rotor blades. The interac-
tion module includes projection interaction, gesture interaction and FDGR interaction.
As shown in Fig. 1a, the hardware includes computer, projector, camera, Leap Motion,
etc., and the software includes Unity3D194.12F1, Visual Studio 2019, etc. In the projec-
tion augmented reality assembly, the entire assembly systemwas constructed inUnity3D,
and then the whole assembly area and command operation area were projected by the
projector. The assembly process was filmed by camera, and then the video stream infor-
mation obtained by camera was transmitted to the computer end, and the projection was
completed at the computer end. Set up devices such as LeapMotion and camera at appro-
priate locations and then analyze specific operation instructions of gesture expression
according to gesture recognition algorithm.

3.3 Participants

Twelve participants (N = 12), aged between 20 and 26 years old (M = 23.42, SD =
1.66) were recruited for the experiment, including 8 males and 4 females. There were
7 employees who had experience in using augmented reality or related operations, and
5 employees who had no experience. All of them were in normal mental condition and
could complete the assembly experiment tasks normally.
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3.4 Experimental Design

Before the experiment, we introduced the hardware and software used in the study,
including mobile AR, Leap Motion, etc. Participants were then presented with task
requirements and considerations. In the experimental process, each participant was
required to complete the assembly process of blades according to the guidance in the
projection augmented reality environment in accordance with the required interaction
modes, which were gesture interaction (G), projection interaction (P) and FDGR (PG).
After completing the assembly task, participants filled out a Likert scale (1: strongly
disagree, 5: strongly agree) and the time that finished the task was recorded.

4 Results

Fig. 2. (a) Likert scale data box diagram; (b) Time measures

4.1 Subjective Measures

Likert Scale was used in this paper to evaluate users’ feelings. Scores were used to
indicate satisfaction with the experiment. The mean was M and the standard deviation
was SD. The experimental results (Fig. 2a) of each group were respectively G (M =
2.34; SD= 0.685), P (M= 3.38; SD= 0.566), PG (M= 3.19; SD= 0.728). The results
of normality test were G (p = 0.192), P (p = 0.16), PG (p = 0.589). They were greater
than 0.05, therefore, the data could be considered normal. To compare whether there
was a significant difference between the means of each group, paired sample T test was
carried out in this paper, the results were G-P (t=−3.97; p= 0.002), G-PG (t=−2.51;
p = 0.029), P-PG (t = 0.739; p = 0.475). Therefore, G-P and G-PG were significant
differences, while P-PG were not significant differences.

4.2 Objective Measures

The time to complete the experiment reflected the efficiency of the experiment. The
experimental results (Fig. 2b) of each group were respectively G (M = 52.42s; SD =
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8.9s), P (M= 80.83s; SD= 6.9s), PG (M= 86.5s; SD= 5.66s). The results of normality
test were G (p = 0.337), P (p = 0.59), PG (p = 0.155). They were greater than 0.05,
therefore, the data could be considered normal. The results of paired sample T test were
G-P (t = −9.44; p = 0.004), G-PG (t = −10.24; p = 0.016), P-PG (t = −1.005; p
= 0.336). Therefore, G-P and G-PG were significant differences, while P-PG were not
significant differences.

5 Discussion

By analyzing the mean time and standard deviation of the task, it can be seen that gesture
interaction can complete the task quickly and in the shortest time. Projection interaction
and FDGR interaction are slower than gesture interaction. According to the significance
analysis, there are significant differences between G and PG, and there is no significant
difference between P and PG. The possible reason is that the latter two methods require
moving the hand to the interaction area and taking a click and maintaining a fixed time.
Therefore, sometime is wasted in this section. Although the mean values of the latter
two methods have certain differences, there is no significant difference. Therefore, in
this user experiment, they can be considered to have the same performance.

According to the results of Likert scale, the score of gesture interaction is lower
than the latter two methods. According to the significance analysis, there are significant
differences between G and PG, and there is no significant difference between P and PG.
The possible reason is that in the user experiment designed in this experiment, gestures
are easy to forget, which increases the burden on users. The reason why there is no
significant difference between P and PG may be the lack of interference factors in the
experiment, thus the advantage that PG can eliminate interference factors cannot be
exerted.

6 Conclusion and Future Work

Human-computer interaction technology is changing quickly, and it is necessary to
study the application of new interaction mode in assembly. AR is a technology that
superimposes computer-generated images onto the real world for medical, industrial
manufacturing, military and entertainment applications. In this paper, the problem of
miscontact caused by foreign objects in projection interaction is studied. The method
adopted (FDGR) uses a fingertip recognition image processing algorithm based on user
habits and a gesture recognition algorithm based on Leap Motion. By comparing the
experiments using FDGR method with those of gesture and projection interaction, it
is found that the FDGR method overcomes the non-intuitive and instability of gesture
recognition only, as well as the problem of wrong touch in projection interaction, and
effectively improves the user’s operating experience.

However, there are still some problems. The system is not robust enough, because
the Leap Motion may not track user’s hand. In the future, we will use different measures
to track user’s hand robustly.
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1 Introduction

Prosocial behavior is a stable personality trait that is developed in the process as a
person grows up and is continuing to be changed by environmental factors. There are
many studies exploring the phenomena of prosocial behavior, but few of them are studied
in the virtual environment. Nowadays, teenagers spend a lot of time role-playing in the
virtual environment. Past studies have confirmed that virtual experience will have a
certain impact on their lives in the real world. If we can design avatars and tasks to
change teenagers’ prosocial beliefs and behaviors in the virtual world through roleplay
and to achieve sustainable behavior change in the real world, it will become an alternative
channel for training in educational context.

In the past, the priming researches were mostly conducted through the experimental
method and the results indicated that only a short period of exposure by the stimuli in
the virtual world did achieve the effect of changing beliefs and behaviors. This study
intended to examine the priming effect in the virtual space to understand whether it was
possible to change subjects’ prosocial behavior through cues from avatar if the change
existed after the experiment.

A phenomenon in virtual space is the Proteus effect. When the players enter the vir-
tual space to play the avatar, their behaviors will naturally conform to the avatars’ visual
character. After following the research stream of the Proteus effect, this study examines
how subjects’ prosocial behaviors change when they are primed with positive or neg-
ative cues from avatars (hero and villain). Most of the Proteus effect studies observed
their behaviors during the avatar role-play process. Only a few of them examined sub-
jects’ priming behaviors after the experiment. The present study observed both subjects’
behaviors in and after the role play in the virtual world to see if the effect extends to real
life even when they were out of the priming context. In addition, we also examined how
the priming effect change the prosocial behaviors of people with high or low prosocial
personality.
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1.1 Priming Effects on Avatars

Bargh and Chartrand (2000) indicated that conceptual priming could activate the sub-
jects’ mental representation and brought out the subsequent impact on cognition and
behaviors. In a series of studies, Nelson and Norton (2005) adopted situational primes
(superhero vs Superman) to examine subjects’ commitment to helping others in the real
world. The results indicated that situational primes had an effect both on spontaneous
and future behavior. The effect lasted even three months later after the exposure.

The Proteus effect was proposed by Yee and Bailenson (2006), which referred that a
player developed an impression of an avatar based on its stereotyped traits and conformed
to that traits as he or she played the avatar (Chan and Wallace 2008). Peña et al. (2009)
conducted two studies showing that the avatars dressed in black color developed aggres-
sive intentions and behaviors and lower group coherence than the white-cloaked avatars.
The results of another study (Peña et al. 2012) indicated that the visual appearance
of avatars unconsciously activated subjects’ language use. Those dressed in glamorous
clothes referred more to sports, entertainment, clothes, and beauty compared to people
dressed in formal clothes usedmorewords about education, books, and numbers. In addi-
tion, visual appearance plus name label elicited further words related to the stereotype
of the corresponding avatar.

Yoo et al. (2015) investigated how roleplay elderly or young avatars affected subjects’
attitudes and purchasing behavior. The results showed that roleplay aging avatars could
significantly increase the intention of donation and volunteer for NPO supporting the
elderly compared to those playing young avatars. For example, participants who play
aging avatars would donate $1.41 and 1 h and 30 min of volunteer service to older
non-profit organizations.

Some other studies were carried out in games to explore the effects on prosocial
behaviors.Yoon andVargas (2014) assigned subjects to the heroic, villainous, and neutral
geometric-shaped avatars and asked them to play a battle game for five minutes. Then
subjects were instructed to select either chocolate or chili sauce as study materials for
the future participant to consume. This was to measure good or bad behaviors as a result
of the previous priming procedure. The study found out that the heroic avatar subjects
poured more chocolate than the other two groups, while the villain subjects poured more
chili sauce than other groups.

Rosenberg et al. (2013) asked players towear virtual helmetswhen playing pro-social
video games. The results showed that virtual experience led to more prosocial behaviors
in the realworld. Thosewith the “superpower” of flight showed greater helping behaviors
in the physical world which indicated that having the power of flight primed concepts
and prototypes associated with superheroes and led to related behaviors.

The study of Pena and Chen (2017) adapted the situational priming manipulation of
the study of Nelson and Norton (2005) by priming superhero, supervillain, and control
condition on subjects in the real world and found that subjects primed with superhero
perform faster-helping behavior than the control group.

Consistent with the concept of priming research, participants who played the role of
a hero were more likely to behave in virtual space than those who played a villain. In
addition, the spreading activation mechanisms (Anderson and Spellman 1995; Collins
and Loftus 1975) could be adapted to predict that the appearance of the avatar may
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temporarily change the behavior and willingness of the player. For example, subjects
who play a hero is expected to donate more money, time, and willing to help others than
subjects who played the villain. The researchers propose the following hypotheses:

H1. In the virtual world, subjects who play an avatar of the superhero will be more
enthusiastic to help others than subjects playing the supervillain avatar.

H2. In the real world, subjects who play an avatar of superhero will pick up more
books than subjects playing the supervillain avatar.

H3. In the real world, subjects who play an avatar of superhero will perceive lower
hostile perception bias than subjects playing the supervillain avatar.

H4. In the real world, subjects who play an avatar of superhero will demonstrate
higher prosocial intentions than subjects playing the supervillain avatar.

1.2 Prosocial Behavior and Priming Effect

The present study aims to understand how the subject’s prosocial tendencies affect their
behavior after playing an avatar. Prosocial behavior refers to the actions of helping
another person or group of individuals with no obvious benefit to the helper. According
to Bierhoff (2005), the purpose of prosocial behavior is to improve the situation of
the help-seeker. In addition, this behavior is voluntary, so behaviors such as donating,
sharing, helping, assisting, and providing support to others are considered prosocial
behaviors. Carlo and Randall (2002) propose PTM (Prosocial TendenciesMeasure) with
four dimensions to measure prosocial behavior: altruistic prosocial behaviors, compliant
prosocial behaviors, emotional prosocial behaviors, and public prosocial behaviors. The
prosocial tendency of a personwill affect his prosocial behavior and intention.According
to the priming effect, when the stimuli are consistent with the personality trait of the
subject, he is more likely to have corresponding behaviors and reactions. For example,
compared to the low prosocial tendency group, we expect that a high prosocial tendency
groupwill donatemoremoney, time, andwilling to help others. The relevant assumptions
are listed as follows:

H5. In the virtual world, subjects with high prosocial tendencies will be more
enthusiastic to help others than those with a low prosocial tendency.

H6. In the real world, subjects with high prosocial tendencies will pick up more
books than those with a low prosocial tendency.

H7. In the real world, subjects with high prosocial tendencies will perceive lower
hostile perception bias than those with the low prosocial tendency.

H8. In the real world, subjectswith high prosocial tendencieswill demonstrate higher
prosocial intentions than those with a low prosocial tendency.

2 Materials and Method

2.1 Measure

Subjects’ subjective perception, prosocial intention, and prosocial behaviors were mea-
sured. Following the procedure of Happ et al. (2013), the hostile perception bias was
measured to understand their hostile feeling. Themeasure of prosocial intention is adapt-
ing from Nelson and Norton (2005) with two items: “raising up the elder” and “offer
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one’s seat to somebody”. The prosocial behaviors in the virtual and real worlds were
measured by asking subjects to perform two helping tasks in Second Life and a book
pick-up task in the physical world. The method was adopted from that in Yoo et al.
(2015). The researchers also interviewed some of the subjects to collect qualitative data.

2.2 Participants

Eighty-eight male subjects aged from 18 to 40 (M = 24.69, SD = 4.99) were recruited
based on the median score of the prosocial personality scale (high prosocial tendencies
n = 22, low prosocial tendencies n = 22). Then those with high and low prosocial
tendencies were randomly divided into the hero and valiant groups.

2.3 Procedure

Subjects were told the studywas testing the operation fluency and usability of two virtual
environments. They then spent 5 to 10min playing a fighting game in which the hero and
villain groups play the hero and villain avatars. Then they entered Second Life playing
hero and villain avatars in third-person view andwere given two training rounds for 5min
to become familiar with the environment and controls. After they viewed their avatar,
they were asked to list the attributes of the avatar then perform two prosocial tasks in
Second Life. Then subjects performed the facial expression recognition and book pickup
tasks after logging out Second Life. Finally, they filled out an online questionnaire and
were told the real purpose of the study. Some of the subjects were interviewed before
they were told of the study purpose.

3 Result

3.1 Hostile Perception Bias

An ANOVA test showed that only the main effect of the subject’s prosocial tendency
on hostile perception bias was significant F(1,69) = 11.206, p = .001, but no other
significant findings were found. the subject’s prosocial tendency has a greater influence
on their Hostile perception bias.

3.2 Prosocial Intention

An ANOVA test showed that only the main effect of the subject prosocial tendency on
“raising up the elder” was significant F(1,88) = 10.18, p = .002, but others were not
significant. An ANOVA test showed that only the main effect of the subject prosocial
tendency on “offer one’s seat to somebody” was significant F(1,88) = 5.79, p = .018,
but others were not significant. To sum up, the subject’s prosocial tendency has a greater
influence on their prosocial intentions.



322 Y. Hsu et al.

3.3 Prosocial Behaviors in the Virtual and Real World

The results of chi-square analysis on two virtual prosocial tasks indicated that the per-
centage of participants who did not help was not affected by their prosocial tendency or
avatar roles. The results of chi-square analysis on the real world prosocial tasks indicated
that the percentage of participants who did not help was not affected by their prosocial
tendency or avatar roles.

According to the aforementioned results, only H7 and H8 were supported but the
others were not. it indicates that the role of the avatar is not themain factor that influences
subjects’ prosocial behavior.

4 Discussion

From the results of the study, the avatar’s priming effectwas not found in all the dependent
variables, while subjects’ prosocial tendencies had an impact only on their perception
or prosocial intention but not on real behavior. As regards the book pick-up task, it is
known from the interview that some other psychological or context factors confound
the results. The researchers conducted pre-test for several times to eliminate possible
confounding factors or exclude other aspects such as subject’s preferences or personality
influences. However, the priming effect was still not observed. From the interview, it
is observed that the young generation has experience in various games. This plus some
other issues like preferences would inevitably impact the roleplay effect of avatars. The
past prosocial studies only measure subjects attitude changes and prosocial behavior
in the real world. This study is one of the few that attempt to observe the prosocial
behavior in the virtual environment. Future researchers can adopt various methods to
observe prosocial behaviors in the virtual environment.
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Abstract. Graphical user interfaces created for scientific prototypes are often
designed to support only a specific and well-defined use case. They often use
two-dimensional overlay buttons and panels in the view of the operator to cover
needed functionalities. For potentially unpredictable andmore complex tasks, such
interfaces often fall short of the ability to scale properly with the larger amount
of information that needs to be processed by the user. Simply transferring this
approach to more complex use-cases likely introduces visual clutter and leads
to an unnecessarily complicated interface navigation that reduces accessibility
and potentially overwhelms users. In this paper, we present a possible solution
to this problem. In our proposed concept, information layers can be accessed
and displayed by placing an augmentation glass in front of the virtual camera.
Depending on the placement of the glass, the viewing area can cover only parts
of the view or the entire scene. This also makes it possible to use multiple glasses
side by side. Furthermore, augmentation glasses can be placed into the virtual
environment for collaborative work. With this, our approach is flexible and can be
adapted very fast to changing demands.

Keywords: Virtual reality · CAVE · Head-mounted display · Virtual
environment · Interaction · Visualization

1 Introduction

Environments, requirements, and ways to solve a task are often unpredictable and there-
fore cannot always be planned. Still, user interfaces (UI) created for scientific prototypes
are often designed to only support a specific and well-defined use case of a very com-
plex endeavor [1–4]. They often use a handful of classical graphical user interface (GUI)
elements like buttons and panels, e.g., at the top of the field of view, to cover needed
functionalities. For potentially unpredictable andmore complex tasks, such interfaces are
often unable to scale properly with the larger amount of information that needs to be pro-
cessed by the user. Simply combining classical 2D elements and concepts would likely
introduce visual clutter and lead to an unnecessarily complicated interface navigation
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that reduces accessibility and potentially overwhelms users. Therefore, newmethods are
needed that allow users to set up their interface flexibly and appropriate to the situation
at hand.

With recent developments in head-mounted display (HMD) technology, virtual real-
ity (VR) and mixed reality applications become more relevant enabling, e.g., on-site
mission planning for space and emergency services. It also has the advantage of utiliz-
ing the human capability of spatial processing, especially in combination with enriching
real-world data with additional sensor data. Furthermore, VR can give the user a feel-
ing of being on-site. This can help to understand the current environment and situation.
Unfortunately, the classical way of accessing, managing, and displaying UI elements
and information layers are still widely used although not very suitable for HMDs. New
concepts for accessing, managing, and displaying information in VR andAR are needed.

In this work, we first give an overview on the state of the art, followed by a pre-
sentation of our concept including a general introduction to augmentation glasses, their
application and possible use cases and finally a discussion of our approach.

2 State of the Art

UI design is closely linked to the characteristics of the display and its input devices.
Originally, classic interaction in 2D using monitors, mouse and keyboard is based on
classical GUI elements like drop-down menus or buttons which can be used efficiently
for enabling and disabling the display of information and to interact with the applica-
tion. Additionally, docking widgets facilitate the management of information layers and
enable the user to fit the GUI to the current needs. Even in complex scenarios such as
mission planning and execution for planetary exploration, these classical 2D widgets
are widely being used e.g., by ESA [5, 6], displaying all the information on a wall of
monitors [7] allowing multiple specialists to analyze the data at the same time.

Instead of using a wall of monitors, it is also possible to use a Cave Automatic
Virtual Environment (CAVE) placing the monitors or projection surfaces in a cube,
circle, or half circle to, e.g., see a virtual representation of the environment of a robot [8].
Planthaber et al. [2, 4] were able to use different input devices such as a controller, an eye
tracker or even an exoskeleton [9] in their CAVE. The ability to choose the appropriate
or preferred input device provides the operator with a better and more intuitive way
to interact with and monitor the robot’s environment. But even in their teleoperation
scenario utilizing a CAVE, additional information visualization and interaction options,
like setting waypoints, are managed by classical 2D widgets on different screens. This
approach was appropriate for their teleoperation task, but for complex tasks like a rover
exploration mission, this does not scale properly with the amount of data.

With the development of head mounted displays (HMDs) as consumer electronics
mainly for gaming purposes, new use cases and approaches have been enabled. Classical
UI design paradigms from 2D environments are often transferred to the immersive 3D
environment provided by this new hardware. However, these design principles created
specifically for constrained 2Denvironments limit the range of newpossibilities provided
by 3D. The virtual 3D environment enables new ways of interaction that can be used to
solve this problem.
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Many HMD and CAVE-based virtual reality applications, such as mission opera-
tions centers for rover operations [2, 4, 8] or underwater exploration [3], use UI design
paradigms from classical 2D environments. Following the same approach for more com-
plex tasks with an increased range of functions likely results in an overloaded UI making
the application more difficult to use. For example, [1] and [3] are using floating 2D pan-
els which are fixed to the field of view. They display information like a mini map, the
camera view of the robot, and the robot coordinates [3] or make it possible to use a
measurement tool [1]. However, this comes at the cost of covering a significant part of
the main application which displays the virtual environment. Adding more functionality
to the interface while retaining the same design approach would quickly overload the
interface and compromise large portions of the view.

Today, even more complex implementations of a VR interface for the commercial
construction sector [10, 11] still use static panels with information and UI elements
to interact with the environment. As an example, [10] implemented a classic nested
menu using 2D panels to control the display of routes and related information in the
environment for a virtual training scenario. The virtual reality scientific collaboration
tool for space exploration activities developed by García et al. [12] follows a similar
design path. Various tasks like showing the rover path, selecting datasets, or creating
landmarks are managed in a more structured way by using a floating menu. Even though
this approach is less obtrusive by hiding unneeded information from the view, the amount
and manner of presentation of information in 2D panels is static and not adaptable to
changing scenarios or custom needs.

More recent concepts are being developed for mixed-reality devices that augment
the real world with additional virtual data. NASAmakes use of this technology in [13] to
create an immersive mixed reality tool to visualize the surface ofMars. It is also possible
to collaboratively inspect the environment and inform vehicle operation.

Mixed Reality applications are also being developed in the field of digital medical
assistance. A review study by Kim et al. [14] discusses many practical applications for
training surgeons, surgical planning, and surgery supported by VR and AR. Here, it is
especially important to keep the field of view as clear as possible while augmenting it
with additional information like X-ray images.

In the future, approaches will have to be developed that enable far more complex
applications on the one hand, and on the other hand make even more effective use
of mixed-reality approaches to enable simple, intuitive adaptation to changing, often
unpredictable situations or to serve one’s own preferences [15].

3 Concept Description

In the following, we present our new approach, which was designed with the aim of
simplifying the interaction effort required to use the GUI and enabling efficient, ad-hoc
presentation of information layers.
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Fig. 1. Depending on the placement of the glass, the viewing area can cover only parts of the view
(left, middle left) or the entire scene (middle right). This also makes it possible to use multiple
glasses side by side (right).

3.1 General Idea of Augmentation Glasses

The basic idea of our design approach is to have a set of monocle-like augmentation
glasses, which can be placed in front of the virtual camera or directly into the virtual
scene. These augmentation glasses can display arbitrary information layers augmenting
the underlying three-dimensional virtual scene with data or even depict a completely
different “version” of the scene. In a construction scenario for example, this could be
the representation of how the area should look like in the future.

Fig. 2. Augmentation sphere (red) placed in
the scene for collaborative inspection of a
planned robot route (dotted line) with 3
waypoints (green) (Color figure online).

To implement the augmentation glasses, we
render a virtual sphere which can be placed
with respect to the virtual camera. Depend-
ing on the distance to the virtual camera,
the augmentation glass can cover anything
between only a small portion of the screen
and up to the full screen (see Fig. 1). The aug-
mentation glass can also be positioned along
the other two axes of the camera coordinate
system which allows for placing it anywhere
in the field of view. This also makes it possi-
ble to usemultiple augmentation glasses side
by side, enabling the user to individualize the
display as needed.

Furthermore, our concept of using such augmentation glasses allows to place the
sphere directly into the virtual environment (see Fig. 2). This can facilitate collaborative
work where multiple people can walk around in the virtual world looking at parts of the
scene rendered with additional information through the augmentation sphere.

3.2 Accessing Information Layers

In addition to displaying layers of information, accessing, and managing information
from these layers requires additional new concepts for retrieving, especially when there
are many different layers to choose from.

https://doi.org/10.1007/978-3-030-90176-9_1
https://doi.org/10.1007/978-3-030-90176-9_2
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In our virtual environment of a construction scenario on a lunar base,we implemented
a stack of augmentation glasses located at the left-hand controller of the HTCVive head-
mounted display (see Fig. 3 on the left). When the right-hand controller comes close to
one of the augmentation glasses in the stack, the augmentation glass preview pops out,
slightly increases in size and a small description is depicted (see Fig. 3 in the middle).
Pressing a button, the augmentation glass can be dragged to a location as needed (see
Fig. 3 on the right). This allows for a variety of uses: The augmentation glass can be used
temporarily like a magnifier and then put back, it can be attached to the user’s virtual
camera where it stays at a fixed position relative to the eye, or it can be placed anywhere
in the scene for collaborative use in case of multiple users. The implemented solution
for accessing the information layers and customizing the view was chosen with the aim
of making the process of finding, selecting, and handling augmentation glasses quick
and intuitive. It also enables the user to set up the interface ad hoc and as needed.

Fig. 3. Left: The stack of augmentation glasses is depicted.Middle: One glass is selected by using
the right controller. Right: The user draws a glass from the stack and can use it as needed

3.3 Use Cases

As mentioned before, our prototype was developed in the context of a lunar exploration
and human-robot collaboration scenario. When working with robots, it is particularly
important to understand what the robot is currently doing. This is especially relevant for
detecting and identifying errors when multiple error sources are possible.

In an exploration scenario, it is important to display information of the environment
and the robot. This can be, e.g., the raw laser scan data, the robot map as a color-coded
heightmap, images taken from the orbit, and the traversability map to see where the
robot can go, and which areas may not be accessible to the robot. Mission control also
needs to create new target waypoints, where the robot should explore next. Scientists, on
the other hand, need to be able to annotate interesting locations such as geological rock
formations or craters on-the-fly, which can later be used for mission planning. Onemight
also be interested in the current task plan of the robot. This is especially interesting in
the case of an error, but also when multiple robots or even humans must work together.

Construction site management, whether in space or on earth, can be imagined having
a special display showing planned sites, buildings, or objects. This can also be easily

https://doi.org/10.1007/978-3-030-90176-9_3
https://doi.org/10.1007/978-3-030-90176-9_3
https://doi.org/10.1007/978-3-030-90176-9_3
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complemented with, e.g., progress reports or a list of needed materials and assets at the
specific site to be used for mission planning and task assignment.

Another very promising use case for our approach is the field of search and rescue.
Here, operation centers need an overview of locations already visited, sensory informa-
tion about hazards in an area such as contamination levels, the stability of buildings, fire,
flooding etc.

With a very good tracking of the human on site and a virtual representation of the
environment, our concept can also be implemented and used for augmented or mixed
reality applications making all the features possible not only for mission control but also
for humans on the moon base, the construction site or emergency services.

3.4 Implementation Details

For our concept, all the different information layers need to be in the same reference
framemaking it possible to overlay or exchange the views. Some features like displaying
the scene as a color-coded height map or enriching it with volumetric sensor information
like gas concentrations or flood levels, can be implemented using shaders. Other features,
like displaying and managing a construction site or placing new buildings and objects
into the scene, need a separate virtual representation. This can be implemented using
render targets (render to texture). For that, we use additional virtual cameras which
render other representations of the environment, e.g., one which has additional models
for planned infrastructure (see Fig. 4), into a render target texture (RTT). Then, the
RTT will be displayed in the corresponding augmentation glass. We implemented our
prototype using the Unreal Engine [16].

Fig. 4. Left: Example visualization of a construction view implemented using a render target.
Right: An overlay with a traversability map, robot waypoints (pins) and route (dotted line) are
depicted.

4 Conclusion

The concept of the augmentation glasses was developed with the goal of enabling effi-
cient, ad-hoc individualization of information layer presentation. The augmentation
glasses can be attached to the virtual camera or can be used temporarily by dragging

https://doi.org/10.1007/978-3-030-90176-9_4
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and dropping it as needed. Depending on the placement, the augmentation glass can
cover only parts of the view or even the entire scene making it possible to use multiple
glasses side by side. Furthermore, augmentation glasses can be placed into the virtual
environment for collaborative work. By using augmentation glasses to access and handle
information layers, enabling and disabling layers only requires a single interaction that
does not introduce a full change of view and does not require interactingwithmenu struc-
tures. Instead, it is natural and intuitive, resembling real-world interactions. However,
this general concept is highly dependent on a good referencing of all the information
layers and a good localization of the human.

While we believe that this concept could provide ways to simplify the workflow
and provide more flexibility and individualization for users, the question on how to mix
different information layers like robot maps paired with objects of future constructions
has not been addressed yet. One way could be to implement an information combination
feature where users can overlap different augmentation glasses with each other. When
glasses overlap, their information needs to merge, and a new layer would be created.

Our approach was specifically designed for the handling of visual data. However,
even numerical data, e.g., from joints of the robot, could be displayed on a placeable
object that behaves similarly to the augmentation glasses and is drawable from a stack
in the same way. Further, for our current interaction approach the user’s hands must be
free. However, using speech or eye tracking to control the accessing and handling of
information layers could be a solution. For VR, we currently need an interaction device
like a controller, while for AR, the control could be implemented by using gestures.

Acknowledgements. The presented work is part of the projects TransFIT and KiMMI-SF which
are funded by the German Aerospace Center (DLR) with federal funds of the Federal Ministry
of Economics and Technology in accordance with the parliamentary resolution of the German
Parliament under grant no. 50 RA 1701 (TransFIT) and 50 RA 2021 (KiMMI-SF).

References

1. Zaker, R., Coloma, E.: Virtual reality-integrated workflow in BIM enabled projects collabo-
ration and design review: a case study. J. Visual. Eng. 6(4), 1–15 (2018)

2. Sonsalla, R., et al.: Field testing of a cooperative multi-robot sample return mission in
Mars analogue environment. In: Proceedings of the 14th Symposium on Advanced Space
Technologies in Robotics and Automation (ASTRA-2017), Leiden, the Netherlands (2017)

3. Bonin-Font, F., Massot-Campos, M., Burguera, A.: ARSEA: a virtual reality subsea
exploration assistant. IFAC-PapersOnLine 51(29), 26–31 (2018)

4. Planthaber, S., et al.: Controlling a semi-autonomous robot team from a virtual environ-
ment. In: Proceedings of the Companion of the 2017 ACM/IEEE International Conference
on Human-Robot Interaction (HRI 2017), p. 417. Association for Computing Machinery,
New York (2017). https://doi.org/10.1145/3029798.3036647

5. Taubert, D., et al.: METERON SUPVIS – an operations experiment to prepare for future
human/robot missions on the moon and beyond. In: Proceedings of the 14th Symposium
on Advanced Space Technologies in Robotics and Automation (ASTRA-2017), Leiden, The
Netherlands (2017)

https://doi.org/10.1145/3029798.3036647


VR-Based Interface Enabling Ad-Hoc Individualization 331

6. Martin, S., Rinnan, T.B., Sarkarati, M., Nergaard, K.: The surface operations Framework –
transitioning from early analogue experiments to future lunar missions. In: Proceedings of the
15th Symposium on Advanced Space Technologies in Robotics and Automation (ASTRA-
2019), Noordwijk, The Netherlands (2019)

7. Imhof, B., et al.: Moonwalk—human robot collaboration mission scenarios and simulations.
In: Proceedings of the AIAA SPACE 2015 Conference and Exposition, Pasadena, p. 4531
(2015)

8. Kirchner, E.A., et al.: An intelligent man-machine interface—multi-robot control adapted for
task engagement based on single-trial detectability of P300. Front. Hum. Neurosci. Front. 10,
291 (2016). https://doi.org/10.3389/fnhum.2016.00291

9. Mallwitz, M., et al.: The CAPIO active upper body exoskeleton and its application for teleop-
eration. In: Proceedings of the 13th Symposium onAdvanced Space Technologies in Robotics
and Automation, (ASTRA-2015), Noordwijk, The Netherlands (2015)

10. Linde YouTube Video: Virtual Reality Training for Operators by Linde (2018). https://www.
youtube.com/watch?v=KYK6wuFaES8. Accessed 24 Mar 2021

11. Vixel.no Homepage. https://www.vrex.no/vrex-information/howitworks/. Accessed 24 Mar
2021

12. García,A.S., et al.:Collaborative virtual reality platform for visualizing spacedata andmission
planning. Multimedia Tools Appl. 78(23), 33191–33220 (2019). https://doi.org/10.1007/s11
042-019-7736-8

13. Abercrombie, S.P., et al.: OnSight: Multi-platform visualization of the surface of
mars. Poster presented at the 2017 American Geophysical Union Fall Meeting, New
Orleans, LA (2017). https://agu.confex.com/agu/fm17/mediafile/Handout/Paper246353/
ED11C-0134-onsight-agu-web.pdf

14. Kim, Y., Kim, H., Kim, Y.O.: Virtual reality and augmented reality in plastic surgery: a review.
Arch. Plast. Surg. 44(3), 179–187 (2017). https://doi.org/10.5999/aps.2017.44.3.179

15. Kirchner, E.A., Langer,H.,Beetz,M.:An interactive strategicmissionmanagement system for
intuitive human-robot cooperation. In: Kirchner, F., Straube, S., Kühn, D., Hoyer, N. (eds.) AI
Technology for Underwater Robots. ISCASE, vol. 96, pp. 183–193. Springer, Cham (2020).
https://doi.org/10.1007/978-3-030-30683-0_16

16. Unreal Engine Website. https://www.unrealengine.com. Accessed 25 Mar 2021

https://doi.org/10.3389/fnhum.2016.00291
https://www.youtube.com/watch%3Fv%3DKYK6wuFaES8
https://www.vrex.no/vrex-information/howitworks/
https://doi.org/10.1007/s11042-019-7736-8
https://agu.confex.com/agu/fm17/mediafile/Handout/Paper246353/ED11C-0134-onsight-agu-web.pdf
https://doi.org/10.5999/aps.2017.44.3.179
https://doi.org/10.1007/978-3-030-30683-0_16
https://www.unrealengine.com


Alleviate the Cybersickness in VR Teleoperation
by Constructing the Reference Space
in the Human-Machine Interface

Weiwei Jia1, Xiaoling Li1(B), Yueyang Shi1, Shuai Zheng2, Long Wang1,
Zhangyi Chen1, and Lixia Zhang1

1 School of Mechanical Engineering, Xi’an Jiaotong University, Xi’an, China
xjtulxl@mail.xjtu.edu.cn

2 School of Software Engineering, Xi’an Jiaotong University, Xi’an, China

Abstract. The introduction of virtual reality into the teleoperation system can
enhance the three-dimensional and immersive sense of visual feedback, but the
serious cybersickness caused by it needs to be solved urgently. Scholars have
proposed many methods proceed from the hardware or software aspect to allevi-
ate cybersickness but increased the user’s mental burden and physical exertion to
some extent. Inspired by the static frame hypothesis (RFH), this research proposes
a method to alleviate cybersickness by rendering virtual reference space in the vir-
tual environment. This method aims to build a three-dimensional reference space
through the rendering plane to help users establish a stable feeling on the ground of
the real environment in the virtual environment, thereby alleviating cybersickness.
The experiment results show that rendering the reference space in a virtual tele-
operation environment can significantly alleviate the cybersickness. Specifically,
the total cybersickness score (TS) of participants in the virtual environment with a
reference space was significantly lower than that of a virtual environment without
a reference space (0.023*), a decrease of 9%. Among them, the SSQ-D score of
participants in the virtual environment with a reference space is significantly lower
than the virtual environment without reference space (p < 0.001***), which is
reduced by 19.7%.

Keywords: Teleoperation · Cybersickness · Reference space · Simulator
Sickness Questionnaire (SSQ)

1 Introduction

Virtual reality (VR), is introduced into the teleoperation system to provide the operator
with stereoscopic visual feedback to enhance the sense of immersion when performing
tasks. With the widespread application of VR, the long-standing VR sickness problem
has become more and more important [1]. Research reports have shown that in the
process of experiencing VR, about 20% to 80% of participants encounter VR sickness
including general discomfort, dizziness, nausea, disorientation, oculomotor, and other
symptoms [2], this sickness is also called cybersickness (CS) [3]. There are currently

© Springer Nature Switzerland AG 2021
C. Stephanidis et al. (Eds.): HCII 2021, CCIS 1498, pp. 332–340, 2021.
https://doi.org/10.1007/978-3-030-90176-9_43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90176-9_43&domain=pdf
https://doi.org/10.1007/978-3-030-90176-9_43


Alleviate the Cybersickness in VR Teleoperation 333

two mainstream theories about the etiology of CS: sensory conflict theory believes that
CS is caused by the signals received by the visual and vestibular organs not necessarily
causing conflict. This theory is the most common explanation of the CS [4], the postural
instability theory believes that CS is caused by the individual’s long-term loss of the
ability to maintain and control their postural stability [5]. Around the above two theories,
many scholars have made great efforts to alleviate the CS. Harvey Cash et al. try to find
the best way to display stereoscopic images onVR head-mounted displays (HMD) [6, 7].
Israel Becerra et al. studied how to use trajectory planning based on human perception
optimization in telepresence robots to improve the symptom of CS [8]. Kyungmin Lim
et al. proposed a method of modifying the image FOV in VR based on the dynamic
FOV processing to reduce the CS [9]. Zekun Cao et al. found that by rendering static or
dynamic fixed visual content, CS can also be reduced [10]. Yasin Farmani et al. evaluated
the effect of discrete viewpoint control in reducing the CS [11]. In addition, Da-ChungYi
et al. and others have compensated for the signal conflict between vision and vestibular
organs through tactile or force feedback devices, thus ensuring the immersion [12].
However, these method increased the user’s mental burden and physical exertion to
some extent.

Another theory of CS is the reference frame hypothesis, which focuses on the role
of reference objects when people perceive real space. This theory has been verified in
some projection systems and is rarely used in VR environments. Professor David Whit-
tinghill from the Purdue University rendered the image of the virtual human nose to the
center of the VR video, which significantly reduced the discomfort caused by CS [13].
JJ-W Lin et al. have also been proven to effectively relieve the CS by rendering a fixed
visual background separately as a reference, but it did not involve the exploration and
application of the static frame hypothesis in the VR environment [14]. In VR teleop-
eration tasks, the degree of CS is often more serious due to the longer exposure time.
The methods proposed by researchers based on the first two mainstream theories often
increased the user’s mental burden and physical exertion to some extent. Inspired by the
reference frame hypothesis and based on previous work, we propose a new method for
VR teleoperation system that can alleviate the CS, by rendering a reference space, it
helps users in a virtual environment perceive the direction and feel standing in the real
word and effectively relieve the CS.

2 Materials and Methods

2.1 Participants

25 young people (11 females, 14 males) aged between 20 and 30 (mean: 23.72, standard
deviation: 2.25) volunteered to participated in this study. All of them come from the
School of Mechanical Engineering, Xi’an Jiaotong University. All participants are in
good health, have a normal vision or has been corrected, have no diseases related to
vision and vestibular dysfunction, and are unfamiliar with the purpose and principles of
the experiment. All participants gave written informed consent.



334 W. Jia et al.

2.2 Apparatus

In this experiment, we used the ZED mini binocular camera (stereolabs) to capture
images of the teleoperation environment. At the same time, we use the HTC VIVE
Pro VR HMD (Taiwan, HTC company) connected to a personal computer. Through the
Unity 3D development platform, the three-dimensional environment content captured
by the ZED camera is created and rendered in real-time at a frequency of 90 Hz. As
shown in Fig. 1, we connected the ZED binocular camera and HTC VIVE VR HMD to
a computer and placed the binocular camera away from the participants through a 3 m
long USB cable, and the collected real-time stereoscopic images are rendered to the VR
environment to generate a virtual teleoperation environment for the subjects.

Fig. 1. Connection diagram of experimental equipment

2.3 VR Environments Construction

To alleviate the participants’CS in the VR environment, a static three-dimensional ref-
erence space was established for the virtual plane for rendering the binocular image
captured by the camera so that the participants feel that they are also rendered into the
virtual space. The largest virtual plane in the center rendered the binocular images cap-
tured by the remote ZED binocular camera to form stereo vision. As shown in the Fig. 2,
the three planes adjacent to the largest virtual plane in the center were used to render
the three-dimensional virtual wall of the participant’s left and right perspectives and the
ground plane of the top-down angle to provide the participant with a static reference
frame. The plane content of the rendered binoculars was synchronized with the move-
ment of the binocular camera in the remote real space, but the plane of the rendering
reference space was fixed after the entire VR virtual environment is set, and will not
change with the movement of any camera.

2.4 Experiment Design

This paper employed a comparative experiment design to study the effects of the refer-
ence space in VR teleoperation on the CS in humans. Before the start of the experiment,
a researcher measured the inter-pupillary distances (IPD) data of each subject using a
millimeter scale, then the facilitator helped the subjects adjust the IPD data to achieve
the best stereo viewing effect. Once completed, the researchers began to perform Exper-
iment 1, in which subjects watched the VR environment without a reference space for
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Fig. 2. VR environment design with a fixed reference space

5 min. Then perform the Experiment 2, in which subjects watched the VR environment
with a reference space. To ensure that the CS symptoms produced by the Experiment 1
would not be left in the Experiment 2 so that influences its results, the interval between
each experiment of the subjects was 10 min rest. At the end of each experiment, subjects
were asked to take off the VR helmets immediately and fill out the SSQ questionnaire.
Finally we collected all participants’SSQ questionnaires for calculation and analysis.
Figure 3 shows the details of experimental procedure of this study. The VR scene was
collected at a fixed speed in a 2 m × 2 m area and following a fixed trajectory by the
researcher controlling a remote control car carrying the ZED camera.

Fig. 3. Experimental procedure

2.5 Measures and Analysis Methods

We use the SSQ [26] to make a subjective assessment of their CS. SSQ mainly includes
16 symptoms for three subscores. Each symptomwas divided into four-point scales: none
(0), slight (1),moderate (2) and severe (3). Through adding the score of symptoms related
to the nausea, oculomotor, and disorientation, we obtained the total score of the nausea
(SSQ-N), oculomotor (SSQ-O), and disorientation (SSQ-D). Given the rather small
sample size and the accompanying non-normal data distribution, the Wilcoxon signed-
rank test method was performed to obtain the median, Z and correlation coefficient p
to test whether there was a significant difference between the two matching samples.
When the test result showed significance of difference, it was labeled as * p < 0.05, **
p < 0.01, *** p < 0.001.

3 Results

The means and standard deviations of all data in each VR environment conditions are
provided in Table 1.
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Table 1. Characteristics of the study data for all participants

Characteristic Experiment 1 (without reference) Experiment 2 (with reference)

Mean SD N Mean SD N

Total score 214.29 31.98 25 194.71 44.22 25

SSQ-Nausea 39.30 6.92 25 37.02 7.45 25

SSQ-Oculomotor 46.39 7.99 25 45.18 11.68 25

SSQ-Disorientation 70.71 12.00 25 56.79 16.03 25

Total score 214.29 31.98 25 194.71 44.22 25

The results of the TS are shown in Fig. 4. Subjects in the VR teleoperation environ-
ment showed a dramatically lower score of TS when rendering the reference (median
= 181.84) space than no reference space (median = 223.80). Moreover, there was a
significant difference in the TS under the two VR experiment conditions (Z= 2.27, p=
0.023< 0.05). Specifically, the internal comparison results of subjects showed that 76%
(19 subjects) of all subjects’ TS after Experiment 2 (with reference) were lower than or
equal to Experiment 1 (without reference), which is shown in Fig. 5.

Fig. 4. Mean scores of TS Fig. 5. Comparison of TS scores

The results of the SSQ-N are shown in Fig. 6. Subjects in the VR teleoperation
environment showed a slightly lower score of SSQ-N when rendering the reference
space (median= 38.16) than no reference space (median= 42.93). However, there was
no significant difference in the SSQ-N under the two VR experiment conditions (Z =
1.43, p= 0.153> 0.05). Specifically, the internal comparison results of subjects showed
that 68% (17 subjects) of all subjects’ SSQ-N after Experiment 2 (with reference) were
equal to or higher than Experiment 1 (without reference), which is shown in Fig. 7.

The results of the SSQ-O are shown in Fig. 8. Subjects in the VR teleoperation envi-
ronment showed an equal score of SSQ-O when rendering the reference space (median
= 38.16) than no reference space (median= 38.16). Therefore, there was no significant
difference in the SSQ-O under the two VR experiment conditions, which was further
proved by the Wilcoxon test results (Z = 1.43, p = 0.153 > 0.05). Specifically, the
internal comparison results of subjects showed that 56% (14 subjects) of all subjects’
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Fig. 6. Mean scores of SSQ-N

Fig. 7. Comparison of SSQ-N scores

SSQ-O after Experiment 2 (with reference) were equal to or higher than Experiment 1
(without reference), which is shown in Fig. 9.

Fig. 8. Mean scores of SSQ-O

The results of the SSQ-D are shown in Fig. 10. Subjects in the VR teleoperation
environment showed a dramatically lower score of SSQ-D when rendering the reference
space (median= 55.68) than no reference space (median= 69.6). Moreover, there was a
significant difference in the SSQ-D under the two VR experiment conditions, which was
further proved by theWilcoxon test results (Z= 3.39, p= 0.0003<< 0.05). Specifically,
the internal comparison results of subjects showed that 92% (23 subjects) of all subjects’
SSQ-D after Experiment 2 (with reference) were lower than or equal to Experiment 1
(without reference), which is shown in Fig. 11.
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Fig. 9. Comparison of SSQ-O scores

Fig. 10. Mean scores of SSQ-D

Fig. 11. Comparison of SSQ-D scores

4 Discussion

In this study, we rendered a virtual three-dimensional environmentwith a reference space
based on a typical robot teleoperation scene, and compared the CS of VR environment
with or without a reference space through the SSQ scale method. Compared with the VR
environment without reference space, participants experience less CS after experiencing
the VR environment with reference space, which proves that the CS of participants in
teleoperation can be alleviated by rendering the reference space in the VR environment.

The degree of disorientation of participants in aVRenvironmentwith reference space
is significantly less than that of participants in aVRenvironmentwithout reference space,
which also proves that the reference space can alleviate the disorientation by providing
participants with a known reference direction and the effectiveness of this method. On
the contrary, in terms of nausea and oculomotor, there is no significant difference in the
SSQ scores of the participants in the VR environment with or without reference space,
although the median of SSQ-N scores and SSQ-O scores in the VR environment with
reference spacewas slightly lower than that in theVRwithout reference space. Therefore,
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we believe that the method of rendering the reference space has no significant effect on
alleviating nausea and oculomotor of the participants after experiencing VR.

The advantage of this study is that the proposed CS mitigation method is inspired
by human natural living habits, and the method is simple and effective. Furthermore, we
can more accurately and effectively reflect the effectiveness of mitigation methods by
performing the experimental environment with reference space after the experimental
environment without reference space. However, we have not conducted an experimental
comparison of the immersion and participation of participants in VR teleoperation envi-
ronments with or without rendering space. Previous studies have shown that rendering
a fixed visual background or reference frame to alleviate CS will sacrifice immersion
and participation. Future research should include analysis of participants’ immersion
and participation, and make a better balance between immersion and the degree of CS
by changing software or VR applications.

5 Conclusion

Research on VR environment construction methods to alleviate CS is of great signif-
icance to the application of VR in various human-computer interaction fields. In this
research, experiments were conducted to study the mitigation effect on CS of the oper-
ator in the VR interactive teleoperation system in the reference space. Experimental
results show that by rendering a fixed reference space in the virtual environment of
VR teleoperation, the symptoms of CS caused by VR can be effectively alleviated, and
the method has a prominent effect in alleviating disorientation. However, the method
proposed in this article has less relief in nausea and eye movement, and more in-depth
research on these two aspects is needed in the future.
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Abstract. There are several barriers to research translation from
academia to the broader HCI/UX community and specifically for the
design of virtual reality applications. Because of the inaccessibility of
evidence-based VR research to industry practitioners, freely-available
blog-style media on platforms like Medium, where there is no moder-
ation, is more available, leading to the spread of misinformation. The
Design of Virtual Environments (DOVE) website, attempts to address
this challenge by offering peer reviewed unbiased VR research, translat-
ing it for the layperson, and opening it up to contribution, synthesis and
discussion through forums. This paper describes the initial user centered
design process for the DOVE website through informal expert interviews,
competitive analysis and heuristic review to redesign the site navigation,
translation content, and incentivized forms for submission of research.
When completed, the DOVE website will aid the translation of AR/VR
research to practice.

Keywords: Research translation · Virtual reality · Misinformation

1 Introduction

The challenge of translating academic research about VR to industry best prac-
tices is a part of the overall challenge of translating HCI research to the UX
(User Experience) industry. The transfer of knowledge from theory to practice
can be a tedious process that requires iteration and faces resistance because it
requires collaboration from among stakeholders who may be required to adapt as
context and tools change. A three-sided relationship between researchers, educa-
tors, and practitioners is the most critical requirement for knowledge translation
[1]. In the medical field, this is a major challenge; the adoption of clinical prac-
tice guidelines (evidence-based medical techniques) into actual practice has been
severely lacking [3].

There are several barriers to this translation. First, academic research often
uses highly specialized language and formatting that may be unfamiliar to indus-
try readers, even in the same work area. For example, only 7% of CHI 2011
c© Springer Nature Switzerland AG 2021
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papers were formatted to support design practice [2]. Second, the storyline or
process of academic work often unfolds over multiple years, a much slower pace
than in industry, making it difficult for industry practitioners to follow the aca-
demic story closely. This slower pace can be partially explained by challenges
in university patent processes [6], but it nevertheless creates a gap. Third, aca-
demic research results often provide narrow, specific contributions to knowledge
that may not be immediately generalizable to the practitioner’s problem being
solved today. Without a large frame of reference over multiple years, it can be
difficult for the practitioner to assemble the relevant contributions to knowledge
into something usable. Lastly, academic research is often held behind paywalls
that place barriers between practitioners and researchers. The open-access move-
ment is helping reduce these barriers [4]. However, the large profit margins of
the academic publishing industry [2] will continue to pose a challenge to knowl-
edge translation. Academic journals have a high bar to entry. All papers must
be peer-reviewed and edited and few papers will make it to publishing. These
protocols, although necessary, create a challenge for the rapid dissemination of
research results in the UX community. As a result, evidence-based research is
pitted against a variety of freely written media articles on platforms like Medium
where there is no moderation, raising the potential for the spread of misinforma-
tion. The challenge of misinformation is significant enough that researchers have
offered specific cognitive tools to enhance people’s digital agency by boosting
reasoning and resilience against manipulation by the media [8].

One example of successful research-to-practice translation is the user-
centered design process and concept of usability. The user-centered design pro-
cess, made famous by Don Norman and Stephen Draper in 1986 [9], has made
its way into popular culture and is being adopted by the more extensive industry
professionals and studied by those looking to join the craft [12]. But industry
practitioners would like to find strong results sooner than waiting 30+ years.
Research on the best practices for virtual environment (VE) design faces this
translation challenge. While virtual reality (VR) work began in the 1960s, it has
grown significantly since the introduction of the consumer grade Oculus head-
set in 2016 and VE freely available authoring tools such as Blender, Unity, and
Unreal Engine. While the number of VEs and 3D games has grown, there is not
a strong consensus of how best to design the VE experience. The “Locomotion
Vault” [5], for example, documents over 100 user interface methods of simply
moving within a VE. Whereas guidelines for 2D user interfaces such as mobile
apps and websites are more mature, e.g., Google Material and Tidwell et al.’s
design patterns [11], they do not translate easily into design guidelines for 3D
virtual environments (VEs).

2 Translating VR Research into Practice: Goals for the
DOVE Website

The Design of Virtual Environments (DOVE) website was envisioned to fill
this gap by being an open-source unified reference that describes how VR
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research results lead to practical VE design advice. DOVE was intended to be
a Wikipedia-style moderated site for evidence-based results of VR research con-
tributed by the broader R&D community. The authors will create the initial
structure for the DOVE site and populate it with content based on an initial
literature review of VE research and the results of the proposed studies, includ-
ing available code and 3D assets. One particular goal is to offer benchmarks for
assessing the usability of VEs. The Oculus Developer Guide, a website for con-
sumers and developers of VR software, provides similar design advice to what
DOVE aspires to, but Oculus does not ground the advice in research. In the
DOVE website we hope to extend the research gatekeeper model by offering
peer reviewed unbiased VR research, translating it for the layperson, and open-
ing it up to contribution, synthesis and discussion through forums. Eventually,
the authors hope to attract broad industry and academic interest that will sus-
tain such a site and eventually provide industry partnership.

3 Approach

The tool’s software development process follows the interaction design method
[7]. First, an effort was made to understand where industry VR practitioners
currently get design information. By speaking initially with VR stakeholders
we learned about popular self-help guides from conferences, podcasts, YouTube
videos, Medium articles and UX organizational websites demonstrating how to
design virtual environments. These serve as competing sources of design advice,
which may or may not be grounded in rigorous research.

We then discussed the vision for DOVE with several researchers. It seems that
convincing researchers to submit a layperson-translation of their research could
prove to be a challenge. Based on the standard academic publishing model (which
is admittedly evolving through a growing use of preprints [10]), researchers may
be wary of publishing their research in layperson form. As a result, one challenge
of the DOVE website was to look and feel like a credible source of evidence-based
information. The second challenge was motivating and guiding the researcher
in converting their academic writing into simple, easy-to-read, and applied lan-
guage. To measure our team’s success in addressing these challenges, the authors
are establishing benchmarks based on the style of writing, and the ease of use of
the DOVE website for its key stakeholders.

Initially, undergraduate colleagues implemented a framework and founda-
tion for the DOVE website using UX techniques such as wire-framing, heuristic
analysis, and user journey mapping (see Fig. 1) and the Wordpress content man-
agement system. The DOVE website aims to cover VR topics such as locomotion,
3D object interaction, presence, and VR menu design. Although the undergrad-
uate researchers had laid the foundations for the knowledge translation for the
DOVE website, it was still missing actual content contributed by researchers.
It did contain one page of content regarding VR location to facilitate further
feedback.
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Fig. 1. First prototype of the DOVE website.

The first prototype was then reviewed with the authors and their students
using a heuristic analysis. While this initial feedback was useful, it was impera-
tive to broaden the participant pool to include a diverse group of stakeholders
including website consumers and contributors. The assumption was that there
are three kinds of stakeholders with three main tasks flows on the website:

– The designer: The designer will use the DOVE website as a guideline to deter-
mine the appropriate way to develop VE interactions. The designer builds 3D
models, characters, and user interfaces to create an appropriate virtual envi-
ronment.

– The developer: The developers will also use DOVE best practices to collabo-
rate with designers, as well as the development platform (e.g., Unity or Unreal
Engine) to build the functionality of VEs.
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– The researcher: Academic researchers will use DOVE as a preliminary
research source to understand topics and concepts surrounding the virtual
environment. Also, expert researchers will be contributing their peer-reviewed
academic research to be easily applicable for the prospective designer and
researcher.

Using affinity mapping software called Miro, we could gather some initial
pilot feedback on the first DOVE prototype’s web page regarding best design
practices on teleport locomotion (Fig. 2).

Initial informal pilot interviews with several stakeholders of each type sug-
gested that the following themes will be important in future design iterations.

– Create a better way to submit research articles.
– Link the best practices into different pages.
– Improve discoverability - How will DOVE be found? What search terms will

be used?
– Create a template with an improved information architecture to break

research synthesis into digestible pieces.
– Identify VR usability testing results from the past.
– Make it clear how researchers can submit their work and rate the information

they find.

The interviews also suggested that the list of stakeholder users for DOVE
might differ from what was assumed. Rather than designer, developer, and
researcher, a better list of stakeholders might be expert researchers, novice
researchers (e.g., students), artifact designers, VR developers/designers, and
product managers. In a future investigation, detailed feedback will be categorized
into focus areas around navigation, content, and forms. The broader feedback
will be prioritized into critical, medium, and low priority areas.

Based on the initial feedback, we were able to create an initial redesign
(Fig. 3). We will focus on collecting research articles to populate and eventu-
ally publish DOVE v1.0. Therefore, we will design the submission process in a
way that encourages expert researchers to submit their work and minimizes the
burden of ownership for the moderators of the site.
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Fig. 2. A screenshot of using Miro to explore the process of gathering initial feedback
on the contents page’s interface design.
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Fig. 3. A screenshot of the DOVE interface redesign based on feedback.

4 Conclusion

Our solution could be a great first step in the direction of translating research
into practice. The literature review has provided some more examples of ways
to adequately transform VR research into best practices. We hope to implement
these changes and discover a way to test if the existence of such a site would help
curtail misinformation. We conclude that translating research, although tedious,
is achievable and relevant for the Design of Virtual Environments. The literature
review has shown that the steps we have taken thus far are valid and could use
some more iterative human-centered design methods. It also solidifies the need
for collaboration of the broader HCI community, including industrial designers
and usability engineering teams in fast-paced and competitive industries, to start
adopting evidence-based research.

5 Future Work

After the full iteration and launching of the new DOVE website, the content
format will be tested again for clarity. The DOVE initiative will also be pro-
moted at academic conferences like IEEEVR, ACM and CHI to boost further
collaboration. Once we have a good start at covering design-research translation
in VR, the site could expand to encompass research for the design of augmented
reality interfaces.
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Abstract. Augmented Reality (AR) is becoming increasingly promi-
nent in the market and society because it is a technology that provides
new forms of interaction to users, and thus new experiences. However,
with the advancement of AR interfaces, methods for assessing the usabil-
ity of traditional (2D) software need to adapt to become effective when
applied to software for 3D environments. This research aims to present
an experimental study where tests were carried out with users to mea-
sure the usability of software for Augmented Reality glasses. Moreover,
we model testing methodology to conduct user-based tests and propose
improvements for software testing to evaluate 3D interfaces based on our
experiments.

Keywords: Usability · Augmented reality · Human computer
interaction · User testing

1 Introduction

Technology has become an integral part of our daily life. Most of the activities
that were only possible in the past by leaving our houses, can now be carried out
through applications embedded in smartphones. However, to make such relevant
applications, the ease of use of these applications is one of the most important
aspect of its usability [6], Therefore, it is essential to take great care to achieve
good quality in the development of software products services and experiences.

Recently, Augmented Reality (AR) has gathered a lot of attention from
the research community [1], due to its advanced computational interface, which
allows the user to see the real world, with virtual objects superimposed upon
the real world. This approach allows new form of user interaction and has been
explored by several companies such as Apple, Google, and Microsoft through
their products such as smartphones and wearable devices (glasses).

This work is partially supported by Sidia institute of science and technology, and
Samsung Eletrônica da Amazônia Ltda, under the auspice of the Brazilian informatics
law no 8.387/91.

c© Springer Nature Switzerland AG 2021
C. Stephanidis et al. (Eds.): HCII 2021, CCIS 1498, pp. 349–356, 2021.
https://doi.org/10.1007/978-3-030-90176-9_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90176-9_45&domain=pdf
https://doi.org/10.1007/978-3-030-90176-9_45


350 G. Kawakami et al.

In order to ensure the usability of applications in augmented reality, a series
of guidelines have been created, since the cost of failure of improperly designed
AR applications can be significant, resulting in loss of awareness of the situation,
cognitive overload, interruption of workflows, leading to poor performance, and
higher levels of human error [2].

In this context, we sought to evaluate the usability issue of an augmented real-
ity internet explorer software implemented for Microsoft Hololens glasses1.
The issues were pointed out through user tests to improve the quality of the
tested application. Furthermore, efficient practices for conducting tests with
users are explored for Head Mounted Display (HMD) devices.

The rest of the paper is organized as follows: the proposed methodology
for software usability evaluation is detailed in Sect. 2, followed by experimental
results in Sect. 3. Finally, Sect. 4 provides conclusions and some insights to the
future work.

2 Methodology

In this work, the user testing approach is to measure the usability of an appli-
cation. This decision was supported by the fact that part of the software is
developed and ready to use. Also, this analysis may improve the software in the
upcoming version.

2.1 AR Internet Browser

Figure 1 shows an internet browser for Microsoft Hololens AR glasses to vali-
date interaction concepts for 3D environments. This browser allows the user to
perform a series of tasks such as: navigating between internet pages, interact-
ing with the page using a virtual keyboard, moving and resizing pages around
the environment, closing, and minimizing pages, among other features that are
possible to perform in one traditional internet browser.

2.2 Users Profiles

Defining the user’s profile is the first thing to do to achieve the research objectives
in Human-Computer-Interaction [3]. The definition of user-profiles of AR glasses
is something intangible at the moment since a large part of the public that uses
this equipment are developers and not end-users. In this case, it was defined that
the test participants would be recruited through more generic variables, such as
gender and experience with the platform.

Based on these criteria, two types of participant profiles were modeled: (Little
Experienced) participants with little experience using HMD and (Experienced)
participants with a long time of experience using HMD devices. The profile

1 https://www.microsoft.com/en-us/hololens/hardware.

https://www.microsoft.com/en-us/hololens/hardware
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Fig. 1. AR internet browser (Home page).

being inexperienced, people who used HMD at least once in the last 6 months,
and Experienced, people who usually use HMD more than once a month. We
chose to recruit two types of profiles because it is understood that people with
different profiles can provide more diverse opinions, which could contribute to
the software.

2.3 Recruitment

To obtain participants with the two types of desired profiles, a questionnaire
was prepared. The objective of this was to filter the profiles of the participants,
helping selection for researchers. The questionnaire contained questions about
the usage frequency of internet browsers, usage frequency of browser with HMD,
contact details, and participation interest in the test.

The questionnaire was shared on social networks, was available for a week,
and was designed on the Google Forms platform. In total, 116 responses were
obtained, which were tabulated so that the researchers could select the candi-
dates who best suited the desired profiles.

2.4 Usability Tests

This experimental study has two main objectives: (a) to evaluate the interface
of an internet browser for HMD devices, and (b) identify good practices for car-
rying out usability tests in 3D environments. To achieve these objectives, usabil-
ity tests were carried out with participants from two different profiles: Experi-
enced and inexperienced with the use of HMD, through qualitative approaches
it was possible to obtain their opinions and suggestions on the tested software.
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The experience of carrying out the tests allowed us to observe each participant
and understand some good practices for performing tests in 3D environments.

The tests were carried out with 14 participants, half of them belonging to the
experienced profile and the other half to the less experienced. These participants
were chosen through the analysis of their responses to the questionnaire, where
the variables of gender and experience with the HMD platform were analyzed.
Participants were contacted to set a date for holding the sections.

The division of the participants was essential for the planning of the tests
since the participants with little experience of use would need special care, mainly
to explain some native functions of the device, such as gestures and basic inter-
actions. For the sessions, a facilitator participated, a person who would conduct
the tests, two observers, who would be the ones who would take note of every-
thing the participant would be doing and a person to control the infrastructure
(room, cameras, and sound).

Materials and Procedures. Performing tests with users require equipment
and an appropriate location, as the test performed would evaluate augmented
reality software, the environment in which the user would perform interactions
would be the 3D environment. In this context, access to two Microsoft Hololens
glasses was obtained, a room with adequate space and equipment for test-
ing in 3D environments, confidentiality terms, computers, cameras, and sound
recorders were also provided.

Before starting the test, all participants signed a confidentiality term and
authorized the use of their images for research purposes. Then, the participant
was introduced with the project and questions were asked to validate the partic-
ipant’s profile. Then, the device was adjusted to start the software test sessions
that lasted an average of one hour.

The script for carrying out the activities consisted of performing 11 tasks
within the internet browser, 1) Open the internet browser by the application
icon; 2) Opening a Facebook page in the browser; 3) Use the keyboard to enter
a URL; 4) Move the page to another position; 5) Scale the page; 6) Close editing
mode; 7) Open a new page; 8) Access the previous page; 9) Detach the page;
10) Close one of the pages; and 11) Minimize the application. As the tested
software did not have any functionality over voice commands, the Thinking
Aloud technique was used (think out loud). Then, every interaction that the
participant performed, he described it out loud [5] so that it was possible to take
notes.

The room where the tests were carried out contained an appropriate space
so that the participant could move and interact with the elements of the 3D
environment. The activities were carried out sequentially. After the end of the
last activity, a post-test interview was conducted, to understand the degree of
satisfaction of the participant with the internet browser. In this post-test ses-
sion, the following questions were asked: 1) From 0 to 10, how satisfied are you
with the application? Why? 2) What are the strengths and weaknesses that you
highlight from the experience? 3) Was the feedback for creating a new page
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understandable? 4) Were you able to understand the difference between a group
of pages and a single page alone? 5) Were the clickable areas comfortable for
you? 6) Were you able to identify the difference between a favorites page and a
recent page? 7) Was the navigation flow of the interface clear? 8 Were the editing
mode interactions intuitive? All the responses were recorded for later analysis.

Data Collection. At the end of the sessions, materials were obtained from the
tests, such as the signed confidentiality term, notes on the users’ descriptions of
the software while they were carrying out the tests, and their opinions after the
experience. One of the authors acted as a moderator of the experimental study
and was responsible for data tabulation, verification, and analysis of informa-
tion. During the analysis, the moderator classified the issues pointed out by the
participants as duplicates or not. In this context, duplicates are issues pointed
out more than once in the same software by different users [6]. After this activity,
the moderator generated a table that contained all the discrepancies but with-
out duplicates. It is worth mentioning that if there was any doubt when judging
whether a discrepancy was duplicate or not, this was resolved by consulting the
other researchers involved in the study. In the end, a table was generated with
all the problems pointed out by the participants about the internet browser.

After collecting and refining the gathered data, there was a meeting with
3 experienced researchers in usability. At this meeting, the classification of the
tabled problems was carried out based on three factors: a) Frequency: how often
the problem occurs; b) Impact: it will be easy or difficult for the user to overcome
the problem and continue the experience; c) Persistence: it is a unique problem
or it happens repeatedly. Finally, it is necessary to assess the impact of the
problem on the market as certain usability problems can have a devastating
effect on the product’s popularity, even if they are easy to overcome [4]. Although
gravity has several components, it is common to combine all aspects into a
single severity classification as a general assessment of each usability problem, to
facilitate prioritization and decision making. The severity rating of the problem
was carried on scale of 0 to 4 for: i) I do not agree that it is a usability problem;
ii) Cosmetic problem only: does not need to be corrected, unless extra time is
available in the project; iii) Minor usability problem: fixing this should be given
low priority; iv) Serious usability problem: important to correct, therefore high
priority must be given; v) Usability catastrophe: it is imperative to correct this
before the product can be launched.

The classification of the problems was carried out with 3 researchers to ensure
rating quality which is satisfactory for practical purposes [4].

3 Experimental Evaluation

A qualitative analysis of the collected data was carried out, to better understand
the users’ opinions regarding the functionalities of the internet browser and
satisfaction about the experience in general.
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3.1 Qualitative Analysis

Table 1 presents the results of the usability problems pointed out by the users,
by how many users the problem was pointed out, and user classification.

Table 1. Indicated usability problems.

Problem Rating

Difficulty using the keyboard 3

Lack of visual feedback when opening a new window 2

Difficulty finding the page detach function 2

The editing mode actions are not intuitive and difficult to learn 3

Lack of tips and tutorials to assist in learning the software 2

Some classifications are not appropriate 1

The group of screens is confusing, and difficult to understand 3

The difference between the favorite pages and the most visited ones are
unclear

2

Some icons are not intuitive 2

Frequently used options are not prominent 2

When comparing the notes on user satisfaction with the browser, the partici-
pants in the “less experienced” profile category is 7.5, while the experienced ones
gave 6. One of the reasons for the less experienced users’ rating to be higher is
the innovation factor. Many of the participants were impacted by the technology
and felt that it opens doors to new means of interaction. Although these users
do not have as much contact with the technology, they managed to highlight
what they liked, such as the feedback from clickable areas and the use of depth.
Experienced users were punctual in saying that the use of the 2D mental model
facilitated the learning of interactions in 3D environments.

Table 2. Indicated usability problems.

Positives Negatives

The interface is similar to what you
are used to, which facilitates
learning

The visual feedback when creating a new page
needs improvement. Also, it is not possible to
clearly differentiate the windows in the
navigation flow

Keyboard: shortcuts available like
“.com” and “.net” help a lot

The editing mode is not intuitive, it is
confused with moving the window in the menu
of more options, the sizing was difficult

In the editing mode, the scale
option is similar to that of editing
software, facilitating handling

The 3D icon does not instantly communicate
the intuition of the button, the fluctuation on
the screen irritates users



Software Usability Evaluation for Augmented Reality Through User Tests 355

As for the negative points, part of them is about the hardware, such as the
limited field of view and physical tiredness due to the weight of the equipment.
Some features were also criticized by both profiles, such as the editing mode, the
keyboard, some visual feedbacks, and icons that are not intuitive.

However, the survey of the positive and negative points of the participants’
experience and the analysis of usability problems provide arguments for modify-
ing parts of the software interface. Therefore, proving the need for research even
on the early level of AR adoption from the market and society to foreshadow
future test practices and experiment layout.

3.2 Recommended Practices

Based on the observation made through the tests, the qualitative analysis regard-
ing user satisfaction, and the theoretical understanding of usability assessments,
we achieved a set of good practices for usability testing in 3D environments:

1. It is necessary a place with adequate space for the user to walk and interact
with the elements of the interface;

2. Care must be taken when defining the test script so that there are no conflicts
between the system and the activity;

3. If you choose not to use the Thinking Aloud technique (think out loud),
appropriate software is required to view user interactions in real-time;

4. Take care that the software interactions do not cause motion sickness in the
participants;

It is understood that a good part of the usability evaluation methods for
traditional models is maintained when used in 3D models. However, since the
interaction environment is different, adaptation to the context of use is needed.

4 Conclusions and Future Work

In this article, user tests were carried out to measure the usability of an inter-
net browser for Microsoft Hololens glasses. Through the questionnaires, it was
possible to recruit participants according to the established profiles. The tests
provided inputs for conducting a qualitative analysis that resulted in a table
of usability problems and their classifications. The analysis also made it possi-
ble to understand the participants’ satisfaction with the experience provided by
the software and the understanding of good practices for usability tests for 3D
environments.

As future work, it is intended to make changes to the browser interface based
on the problems encountered. It is also necessary to conduct idea development
sessions for the emergence of new approaches to some criticized features. Finally,
this study is expected to contribute to the academy and the market with new
models for usability assessments and allow discussion over its good practices.
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Abstract. To date in the defence industry, virtual reality (VR) headsets are used
primarily for training and simulation, while mixed reality (MR) headsets can be
used in military operations. However, technological hardware advancements that
blend VR and MR headset capabilities will result in increasing convergence of
VR and MR applications. Accordingly, our primary objective in the current work
was to present guidelines for Unity developers to convert graphical VR content to
MR content in the Unity game engine. Guidelines herein address how to change
camera settings to adapt from VR to MR applications, how to convert graphical
user interfaces (GUIs) from VR to MR, and how to place graphical objects in
MR environments. Another important objective of this work was to describe a
user-controlledGUIwe developed that allows real-time, progressive conversion of
graphics from full VR to various levels ofMR in aMR headset. This GUI provides
end-users flexibility to customize their environment for gaming, training, and
operational applications along an extended reality spectrum. In our future work,
we are developing a tool that automates the VR toMR graphic conversion process.
This tool, the guidelines, and the GUI will help researchers compare different
levels of graphic content displayed in the scene and investigate the user-centered
challenges that arise. It will also help Unity developers in defence, gaming, and
commercial industries generate a scene in VR and quickly convert it toMR, saving
the cost associated with generating separate MR scenes from scratch for multiple
applications.

Keywords: Virtual reality headsets · Mixed reality headsets · Graphic
conversion software · Graphic user interface · Extended reality · Training ·
Simulation

1 Introduction

Mixed reality (MR) and virtual reality (VR) are perceived as distinct capabilities in the
defence industry. But as these technologies and the software that support them develop,
the characteristics separating VR fromMR headsets will diminish. To date, VR headsets
are a more mature technology, more rigorously studied and more widely used than MR
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headsets, though interest in MR is quickly increasing. VR has been used for simulation
applications that support training (e.g., visualization of a cockpit for pilot training) [1, 2].
VR headsets generally cannot be used in operational environments to perform on-the-job
tasks in the real world because they completely occlude the user’s view of the real world.
In contrast, MR can serve as both a training aid and operational aid to enhance soldier
awareness on the battlefield in real time, surgical training and more [3, 4]. The potential
of MR for both military training and operations appears to be vast but requires thorough
exploration.

We define VR, AR, MR and extended reality (xR), noting the differences between
them. We acknowledge that there is still disagreement on exact definitions as these
technologies develop and change. The definitions we use are adapted from those found
throughout the literature [5–7].

VR. In VR, the Virtual World Completely Occludes the Physical World.
MR. MR integrates graphics with physical properties of the physical environment

allowing interactive and integrated use of graphics.
AR. In AR, virtual content is overlaid onto the real world.
xR. xR is an umbrella term for emerging technologies including VR, AR, and MR.

The primary objective of this paper was to present methods to convert VR content
developed in Unity to MR content. A second objective was to introduce a graphical user
interface (GUI) we developed that allows the user to vary the number of graphically-
generated objects in the scene in real time while the user wears a MR headset.

Wehave identified reports on converting video forVRheadset viewing [8–10].Cross-
platform development is supported by a Unity tool called OpenXR - a development
environment that is compatible with VR or MR [11]. Therefore, concepts for graphic
conversion and compatibility in VR and MR headsets exist in the literature. The novelty
of our approach is explicitly outlining the conversion of VR to MR and the ability to
scale the number of graphically rendered objects in the scene by the user in real-time
using our GUI. This paper resulted from our own need to convert VR to MR for human
factors experimentation whereby a physical scene can be reproduced graphically while
carefully manipulating the number of graphic vs physical objects in the scene in MR.
We were not able to find a conversion method, guidelines, or a GUI for this purpose and
therefore developed our own.

A convenient method for VR-to-MR graphic conversion would allow researchers to
rapidly modify and compare characteristics of MR to VR (and vice versa) and explore
characteristics of both types of scenes in detail. Another potential use for VR to MR
graphic conversion is that it would helpUnity developers generate content across headset
platforms (e.g. VR headset or MR headset) easily, and reduce redundancies in creating
similar synthetic environments for different headset platforms. Thus, a scene can first be
created in VR, then the graphic content can be scaled to create modified versions of the
scene easily for MR. Finally, from a training perspective, VR to MR conversion would
allow the end-user to train in a single headset, first showing fully virtually rendered
scenes, and then gradually scaling by showing fewer virtual objects. In some cases, the
same headset could be used in operational environments. The use of the same headset,
virtual environment and GUI from training to operations provides the user familiarity,
immersion, predictability, and consistency that support positive transfer of training [12].
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2 VR to MR Conversion Scenarios and Guidelines

In all scenarios presented, we used Unity version 2019.4.18f1 with the following pack-
ages for VR: OpenVR Desktop 2.0.5 and Oculus Desktop 2.38.4 and the following
packages forMR:WindowsMixed Reality 4.2.3,Windows XR Plugin 2.5.2, andMRTK
2.5.3. The OpenXR versions used Unity version 2020.3.2fl with the following packages
for MR: OpenXR 1.0.3, MRTK 2.6.1, and Mixed Reality OpenXR Plugin and the fol-
lowing packages for VR: Oculus XR 1.8.1, Open XR 1.0.3, XR Interaction Toolkit
1.0.0-pre.3, and XR Plugin Management 4.0.1. Scripting for the projects was done in
C# using Visual Studio 2019. The VR project was developed on a Dell Precision T7600
machine running aWindows 10 Pro 64-bit operating system. The machine has 24 GB of
RAM, an Intel Xeon E5-2665 CPU and a Nvidia GeForce GTX Titan graphics card. The
MR project was developed on a HP Laptop running a Windows 10 Pro 64-bit operating
system. This laptop has 16 GB of RAM, and an Intel i5-7300U CPU. Headsets used for
VR to MR conversion assume the Oculus Rift S for VR and the Microsoft Hololens 2
for MR for all conversion scenarios. The five scenarios are summarized in Table 1.

Table 1. Summary of guidelines for 5 Scenarios

Scenario Steps

2.1 Converting VR to MR Camera Identify the game objects that make up the VR
camera system (for Oculus it is OVRCameraRig)
and disable them. Setup the game objects that
make up the MR camera system
(MixedRealityToolkit and MixedRealityPlayspace)

2.2 Converting to Open XR Create a new project with Unity version 2020.2 or
later and configure the project for Open XR using
Microsoft’s Mixed Reality Feature Tool. Once the
project is setup, import all of the assets to the Open
XR project

2.3 Setting up Open XR Camera System Change the configuration profile of the
MixedRealityToolkit object to an Open XR
configuration profile

2.4 Converting VR GUI to MR GUI VR GUIs will be functional in MR but it is
recommended to work off of MRTK’s menu
examples to improve overall user experience

2.5 Placing Objects in MR Use the spatial mapping, image targets, or a
combination of both methods to guide object
placement. Place objects in relation to real-world
geometry using ray casts, or place objects directly
onto image targets
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2.1 Converting a VR Camera System to MR Camera System

The camera viewing system is one of the key components that define VR and MR
experiences. Different headsets are optimized for different camera implementations in
Unity. Oculus VR headsets use a game object called, OVRCameraRig, which holds the
primary camera object. Microsoft’s Mixed Reality Toolkit (MRTK), uses the default
Unity camera object with an Event System and MixedRealityInputModule component
attached to it. To change camera systems, first disable or delete all game objects related
to the current VR camera system. In Oculus VR, disable the OVRCameraRig game
object. Then, add the MR camera components that allow the MRTK camera system to
work. This can be done by going to ‘Mixed Reality Toolkit’ in the top menu in the Unity
editor and clicking ‘Add to scene and configure’. Additional settings must be changed
to ensure for optimized visual quality and hologram stability [13].

2.2 Converting Project to OpenXR

For ease in project conversion from VR to MR, it is recommended that developers use
OpenXR, an application programming interface, from the start of the project. However,
in the case where a project must be converted from a legacy XR plugin implementation
to an OpenXR implementation, we recommend the following steps: To convert a project
for it to use the new Unity XR plugin management and OpenXR, extract all of the
content from the original project and save it where it can later be imported into a new
project. The first step is creating an OpenXR Unity project. This can easily be done
using Microsoft’s Mixed Reality Feature Tool which performs most of the project setup.
Follow Microsoft’s documentation in setting up OpenXR for MRTK in Unity [14].
After the new Unity project is setup, import the package from the old project into the
new OpenXR project. The final step is to use an OpenXR configuration profile for the
MixedRealityToolkit script.

2.3 Setting up OpenXR Camera System

The camera and interaction functions are the main features that differentiate OpenXR
and the native Unity XR plugins. There are different ways OpenXR’s camera system
can be implemented into Unity. In VR, Unity’s XR Interaction Toolkit can be used to
make a Room-Scale XR Rig. We used a sample input action controller for the rig. In
MR, the camera implementation is the same as in legacy MRTK. However, the configu-
ration profile for theMixedRealityToolkit must be swapped to an OpenXR configuration
profile. We used the DefaultOpenXRConfigurationProfile for our project. Configuration
profiles can be changed in the inspector window of the MixedRealityToolkit object.

2.4 Converting a VR GUI to MR GUI

Camera implementation and UI design are the main differentiating factors between VR
andMRGUIs. Unity’s default UI systemwill work with the Hololens 2. However, for an
optimalMR experience theGUI should be set up using theMRTK’smenu features. To do
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so, disable the OVRCameraRig and add aMain Camera object with theMixedRealityIn-
putModule component attached to it with MixedRealityPlayspace as the parent object.
To finish the optimization process for the scene, add aMixedRealityToolkit game object.
For user design purposes in MR, it is recommended to lower the opacity of the GUI.

2.5 Placing Graphically Rendered Objects in MR: Three Methods

Spatial Mapping. When converting from VR to MR, the MR headset must register
the physical space and map the physical geometry of the real-world environment. This
process is referred to as spatial mapping and is critical in MR in order for graphically
rendered objects to account for the physical space in which they are presented. The
Hololens’ spatial awareness system can identify floors, ceilings, walls, and some fore-
ground objects. Spatial mapping is configured through the MixedRealityToolkit game
object. Navigate to the Spatial Awareness tab in theMixedRealityToolkit component and
tick the ‘Enable Spatial Awareness System’ box. Microsoft provides default profiles that
can be used. These profiles allow for the registration of the surrounding environment.
A detailed walkthrough for the spatial mapping process can be found in Microsoft’s
official MRTK documentation [15].

Object placement can be achieved by instantiating the virtual objects in the desired
location using ray casts from the user’s position and then using a snapping function to
ensure that the objects are placed in the correct position. The snapping function will send
rays from the headset to nearby walls to estimate the distance between the object and the
walls then place the objects accordingly. This approach is ideal when object placement
must be precise and when both the environment and the user position are fixed relative
to each other such as in an aircraft cockpit. Spatial mapping allows the developer to
build on the project with advanced functionality in the future. A drawback of spatial
mapping is that it takes many steps to place objects because techniques like ray casting
and MRTK Solvers are required for precise object positioning.

Image Target Setting. Using Vuforia, an AR software development toolkit, place
image targets in the physical space to indicate where the virtual object should appear.
Object positioning through image targets can be done by designing a unique image tar-
get for each object that needs to be placed. For optimal object tracking, image tar-gets
should be rich in detail, have sufficient contrast, and limited repetitive patterns. The
image targets can be placed in the same positions as their corresponding objects. Upload
the image targets to Vuforia’s database and import the database into the project. Virtual
objects can be mapped to image targets if they are a child of the image target game
object.

A benefit to using image targets is that developers will know exactly where virtual
objects will be placed relative to their physical environment. A drawback is that it can be
time consuming to ensure that the image targets are accurately positioned in the physical
space. An additional drawback is that developing and running projects that use Vuforia
and MRTK is computationally demanding.

Spatial Mapping + Image Target Setting. A third method to place objects in MR is
by combining both spatial mapping and image target placement. The MRTK’s Spatial
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Awareness system allows the Hololens to register the physical environment around the
user and produce a collection of meshes that represent the real-world geometry of the
environment. Once the Spatial Awareness system is enabled, we can start placing objects
in the scene. The spatial awareness setting registers the dimensions of the physical space
to the Hololens. A benefit to using both spatial mapping and image targets is that it gives
the developer more tools for object placement methods. A drawback of this Spatial
mapping + image target setting combination technique to place objects in MR is that it
may be computationally demanding if the project requires both the Vuforia and MRTK
packages.

3 XR GUI

Fig. 1. a) GUI with three MR levels summoned by user hand gesture. The user can select which
MR level to view in the MR headset. b) Corresponding visual scene displayed in MR headset
based on GUI selection. MR-1 displays foreground objects. MR-2 displays foreground objects
and the floor. MR-3 renders floor, walls, ceiling and foreground objects in the scene.

Section 2 outlined steps to convert a VRUnity project to anMRUnity project but this
creates separate projects that must be built on separate headset platforms. In this section
we present a GUI we developed that allows real-time user-controlled scene conversion
from fully virtually rendered to only some elements being virtually rendered in a MR
headset. The GUI is activated through an open palm gesture when the user looks at their
hand. The menu allows the user to select one of the displayed MR levels in Fig. 1a.
The fully virtually rendered MR level must first be built by the developer, then using
steps listed in Sect. 2, converted to various levels of MR. We virtually rendered an office
space using the same dimensions and furniture as an actual office space to which the

https://doi.org/10.1007/978-3-030-90176-9_1
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authors had access. The various levels of MR shown in Fig. 1b allow the physical space
to blend with graphical elements while accounting for their physical properties. This
fully virtually rendered display (‘MR-3’ in Fig. 1b) is translucent. MR levels shown in
Fig. 1b are some examples of how a developer may decide to design different levels of
MR. The developer may customize each MR level in the GUI as they wish.

4 Conclusions

We described a novel method to convert VR to various levels of MR and present a GUI
that allows users to customize the level of graphically rendered objects in the scene in a
MR headset. The GUI may be set up by the developer to decide which elements in the
scene are graphically rendered. Customization of elements in a scene that are graphically
generated and that are real allows flexibility for applications in research, training and
operational, on the job use. The conversion concept andmethods presented here have vast
implications as they allowMR headsets to be an all-in-one platform that can replace VR
and AR headsets to be used for training, gaming and operations in the defence industry
and beyond. We plan on conducting thorough user testing of this conversion method and
automating the VR to MR conversion process outlined in Sect. 2 into a standalone tool.
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Abstract. The use of augmented reality applications based on location informa-
tionhas increaseddue to the recent development of smart devices and technological
advances. Augmented reality is a technology that displays information on virtual
objects in the real world and serves to improve the quality of user experience by
providing information based on the user’s location. The user interface (UI) in aug-
mented reality requires constant interaction according to the user’s location and
environment, unlike the existing two-dimensional graphic user interface (GUI). In
augmented reality, it is essential to configure the user interface to efficiently and
easily recognize appropriate information according to the user’s situation. In this
paper, we suggested a method that could improve the users’ usability and expe-
rience by designing a UI based on geo-infographics. Geo-infographics are info-
graphics created using location-based information that combines elements such as
diagrams, images, and storytelling with information communication techniques
to deliver messages quickly and easily. UIs designed using geo-infographics will
provide an efficient method for users to intuitively understand the content and
acquire the information they want easily and quickly by providing interactions
with images and diagrams that match the content’s purpose and intent. We pro-
duced a prototype for Beonhwa-ro Street in Seosan City in Korea. We introduced
the art store on Beonhwa-ro Street and created a AR user interface based on
geo-infographics in the Seosan Munhwaro application.

Keywords: Geo-infographic · AR (Augmented Reality) · User interface design

1 Introduction

With the recent development of smart devices and technologies, numerous applications
(apps) are being created. Among them, apps that provide geographic information are
continuously being developed, and the number is increasing every year. examples include
a map app that provides directions and location information, a travel app that provides
travel information around theWorld, an app that provides transportation information, and
an app that provides location information on places such as restaurants and hospitals with
good ratings in real-time. These applications need to classify vast amounts of information
based on the user’s location and deliver it to the user quickly and accurately. For this,
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the role of the user interface is very important. The user interface acts as a map to help
users quickly and easily obtain the information they want. In this study, we proposed a
new type of user interface (UI) design. In the case of an app that provides a large amount
of location-based information in real-time, if geo-infographics and augmented reality
(AR) technology are applied to the UI design, the users will be able to easily access and
quickly obtain the information they need. To verify its effectiveness, we prototyped the
Seosan Culture Road app and synthesized users’ opinions.

2 Geo-Infographic

First, we need to take a closer look at the definition and meaning of geo-infographics.
Geo-infographics is an infographic created using location-based information and refers
to a method of easily delivering messages through various communication media such
as maps, charts, pictures, storytelling, and interaction [1]. Geo-infographics are not just
general maps with location information but contain a variety of images that visually
display brands, stories, and specific information about the area.

The termgeo-infographics first appeared in 2011.At that time, scholarsHe, Tang, and
Huang defined geo-infographics as a method of fusing traditional maps and infographics
[2].

It is necessary to look at the concept of infographics along with the definition of
geo-infographics. Infographics is a compound word composed of “information” and
“graphics” and is referred to as “explanation graphics.” The official definition of an
infographic is “the result of visualizing data or thoughts so that complex information
can be easily and quickly understood” [3]. But more strictly, “a lot of data is simply
moving away from visualizing, having a clear purpose and creating relationships, rules,
and structures between information after understanding, the visual result designed with
an accurate message through storytelling” can be called an infographic [4].

Therefore, a geo-infographic can be defined as the result of visualizing complex data
or thoughts that are intended to be communicated to the public, along with geographical
information seen on traditional maps, so that they can be visualized easily, and quickly
understood.

3 User Interface Design with Augmented Reality (AR)

The role of the user interface of a smartphone application can be defined as amedium that
helps communication between the user and the app. A good UI with high usability helps
users to quickly achieve their desired purpose by easily accessing the information they
need. Today, with the rapid development of technology, AR is also rapidly developing,
which leads to an increase in the use of AR applications. AR is a technology that
superimposes virtual objects into the real world. Based on the user’s location, various
information can be visually displayed easily and quickly. However, AR technology
itself should not be the goal, and it is important to use it effectively according to the
purpose and intention. Since AR technology-applied apps require constant interaction
depending upon the user’s location and environment, it is very important to configure
the user interface to efficiently and easily recognize appropriate information according
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to the user’s situation. Geo-infographics can be very effectively applied to apps with AR
technology. As location-based information is displayed quickly and easily in real-time
along with pictures, charts, and interactions, it becomes an efficient means for users to
intuitively understand the content and easily acquire the desired information.

4 Case Study

For this study, we prototyped a smartphone app using geo-infographic theory and AR
technology. The Seosan Culture Road app, which introduced art shops in Seosan, South
Korea, was designed with UIs based on geo-infographics and incorporated image-based
AR technology. It was designed to deliver detailed information to users easily and
quickly.

For this, location information and geographic situation analysis were first necessary
(see Fig. 1). Then, we analyzed the purpose of the appwewanted to create and developed
a UI design with geo-infographics applied (see Fig. 2). At this point, the main image
or graphic element (building shape, sign image, etc.) that could represent each location
was selected. Finally, we incorporated AR technology into the UI, users can instantly
get the information they need (see Fig. 3, 4).

Fig. 1. Analyze location information and geographic context

Fig. 2. Maps with geo-infographics applied
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Fig. 3. UI design with geo-infographics applied

Fig. 4. Incorporated AR technology into the UI

5 Conclusion

We decided that location-based smartphone applications needed differentiation from
existingGUIs andproposed a new type ofUI design,whichwas a geo-infographics-based
UI design that incorporated AR technology into the UI.

To prove its effectiveness, we created a prototype of the Seosan Culture Road app
and synthesized user opinions. As a result, 96% of users said their use of geospatial and
AR was very effective.

In the future, we would like to use geo-infographic-based UI design for various apps
to verify its utility, and also plan to continue research focused on various uses of AR
technology.
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Abstract. SituationAwareness (SA) is an important predictor of critical incidents
in the aviation domain. Virtual Reality (VR) simulators provide a safe setting for
training pilot SA. Despite the necessity of integrating auditory information for
SA, it is unknown if the integration of auditory information is impacted by state
and trait variables. The present work investigated the utility of a novel state versus
trait framework in predicting SA, based on auditory information, in a VR flight
environment. It was expected that VR induced states would account for most
of the variance found in SA. Using structural equation modeling, causal models
were developed to quantify the relationship of VR state, non-VR state, and trait
variables to SA during VR flight. VR-induced state, non-VR-induced state, and
trait variables predicted approximately two thirds of the variability in SA. VR
flight simulation is increasingly integrated into military, commercial, and general
aviation. Thus, VR flight training protocols and assessments should consider both
state and trait factors examined in this studywhen recruiting or training new pilots.

Keywords: Situation Awareness · Virtual Reality · Flight simulator

1 Introduction

General aviation (GA), defined as all flight activity excluding scheduled commercial air-
lines and military related services, has persistently high accident rates [1]. The majority
of accidents have been associated with pilot error, rather than mechanical error [2]. Fur-
thermore, historic data shows that 88% of pilot errors are associated with poor situation
awareness (SA) [3]. To develop resources for addressing the accident rate in GA, it is
crucial that predictive factors which impact SA are better understood. SA is the capacity
to monitor radio calls, maintain the call information in auditory working memory, and
make predictions about one’s future location as well as the future position of other rele-
vant aircraft based on the information in thosemessages. SA is challenging to examine in
an actual aircraft; however, Virtual Reality (VR) environments offer new opportunities
for training and studying pilot SA in safe but ecologically robust environments. Little is
known regarding how the features of virtual flight environments impact SA. Addition-
ally, aside from expertise and workload, little is known regarding the extent to which
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individual factors might also impact SA in flight. The present study explored the effects
of participant VR states, non-VR states, and traits on SA in non-pilots who received
training in a VR flight simulator. Due to its intensive experience, it was expected that
VR states would account for more of the variability in SA performance than non-VR
states and traits.

2 Methods and Procedures

The study was granted ethics approval by the University Ethics Approval Board. Non-
pilot undergraduate students were recruited from a research pool. One participant was
removed because of crucial data missing due to researcher error, resulting in a final
sample of 46 participants. Participant ages ranged from 16–43 years (median age =
20 years, 24 male). The study utilized an HTCVive VR headset, a simulated Cessna 172
aircraft using LockheedMartin’s Prepar3D flight simulator software, and a custom-built
cockpit, which matched the Cessna 172 panel dimensions [4]. Participants listened to
radio messages that included aircraft call signs via earphones. Participants flew circuits
(oval patterns around an aerodrome) using the simulator. The circuit was marked by nine
semi-transparent guide hoops that participants were instructed to fly through.

Participants were provided relevant flight instructions including how to identify pilot
call signs within the radio messages, operate the controls, and read the instrument panel.
Participants were told that they would hear call signs in the radio messages, and they
were to do their best to memorize the three letters associated with each three-letter call
sign (e.g., delta, echo, foxtrot). Participants flew the oval circuit three times to practice
the tasks and four times during testing. The workload conditions were manipulated such
that two circuits were high workload (included the radio message task) and two were
low workload (no radio message task). Workload order alternated between circuits and
was counterbalanced between subjects. The study was designed to be completed in 2 h.
Participants completed pre- and post-study questionnaires related to non-VR states and
traits and answered items relating to VR states between circuits.

The relationship between performance on the call sign task and the predictors was
undertaken using partial least squares (PLS) structural equation modeling (SEM). SEM
is a robust method for analyzing latent constructs and path analysis [5]. PLS-SEM allows
users to estimate the direction and strength of the relationships between variables in the
model.

3 Variables

3.1 Outcome Variable

SA is an important component in any dynamic and complex system [6]. In aviation, safe
flight depends on SA to inform appropriate decisionmaking. Van Benthemmeasured SA
by examining pilot memory for radio call details and status of cockpit instruments [7].
SA performancewas shown to be associatedwith critical incidents, and thus important in
training and assessment of pilots. In the present work, accuracy in detecting and recalling
call signs served as the measure of SA. Pilot call signs were heard three times during
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each of the highworkload circuits at distinct and consistent points. The SA score for each
of the two circuits ranged from 0 to 3, based on the number of call letters participants
could recall correctly. Scores from the call sign task from each of the high workload
circuits were summed to produce the total SA score and then converted to a percentage.

3.2 Predictor Variables

Virtual Reality Induced States. VR sickness was measured with a 3-item condensed
Simulator Sickness Questionnaire, measured using 1 to 6 scale and queried at the end
of each of the four circuits [8, 9]. The level of VR sickness was derived by subtract-
ing the final circuit responses from the first circuit responses for each of three key
VR sickness symptoms: dizziness, disorientation, and queasiness. The VR immersive-
ness factors included immersion, interactivity, and telepresence and were measured
using a modified questionnaire based on van Baren and IJsselsteijn’s questionnaire (see
Table 1) [10]. The 6-item questionnaire had two questions for each variable with a scale
of 1 (do not agree at all) to 6 (very much agree) scale. The immersion, interactivity, and
telepresence items were queried at the completion of each of the four circuits flown.

Table 1. Immersiveness items.

Latent construct Indicator (queried after each circuit)

Immersion I had no difficulty concentrating

I was totally absorbed in what I was doing

Interactivity The Vive allowed me to interact with the virtual world

I had the feeling that I could influence the virtual world inside the Vive

Telepresence The content of the HTC Vive seemed to be ‘somewhere I visit’ rather than
something I saw

The HTC Vive created a new world for me and this new world suddenly
disappeared when the exercise ended

Non-virtual Reality Induced States. All non-VR-induced states were measured using
self-report before simulator training. The non-VR states included Nourishment, Fatigue,
and Alertness. The variable Nourishment was measured with a query using a Likert type
scale, ranging from1 to3,which askedparticipantswhen they last ate. Theoptions ranged
from 1 (within the last hour) to 3 (more than five hours ago). The variable Fatigue and
Alertness was measured with a query using a Likert type scale, ranging from 1 to 6.

Traits. In the present study, trait factors were defined as variables that are stable or
fluctuate at a slower pace than states. Driver’s Experience was measured with a query
using a Likert type scale, ranging from 1 to 6, which asked participants how many years
they have had their license. The options ranged from 1 (I don’t have a licence) to 6
(>5 years). The variable VR Experience was measured with three queries using Likert
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type scales. The first query asked participants about their previous VR usage. The scale
ranged from 1 (never) to 3 (regularly). The second query asked participants how long
they had been using VR. The scale ranged from 1 (never) to 6 (>10 years). The third
query asked participants to report on the frequency of their VR usage. The scale ranged
from 1 (never) to 7 (daily). The variable gender was measured with one query using
multiple choice options, male, female, prefer not to disclose, and other. The variable
age was measured with one query, which asked participants to report their age as a
continuous variable.

4 Results

4.1 Outer Model Development and Testing

In SEM, the outer models represent the structure of the latent constructs (e.g., the indi-
cators used to reflect a construct). The outer models were built and tested individually
using confirmatory factor analysis to evaluate relationships between latent constructs
and their indicators [11]. The analysis exclusively used reflective models and rank order
data transformation to reduce the effects of outliers. The reliability requirements for the
outer model structures were that the latent variables have an average variance extracted
(AVE) of at least 0.5, a Composite Reliability and Cronbach’s Alpha of at least 0.7 and,
ideally, the loadings between a construct and its indicators be at least 0.6 (with p< .05).
If the AVE and reliability coefficients were acceptable, then indicators with loadings
between .3 and .6 were retained in the outer model for that latent construct. VR immer-
siveness variable (Immersion, Interactivity, and Telepresence) met the requirements for
construct reliability. The VR sickness construct, constructed using the difference scores
for queasiness, dizziness, and disorientation symptoms, met the requirements for con-
struct reliability. The three VR experience indicators (Previous Use, Length of Use, and
Frequency of Use) met the requirements to be included in the VR experience construct.

4.2 Inner Model Development and Testing

As shown in Fig. 1, the state versus trait model tested the relative effects of all latent
and directly measured predictors on SA. All relationships were tested using the PLS
regression mode, whereby the outer models were not affected by relationships in the
inner model. The criteria for relevant effects sizes for all predictor variables in the inner
models were set to f ˆ2> /= 0.02. Predictor variables that did not meet the f ˆ2 threshold
were removed during model refinement. To manage the large number of variables in
this study and possible model misspecification, the relationship between VR states, non-
VR states, and individual factors and traits with SA was determined systematically by
initially building three separate models for each of the predictor categories. Variables
that showed no predictive power with regard to SA (f ˆ2< 0.02) were pruned during the
inner model testing for each category. Once all three models were determined, a final
“State and Traits” model was constructed and the relative predictive power and path
analysis beta values for each variable was determined.
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Fig. 1. The final state vs. trait model.

4.3 Final State and Trait Model

The final state and trait model was the combination of the successful variables from the
VR state, non-VR state, and traits model. Most of the predictor variables met the relative
effect requirements of f ˆ2 > / = 0.02. The state and trait model accounted for 64% of
the total variance in SA performance (see Fig. 1). VR Sickness had the largest relative
effect at 0.12 and was negatively related to SA. Alertness had a relative effect of 0.11
and was positively related to SA. Driver’s Experience had a relative effect of 0.10 and
was positively related to SA. Age had a relative effect size of 0.08 and was positively
related to SA. VR Experience, Nourishment, and Immersion all had a relative effect size
of 0.07 and were positively related to SA. Lastly, Telepresence had a relative effect size
of 0.02 and was negatively related to SA. In accord with the final model, trait variables
accounted for the most variance in SA compared to VR and non-VR states.

5 Discussion

The present study aimed to explore the extent to which state and trait factors impacted
SA in a VR flight simulator. It was expected that the VR state variables would account
for the most variance in SA. Contrastingly, these results showed that the trait variables
accounted for the largest amount of variability in SA. However, the three predictor
variables that accounted for the most variability in SA (i.e., VR Sickness, Alertness, and
Driver’s Experience) represent all three categories of predictors.
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5.1 Virtual Reality States

VRSicknessmet expectations, in that themoreVRSickness a person reported, theworse
their SA. Experiencing the adverse symptoms of VR sickness appears to negatively
impact the mental processes that underlie SA. Little is known regarding the impact of
VR sickness on SA, however this effect may be due to biological or cognitive processes.
An effect of Interactivity was not found on SA in the present study. The absence of an
effect of Interactivity in the present research may be related to the measure of SA used.
In Ommerli’s work, the SA measure included call sign recall, and recall of details from
monitoring instruments (e.g., altitude) [12]. The current study only measured auditory-
based SA. Thus, it is likely that interactivity is not a predictor of SA when the SA
measure uses only auditory input for recall. Telepresence was negatively related to SA.
The feeling of being teleported to another environment may have been a distracting
factor. It is possible that the novelty of using VR was distracting for some participants
from the performance objectives. Task demands may have been perceived as too high
for many of the participants or some participants may have felt that they did not have
control of the aircraft in the virtual environment [13]. These experiences may have
been especially prevalent for non-pilots. Immersion met expectations in that the more
absorbed with the task participants were, the better they performed on SA, which may
be related to participants engaging in a flow state. Flow state and subjective immersion
require a degree of willingness, interest, and intrinsic motivation [14]. It is possible that
the small effect of immersion may be due to participants’ lack of motivation or interest
in completing the study.

5.2 Non-virtual Reality States

Higher reported Alertness was associated with better performance on the SA task. Inter-
estingly, Fatigue did not appear to have an impact on SA. Fatigue has been found to
be an important predictor for driving and aviation accidents [15]. The distribution of
participant scores when responding to the Fatigue query shows that people were rarely
very fatigued when completing the study. The majority of participants reported being
not fatigued, which is probably why an effect of Fatigue was not found. Alertness, in
this case, was more predictive of performance. The distribution of Nourishment by SA
scores demonstrated an inverted- U trend. This trend suggests that there is an optimal
SA performance between 2 to 5 h after eating. This may be related to rest-and-digest
processes, which may take away from attentional resources [16].

5.3 Traits

Individuals with more VR Experience tended to perform better on SA. Individuals with
more Driving Experience also tended to perform better on the SA task, which may
suggest that SA skills are transferable from driving to flying. An unexpected effect of
age on SA was found, in that older participants tended to perform better on the SA task.
The effect of age may be related to maturity effects, and perhaps a greater likelihood of
driving experience.
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6 Future Work

The proposed new framework of predicting SA during flight simulation used in the
present research should be of interest to stakeholders in aviation and other complex
human-machine systems. Flight training evaluators should take note of trainee alertness
and time since they last ate when evaluating performance, given how impactful these
factors are on SA. The findings should also inform aviator work shift and breaks policy
on the importance ofmaintaining alertness and timing food breaks for optimal SA. Those
who are involved in recruitment and training of pilots should realize that the use of VR
may systematically bias against the youngest users, those with little VR experience, and
those without driving experience. Given the wide use of SA measuring (e.g., machine
operating), it is possible that the state and trait model could be applied to other domains.
The present model should be replicated with a larger sample size. Additionally, it would
be of interest to confirm the proposedmodel with licensed pilots. Pilot participant results
may provide more information regarding the effects of VR states on SA and the extent
to which expertise would impact the explained variance of the state and trait model.

In summary, the novel framework proposed in the present study has promising poten-
tial and provides evidence of a broader range of variables that predict SA and, in turn,
aviator performance. Although much research has been devoted to VR states, especially
VR sickness, further research should be done regarding non-VR states and traits which,
based on the present work, account for most of the variability in SA. The present frame-
work has wide applicability to aviation in policy makers, and entry decisionmaking (i.e.,
GA, commercial, military) and flight simulator development.
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Abstract. Designing for emotional expression has become a popular
topic of study in HCI due to advances in affective computing technolo-
gies. With increasing use of video-conferencing and video use in social
media for different needs such as leisure, work, social communication,
video filters, AR effects and holograms are also getting popular. In this
paper, we suggest a framework for emotion visualization for natural user
interface technologies such as Augmented or Mixed Reality. The frame-
work has been developed based on our analysis of visualizations formed
during a series of emotion visualization workshops.

Keywords: Emotion representation · Abstract visualization ·
Augmented reality · Human augmentation · Holograms · Design
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1 Introduction

Advances in affective computing and integration of Augmented Reality (AR)
in our daily lives through 2D image manipulation open up many possibilities
in design. One interesting design concept for AR is making what is invisible,
visible and this can especially be beneficial during digitally mediated human-
human interaction. Our natural communication benefits a lot from non-verbal
cues; but transmission of non-verbal information is usually not the focal point
while designing communicative services such as video-conferencing tools or AR
filters. Therefore; we believe that the inclusion of non-verbal cues in the design of
such communicative services can improve the quality of communication in some
cases. In this paper, we explore the design space of visualization concepts related
to making affective information visible in AR. After collecting visualization ideas
from designers through a series of workshops and a focus group; we created
a design framework. We then refined the framework with a second series of
workshops with designers. This paper contributes to the HCI literature with the
resulting framework, for emotional AR visualizations.

2 Background

In this section we review previous HCI studies on relatedness, emotion represen-
tation and affective AR.
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There are two dominant emotion models: categorical and dimensional. In
the categorical classification model, emotional states are represented by discrete
labels, such as anger, sadness, happiness [5] in a manner similar to how we refer
to emotions in our daily lives. Although this model is a natural one, it has some
limitations such as the inability to express emotional states that do not have
a correspondence in the chosen language. In a dimensional model an emotional
state is represented by a value in each dimension that the model contains [5]. We
chose to work with Russell’s circumplex model, as it is one of the most widely
used dimensional models. It has two dimensions: valence (pleasant/unpleasant)
and arousal (high/low); any emotional state is characterized by the combination
of a valence and an arousal value [11].

Relatedness is a sense of closeness and connectedness with people, and is one
of the top three human needs along with competence and autonomy [12]. Some
of the design concepts based on relatedness enhance existing communication
methods. Examples are a hardware plugin for mobile phones to simulate the act
of kissing while video chatting, for families and significant others [15], always-on
domestic video streaming, for households that closely relate to each other [6], a
candle shadow display concept that creates shadows in shape of emojis based on
text message context, creating ambient affective representations of their emo-
tional content [7]. Expressivity is identified as a design strategy for relatedness
in Hassenzahl et al.’s review [4] and continues to be one of the most common
strategies [8]. We think that visualizing emotions in AR can be considered as
emotionally expressive.

While it is an option to express emotional states using explicit information
such as keywords or emojis, we find ambiguous representations more fitting to
the nature of emotions. As put forward by Gaver, ambiguity is a design strategy
that involves users in the interpretation and meaning making process [2]. This
approach encourages users to reflect on design outcomes they are presented. One
place to look while designing abstract visuals is abstract art. The empirical evi-
dence presented in studies investigating the relationship between abstract art and
emotions show that some abstract visual properties such as colors (brightness,
color pairs, complementary contrasts), complexity and regularity are influential
on the elicited emotions [13]. Psychological research also support the evidence on
the relationship between colors (as described by hue, saturation and brightness)
and emotions (as described by pleasure, arousal, dominance model); researches
have found that especially brightness and saturation have a strong connection
to emotional dimensions [14].

Emotion detection from facial expressions have become commercially avail-
able (Microsoft, Affectiva) and wearables such as Apple Watch also provide
emotion detection from physiological signals. In another vein, AR technologies
are now a part of our daily lives, with the integration of AR filters in popular
platforms such as Instagram, Snapchat, Zoom. Immersive Mixed Reality tools
such as HoloLens can also be expected to meet with the general population in
the upcoming years. On top of developer tools such as ARKit, ARCore, Vuforia,
software such as SparkAR and SnapCamera enable users to create their own
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filters with minimal programming. More targeted tools also exist; a body-based
device-agnostic AR toolkit, BodyLayARs [9] has been developed. Relevant to our
work, one example application they present is attaching emotion-based visuals
above people’s heads [9]. Similarly, demos for providing emotional information
[3] and spatial manipulation based on emotions [10] have been presented.

3 1st Phase: Forming the Framework

Our initial aim was to integrate emotion visualizations in an AR system to test
their effect on emotional awareness and communication. As a preliminary study
to guide our visualization design, we decided to hold a series of designer work-
shops to see how people would like to see emotions augmented around human
body. 15 participants who study or work in design or visual arts related fields
(12 females, age: M = 22.13, SD = 1.8) were recruited by announcement. Each
participant produced 3 emotion visualizations: they were asked to imagine them-
selves studying at a coffee shop and visualize emotional states 1) of a person
while studying alone 2) a group of people studying together 3) changing over
the course study session. They had 15 min for each visualization task and were
provided colored papers, markers, watercolor, fabric, cardboard and daily life
material such as egg cartoons and paper bag ropes for constructing the visual-
izations. During these workshops, we saw that it is not very easy for designers
to imagine visual representations of emotions and that there is a large vari-
ability in how they choose to express them without any guidance. This showed
us that there is a need to make the design process more systematic to obtain
design outcome that is more communicable and suitable for implementation in
AR. Therefore; we decided to shift our attention in this earlier study to creat-
ing a framework to guide the design process. To achieve this, it was important
to understand what design decisions were and should be made while designing
emotion visualizations.

Fig. 1. Four sample visualizations produced by emotion visualization participants

3.1 Analysis and Designer Focus Group

As a starting point for our framework and to aid with the analysis of the visual-
izations we decided to work with the artwork analysis coding scheme presented
in [1] due to the similarity between the visualizations and abstract artworks.
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Fig. 2. Two versions of the framework. For some of the fields, we present suggested
values based on our results. It should be noted that it was common to use more than
one of the presented values in the produced visualizations.

To account for the differences, mainly that the visualizations were produced in
a short amount of time, with limited material and without the intention of pro-
ducing an artwork, we modified the scheme prior to analysis. The refined scheme
was applied to all 45 visualizations. Similar to the process described in [1], after
the initial labeling, we went over the visualizations and produced labels with a
second (shadow) labeling.

To ideate on the framework we invited 4 designers to the focus group (4
females, age: M = 23.5, SD = 4.43). Participants were awarded giftcards from a
local bookstore. In the beginning, each participant was given 5 visualizations and
were asked to apply the coding scheme to familiarize themselves with the basis
of the framework. Later, they were asked to pick the visualizations they found
most appropriate for emotion representation. After the selected visualizations
were assembled, a group discussion was held. Analysis results were also shared
during the discussion.

3.2 The Framework: Version 1

The framework was formed based on the analysis results and the focus group
discussions. It is organized as a list of decisions, prompting a designer to think
about the aspects of emotion visualization design that we identified as important.
This framework can be found in Fig. 2 under Framework Version 1.
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– Specificity defines whether the visualization represents an individual’s or a
group of people’s emotional state(s) (individual/group)

– Temporality defines whether the visualization represents instantaneous emo-
tional states or those recorded during an interval (instantaneous/interval)

– Placement attribute decides where the visualization is placed in relation a
body/bodies (on/above/tracing/spatial)

– Visual Attributes. The visual attributes that were identified as important
were: color, size, fluidity, smoothness, curvature, symmetry, balance and
layered structure, randomness, color variation, organic/geometric, opacity,
distance of shapes to each other, linearity of composition. Accordingly we
decided that the framework should include decisions related to the com-
positional structure, dimension (flat/volumetric), color palette (monochro-
matic/dichromatic/more than two hues) and how the visualizations will
respond to changes in emotional states. Two common approaches to reflect
these differences were manipulating shape and color.

4 2nd Phase: Refining the Framework

We held a second series of emotion visualization workshops with 12 participants
(10 females, age: M = 25.17, SD = 8.72) to test whether our framework (Ver-
sion 1) helps the design process as intended and to collect feedback. After an
introduction; participants were given visualization worksheets that depict inter-
action of 2 and 4 people. We asked our participants to work on how emotions
can be visualized in at least four different configurations (of specificity, tempo-
rality, valence, arousal) using the worksheets. They had an hour to work on the
visualizations; in the end we held a discussion.

4.1 Coding Scheme

Collected visualizations (59) were coded based on our framework. The categories
and subcategories included in this scheme were: specificity (individual/group),
temporality (instantaneous/interval), placement (on/above/tracing/spatial),
dimension (flat/volumetric), style of shapes (organic/geometric), number of dis-
tinct colors (monochromatic, dichromatic, more than 2 hues).

4.2 Expanding the Framework: Version 2

During the coding process we realized that the framework was not sufficient
to clearly identify some significant properties of the visualizations; therefore
expanded the coding scheme and in parallel, our framework. The expanded ver-
sion can be found in Fig. 2 under Framework Version 2.
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Placement. It was decided that the framework could benefit from including a
decision on whether the visualization should be placed in relation to the body
or to the surrounding space. In parallel, we realized that there were too many
instances of spatial placement which exhibited distinct commonalities and these
distinctions were important for our analysis. Therefore, we decided to differen-
tiate between placement in relation to the body and placement in space. The
updated coding scheme has the following categories and subcategories: placement
in relation to body (on/above/tracing/sides), spatial placement (on surface/on
air). Subcategories under placement (other than spatial) were preserved under
the placement in relation to body and sides was added as a new subcategory as
it was observed frequently in the visualizations.

Direction. Our participants thought that thinking about the motion of visual-
izations was important. While examining how motion was reflected in the visual-
izations, we observed that some of the visualizations had a movement direction,
while some of them were static. We updated the framework and coding scheme
to include direction (horizontal/vertical/circular) subcategory.

Dimension. Our framework differentiated between flat and volumetric visu-
alizations. While evaluating the produced visualizations, we realized that this
differentiation was ambiguous and could either relate to the dimension of the
composition or its elements. Therefore this decision is separated into two as
dimension of composition and dimension of shapes in the framework. Instead
of having dimension category, the coding scheme includes: dimension of shapes
(flat/volumetric), dimension of composition (flat/volumetric).

Style of Composition. We identified some trends in general composition struc-
ture and decided to create a category for these in the coding scheme. The four
general stylistic choices were using particle, planar, cylindrical and blob-like
structures. The framework and the coding scheme were updated to include style
of composition (particle/planar/cylindrical/blob/other) as a decision.

Fig. 3. Sample visualizations from each group
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4.3 Analysis of Generated Ideas

Based on the coding scheme discussed in the previous subsection, the principal
coder coded all of the visualizations and a secondary coder coded 20% of them
(12 out of 59), the intercoder agreement was 86.73%. Before coding, we sepa-
rated the visualizations into 10 groups based on their general appearance first
and then made some adjustments based on their specificity, style of composi-
tion and placement values. In Fig. 3 you can find a sample visualization for each
group. These groups represent some common tendencies in emotion visualiza-
tion among our participants and this categorization is important for our future
studies as discussed in the Future Directions section. Due to space limitations,
we can’t share the characteristics of each group but this information can be
made available upon request. Using Spearman correlation, we checked whether
the subcategories correlate with each other and because the codes were binary
(0 or 1) we also checked similarity index (Jaccard). The fields that relate to
each other (>0.6) in both of these analyses were: group (temporality) and on air
(spatial placement) (Spearman: 0.70, Jaccard : 0.65), planar (composition style)
and flat (dimension of composition) (Spearman: 0.81, Jaccard : 0.78), volumetric
(dimension of shapes) and volumetric (dimension of composition) (Spearman:
0.61, Jaccard : 0.68).

4.4 Conclusion

While working on the task of visualizing emotional states in AR, we took a co-
design approach to account for different ways of expression. During visualization
workshops we identified the need for an affective visualization framework to guide
the design process. In this paper, we address this gap by providing an emotion
visualization framework for AR, that was formed and refined through a series of
workshops and a focus group with designers.

We plan to evaluate the framework, in terms of usability and comprehen-
sibility, by publishing it on an interactive website and getting feedback from
designers. Moreover, we plan to implement the aforementioned 10 groups of
visualizations as social media AR filters and video chat backgrounds to both
evaluate how the framework performs when used for design tasks and whether
the 10 groups have different effects on emotion communication and awareness
when used in different contexts.
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Abstract. Virtual reality provides a highly immersive experience as the player’s
actions interact with the virtual world in real time, and feedback is immediately
reflected. We explored a device that could enhance immersion by inducing a natu-
ral interaction between the player and the virtual world throughVR storytelling. In
this study,wemainly concentrated on utilizing affordance in the diegeticUI,which
constitutes the virtual world, to increase immersion by inducing natural interac-
tion for the player. To use affordance in VR storytelling, we classified physical
affordance, cognitive affordance, sensory affordance, and functional affordance
as roles that support diegetic UI. We suggest cognitive affordance and physical
affordance to recognize and execute the need for interaction necessary to progress
the story. We also suggest sensory affordance and functional affordance to detect
the target smoothly and help the player’s intentional sequence of actions from a
functional point of view. Finally, we suggest that the player’s immersion can be
improved by supporting affordances so that the story can progress through the
diegetic UI and natural interaction with the player.

Keywords: Virtual reality · Affordance · Diegetic UI

1 Introduction

With the development of virtual reality technology, immersive virtual reality (IVR)
content is being produced that allows players to immerse themselves in the virtual
world more intensively. The use of a head-mounted display (HMD) has the advantage
of providing users with a strong sense of immersion. However, it is difficult for players
to be immersed in the experience if they do not interact smoothly with the virtual world
or are uncomfortable with the reaction speed and feedback [1]. Easy and convenient
communication between the virtual world and the player is enabled through the user
interface (UI). The UI connects players to the virtual world and is a necessary medium
for interaction [2]. The player’s field of view is entirely covered by theHMDas the player
interacts with the virtual world in the IVR. The player is blocked from information from
the real world and plays only with the information provided in the virtual world. We
need to facilitate natural interaction between the player and the virtual world through
the UI in order to induce immersion in IVR [3]. Natural interaction allows the player to
empathize with the characters in the story and actively explore the virtual world. The
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significance of UI in virtual reality is the smooth interaction between the player and the
virtual world that allows the player to manipulate the virtual world as in real life [4]. In
this study, we suggest using a diegetic UI to provide a better immersive experience to the
player in the virtual world. We also suggest an affordance to enhance interactivity with
the diegetic UI. The player can proceed with the story by directly interacting with the
elements thatmake up the virtual environment.We enhanced the interactionwith diegetic
elements, such as all characters, entities, and sounds in the virtual world. We explored
supporting affordances so that the story can proceed through natural interactions with
diegetic elements and players.

The purpose of this study is to explore ways to enhance immersion by inducing
natural interaction to the player by utilizing the diegetic UI elements and affordances
that make up the virtual world in IVR storytelling.

2 Diegetic UI in the VR Storytelling

IVR storytelling enables the active participation of players and highly immersive expe-
riences. We implemented the story world in a virtual space and proceeded with the story
through direct interaction between the player and diegetic elements. The virtual space
wherein the story progresses can show a fantasy world that exists only in fiction or
places that the player cannot physically visit. Players can become the main characters
in the story and empathize with the characters’ experiences through their perspectives.
In IVR storytelling, players are placed in the space where the story unfolds and have
the freedom to choose what they want to see. In other words, the player is no longer a
passive observer but becomes the subject of the immersive experience. However, it is
not easy to keep the player focused on the narrative as they can move their gaze freely
and get distracted. Therefore, there is a need for a device that will not interfere with the
player’s immersion and can induce the sense of the natural progression of the story. In
this study, the story begins in a room that the player can experience in reality and moves
to a fantasy world to proceed with the adventure. Starting from a place that the player
can often encounter in real life, the sense of heterogeneity of the virtual world is reduced.
The story gradually moves to a fantasy place where interesting events are unfolding [5].
We focused on setting and creating the surroundings by predicting the movement path
and leading the player’s interest by inducing the interaction necessary for the story’s
progress with diegetic UI. Diegetic elements exist in the virtual world and are things
that the player can see or directly interact with within the virtual world [6]. Players can
see the elements that make up the virtual world through the avatar’s point of view and
directly manipulate them as in the real world. The player intuitively interacts with the
environment in the virtual world and is better immersed in the story world through the
protagonist’s perspective in the story [7].

3 Affordance

Affordance refers to a property that causes an entity to induce action through interaction
with the player. We suggest that this entity is the diegetic UI element which will interact
with the player in this study. The player can naturally take a specific action by recognizing
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an entity in a particular situation [8]. When we design entities for interactions, we need
to present the possibility of inducing player behavior to induce desired interactions.
In addition, the adoption of appropriate affordances in virtual environments provides
strong clues to induce specific behavior in players [9, 10]. In this study, we categorized
the affordance of the virtual environment into cognitive affordance, physical affordance,
sensory affordance, and functional affordance as elements that help the user’s behavior
from a functional point of view so that diegetic UI design can be applied [11].

Table 1. Summary of affordance type

Type Description Example

Cognitive affordance
This element helps the 
player check and guess 
what can happen when 
they interact within the 
virtual world.

Physical affordance

This element helps the 
player intuitively interact 
with an entity that can 
open, pull, turn, pick up, 
or throw.

Sensory affordance

This element helps the 
player smoothly recognize 
the entity to interact with 
through visual and audito-
ry effects. 

Functional af-
fordance

This element helps the 
player to interact so that 
the story can progress 
sequentially (system de-
sign and place transition).

We presented the cognitive affordance, sensory affordance, and functional affor-
dance to consider the relationship with physical affordance to smoothly interact with the
diegetic UI (Table 1).

• Cognitive affordance was provided with clues on posters or blackboards to help the
player guess the possible interaction outcomes.



388 G. Seo

• Physical affordance was placed as a diegetic entity that allowed the player to sense
the intent of the interaction quickly. Entities were set where the player could open a
box, pick up a book, or rotate the globe.

• Sensory affordance was placed a visual and auditory effects to induce a player’s
attention to interaction.

• Functional affordance was designed to sequentially interact with the objects that were
clues necessary for story progression.

As a cognitive affordance factor, the possibility of player interaction was increased
through the guidance of the player’s position movement and the interactive entity. As a
physical affordance factor, entity manipulation and the player’s physical behavior were
induced through the use of an entitywith increased accessibility for the player.As sensory
affordance elements, real-time graphic elements, such as effects and auditory elements,
were used to support cognitive affordance and physical affordance. A guide system that
sequentially activates the diegetic UI necessary for story progression was supported as
a functional affordance element. In addition, the player’s experience environment was
functionally adjusted as a change in the story development location.

We applied affordances to the diegetic UI design to add cues for players to per-
form specific actions. Figure 1 shows the correlation diagram between diegetic UI and
affordance.

Fig. 1. Affordance diagram

4 Conclusion and Future Work

In this study, we induced players to take action in a specific context and led them to
be immersed in the story by supporting affordance in the diegetic UI. We induced the
player’s action by giving various affordance devices to proceed with the story through
natural interaction with diegetic elements, as per the narrative structure. The player’s
experience is essential in IVR storytelling, and we developed the design of the diegetic
UI and affordances to create the optimal experience. The player’s experience through
the induction of such natural behavior seeks the player’s autonomy and prevents them
from recognizing that the environment is controlled as much as possible. Allowing
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the player to explore as much as possible in virtual reality, through interaction with
diegetic elements, allows us to respect the player’s instinctive desires while providing an
immersive experience. However, the utilization of an interface that applies affordances to
diegetic elements, constituting the world of virtual reality, will enable natural interaction
for the player and lead to a better immersive experience. For future studies, we plan to
conduct a user study by analyzing the interaction behavior process.

Acknowledgements. This work was supported by the Ministry of Education of the Republic of
Korea and the National Research Foundation of Korea (NRF-2019S1A5A2A01047357).
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Abstract. Spatial visualization skills are the cognitive skills required to mentally
comprehend and manipulate 2D and 3D shapes. Spatial visualization skills are
recognized as a crucial part of STEM education. Moreover, these skills have been
linked to both students’ capacity for self-monitored learning and GPA in STEM
programs. Also, many STEM fields have reported a correlation between spatial
visualization skills and the level of academic success of students. Unfortunately,
many students have significantly underdeveloped spatial visualization skills. Stu-
dents traditionally learn spatial visualization skills via the manipulation of 3D
objects and drawings. Because Virtual Reality (VR) facilitates the manipulation
of 3D virtual objects, it is an effective medium to teach spatial visualization skills.
In addition, it has been found that students are more motivated to learn and per-
form better when taught in an immersive VR environment. Several studies have
presented promising results on leveraging VR to teach spatial visualization skills.
However, in most of these studies, the users are not able to naturally interact with
the 3D virtual objects. Additionally, many of the current VR applications fail
to implement spatial presence for the user, which would lead to more effective
instruction. The level of immersivity a VR application offers can have a direct
impact on the users’ “first-person” experience and engagement. In light of this,
a VR application integrated with hand tracking technology designed to develop
spatial visualization skills of STEM students is presented. The inclusion of a
user’s hand in the virtual environment could increase the users’ sense of spatial
presence and first-person experience. In addition, this could act as an intuitive
input method for beginners. The objective of this work is to introduce this VR
application as well as future work on how to leverage Reinforcement Learning to
automatically generate new 3D virtual objects [github.com/lopezbec/VR_Spatia
lVisualizationApp].

Keywords: Virtual reality · Spatial skills · Immersion

1 Introduction

Spatial skills are the cognitive skills required to mentally comprehend and manipu-
late three-dimensional shapes [1]. These spatial skills primarily include the rotating
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and the cutting of three-dimensional shapes. Spatial skills are recognized as a crucial
part of STEM education and are directly connected to both an individual’s capacity for
self-monitored learning and their GPA in STEM programs [2, 3]. Some of the STEM
fields that have recorded relations between spatial skills and level of academic suc-
cess include Chemical Engineering, Civil Engineering, and Computer Science [1, 3, 4].
Unfortunately, many STEM students significantly lack spatial skills when they begin
their studies [5].

Whether it is through repetitions of the rotation test or through utilizing building
blocks as a toy during their youth, individuals traditionally learn spatial skills via the
manipulation of 3D objects [5]. Considering both how virtual reality (VR) facilitates the
manipulation of 3D virtual objects, and VR’s growing presence as a learning tool, it is
an effective medium to teach spatial skills through. In addition, it has been found that
students are more motivated to learn and perform better when taught in an immersive
VR environment [6, 7]. These benefits would be valuable when used to teach spatial
skills. In addition, these benefits are greater the more immersive the VR system is [7].
Currently, there is a multitude of examples of VR being used to teach and assess spatial
skills, which include the Purdue Spatial Visualization Test (PSVT) [8] - rotation test,
the Paper Folding Test, the Mental Cutting Test, the Mental Rotation Test and Spatial
Navigation Test [8]. Within these examples, several limitations negatively impact the
technology regarding immersion. The primary limitation is that the display method used
is only responsible for a fraction of a student’s immersion in a virtual environment. The
perceived spatial presence of a user, which is based on the controls used to interact with
the virtual environment, plays a much larger factor in the immersion of the user [9].
Many of the current VR applications for spatial skills development fail to implement
spatial presence for the user, whichwould lead tomore effective instruction [10]. In order
to address this requirement for immersion, this project will implement hand tracking,
which enables naturalistic movement to interact with the environment. These naturalistic
movements will increase a user’s immersion [9].

Another limitation to using VR to teach spatial skills is the novelty effect. The
novelty effect is the positive motivational effect that accompanies an individual trying
a new device or technology. When the impact of the novelty effect significantly alters a
user’s mindset toward a task, it would lead to the positive effects of the new device or
technology dwindling once the individual becomes accustomed to it [11]. The lack of
new content within VR programs can contribute to the significance of the novelty effect
[11]. The novelty effect can be mitigated by creating applications with more content and
variety. Unfortunately, the cost of creating content in immersive VR has not significantly
decreased since it originated [7]. A potential way to avoid this issue is to use procedurally
generated content, which this project plans to facilitate using a machine learning agent.

2 Literary Review

2.1 Development of Spatial Skills

An individual’s spatial skills are initially developed through the physical manipulation
of 3D objects in one’s youth [5, 12]. However, it is also known that spatial skills can
be taught to individuals beyond this initial learning as a child [8]. The repetitions of
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spatial tasks such as the Mental Rotation Test (MRT) [8] and stacking blocks can lead to
the development of spatial skills in a student [13]. In addition, STEM professionals and
teachers all have significantly greater spatial skills than the general population, which
further supports the idea that spatial skills can be learned through the repetition of spatial
tasks, such as those in STEM fields [14]. The knowledge that spatial skills can be taught
via themanipulation of 3D shapes has led to VR becoming an effective tool for educators
to use to teach spatial skills.

2.2 VR in Education

Just as with the onset of the internet, as VR technologies became more widespread, they
became more integrated into the education system [15]. During this initial integration,
from 2000 to 2016, nearly half of all studies regarding VR as a teaching tool were
related to engineering [16]. In these studies, VR as an education tool is usually divided
into immersive and non-immersive VR platforms, however a standardized use of the
term immersive had not yet been established [15] In a modern context, immersive VR
first requires the use of a head-mounted display (HMD) and secondly requires the user
to be able to interact with the virtual environment they are in [7, 16]. Immersion is
valuable in the context of VR as means of learning because many of its benefits correlate
to how immersed a user is in the virtual environment. Specifically, how enjoyable a
learning experience is, how intrinsically motivated a user is, and a user’s long-term
behavior retention of material learn are all proportionally correlated to how immersive
their learning experience was [7]. All this considered, there are limits to the benefits
of VR as a tool for education such as the novelty effect and the cost of generating an
immersive VR experience for students. Although the hardware cost of immersive VR
platforms has steadily been decreasing, the cost of generating content for those platforms
has not significantly changed [17]. With these two flaws in mind, the use of PGC would
circumnavigate the cost of generating new content while also generating enough new
content to avoid the novelty effect.

2.3 VR for Spatial Skills

VR as a medium for teaching spatial skills has been significantly researched in the past,
and there are many studies that detailed its effects [16]. From these studies, there is
a consistent result, which is that VR is an effective medium for teaching spatial skills
[8, 18]. In fact, there are many advantages to using VR to teach spatial skills. When
compared to other technologies like lecture-based learning, and desktop VR, Immersive
VR leads to students more effectively learning and retaining spatial skills [8]. Immersive
VR has also been shown to increase how much a student can improve their spatial skills
from a pre-learning benchmark when compared to control using a traditional method
of teaching spatial skills [18]. In addition, users have a greater spatial perception in
immersive VR when compared to a conventional workstation.

Some studies have already focused on exploring the value of VR for developing
spatial visualization skills [8, 13]. One of these papers [8], was a study of if immersive
VR is a better tool for teaching compared to non-immersive VR. This study found
that immersive VR was the superior educational tool via the MRT and the PSVT. The
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application proposed in this study also takes inspiration from the MRT and focuses
on using PGC to supply shapes to be used in the assessments of students’ skills. This
generation of shapes could circumnavigate the novelty effect when compared to the
previous study. Another study that utilized immersive VR to teach spatial skills by
enabling a user to stack blocks in a virtual environment was presented in [13]. The
MRT is used in this study as it is a test that can yield quantitative data about a user’s
spatial skills, which cannot be gathered from a task like stacking blocks. This study also
improves on how a user interacts with the virtual environment by implementing hand
tracking as the means of the user interface, which is more intuitive and easier to use
compared to the controller-based user interface in the comparative study.

3 VR Application for Spatial Skills

The application introduced in this work has two versions: -(i) The first is designed for
a conventional desktop, mouse, and keyboard, and (ii) the other is designed for a VR
headset with hand tracking (e.g., Oculus Quest). These two versions will be utilized to
further study the effects of VR as a medium for teaching spatial skills. The data collected
from the students using VR will be compared to those of the students using the desktop
version. Analyzing such data could enable us to draw a conclusion about the effective-
ness of VR to help developed students’ spatial skills. Readers that are interested in the
application, videos of it, or following up in its development, can find more information
in the GitHub repo: github.com/lopezbec/VR_SpatialVisualizationApp.

Fig. 1. Image of the start menu of the application

When the application is started, a user menu, as shown in Fig. 1, appears and prompts
the user to select one of the two available modules. The two modules Object Viewer and
OrthographicViewer focus on teaching and testing different representations of 3Dvirtual
objects. Within the Object Viewer, a user will see different 3D virtual shapes and will
be rotating them in accordance with the scene in use. Whereas in Orthographic Viewer,
a user will be interacting with a 3D virtual shape and its orthographic representation.
Once a module is selected, the user will see a pop-up introduction window that explains

http://github.com/lopezbec/VR_SpatialVisualizationApp
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the concepts of either perfective or orthopractic views. The user is then within the “free
mode” scene of the module they selected to help them get familiarized with the interface
of the module. In the desktop version of the application, they can use their mouse or
keyboard to rotate the 3D virtual object in any of the three axes (as shown in Fig. 2 and
3). In the VR version o the application, they can use their hand directly to rotate the 3D
virtual object, as shown in Fig. 2.

Fig. 2. User in VR uses hand tracking to interact with the 3D virtual shape

Subsequently, they are taken through a series of scenes that presents them with
different tasks designed to help them develop and evaluate their spatial skills. These
scenes increase in complexity as they advance through the module. The user can also
manually select a unique scene they would like to go directly using the scene selection
menu on the right side of their screen (see Fig. 3 and 4). The content of the applicationwas
developed with the help of an engineering faculty that has years of experience teaching
students a graphics course designed to help developed their spatial visualization skills.
The focus on perspective and orthographic viewing, as well as the tasks introduced in
the different scenes, were selected based on the areas of spatial skills that are usually
more underdeveloped in the students, based on the engineering faculty experience.

If they are in theObject Viewer module then they will be able to freely rotate a shape
and watch as its hidden line representation, on the top left of the screen, changes with the
rotation, as seen in Fig. 3. If instead, they are in the Orthographic Viewer module then
they will be able to freely rotate a shape and watch as its orthographic representation, on
the top left of the screen, changes with the rotation, as seen in Fig. 3. The Orthographic
Viewer modules have a series of cameras to give students points of reference fromwhere
the different orthographic views (i.e., top, left, right) are taken from. The scene selection
menu enables our users to select which scene in the module they would like to complete.

Within the Object Viewer and Orthographic Viewer modules, the scenes, shown in
Fig. 4 and Fig. 5, are designed to teach and assess different elements of the user’s spatial
skills. The first two scenes in theObject Viewer module are designed around the concept
of a user mimicking the rotations of an additional shape in the display. The following
module “Copy rotation As To”, reveals the stating orientation and the ending orientation
of a shape, and tasks the user with transforming their shape in the same manner as the
one rotated by the computer. The third type of scene in the module are the assessment
scenes. Within them, either a 3D or 2D shape must be paired with their corresponding
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Fig. 3. Free mode of the perspective and orthographic viewer

Fig. 4. The scenes in the object viewer module

Fig. 5. The scenes in the orthographic viewer module
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2D or 3D shape, as shown in Fig. 7. As shown in Fig. 8, the Orthographic Viewer is
similar to the multiple-choice section of the other module, however rather than being
given shapes to compare, the user is comparing an orthographic view of the object and
matching it to the corresponding 3D object. These scenes and modules will help enable
individuals to developed spatial skills (Fig. 6).

Fig. 6. Copy rotation animation easy scene.

Fig. 7. Object viewer multiple-choice question example

Fig. 8. Orthographic viewer multiple-choice question example
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4 Conclusion

With both versions, both modules, and many scenes, this program could not only enable
users to determine how large a factor VR is for teaching spatial skills but also be used
as a learning tool for those learning spatial skills. In the future, we hope to expand on
this project by using Procedural Content Generation to create a wide range of 3D virtual
shapes for this program to use, as well as to integrate more modules and scenes to help
users developed their spatial skills.
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Abstract. The aim of this study is to explore the factors of virtual character
embodiment, self-presence, user experience for the somatosensory control vir-
tual reality (VR) system. We would like to understand the influences of avatar
embodiment on self-presence and user experience. According to literature review,
we constructed the hypotheses based on a systematic view of thinking from the
emotional design theory. In order to efficiently realize the extent to which avatar
embodiment, we make use of the quenstionaire of Gonzalez-Franco and Peck
(Gonzalez-Franco, M., and Peck, T.C. Avatar Embodiment. Towards a Standard-
ized Questionnaire. Front. Robot. AI, 2018, 5:74. https://doi.org/10.3389/frobt.
2018.00074) to assess the embodiment level of subjects. Experimental design
shows two kind of task types to understand the effect of avatar embodiment on self-
presence and user experience. One is non-verbal behaviour experimental design
such as dance practicing, while the other is verbal behaviour experimental design
like sing practicing.

Keywords: Embodiment · Self-presence · User experience

1 Introduction

Nowadays, somatosensory interactive technology is graduallymaturing and popular, vir-
tual characters are becoming more and more easily to operate, especially in the network
generation of virtual character enthusiasts all over the world. Virtual characters influence
from the 2D industry gradually expanded to 3D modeling. YouTuber’s business model
from the Internet also extends to the virtual tuber, called VTuber. This new business
mode is constantly innovative technology. In order to stand out from the fierce compe-
tition, each VTuber in the virtual character setting has its own story and characteristics,
which are to attract different groups of fans and meet the operator’s own preferences
projection. VTuber first appeared in Japan in 2017 and features anime-like video. There
are currently more than 10,000 VTubers, some of whom have their own TV shows or
work with international companies [12]. Toshiro from Hitachi of Japan has also shifted
from home appliance advertising campaigns for traditional Japanese boy idol ARASHI
to digital areas such as personal computers and smartphones where young customers
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watch ads. This led Toshida to develop an original virtual character, Takata, with a new
youth-centric form of communication [1].

Therefore, virtual characters applied in the virtual reality systems are increasing with
the somatosensory technology and the application involved in user experience is related
to the user perception of self-presence extension. These important relationship must rely
on that user perceives the extent to which avatar embodiment.

This study uses somatosensory control to construct virtual reality experience of
virtual characters for users, and analyzes the positive impact of virtual character embod-
iment on user experience and self-presence by reviewing the literature of presence and
user experience. Role traits can enhance the user experience and identity, the higher the
sense of presence in the virtual experience, the higher the feedback of the user experi-
ence. Therefore, the virtual character and the user have a link to reach virtual character
embodiment on user experience and self-presence. The study is expected to accomplish
the following objectives:

1. Establishing the characteristics of the virtual character

Virtual character is set by appearance, gender, values, situation, and so on. User’s
perception from the setting can enhance the experiencer’s perception. We would like
to explore whether the extent to which virtual character embodiment will affect the
subject’s self-presence and user experience. Emotional expression of virtual character
through the face recognition technology can be transmitted by the user’s facial expression
to the virtual character’s facial expression. According to past literature, the avatar image
characteristics of virtual characters have a significant impact on the user experience and
self-presence.

2. Enabled self-presence by the somatosensory control of Microsoft Azure Kinect

Microsoft Azure Kinect provides the somatosensory control characterized by deep
sensors that allow for rapid back-to-back, human skeleton tracking, and even spatial 3D
scanning for virtual reality system interaction without spending time and effort learning
unfamiliar operating instructions. According to the literature review, the higher the sense
of self-presence subjects perceive, the more positive the quality of feeling happy they
experience.

3. Comparing user experiences with different context tasks

The study will establish two experimental designs for the virtual character situation
with non-verbal dance practicing and the other with verbal sing practicing. We would
like to observe the impact of user’s highly immersive virtual character experience on
self-presence and user experience.

2 Literature Review

Depending on the purpose of research objectives, it is necessary that virtual character is
personalized by various human characteristics, such as personality, mood (temperament
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and drowsiness), and motivation. These personality traits, emotions, and motivations are
closely related to self-presence. Therefore, this study further explores the composition
of virtual characters, self-presence, and user experience.

2.1 Virtual Character

Virtual characters exist in a variety of media, from simple images, images to com-
mercialization of various forms of presentation. What we saw at first was images, but
under the competition of many virtual characters in the commercial market, being able
to remember in people’s minds must be influenced by the setting of “personality” and
“characteristic”. Zhou [25] studied the famous virtual character, named as Kizuna AI,
as a specific and emerging type of Internet celebrity that consisted of controversial def-
initions, meanings and values, and Kizuna AI’ production company, i.e., bilibili.com,
a video platform in China, argued that Vtuber was a mobile cultural category, and that
the definitions, characteristics, meanings and values of virtual Internet celebrities were
constantly changing. Chang [4] proposed that the construction elements of virtual char-
acters must meet styling, personality, central thinking, background, supporting roles,
rendering media, and for comic books and other plot-heavy works of the most important
story. The author thought if the virtual character was not satisfied by the basic elements
to continue vitality, it was only a 2D image and not a 3D virtual character. In addition,
Kenji Ito [7] thought that the construction of virtual characters had five elements, such
as concept, world view, theme, personality, and naming. According to above literature,
the feature of character element is interpreted as Table 1.

Table 1. The basic elements of virtual character

Character element Original item Description

Value Concept or Central thinking The virtual character wants to
convey values with the central idea
of the story

Realistic or Science fiction World view and meaning An overview of the word in which
the virtual character lives

Task type Theme and background The setting of task for the virtual
character

Character trait Personality or styling The personality and styling of the
virtual character

Source: Modified by Chang [4] and Kenji [7]

In the development of the network media, users are differentiated by their different
age groups, gender, interests, life experiences on their own preferences. If the content
information provided by the virtual character is sufficient to arouse the consumer’s pref-
erences and increase their impression, more emotional attention and attitude recognition
will be invested in the virtual characters [24]. The basic composition of virtual character
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can be assessed by the user’s cognition through the six indicators of the virtual character
embodiment questionnaire [5].

In order to understand the experimental subjects for the extent to which virtual
character embodiment, we evaluate subjects’ feelings about their virtual characters based
on the questionnaires byGonzalez-Franco and Peck [5]. The six indicators are as follows.
(1). Body ownership. Participants may still have physical ownership, although they
believe they are not in the same position as their bodies. (2). Body agent and motor
control. Participants can use device control to reach the mobile part or all of the virtual
roles. (3). Tactile. The participants’ feelings are enhanced whenever there is a touch
or tactile stimulation. (4). Position of the body. Participants must feel that their bodies
are in the same position as their virtual bodies in order to experience hallucinations.
Participants may feel the effects outside the body, or their body position may have felt
drift to the virtual character’s position. (5). Appearance. The character is similar to the
self-image. (6). Reaction to external stimuli. In many cases during the experiment, such
as modifying or threatening the body or body parts of a virtual character, the virtual
character reacts.

2.2 Self-presence

In many studies of virtual reality, presence is often used to assess how users feel after
the virtual environment experience. The sense of presence is the subjective experience
and psychological feeling in a certain environment, when the interaction way or image
in virtual reality is synchronized with the real world. The more the sense of presence,
the higher users experience.

Witner-Singer [21] pointed out that having a strong tendency to immerse yourself
would produce a higher sense of presence. When VR simulates sensory perception with
more information in a virtual environment, it creates a greater sense of immersion.
Increased collaboration between vision and hearing enhances the entertainment of vir-
tual reality [3]. Presence has been studied by different issues including physical presence,
social presence, spatial presence, and self-presence. In this study, we focus on the extent
to which subjects connect to their avatars on self-presence. The concept of self-presence
describes how the self is extended into virtual environments through virtual charac-
ter representations. Self-presence includes proto self-presence, core self-presence, and
extended self-presence [17, 19].

Self-presence is relevant to all things involving a connection between individu-
als and their virtual self-representation [18]. Self-presence is a psychological state in
which virtual selves are experienced as the actual self (identity and/or body) in sensory
and non-sensory ways. Proto self-presence focuses on user’s expectation how a vir-
tual character should behave affects behavior, such as confidence in social interactions
and negotiations, both within and beyond the virtual environment. Second, core self-
presence is an emotional state for the fundamental physiological level generated through
encounters between the proto self-presence and the objects in the virtual environment.
Finally, extended self-presence is the idea of identity and dependent on memories of
past experiences.
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2.3 User Experience

The expression of social behavior supports the interaction between players, such as
attracting attention and expressing empathy. This comes mainly from the player’s per-
sonal knowledge of other players in the game [9]. Experiencing the social activities in
the real world can be brought into the game and affect the player’s attractiveness, expres-
sion, and understanding of the game. For example, the “Dance Dance Revolution” study
was presented by Hoysniemi [6], the author thought social participation in the social
behavior factors was important for people to influence each other. In addition, simulated
golf, when the player in the real life was a golfer, naturally this type of game would
attract its own eyes, and the understanding of the rules could be quickly familiar, and
past experience would be quickly brought in, so that play more hands-on and input.
Laugwitz et al. [9] constructed a research framework including perceived attractiveness,
perceived ergonomic quality, and perceived hedonic quality. Bianchi-Berthouze [2] pro-
posed the quality of user experience pleasure to meet the user’s sense of accomplishment
with the influence of user value, including the ability to make people happy after inter-
action, meet the user’s needs, meet the user’s social emotional value and friendship, and
have the ability to acquire the added value. Sajjadiet et al. [16] believed that the tech-
nology of personality-driven embodied conversational agent (PDECA) could mimic the
behavior of real people. PDECA facilitated social interaction with users through tips for
verbal, non-verbal, and quasi-verbal cues. Therefore, we design two experimental tasks
to understand the difference between social participation tasks, especially for verbal
and non-verbal social participation. One is non-verbal social participation, i.e., dance
practicing, while the other is verbal social activity, i.e., sing practicing.

2.4 Microsoft Azure Kinect

The advantage of somatosensory control lies in its simple operability. Compared with
other controllers, the control method of Microsoft Azure Kinect is simpler and clearer.
The Microsoft Azure Kinect sensor has three lenses, the middle lens is an RGB color
camera, and the left and right lenses are 3D depth sensors composed of an infrared
transmitter and an infrared CMOS camera. At the same time, it is equipped with a focus
tracking technology that moves with the focused object. The algorithm uses in-depth
information, and the device can detect the user’s gestures and the position and direction
of the limbs.

Part-based humanmodel tracking uses human body part template features for human
body tracking, dividing the human body into regions corresponding to the head, torso,
and limbs. A segmentation method based on regional shape classification is proposed
by Mikolajczyk et al. [13] to use regional features to detect parts of the human body
and then combine these parts of the human body with a higher probability function
value. Wu and Nevatia [22] proposed the use of side length features for human body
detection and extended this method to object detection and design. Mohan et al. [14]
proposed to use human body part cutting to train some body part area detectors as a
combination requirement. Shet et al. [20] proposed a method based on logical inference
and combining human body parts. The above all use the humanoid template to detect
whether some humanoids are present in the image.
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3 Approach

The analysis of the evaluation indicators corresponding to the self-presence are shown
in Table 2. Virtual reality content construction mainly lies in the experimental design of
virtual characters to the subjects about the level of reflection, as shown in Table 2, with
the emotional design reflection level in the self-presence corresponding to the planning of
the content of the actual, the proto self-presence, the core self-presence, and the extended
self-presence. Table 3 presents the requirement of experimental system development to
complete the experimental design of virtual character with self-presence. In order to
evaluate the user experience at the level of reflection of the subjects, the questionnaire
is shown in Table 4.

Table 2. The evaluation indicators of self-presence

Self-presence Evaluation indicators

Proto self-presence (1) When I use my virtual character in virtual reality, I feel I can
completely close to other characters in the virtual reality
(2) When I am in virtual reality, I feel that my virtual character is an
extension of my body
(3) When something happens to my virtual character in the virtual
reality, I feel that happening in my body
(4) I feel I can extend through virtual character into virtual reality
(5) When I feel like my virtual character is part of my body

Core self-presence (1) I am also happy when happy events occur in my virtual character
(2) I am also surprised when something amazing happens to my
virtual character
(3) I also feel sad when something sad happens to my virtual
character
(4) I also get angry when something that makes me angry happens in
my virtual character
(5) I am also excited when something exciting happens to my virtual
character

Extended self-presence (1) It’s easy for me to know the gender of my virtual character
(2) It’s easy for me to make it clear that my virtual character race
(3) It is important to depict my virtual character with the
characteristics of my own profile
(4) I care about my virtual character age
(5) I care about my virtual character race
(6) I care about my virtual character gender
(7) I care how my virtual character looks

• Hypothesis 1. Users’ virtual character embodiment has a significant difference
between non-verbal and verbal task situations.

• Hypothesis 2. Self-presence has a significant difference betweennon-verbal and verbal
task situations.
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Table 3. The experimental design of self-presence for virtual character

Self-presence Reflection of emotional needs for virtual character

Proto self-presence (1) Providing VR system to feel that a user’s virtual character is with
somatosensory control
(2) Providing VR system to feel that a user’s virtual character is an
extension of his body
(3) Providing VR system to feel when something happens to a user’s
virtual character, he feels like it happened to him

Core self-presence (1) Providing VR system to feel happy when a happy event occurs in
a user’s virtual character
(2) Providing VR system to feel sad when a sad thing happens to a
user’s virtual character
(3) Providing VR system to feel angry when a thing that makes him
angry happens in a user’s virtual role

Extended self-presence (1) Providing VR system to feel easy to know the gender of a user’s
virtual character
(2) Providing VR system to feel easy to make it clear that a user’s
virtual character race
(3) Providing VR system to feel a user’s virtual character attracted

Table 4. The evaluation indicators of user experience

User experience The evaluation indicators

Perceived hedonic quality (1) After the VR task, I feel a sense of accomplishment
(2) After the VR task, I feel that the interaction make me happy
(3) After the VR task, I feel that it meets my needs
(4) After the VR task, I feel that it meets my social emotional value
(5) After the VR task, I feel that it is able to obtain the added value

• Hypothesis 3. Users experience has a significant difference between non-verbal and
verbal task situations.

• Hypothesis 4. There is a positive influence on self-presencewhen users perceive higher
the extent to which virtual character embodiment.

• Hypothesis 5. There is a positive influence on user experience when users perceive
higher the extent to which virtual character embodiment.

• Hypothesis 6. There is a positive relationship between self-presence and user
experience.

4 Experimental Design

Experimental systemwas created by Unity 3D platform integrated withMicrosoft Azure
Kinect to capture motion information from subjects. We implemented the Azure Kinect
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application interface in Unity 3D system to provide the user’s virtual character with
somatosensory control. Figure 1 shows the motion of virtual character synchronized by
that of user. The context tasks were designed as non-verbal dance practicing and verbal
sing practicing.

Fig. 1. The synchronization of motion between user and virtual character.

For the virtual character of experimental design, we employed the open tool, called
Vroid Studio, from the company Pixiv in Japan. The provided tool could easily create
the virtual characters of experimental need. Figure 2 presents the practical operation in
the Vroid Studio.

Fig. 2. The interface of Vroid Studio

We made the experimental system of virtual character based on Unity 3D platform.
There are important technologies for the requirement of 3D animation including mul-
tiple types of animation, different spaces in a 3D scene, translating in local space, and
animating models. Unity 3D platform can support these requirements. Figure 3 shows
the virtual character experiment system.
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Fig. 3. The implementation of the virtual character experiment system

5 Expected Results

From the literature review and discussion, it can be found that the user’s operation of
the somatosensory control system is affected by cognitive embodiment from the user’s
virtual character. We think that the extent to which virtual character embodiment will
affect the quality of self-presence and user experience. The task experimental design
of virtual characters is divided into non-verbal body movement performance like dance
practicing andverbal emotional expression like sing practicing for grouping experiments.
The study explores whether both self-presence and user experience have significant
difference between the two types of virtual character behavior for the subjects. The
study wishes to be completed as the results listed below:

1. Using the concept of emotion design theory in the implementation of experimental
design, the virtual reality system will be integrated Unity 3D VR with Microsoft
Azure Kinect. The two experimental designs, which classify non-verbal dance prac-
ticing and verbal sing practicing by virtual character characteristic behavior. The
objective is to understand how the relationship between virtual character embodi-
ment, self-presence, anduser experience. In addition,we attempt to establish research
architecture and hypotheses to carry out questionnaire design.

2. Thinking about the limitations of virtual reality interaction, experimental design will
be classify into non-verbal and verbal virtual character behaviors. We will find out
which type of task adapts the analysis of self-presence and user experience.

3. Wewill find out the possible suitable patterns tomake the higher extent for the virtual
characters embodiment.

4. Under the virtual environment of different virtual character behavior types, we
will explore the effect of virtual character embodiment on self-presence and user
experience.

5. The development of virtual character will employ the technology of face recognition
to transmit the user’s expression to the virtual character.
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Abstract. Computer graphics is a core technology that can produce realistic
images. However, it is difficult to provide sense of movement and immersion
using only visual images. In this study, we propose to enhance the sense of self-
motion by deforming the rendering area according to the vection illusion which
induces a sense of immersion only with images. In general, the body is slouched
backward while accelerating forward, and the field of view becomes relatively
wide. Therefore, enlarging the drawing area should have a similar effect when the
user’s viewpoint in the VR accelerates forward. If the user moves backward, the
drawing area should be reduced.

We constructed a driving simulation environment to demonstrate the proposed
method. The deformation of the drawing area caused VRmotion sickness because
the expected and the actual deformation differed. It was also confirmed that the
transfer of the rendering area enhances the sense of immersion.

Keywords: Vection ·Motion sickness · Driving simulation · Sense of
immersiveness

1 Introduction

Modern computer graphics can create photorealistic images andgenerate scenes that look
real. Recently, immersive media such as head mounted displays (HMDs) have been used
to create interactive environments and enhance the sense of reality. However, it is difficult
to enhance the sense of immersion by using only vision. Hence, we propose a method
that focuses on vection to enhance the illusion of self-motion. When the viewpoint of a
user accelerates forward in the virtual reality(VR) world, the drawing area of the field of
view expands. If the viewpoint swings in the right direction, the drawing area moves to
the right on the display (Fig. 1). The aim of this study is to enhance vection by forcing
the user’s gaze to move by scaling/moving the drawing area according to the motion
parameters of the character or vehicle moving in the VR space.
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Fig. 1. Examples of transforming the rendering area

2 Prior Work

The illusion of motion when one’s gaze is guided by external visual stimuli is called
visually induced self-motion sense (vection). Vection can occasionally cause VR sick-
ness. Palmisano et al. reported that the mismatch between perceived and physical head
motions contribute to cybersickness [1]. Therefore, it is important tomatch the perceived
motion and physical motion to avoid such adverse experiences related to vection-based
content.According to a study, auditory perception can enhance the illusion of self-motion
sensation [2, 3]; blindfolded observers were allowed to listen to a rotating sound source
while seated on a chair with their feet above solid ground to increase the intensity of
self-motion.

3 Basic Idea

The aim of this study is to generate a sense of self-motion by guiding the user’s gaze
according to change the rendering area of the user’s field of view. For example, when
a person accelerates forward in a vehicle, the field of view becomes wider because the
upper body bends over backward. Therefore, it is assumed that the sense of self-motion is
enhanced by enlarging the drawing area as the user’s viewpointmoves forward. Similarly,
when the user’s viewpoint is accelerated backward, the drawing area should be shrunk.
When a user turn right in a vehicle, acceleration is generated in the left direction, and
the user’s gaze is directed to the right direction due to the direction of moving.

We constructed a driving simulation environment to demonstrate the proposed
method. We estimate the magnitude of deformation/transfer in the rendering area based
on acceleration and velocity parameters of the user’s viewpoint such as the first-person
view.
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4 Implementation

We used a steering wheel-type and a pedal-type controller to build a simulation environ-
ment and enhance the feeling of driving. Furthermore,we utilizedUnity 2019.3.13f1, and
consulted “Wheel Collider Tutorial” published by Unity [4]. Additionally, we extracted
the acceleration and speed of the car with physics on Unity (RigidBody). Examples of
velocity extraction in the right direction are shown in Eqs. (1) and (2). We assigned the
RigidBody of the object using Eq. (1). Moreover, we added the velocity in RightSpeed
in Eq. (2). Simultaneously, the velocity in the direction is extracted by specifying the
direction with the second argument, transform.right in right side of Eq. (2).

Rigidbody rigid = this.GetComponent < RigidBody > (); (1)

float RightSpeed = Vector3.Dot(rigid .velocity, transform.right); (2)

Additionally, we added a script to enlarge/reduce or move the rendering area
according to the parameters of the car. Furthermore, we utilized Windows API for
transformation. The method, “MoveWindow” we applied is expressed in Eq. (3).

MoveWindow(x, y,width, height); (3)

For example, we considered a case in which the rendering area moved to the right by
a magnitude of RightSpeed from Eq. (2). First, we calculated x which is the magnitude
of movement in Eq. (4). Using Eq. (4), the magnitude of movement of the rendering
area on abscissa axis was calculated. Subsequently, the value of the initial position of the
rendering area such as the right hand of Eq. (4) was added and the value was 300. Based
on the results of Eq. (4), the rendering area was moved, and its expression is shown in
Eq. (3). Then, we added it in the method MoveWindow() in Eq. (3). The rendering area
moved to the right based on the value of x. In this instance, we assumed that y, width and
height were constant numbers. Accordingly, the rendering area was transformed using
the information of the car.

int x = (int)RightSpeed + 300; (4)

Additionally, we projected the rendering area on a 750 mm spherical display to
enhance the movement of the user’s gaze. Distortion correction was applied while con-
ducting the experiment [5]. Figure 2 shows the experimental setup. A chair and con-
trollers were installed in front of the spherical display. The position of the chair was
adjusted according to the height of the user.

5 Evaluation Experiment

Figure 3 shows an image while conducting the experiment. The rendering area moves
right when the user turns right.
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Fig. 2. Experimental setup

Fig. 3. Experimental image

5.1 Procedure

We verify the effects of the proposed method. The contents of the survey are as follows.

• Has the sense of immersiveness improved?
• Does the user feel sick?
• Does the method improve the temporal performance due to help the user‘s driving?

The experimental steps are mentioned below.

1. The user drives a lap on the practice course.
2. The user drives on the production coursewith andwithout transforming the rendering

area.
3. The user answers questions about the immersive effect and sickness.

Wemeasure the time required for one lap to evaluate the temporal performance when
the user drives on the production course, with and without transforming the rendering
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area. The course used for practice is shown in Fig. 4 and the course used for the evaluation
is shown in Fig. 5.

Fig. 4. The course for practice

Fig. 5. The course for evaluation

The questionnaire is given below. The Likert scaling method was used to evaluate
the answers.

1. Which one is more immersive? (4-step evaluation)
2. Which one made you feel uncomfortable? (Did you feel dizzy/intoxicated?) (4-step

evaluation)
3. Why do you think so? (For each question, a short answer and optional)

Sixteen students from Osaka Institute of Technology participated in the experiment.

5.2 Result

First, we created a boxplot as shown in Fig. 6 to compare the temporal measurement
result and evaluate the time required to complete one lap. It can be observed that the all
participant took more time in the track which transformed the rendering area compared
with that of without transformation.

Next, Fig. 7 shows the result of the question asked about the immersiveness of the
experience.

A few interesting comments by the participants are mentioned below.
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Fig. 7. Results of the question asked about immersiveness

• Because I watched the screen carefully. (Answered 3)
• I will hit the wall if I don‘t concentrate. (Answered 3)

Next, Fig. 8 shows the result of the question asked about sickness.
An interesting comment by a participant is mentioned below.

• The rendering area shook form side to side more than I imagined, and I couldn‘t catch
up it with my eyes. (Answered 3)

5.3 Discussion

It can be observed from Fig. 6 that the time required for one lap increases in with
transforming for all the participants. It is assumed that transforming disrupts driving.
However, it was found from Fig. 7 that the sense of immersiveness was improved by
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Fig. 8. Results of the question asked about sickness

transforming the rendering area. It is assumed that this is caused because it is difficult
to focus on the rendering area on the screen under motion. In contrast, Fig. 8 shows
that transforming the rendering area caused sickness in a few cases. According to the
participant’s comment, the difference of the transforming the rendering area from the
subject’s expectation seems to cause the effects similar to that of intoxication.

6 Conclusion

We developed an experimental environment for the proposed method. We found that
the method improved the sense of presence. However, the transfer/deformation of the
rendering area caused VR motion sickness in participants due to the difference in the
actual and expected deformation. The proposed method can disturb the user’s control
behavior as minor decrease in the driving performance was observed. It is crucial to
investigate the optimalmagnitude of transfer/deformation in the drawing area and further
explore the deformation method.

References

1. Palmisano, S., Mursic, R., Kim, J.: Vection and cybersickness generated by head-and-display
motion in the Oculus Rift. Displays 46, 1–8 (2017)

2. Riecke, E.B., Feuereissen, D., Riser J.J.: Auditory self-motion illusions circular vection can
be facilitated by vibrations and the potential for actual motion. In: Proceedings of the 5th
Symposium on Applied Perception in Graphics and Visualization, APGV 2008, 9–10 August,
Los Angeles, California, USA (2008)

3. Riecke, E.B., Feuereissen, D., Rieser, J.J, McNamara, P.T.: Spatialized sound enhances
biomechanically-induced self-motion illusion (vection). In: Proceedings of the International
Conference on Human Factors in Computing Systems, CHI 2011, 7–12 May, Vancouver, BC,
Canada (2011)



Presenting a Sense of Self-motion by Transforming the Rendering Area 417

4. Unity: Wheel Collider Tutorial, Unity Manual. https://docs.unity3d.com/2019.4/Documenta
tion/Manual/WheelColliderTutorial.html. Accessed 18 May 2020

5. Hashimoto, W., Mizutani, Y., Nishiguchi, S.: Projection simulator to support design develop-
ment of spherical immersive display, HCII 2017. CCIS 714, 17–24 (2017)

https://docs.unity3d.com/2019.4/Documentation/Manual/WheelColliderTutorial.html


3D User Interface in Virtual Reality

Gu Yue(B)

Tsinghua University, Beijing, China

Abstract. Three-dimensional user interfaces (3D UI) allow users to interact with
virtual objects, environments, or information on the physical or virtual space.With
the development of virtual reality technology, Tons of VR products tend to occupy
the market quickly. However, the formulation of interface design specifications
and the enhancement of user experience always be ignored. More than one-third
of the users interrupted their experience during the market research because they
did not understand the program operation. 3D UI is fundamental to Interactive
in virtual space. Thus, this article introduces the basic overview of virtual real-
ity, focusing on analyzing the main design differences between traditional and
three-dimensional interfaces. This study’s specific objective was to propose three-
dimensional interface construction strategies mainly include: 1) Building a natural
harmonious interaction relationship between man and machine; 2) Driving inter-
face experience optimization through mental models. In particular, this research
tries to establish the Paradigm of Theoretical Research of 3D user interface, which
provides theoretical support for design in the future.

Keywords: Virtual reality · 3D UI · User experience

1 Introduction

With the rapid development of information society, Virtual Reality (VR) has gradually
matured. VR Artist Milk (2016) pointed out that VR technology is the ultimate “emo-
tional machine”. The sense of immersion created by VR technology can essentially
change the audience’s emotional acceptance of disseminated content. However, because
VR equipment has not been popularized, Tons of VR products tend to occupy the market
quickly, resulting from rough designs and bad user experience. More than one-third of
the users interrupted their experience during the market research because they did not
understand the program operation.

Many empirical studies have focused on immersive virtual reality technology (Slater
and Sanchez-Vives 2016). To some extent, immersion was regarded as the “user experi-
ence factor, and the user needs at all levels and design methods” (Garrett 2011). Com-
pared to the traditional two-dimensional interface, the 3D interface adds space atmo-
sphere creation and direction control design. 3DUI. increasingly requires the integration
of several input modalities and several types of sensory feedback. Together with visual
and auditory sensations, haptics is one of the essential types of sensory feedback. In
virtual space, users are easy to have negative emotions such as panic and confusion.
Considering the process of evaluating traditional virtual environments (VE), previous
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studies focused on VE’ usability evaluations and proposed corresponding guidelines
(Bowman et al. 2008; Stanney et al. 2003; Bach and Scapin 2004). Above all, the for-
mulation of 3D interface design specifications and user experience enhancement cannot
be ignored.

VR technology creates a real immersive three-dimensional environment. It is the
result of the digital age and has the characteristics of high technology, immersion, and
interdisciplinary. However, it might not be easy to implement design paradigm and anal-
ysis practices in VR design, many VR products use the traditional two-dimensional
interface directly, which is not friendly to conform to the principle of human-computer
interaction design, Even causing virtual reality dizziness (LaViola 2020). Whats more,
Further user studies based on carefully selected tasks and task combinations need to
examine the advantages and disadvantages of various sensor combinations to further
improve 3D UI. Therefore, it is particularly important to establish a virtual reality plat-
form design specification through data collection, experimental testing, user research,
and other methods.

Designing 3D interfaces requires knowledge of various disciplines, including psy-
chology, software engineering, product design andmany others. The specific objective of
this study was to introduce the basic overview of virtual reality, focusing on the analysis
of themain design differences between traditional interfaces and three-dimensional inter-
faces: 1) The transformation of design tools; 2) The increase of design process links;
3) The transformation of verification methods. Proposed three-dimensional interface
construction strategies mainly include: 1) Building a natural harmonious interaction
relationship between man and machine; 2) Driving interface experience optimiza-
tion through mental models. This research try to establishes the theoretical framework
of 3D user interface, which provides theoretical support for design in the future.

2 The Concepts 3D UI

2.1 Literature Review of Virtual Reality

The birth of virtual reality can be traced back to the 1960s. At first, it appeared in many
literary works and artistic creations in the form of fuzzy fantasy. An early artistic explo-
ration of virtual reality was demonstrated in a 19th-century panoramic fresco by French
soldier and painter Jean Charles Langlois. The creation of panoramic paintings such as
the Battle of Borodino can help the viewer to fill in the vision of the whole scene and
have an intuitive feeling of the historical events at that time. The fantasy of virtual reality
in literary works is the famous British writer Aldous Leonard Huxley launched the novel
Brilliant NewWorld. The novel portrays that in a highly technologically advanced future
world, human needs can be immediate Satisfaction, but in fact this kind of satisfaction is
just an illusion, depicting the use of mechanical civilization in people’s future social life
(Huxley 1932). The novel Pygmalion’s Glasses describes the fictional world that wear-
ers experience through vision, hearing, smell, taste, and touch. It mentions and predicts
today’s VR devices (Stanley 1935). It is currently recognized as the first description
of “immersive experience” and is the future of virtual reality. The Sword of Damocles
designed and displayed what is widely regarded as the first HMD system, which showed
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for the first time a computer program system in three-dimensional form (Ivan Sutherland
and Bob Sproull 1968).

Nowadays, driven by the information age and digital revolution, more and more
people recognize and pay attention to virtual reality. People can travel freely between
the real and virtual worlds by wearing VR glasses. The combination of technology and
computer hardware to create virtual reality will currently involve many fields, such as
medicine, entertainment, education, industry, and graphic etc. For example, in 2017
Google launched Tilt brush, a VR painting application based on the HTC Vive helmet.
Users wearing a VR helmet can extend the traditional flat painting area to 3D space,
giving artists more creative space and making artistic creations more free and efficient.

2.2 From 2D Interface to 3D Interface

Nowadays, the UI and UX theories for two-dimensional interfaces are very mature. In
essence, the core theoretical knowledge andmethodology applicable to two-dimensional
interfaces, such as the user-centered experience-oriented principle, emotional interface
design, and consistency principles, are also applicable to three-dimensional interface
design. But the difference is that the transition from a two-dimensional interface to a
three-dimensional interface requires designers to master interdisciplinary knowledge to
a greater extent. Generally, a 2D interface has 2 DOFs (position on the 2 dimensions
X and Y), while a 3D interface supports 6 DOFs (position and orientation on the X,Y
and Z-dimensions) (Hepperle 2019). At the same time, the design tools, processes, and
verification methods after the output results are also changed from the two-dimensional
interface:

1. Design tools: In traditionalUI design, designersmainly use sketches to output design
specifications and cut drawings to deliver and develop. The parts related to micro-
motion effects need to be carried out inAfter Effects or othermotion design software.
In the 3D interface design, the tools required are more diverse due to changes in the
design carrier. The most significant increase in interchange is integrating the 3D
scene and the physical 3D development engine intervention. 3D scene can be passed
through Cinema 4d, 3dMax,Maya conducts production and introduces the designed
3D model scene into entity 3 for interactive development and overall rendering.

2. The increase in the design process: the product positioning and user research-
related content that needs to be considered in the early design stage is not much
different from the 2DUI. Designers need to bemore comprehensive in the interactive
and visual design due to carrier changes and macro considerations. Compared with
traditional design, roles and scene modeling, engine rendering, sound effects, and
motion design are added to the process to maximize the immersive experience of
VR.

3. Changes in verification methods: The verification phase is the analysis, evalua-
tion, and testing of products. The designer should carry out traditional interface and
three-dimensional interface design and verification iteratively. After the procedure
is verified and the design is modified after confirmation, the cycle can continue to
optimize the product to achieve good user feedback. The three-dimensional interface
is different from the traditional interface in the physical environment change, with
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many more non-traditional input/output devices. Each participating user’s gender,
height, habits make the verification of the interface more complicated. Therefore, in
the early stage of the design, it is necessary to conduct research on the services that
the design product needs to provide and the sample of service objects from which
the most representative population characteristics are selected. In the design verifi-
cation, sufficient user samples are also required, and a large amount of experimental
data is used to input the equipment. Interface elements and interactive technology
to quantify.

3 3D UI Design Strategy

3.1 Expansion of Design Expression—Latitude-Building a Harmonious Natural
Interaction Between Man and Machine

3DUI design is a paradigm in the connotation of traditional design and boundary expan-
sion. The MIT Media Lab combining science, Media, art, design, cutting-edge tech-
nology, is committed to researching and developing the latest computer from a new
cross-subject, be proactive and creative research. With the rapid development of digi-
talization, designing and creating virtual reality spaces has created a richer and more
comprehensive design carrier for designers.

The key of design in virtual reality space is to build a harmonious natural interac-
tion relationship between man and machine. Reasonable natural interaction refers to
the interactive instructions that occur when people are in an instinctive state, such as
natural avoidance when seeing an object, nodding when expressing recognition, natural
arm swinging when moving, etc. When designing specific functions, full consideration
should be given to human cognition, perception, and behavior in space, as well as the
sensor technology needed to be applied, to ensure that the design results are in line with
the target expectations and not burdened by cumbersome wearable devices for users.
Designers should get rid of the passive position in the traditional design field, coordinate
the resources of various parties, and promote design innovation.

3.2 Mental Model-Driven Interface Experience Optimization

Mind, in psychology, refers to people’s storage and precipitation of known things, “men-
talmodel” in the form and lawhidden behind the behaviour, which affects people’s obser-
vation, thinking, and action. (Kenneth Craik 1943). Nevertheless, thementalmodel is not
immutable. During the product design cycle, the mental model transfers technological
innovation, people’s lifestyles, and stereotypical thinking and life habits correspondingly
change. People’s stereotyped thinking and practices in life will also vary accordingly.
At the same time, the user’s curiosity and curiosity mentality will also prompt them to
break old things and find excitement from new items. For example, we used to buy a
New Year’s calendar to mark important dates and events at the end of the year. However,
with technological innovation, we can directly interact with smart devices by voice to
provide us with recording reminder services, and so on. It improves work efficiency and
makes ordinary users feel the emotional joy of having a personal assistant. The mental
model is a natural iteration. It also a process of introspection, learning, and innovation.
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The interface experience optimization driven by thementalmodel; it is first necessary
to determine the target user according to the product positioning and construct themental
model by extracting user needs and analyzing the user’s habits. The designer needs
to use the constructed mental model to predict user behavior and guide the design;
secondly, through Choose corresponding design methods such as quantitative research,
qualitative research, interdisciplinary research, and development in 3D interface design
to complete the conceptual model design; finally, through the usability test of the design
model, calculate the experimental data to obtain the user experience Satisfaction, further
optimization, and iterative design. For VR products, usability testing should be carried
out after each essential step is completed, even if problems in the development process
are solved and improved.

4 Conclusion

People are the yardstick of all things. Since ancient times, both China and the West have
emphasized human-centred judgment standards in cultural expressions. The information
society is a design that emphasizes humanity. UI designers will focus on displaying
page information on the first screen and the priority arrangement of information. In the
mark’s design to the three-dimensional interface, what needs to be considered is the
visual range and the visual focus area, reasonable information layout, and operation
instructions. Every technological revolution is not smooth sailing. As a new product of
the digital information age, virtual reality products combined with the latest technology
have brought users an unprecedented immersive audio-visual experience and brought
life, work, education, and entertainment more possibilities post-epidemic.
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Abstract. The alignment of 3D point clouds consists of coarse alignment and
precise alignment. The preliminary coarse alignment must be implemented for
point clouds with a significant initial pose difference before time-consuming pre-
cise alignment. However, this procedure is normally finished on 2D interfaces
manually, which leads to a partial perception of the 3D point clouds. The biased
understanding may affect the operation efficiency and alignment accuracy. In this
paper, we developed a VR-based prototype for manual preliminary coarse align-
ment of point clouds. A user study was conducted to compare the efficiency,
accuracy, and usability in a controlled alignment task with both the 2D interface
and the developed system. The task was graded into three levels based on the com-
plexity of matched points clouds (simple, complex, and incomplete). The result
indicated that the prototype system was effective and useful for supporting the
preliminary coarse alignment task. It displayed outstanding performance for the
coarse alignment of complex and incomplete point clouds.

Keywords: Point cloud alignment · Virtual reality

1 Introduction

The point cloud is a set of discrete points distributed in N-dimensional space, mainly
three-dimensional,which is a discrete sampling of the surface of an object. Recently,with
the fast development and popularization of high precision sensors such as LiDAR and
Kinect, the acquisition of point clouds has becomemore accessible andmore convenient.
As a result, point cloud has become the primary data format to represent the 3D world
and has been used in reverse engineering, driverless, human-computer interaction, etc.

Due to the limitation of the sensor and the interference of the surrounding environ-
ment, most point clouds need to be processed before they can be used. Point clouds
alignment is a fundamental processing technology, which estimates the transformation
matrix between two-point cloud scans [1]. 3D point cloud alignment includes coarse
alignment and precise alignment. Before the time-consuming precise alignment, a pre-
liminary coarse alignment must be performed on the point cloud with a significant
initial pose difference to provide a suitable initial transformation. Although there are
many algorithms for coarse alignment, manual alignment is still a widespread method
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used in many point cloud processing softwares. This procedure is usually finished on
2D interfaces manually, which leads to a partial perception of the 3D point clouds.

With the development of Virtual Reality (VR) technology, more and more compli-
cated tasks can be done in a 3D virtual space. Virtual Reality can provide not only a
more accurate 3D representation but also the high number of degrees of freedom (DoF)
used by its input modalities, which can enable the easy perception, interaction, and anal-
ysis of complex multidimensional. VR has become a promising platform for 3D data
manipulation and analysis because it is easy to explore the data in the VR environment.
[2, 3] However, there has been little research on the point cloud alignment task in the
VR environment.

Accordingly, in this study, we aim to develop a VR-based prototype that can allow
users to browse the point cloud freely and move the source point cloud by the controller
for alignment. We refer to the manual coarse alignment techniques in the 2D interface
and add some alignment techniques unique to the VR space. Our proposed system can
help users get the alignment matrix of point clouds quickly and satisfactorily.

2 System Overview

In this research, we propose a VR-based prototype that can allow users to browse the
point cloud freely and move the source point cloud for alignment.

This paper refers to CloudCompare [4], a 2D interface based on 3D point cloud
processing open software. It allows users to align point clouds by three methods, 1)
matching bounding-box centers, 2) picking equivalent point pairs, and 3) translating and
rotating manually.

Therefore, we first developed a simple prototype VR system and migrated the three
methods of CloudCompare to the VR environment.

Fig. 1. Principle alignment techniques. (a) matching bounding-box centers; (b) matching equiv-
alent points pairs; (c) the UI canvas for alignment.

1) The system will generate a bounding box of the point clouds. The bounding box is
the smallest bounding box whose sides are parallel to the coordinate axis. The user
can match the centers of the bounding box of the two point clouds by clicking the
button in UI canvas.
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2) The system allows users to use rays to select equivalent point pairs on the target
point cloud and the source point cloud. After the equivalent points are selected, they
will be enlarged and displayed, and the equivalent pairs can be matched by clicking
the button.

3) The system allows users to rotate and translate the source point cloud by clicking
the virtual dangling buttons in front of them.

We then add an extra feature, which can only be realized in the VR environment.

4) Users can press the triggers on controllers to grab the point cloud and apply
transformation and rotation by controllers.

The VR system for point cloud alignment is shown in Fig. 1.

3 User Study

We then conduct a user study to explore the detailed effect of different functions and
prove the usability of the VR-based prototype system.

3.1 Participants and Apparatus

For this experiment, we invite 12 healthy participants (2 female) with an average age of
23.8 (SD=2.24) to performauser study.All participants are right-handed, 2 of themhave
experience in point cloud alignment, and 11 have experience in VR. The participants in
this study were gathered from a university’s mechanical engineering department, and all
the participants were paid for the one-hour study. The local ethics committee approved
this study.

This experimental platform was on a 4.00 GHz Intel Corei7 PC running Windows
10. The experimental scenes were built by VRTK in Unity 2019.3.13. We used the HTC
Vive VR headset as the device to render the virtual environment for users. We also used
a position-tracked Vive controller as the hand-held device to control a ray or point cloud
in virtual reality. Finally, we used Pcx [5] to import and render point cloud data in Unity.

3.2 Experiment Design and Tasks

To prove the usability of the VR-based prototype system, we designed a within-subject
experiment with factors system and complexity of point cloud. There were two systems:
2D interface (we use Cloudcompare) and VR environment (our VR-based prototype
system). There were three different complexities of point cloud: simple, complex, and
incomplete, as shown in Fig. 2. The simple point cloud is a cube point cloud with one of
its corners cut off. The complex point cloud is the Stanford Bunny, which is frequently
used in point cloud research. Because the sensors can only capture scans within their
limited view range, the incomplete point cloud is most common in real-life alignment.
To simulate the worst case in real life, we cut off several most distinguishable features

https://doi.org/10.1007/978-3-030-90176-9_2
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Fig. 2. Three different complexities of point cloud: (a) simple; (b) complex; (c) incomplete.

of the Stanford Bunny, such as its ears, tails, and feet, to get our final incomplete point
cloud.

Our user study consisted of six different scenes, including the simple, complex, and
incomplete point clouds under 2D and VR systems. The source point cloud and target
point cloud are the same for the alignment of simple and complex case. For the alignment
of incomplete point clouds, the source point cloud for alignment is incomplete, and the
target point cloud is complete.

The initial position of the point cloud with the same complexity is identical for the
2D interface and VR system so that they will have the same difficulty for alignment.
We also make sure the coordinates and Euler angle for source cloud and target cloud
are different so that the participants cannot finish the alignment with simple steps. The
sequence of the three tasks is fixed to ensure the same difficulty but the order of two
interfaces is randomized to eliminate possible error due to participants’ familiarity with
the tasks.

3.3 Measures

This passage introduces two objective measures to evaluate the effectiveness of point
clouds alignment.

Performance Time: We calculate the time spent on each alignment task for every
participant. The alignment time is the elapse between the time when participants start
alignment and when they think the alignment is precise enough.

Error: We use the average distance between each point in the source point cloud and
its nearest point in the target point cloud to measure the alignment accuracy, which is
also the definition of distance between point clouds in CloudCompare and similar to
RMS measurement in ICP algorithms.

3.4 Experiment Procedure

At first, we introduced the experiment and guided the participants to get accustomed to
2D and VR systems. After the participants could handle the devices, they were asked to
finish three tasks consecutively under 2D interface and VR system. We stopped timing
when they think the source point cloud is close enough to the target point cloud. After
finishing the same point cloud alignment under two different interfaces, the participants
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were asked to take a break. The whole experiment took about one hour. After the exper-
iment, the participant was required to fill a questionnaire based on System Usability
Scale (SUS) [6], The NASA Task Load Index (NASA-TLX) [7], and the User Experi-
ence Questionnaire (UEQ) [8] to give subjective scores for all techniques. At last, we
interviewed the participants and collected their experiences and preferences.

3.5 Hypotheses

We formulated following hypotheses:
H1. 2D interface will have faster alignment and precision for simple point clouds.
H2. VR system will have faster alignment and precision for complex point clouds

and incomplete point clouds.
H3. VR system will have higher usability than the 2D interface.
H4. VR system will exert a smaller workload on participants than the 2D interface.
H5. VR system will have a better user experience than the 2D interface.
H1 was formulated since simple point clouds contain more distinguishable features

which can be easily selected and compared. H2 was developed because the complex and
incomplete point cloud has few distinguishable features, and the 2D interface will lead
to biased cognition of the 3D point cloud. H3, H4, and H5 were formulated because we
consider VR system conforms to human operation preferences.

4 Results

4.1 Performance Time

Table 1. The mean performance time and alignment accuracy for three types of point cloud.

Complexity Simple Complex Incomplete

System 2D VR 2D VR 2D VR

Performance time
(s)

173 ± 99 77 ± 33 182 ± 142 68 ± 42 192 ± 94 67 ± 52

Alignment accuracy
(×10–2m)

0.73 ± 0.80 0.89 ± 0.40 0.58 ± 0.26 0.56 ± 0.25 3.50 ± 1.75 0.80 ± 0.38

Performance time of three different complexities of point cloud in 2D interface and
VR system was shown in Table 1. A pair-samples T-test was conducted to compare the
meantime for participants to complete three separate tasks. The one-sided p= 0.004 for
simple point cloud, p = 0.006 for complex point cloud and p < 0.001 for incomplete
point cloud. Results showed the mean time spent on the 2D interface is significantly
greater than that in the VR system in all three tasks.
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4.2 Alignment Accuracy

The alignment accuracy of three types of the point cloud in 2D interface and VR system
was shown in Table 1. Again, a pair-samples T-test was conducted to compare the mean
error for participants to complete three separate tasks. The one-sided p-value is 0.281
for simple point cloud, 0.442 for complex point cloud, and < 0.001 for the incomplete
point cloud. Results showed no significant difference inAlignment accuracy between 2D
interface and VR system for both simple point cloud and complex point cloud alignment
tasks. However, for the incomplete point cloud alignment task, the alignment error of
the VR system is significantly smaller than that of the 2D interface.

4.3 Usability

The usability of the interface was measured with three indexes: the System Usabil-
ity Scale (SUS), The NASA Task Load Index (NASA-TLX) and the User Experience
Questionnaire (UEQ).

The mean SUS score for the 2D interface is 47.1, below the average score (68),
indicating that the 2D interface has poor usability. However, the mean SUS score for the
VR system is 79.6, entirely above the average, thus displaying excellent usability. A pair-
samples T-test was also conducted to compare the mean score between the two systems.
The one-sided p-value < 0.001, indicating the VR system’s SUS score, is significantly
more significant than the 2D interface.

ThemeanNASATaskLoad Index for 2D interface andVRsystem is 58.33 and 36.58.
A pair-samples T-test was conducted to compare the index from two systems. The one-
sided p-value is 0.002 < 0.05. Therefore, the workload for VR system is significantly
smaller than that of 2D interface.

The scores of the User Experience Questionnaire between 2D interface and VR
systemwas shown in Fig. 3 and Table 2, showing that VR system hasmore excellent user
experience in all six dimensions. Pair-Samples T-tests were also conducted to compare
the difference of scale means between two interfaces. All p-values are less than 0.05,
indicating a significantly better user experience for the VR system over the 2D interface.

Fig. 3. Result from UEQ in six dimensions
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Table 2. P-values for UEQ in six dimensions

Category Attractiveness Perspicuity Efficiency

P-value 0.0004 0.0004 0.0004

Category Dependability Stimulation Novelty

P-value 0.0024 0.0024 0.0024

5 Discussion

In this section, we discuss the results in relation to the hypotheses.

5.1 Align Times and Accuracy

Table 1 summarizes the analysis results. With respect to the alignment time on three
complexity of point cloud, theVRsystem takesmuch less time than the 2D interface. This
can be explained using the simplicity and convenience of alignment in VR systems. In a
VR environment, we use the controller as an embodied object with point cloud location
information, and users can translate and rotate the point cloud by moving the controller.
This unique technique in the VR environment is much faster than other techniques when
aligning. Concerning the accuracy, for simple and complex point cloud, 2D interface
and VR system do not yield significant difference, but for the incomplete point cloud,
VR system is significantly better than the 2D interface. This can be explained using
features of the point cloud. Features of the simple point clouds are richer and easy to
select, and features of the complex point cloud are rich but difficult to select. However,
the incomplete point cloud features are sparser and more difficult to determine. The 2D
interface’s alignment depends on features, so it is challenging to align the incomplete
cloud in the 2D interface. Users prefer to align point cloud based on shape rather than
features in theVR environment, so the point cloud features have little effect on alignment
in the VR environment. The results of the user study partly support our hypotheses H2
but reject our hypotheses H1.

We found an interesting phenomenon: although we think the simple point cloud is
more “simple,” some participants spent more time on the simple point cloud alignment,
especially the 2D interface. Some participants said: “I can’t find a corner cut in the
cube…”, “I often get the wrong order when picking up the right points…”, “The shape
of the Stanford Bunny is better to distinguish…”. This phenomenon shows that simple
point clouds are not necessarily easy to align. Although they have simple geometric
shapes, they sometimes lead to confusion.

Many participants suffered a setback when using the 2D interface to align the incom-
plete Stanford Bunny because we cut off the critical parts commonly used by participants
during alignment. Although this operation also impacts the alignment of the VR envi-
ronment, the impact on the 2D interface is more annoying. Most participants could not
do as well as when aligning simple and complex point clouds. Some participants said:
“I can’t find the feature for alignment,” “It’s so difficult that I want to give up.”
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5.2 Usability of System

For usability, workload and user experience, the VR system was better than the 2D
interface. Ten participants commented, “We find alignment in VR system is easy to
learn.” Seven of them also mentioned that they could quickly move the point cloud to
the place they want. Therefore, H3, H4 and H5 are supported.

6 Conclusion and Future Work

We proposed and evaluated a VR system for manual preliminary coarse alignment of 3D
point clouds with four alignment techniques: matching bounding box center, matching
identical point pairs, translate and rotate point clouds via UI buttons, and translate and
rotate point clouds via controllers. We also compare with traditional 2D interfaces under
simple, complex, and incomplete alignment scenarios. Based on our user study, the VR
system has a shorter alignment time for all three scenarios and is more accurate for most
common incomplete point clouds. VR system also has significantly better usability,
workload, and user experience than the 2D interface. The overall result indicates that
the VR system behaves better than the traditional 2D interface for manual preliminary
coarse alignment of point clouds, with faster speed, greater accuracy, and better usability.

Our work has some limitations. First, we did not complete the entire point cloud
alignment process, only performed a manual initial coarse alignment. A transitional
interface can be developed in the future to improve usability. Secondly, the effect of
migrating the 2D interface alignment method to the VR environment is not good, and
it is challenging to select point clouds accurately. The migration alignment method can
be improved in the future. In addition, we only align a pair of point clouds whose size is
moderate in each scene. In the future, we should add the scaling function and try aligning
point clouds with different scales.

Acknowledgements. This work is partially supported by the National Key R & D Program of
China (Grant No.2019YFB1703800), Natural Science Basic Research Plan in Shaanxi Province
of China (Grant No.2016JM6054), the Programme of Introducing Talents of Discipline to
Universities (111 Project), China (Grant No.B13044).

References

1. Huang, X., et al.: A Comprehensive Survey on Point Cloud Alignment. ArXiv Preprint ArXiv:
2103.02690 (2021)

2. Montano-Murillo, R.A., et al.: Slicing-volume: hybrid 3D/2D multi-target selection technique
for dense virtual environments. In: 2020 IEEE Conference on Virtual Reality and 3D User
Interfaces (VR), pp. 53–62 (2020)

3. Wagner, J., et al.: Comparing and combining virtual hand and virtual ray pointer interactions
for data manipulation in immersive analytics. IEEE Trans. Visual. Comput. Graph. 27(5),
pp. 2513–2523 (2021)

4. http://www.cloudcompare.org/.
5. https://github.com/keijiro/Pcx.

https://abs.org/arxiv:2103.02690
http://www.cloudcompare.org/
https://github.com/keijiro/Pcx


432 X. Zhang et al.

6. Brooke, J.: SUS: a ‘quick and dirty’ usability scale. In: Usability Evaluation in Industry,
pp. 207–212 (1996)

7. Hart, S.G.: NASA Task Load Index (TLX), vol. 1.0; Paper and Pencil Package (1986)
8. Bangor, A., et al.: An empirical evaluation of the system usability scale. Int. J. Hum. Comput.

Interact. 24(6), 574–594 (2008)



Games and Gamification



Agrihood: A Motivational Digital System
for Sustainable Urban Environments

Antonio Bucchiarone1(B) , Giulia Bertoldo2, and Sara Favargiotti2

1 Fondazione Bruno Kessler, Trento, Italy
bucchiarone@fbk.eu

2 University of Trento - DICAM, Trento, Italy
giulia.bertoldo-1@alumni.unitn.it, sara.favargiotti@unitn.it

Abstract. Extreme industrialization and globalization have turned
cities into the most voracious consumers of materials and they are over-
whelmingly the source of carbon emissions through both direct and
embodied energy consumption. Newly created cities and the urbaniza-
tion process in rural areas replicate a lifestyle based on consumerism and
the linear economy, causing destructive social and economic impact while
compromising the ecology of the planet. To reduce this phenomenon, we
need to re-imagine cities and the ways they operate, with the perspective
of making them locally productive and globally connected. The purpose
of this contribution is to make the citizens more aware about their con-
sumption, ecological footprint, visible and invisible fluxes to suggest a
new trend in the urban context. We propose a method to plan the city
of tomorrow in a dynamic way, where the active participatory process
and the gamification techniques are the core pillars of our vision. We
analyze the issues of a pilot city (Trento) and report one of the possible
outcomes: Agrihood. The provided solution shows how a physical tem-
porary space and digital tools can be integrated and can interoperate
to drive a more sustainable urban environment through citizens engage-
ment and participation. If you create an Agrihood network for the whole
city the system begins to have major impacts on it: new green spaces
that become real lungs for the city, new interactions between neighbor-
hoods, new production and savings in economic terms for each individual
family.

Keywords: Gamification · Citizen participation · Open data ·
Metabolic urbanism · City visioning

1 Introduction

Unites Nations projections suggest that 75% of the human population will be
living in cities by 20501. New methods, new equipment, new way to think about
process and life, are basics to let the organism of a city productive again, able

1 https://population.un.org/wup/.

c© Springer Nature Switzerland AG 2021
C. Stephanidis et al. (Eds.): HCII 2021, CCIS 1498, pp. 435–442, 2021.
https://doi.org/10.1007/978-3-030-90176-9_56

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-90176-9_56&domain=pdf
http://orcid.org/0000-0003-1154-1382
http://orcid.org/0000-0003-3598-1518
https://population.un.org/wup/
https://doi.org/10.1007/978-3-030-90176-9_56


436 A. Bucchiarone et al.

to monitoring and improving itself. Using Open Data, parametric software to let
the cognitive system and evaluation systems stronger could be a possibility [5].
Nowadays, open data are not only part of an elite sphere, but every person could
contribute to monitoring the city. This could be done exploiting the organization
of participatory processes to engage and motivate users to design sustainable
urban planning solutions.

For example Smart Citizen2 and Superbarrio3 are two projects that use data
analysis and gamification to collect data and engage the citizens in the design
of the public space. They overcomes the limits of conventional methodologies
and used also to collect data about the citizens’ needs, desires and proposals, to
educate to sustainability and inclusiveness.

Gamification has demonstrated to be a possible solution to engage people on
changing their habits and contributing to the society [8]. “Through play there
is a profound relationship to culture to society, there is a profound material
component, there is a profound relationship to our technologies and how we evolve
these ecosystems”4. Gameful applications have been successfully exploited for
encouraging sustainable or healthy behaviors [6,9]. This interest is testified by
the availability of hundreds of gamification development platforms, that offer pre-
packaged templates to build-up gameful applications. Could citizen participation,
open data and gamification help the urban planner in design dynamic city? The
aims of this contribution is to explore how open data can become tools to offer a
real time figure for understanding and influencing urban dynamics in space and
fluxes. With the help of the Fab City approach and gamification, our contribution
wants to suggest a novel urban design, studying the impacts of the project on
the analyzed data.

The Metabolic Urbanism concepts will be introduced in Sect. 2, then Agri-
hood will be explained in Sect. 3, based on a experimentation in the city of
Trento. Finally, some remarks and open issues will be prensented in Sect. 4.

2 Metabolic Urbanism

The Fab City is an innovative model for re-imagining cities [4]: it is an inter-
national initiative started by Institute for Advanced Architecture of Catalonia
(IAAC)5, the MIT’s Center for Bits and Atoms (CBA)6, the Barcelona City
Council and the Fab Foundation7 to develop self-sufficient cities that are at
once locally productive and globally connected. The project is connected to the
global network of Fabrication Laboratories8, or Fab Lab, and made up of an

2 https://smartcitizen.me/.
3 http://superbarrio.iaac.net/.
4 Ann Pendleton-Jullian, TEDxColumbus, 2009 http://www.tedxcolumbus.com/

speakers-performers/2009-global-speakers-performers/ann-pendleton-jullian/.
5 https://iaac.net/.
6 http://cba.mit.edu/.
7 https://fabfoundation.org/.
8 https://fabfoundation.org/global-community/.
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http://www.tedxcolumbus.com/speakers-performers/2009-global-speakers-performers/ann-pendleton-jullian/
http://www.tedxcolumbus.com/speakers-performers/2009-global-speakers-performers/ann-pendleton-jullian/
https://iaac.net/
http://cba.mit.edu/
https://fabfoundation.org/
https://fabfoundation.org/global-community/
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international think thank of civic leaders, makers, urban planners and innova-
tors working on changing the operates in a linear fashion, importing products
and producing waste. It foresees a new economy based on distributed data and
manufacturing infrastructure. The aim of the Fab City research is to arrive at a
globally connected system but which remains locally productive in the individual
poles.

In the XXI Century, internet and the technology revolution allow people to
reach every kind of information, and this one could create knowledge if it is well
discretize. We went from a centralized to distributed process, from a static to
a variable model. But how could cities become able to convert information into
resources?, What kind of knowledge come from this new technology and what
could be helpful for? How cities could become productive again? According to
the Fab City models, a change of paradigms is required: from a “Product in,
Trash out” paradigm, typical of a linear metabolism of cities, where we pass
from extraction, to production, to use and then waste, to a more efficient “Data
in Data out” system where the metabolism is circular, where we can find a
constantly exchange of data and knowledge not only from cities to cities but
also from citizens to citizens.

Urban Metabolism refers to the “collection of complex socio-technical and
socio-ecological processes by which flows of materials, energy, people, and infor-
mation shape the city, service the needs of its populace, and impact the surround-
ing hinterland” [10]. We want to understand how technology (such as open data,
artificial intelligence, 5G and so on) could help this revolution [11]. But first of
all we have to think about people: How citizens could be part of this process?
We have to inform and empower them because they are the most important and
relevant activator of the change. This is a bottom up revolution, which starts
from the behaviour of people and could be a possible solution to re-think they
way we live.

The limits of the Fab City initiative are in the outcomes because a city revo-
lution takes time. We should try to follow the Fab City strategies also trying to
use urban acupuncture to make it work immediately. To overcome these limita-
tions we propose a metabolic way to concept the city and the urban fabric. We
think about our city like a human body, with all its systems working together,
and closely. The strength of this approach is that there isn’t a specific project
dependent and closely connected to a single city: it is a method, a new urban
tool, a new way of thinking.

3 Agrihood: Gaming the City, Cultivating the Future

The purpose of this research is to envision a new approach in the urban context.
We want to take care about all the fluxes that go through the city, material and
immaterial ones, that most of the time we don’t see. We present our motiva-
tional digital system called Agrihood with its life-cycle (depicted in Fig. 1) and
an installation in the city of Trento. The life-cycle we envisioned exploits three
components (i.e., topics in Fig. 1): (1) Open Data Analysis, (2) Participatory
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Fig. 1. Agrihood life-cycle.

Process, and (3) Gamification, all collaborating to gaming the city and culti-
vating the future. Our approach caters to three principal stakeholders. The (i)
Local Administration, the (ii) Urban planners, and the (iii) Single Citizen and
Neighborhood. We will now look more in details each component and how they
have been concretely instantiated in the Trento city context.

*Open Data Analysis. The use of open data to do a faithful mapping of the
anatomy of the city is the basis of this research. The first step of this method
is mapping and analyse the fluxes of the city (i.e., Analysis phase in Fig. 1)
to have a real time image of the urban fabric (e.g., waste, energy, social issue,
mobility, use of water, use of internet, goods). It is possible thanks to new tech-
nologies [1] and the attention paid by the Local Administration to them. After
all the Analysis Outcomes will show us pros and cons of each city, the critical
issues and the strong points of the urban fabric. Based on this, the aim of the
Design phase is to design a tool and a urban strategy that could be useful for
the population but at the same time try to solve some problems highlighted
by the analysis. The City of Trento has a huge amount of data collected in
a open source online platform called Opendatatrentino9. Analysis and interac-
tion between these data is useful to understand numerous dynamics of the city,
an example is that the water of Trento river is polluted mostly by substances

9 https://dati.trentino.it.

https://dati.trentino.it


Agrihood 439

Fig. 2. Agrihood design.

deriving from the washing of agricultural soils: ancient agricultural techniques
and waste of water are serious problems10.

According to the waste chain is possible to understand how 76% of the waste
produced follows the paths of separate collection (Trento is the Italian city with
the highest percentage of differentiated collection: 80%) and the remaining 25%
is partly sent to waste-to-energy plants, part sold to private entities capable of
using waste to produce energy and the remaining is stored in landfills.11,12

Talking about water (and referring to 2008 data), 74.3% of the resource
water invoiced by the water service operators is destined for civil utilities; a
further 23.1% is destined for industry and for other economic activities and the
remaining 2.6% belongs to the uses agricultural and livestock. It is a huge amount
of water because new agricultural techniques (such as hydroponics, aeroponics
and drip irrigation systems), are still underdeveloped13.

Based on this kind of analysis and outcomes we want to try to give an answer
to find solutions able to provide impacts in the short time. The aim of the Design
phase of Fig. 1 is to think about a structure that brings back nature and agriculture
to our cities: we are talking about innovative way to concept agriculture to save
water and save ground, pay attention in the use of pesticides that are the major
pollutants of Trento’s river in the name of the Fab City approach. The idea of the
Agrihood project has been the result of Design phase.

Agrihood is a modular façade prototype (see Fig. 2) of vertical farming that
lets the city locally productive and globally connected, but at the same time
the aim is to try to understand how this structure could be important for the

10 https://www.isprambiente.gov.it/it/pubblicazioni/rapporti/rapporto-nazionale-
pesticidi-nelle-acque-dati-2015-2016.-edizione-2018.

11 https://www.tn.camcom.it/.
12 http://www.statistica.provincia.tn.it/.
13 https://adep.provincia.tn.it/, https://www.isprambiente.gov.it/it.

https://www.isprambiente.gov.it/it/pubblicazioni/rapporti/rapporto-nazionale-pesticidi-nelle-acque-dati-2015-2016.-edizione-2018
https://www.isprambiente.gov.it/it/pubblicazioni/rapporti/rapporto-nazionale-pesticidi-nelle-acque-dati-2015-2016.-edizione-2018
https://www.tn.camcom.it/
http://www.statistica.provincia.tn.it/
https://adep.provincia.tn.it/
https://www.isprambiente.gov.it/it


440 A. Bucchiarone et al.

climate comfort of the place around it. We think about a scaffolding structure
anchor in blind facades or flat roofs of the buildings so the theme is also the
reuse and recycle of existent materials.

*Participatory Process. Social issues are also very important to investigate
because in this specific city (Trento) there is a lack of neighborhood identity,
hence an hypothetical social design project as Agrihood could be rejected by
citizens. According to the age of population we can introduce a participatory
process based on different levels: interactive workshop, game, using software and
IoT. We need also to empower and inform people about participatory process,
necessary to introduce a new urban concept. The old age index, which represents
the degree of aging of a population, is the percentage ratio between the number
of over sixty-five and the number of young people up to 14 years old.

The municipality of Trento says that there are 162 elderly people per 100
young people14. We have to take care about this index because tells us what
kind of population we are dealing with. We want to make citizens an integral
part of the innovation process and building a sense of relatedness with the rest of
the community fosters a motivation to use the system, thus pursuing a positive
behavior change. This is particularly relevant for those citizens that are sensitive
to sustainability issues and whose motivation can be leveraged to social project
impact and reach thousands of users. This can be achieved through a continuous
dialogue with end-users and a participatory co-design approach [3,12]. Thanks
to the citizen feedback and suggestions, this component can have a prominent
role in the enhancement of Agrihood.

*Gamification. Most of the time the limitations of urban projects are in the
outcomes. These are too theoretical, because the scale is to big, there is a huge
amount of topics and the city revolution takes time. We have to empower citizens,
let them involved in this transformative and adaptive urban process. Also cities
have to change their way to think and to work, so this innovation takes time
and a lot of resources. To make this possible we use gamification to enhance and
increase the participatory process after its definition. The gamification tool could
be the theme that is able to put together all the different goals of the project
and at the same time encouraging the population to be part of the change.

To make the Agrihood idea a reality, we exploit existing gamification tech-
niques [7] in a dedicated gamified mobile app. Using this app we want to be able
to improve urban qualities, making citizens feel part of the system. Through a set
of sensors (i.e., IoT-Based Monitoring task in Fig. 1) the application is able to
monitor the cultures, the pollution in the air, the noise, giving at the population
a real time snapshot of the city status. At the same time the application is able
to engage citizen asking to join the city life with the goal to improve urban quali-
ties, making citizens feel part of the system. It is only though their activities and
actions that this impact becomes tangible. We introduce also a way to make citi-
zen active exploiting gamification mechanisms as rewards, levels and leaderboards.
A snapshot of the My Agrihood gamified app is depicted in Fig. 3.

14 http://dati.istat.it/.

http://dati.istat.it/
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Fig. 3. My Agrihood app

The user could monitor index of water (like the level of nutrients, the pH of
the solution which is very important to let the plants survive, the temperature
of water), how much vegetables have produced, how many days left for harvest,
the ecological footprint (like the amount of oxygen your module produced, how
many pesticides you saved) and then there is the gamified system with ranking
and challenge between different neighborhood.

4 Open Questions to Play the City

The research presented in this paper guided the process towards a locally produc-
tive and globally connected city in terms of urban agriculture production, bring-
ing nature back to the urban fabric to ensure not only food, but also improve-
ments in the social dynamics like: citizen participation and engagement, thermal
comfort of the indoor and of the surrounding environment (outdoor). We pro-
pose a gamification-based methodology that can be used in any city, based on
in-depth analysis via open data, that will give different responses depending
on the urban fabric internal organization, the functioning of the flows and the
existing connections between them.

Agrihood is the result of a targeted analysis, on its potentials and its prob-
lems. If we move the analysis to another city, the problems can change, and we
will have to sew a specific project on that city.
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The new questions are therefore: if this Agrihood has generated positive
impacts in such a small city as Trento, what impacts could it have if it will
be implemented in all of Trentino? Or again, if it will be exported to other real-
ities? It may be able to offer a change in mentality not only to the population
but also to the public administrations? On a large scale what are the impacts of
this system on the flows that permeate the city?

Acknowledgement. We would like to thank Giulia Bertoldo who has investigated
first the design and experimental concepts presented in this paper in her Master’s
degree thesis [2].
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Abstract. It is difficult for recreational players to continue practicing
sports, which they know is important to improve their technique and get
more enjoyment. Therefore, we propose utilizing a concept of “toolifica-
tion of games”, which enables players to perceive the effect of practicing
while playing a game. Few papers have focused on sports training while
playing a video game, but some sports players benefit from a training
strategy similar to playing particular video games. This benefit suggests
the possibility of using a video game for sports training. The proposed
method will contribute to making monotonous training more enjoyable
by “improving their sports skill while playing a game.” In this study, we
focused on badminton training and playing Tetris together. When prac-
ticing badminton, the player is often required to hit the shuttlecock to
different parts of the court anywhere they want to. This way of practic-
ing is similar to a general strategy used when playing Tetris—the player
attempts to distribute Tetriminos (block units in the Tetris game) to
every row without bias. This paper describes experimental results from
badminton training practice using Tetris compared with practice using
conventional visual feedback methods.

Keywords: Sports training methods · Serious video games · Skill
development · Gamification · Toolification of games

1 Introduction

1.1 Background

It is difficult for recreational players to continue practicing sports, which they
know is essential to improve their technique and get more enjoyment while play-
ing it. Therefore, we propose utilizing a concept of “toolification of games”, which
enables players to perceive the effect of practicing while playing a game. Video
games help improve physical activity enjoyment, demonstrated in several stud-
ies that have integrated video game concepts into physical activities to motivate
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people to be more active. However, in most instances, only the video game–
related concepts, not video games themselves, are used. The primary purpose of
the activities is still practice.

When practicing a sport, players often need to perform basic motions repeat-
edly. This method of practice is often dull, and players quickly lose motivation
to continue the activity. Thus, game elements are integrated into the practice
action to reduce dullness to solve the issue. However, when considering the effect
of practice, it is essential to perform the basic motions without alteration repeat-
edly. Though the player’s interest and consequent attention when completing the
motion may have positive effects, the most critical aspect is the actual repeti-
tion of the practice action. Thus, a person’s positive attitude toward practicing
is not mandatory. For example, suppose a person plays a physical game consists
of basic “practice actions” of a particular sport. In that case, the person could
perceive the effect of “practicing” as long as they play the person plays that
physical game repeatedly, although the physical game is not the specific sport
itself. Even if the person does not have any motivation for practicing that sport,
the sport’s skill will improve by playing the physical game. In this situation, the
necessary motivation is to play the physical game, not to practice. This is the
concept called the Toolification of Games [1], i.e., the person obtains the effect
of practicing the sport without knowing it while playing the game. The Toolifi-
cation of Games (ToG) involves “achieving non-game purposes in the redundant
spaces of existing games. ToG is that the task is attached a posteriori after
the host existing game becomes popular in our society, and makes harmonious
coexistence with the host” [1].

In this research, our goal was to achieve a situation in which a person could
achieve the effects of practicing badminton without focusing on playing the phys-
ical practice. In this paper, we propose using a modified Tetris game that uses
basic badminton motion as game inputs—playing our proposed modified Tetris
would lead to improved badminton skills. Some sports have training strategies
similar to those used in playing a particular video game; therefore, the video
game can be integrated into sports training and contribute to visualizing the
effects of practice and increasing motivation. This method is also considered to
improve enjoyment in monotonous training.

From among various skills recommended to play badminton better, we focus
on hitting the shuttlecock accurately anywhere on the court. Badmintonplayers
recommended to become capable of hitting every part of the opponent’scourt
and hit in the right way for each location [2].

On the other hand, when playing the Tetris game, players focus on repeatedly
putting Tetoriminos to the field’s specific point. From this consideration, we
propose using the badminton practicing method as a game input of Tetris. Then,
it will contribute to achieving a situation that a player can “practice badminton”
while “playing Tetris”.
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2 Related Work

Gamification refers to the application of game elements to things of non-game
activity. For example, by using the gamification method, monotonous sports
training can be changed into a game [4]. It contributes sports training become
much enjoyable activity. It also reveals that gamified training can improve par-
ticipants’ skills. Mueller et al. focus on the benefits of combining game elements
and physical activity, then he summarizes how to design sports using such con-
cept [7].

Toolification of Games (ToG) [1] also combines game and non-game activities.
The most crucial difference between gamification and ToG is what the purpose
is. Gamification has a task as its primary objective, and the game elements are
only used to help achieve the main objective. ToG, on the other hand, has the
game as the main objective, and the task is completed on its own while playing
the game. Kurihara et al. showed an example of ToG as an application of their
proposed system [3]. The user of the system plays the popular Nintendo game
Super Mario Brothers with fundraising by using their proposed technology. This
system allowed users to donate much money as they earned in coins within the
game. As shown in this example, the ToGames allowed a game to be played to
complete another task without realizing it.

3 Prototype System

As a preliminary study, a prototype system was developed based on the idea
described above, that capable of practicing badminton while playing Tetris game
as shown in Fig. 1.

Key features important to this concept are as follows:

– It must capable of playing an existing game.
– It must capable of playing a physical sport, or training.

Fig. 1. Proposed Tetris with bad-
minton

Fig. 2. The system configuration diagram
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Each player can watch screens behind the opponent player. Then modified
version of Tetris game is displayed on the screen. Two short focus projectors
are used to cast the game image onto the screen (Fig. 2). In this system, the
location of the player at the time of hitting the shuttlecock corresponds to the
falling position of the tetromino. For example, if the player hits the shuttlecock
back at the rightmost side of the field, the tetriminos will fall on the rightmost
row.

4 Experiments

4.1 Procedure of the Experiment

To evaluate our proposed method, an experiment was conducted. Under the sit-
uation of wide spreading of COVID-19, a web-based experiment was performed
to avoid physical contact among participants. Then, all activity including bad-
minton aspect are done in VR space. In this experiment, we prepared the fol-
lowing three modes:

– T mode: a mode in which the impact of the practice is visualized as a game
(proposed method, Fig. 3)

– N mode: a mode without any visualization (Fig. 4 Left)
– G mode: a mode in which the effect of the practice is visualized as a bar graph

(Fig. 4 Right)

T mode is a game based on the system described above. When players hit a
flying ball back with players’ mouse-operated racket, tetriminos fall.

Fig. 3. Screenshots of the T mode. The left figure shows a screenshot just before the
Tetriminos disappears in a row. The right figure shows the same screen just after the
Tetriminos disappears. A dotted blue line was added to emphasize the difference in the
height of the bars. (Color figure online)
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Fig. 4. A snapshot of N mode (left) and G mode (right).

The position of the tetrimino changes depending on which part of the racket
players hit back with. As in Tetris, one line disappears when one line is aligned
and Two types of tetriminos appear: square and elongated. Two types of tetrim-
inos appear: square and elongated. The actual playing screen just before and
just after the disappearance is shown in Fig. 3. It also imposes a condition that
the game ends if more than ten pieces end or if the player hits back 30 times.
Balls are made to fly once every 1.5 s in unity. This requires players to hit the
ball evenly across the three rows to keep eliminating tetriminos and hit the ball
back 30 times as far as possible.

In contrast to T mode, G mode uses bar graphs for visualization, and the
end condition is that the game ends when there are more than ten balls in a row.
N mode is a mode without any visualization and has the same end condition as
G mode.

T mode and G mode were compared with N mode respectively to evaluate
the proposed method. Participants accessed the web application with their PC
browser for this experiment. The detailed procedure goes as follows:

1 The URL for this experiment was shown to the participants. By accessing
the URL by their environment, they begin the experiment. Informed consent
was obtained electrically via the page before starting the application.

2 The participants are asked to play N mode followed by G mode or T mode
randomly assigned by the application. Each pair (N and G, N and T) was
done three times.

3 After all the experiments were completed, the participants were asked to
answer questionnaires.

Participants’ whole action and hit back result is recorded and stored in the
network-connected database.

4.2 Evaluation of the Practicing Effect

We recruited eight adult participants from inside of the university community
who were able to use computers at a general level. Most of them spent playing
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Fig. 5. Result of hit score

games between 3 and 7 hours per week. They prefer action games, role-playing
games and puzzle games. Each participant was asked to hit the ball equally in
the court.

The court was divided into three areas: left, center and right. The number of
balls being hits into each area was counted. For example, we assume the situation
that the participant plays G mode. The number of hits into the court’s left area
is denoted as HlG. HcG denotes the that of the center area, HrG indicates that
of the right area. Then, a set of HlG, HcG and HrG was perceived after playing
one game. After each game, the standard deviation was calculated and denoted
as SG. After playing three sets of the pair of the game modes, the average of
SGs was calculated and denoted as AvSG.

When the series of the experiment was completed, eight sets of AvSG and
AvST were obtained. Average and standard deviation of the result is shown
in Fig. 5. Smaller score indicates the participant could hit back the ball more
equally on the field. Mann–Whitney U test was performed to find the difference
between AvSG and AvST to evaluate the effect of the proposed method. The
p-value was 0.3823, which means that there was no significant difference between
T mode and G mode.

4.3 Questionnaire

After the series of trials, questionnaires are performed. Participants were asked
to compare N mode and G or N and T to answer questions. In this questionnaire,
five-point Likert scales were used to answer. The list of questions as follows:

a) How evenly did you hit the ball into the court? (EQUALITY)
b) How much does the provided visual information help you to determine where

to hit back? (DECISION)
c) How much fun did you have? (ENJOYMENT)



A Study on the Integration Method of Sports Practice and Video Games 449

After T mode. After G mode.

Fig. 6. Result of the questionnaire.

Table 1. Average score of each questionnaire

EQUALITY DECISION ENJOYMENT

T mode 3.58 (p-value = 0.04404) 4.17 (p-value = 0.01717) 4.46 (p-value = 0.006607)

G mode 4.00 (p-value = 0.017) 4.58 (p-value = 0.006664) 4.08 (p-value = 0.005988)

The results of the questionnaire are shown in Table 1, Fig. 6. Each value in
Table 1 is the average of all subjects’ responses to the questionnaire. Since the
sample size was small this time, a one-tailed Wilcoxon signed rank test, one of
the non-parametric tests, was conducted with the population mean set at three.
From this result, we could find a significant difference between N and T mode.
We also could find a significant difference between N and G mode.

5 Discussion

According to the questionnaire (Table 1, Fig. 6), visual information improve sub-
jective evaluation in both T mode and G mode. However, the hit score results
(Fig. 5) show no significant difference between T mode and G mode in terms of
practice efficiency. This suggests that propsoed T mode does not have distinct
effect on practice compared to G mode. At the same time, this also should indi-
cate that the T mode used in this experiment is not difficult to operate, at least
compared to the simple visualization of G mode.

One reason for the lack of significant differences between T mode and G mode
is that the experimental conditions, such as visual representations and control
inputs, might be too simple. In actual badminton, it is recommended to practice
to hit the shuttlecock back to eight separated areas in the court: one near the
net, one is at the back of the field, two (back and front) by three (left, center
and right) areas in the center. In contrast, the experimental environment has
only three rows (left, center, and right), limiting the area of play. In addition,
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the original Tetris has seven types of tetriminos, and the left and right rotation
and movement can be controlled. On the other hand, as a preliminary study, we
modified the Tetris game to become simpler; it uses only two types of tetriminos
and allows only left-right movement. This way of modification may be oversim-
plified. In the future, we will develop a novel control input to be able to original
Tetris, taking into account the hitting area required for badminton, and verify
the effectiveness of the proposed method.

6 Conclusion

In this paper, we proposed a system that combines Tetris and badminton practice
based on the concept of Toolification of Games. Unfortunately, the results of
the experiments done in VR environment showed that the proposed method
was not effective enough compared to the conventional visualization method.
However, the results of the questionnaires showed that the proposed method
was acceptable to the participants and more enjoyable than the conventional
method.
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Abstract. Ice break has been attracting attention as a tool for enhanc-
ing communications during the first encounter. Previous research showed
that collaborative tabletop games are effective for ice break. However, few
research discuss the factors of these games that influence this enhance-
ment. In this research, we developed a tabletop game where a piece on a
board is manipulated by inclining the board with four levers to navigate
the piece to follow the predefined path. Our hypothesis is that communi-
cation may be enhanced by counter-intuitive behavior of the piece, such
as climbing up the slope that is against the laws of physics on the earth.
Though what the players manipulate is the real levers, what they see
is virtual board and piece rendered through MR device (HoloLens2). In
this research we have implemented two behaviors of the piece, one is
normal gravity behavior where the peace goes down the slope while the
other is anti-gravity behavior where the peace climbs up the slope. To
evaluate the effect of the counter-intuitive behavior on the enhancement
of the communication, we have conducted experiment where the pair of
players played the game under two different conditions. The results of
the five-point Likert scale questionnaire demonstrated that the counter-
intuitive behavior had positive effect on the freshness and interestingness
of the game while it had no effect on the difficulty of the cooperation.
However, it was confirmed that the verbal communication between the
players increased 6.7% in average which partially support our hypothesis.

Keywords: Cooperative control · Mixed reality · Interactive system ·
Communication · Manipulation · Augmented reality · IMU

1 Introduction

Ice break has been attracting attention as a tool for enhancing communications
during the first meeting. Sundari et al. showed that collaborative tabletop games
are effective for ice break [1]. It is an educational tabletop game to enhance
mutual understanding of jobs through tasks related to various jobs. However,
few research discuss the factors of these games that influence this enhancement.

c© Springer Nature Switzerland AG 2021
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While tabletop games have enhanced the effect of ice break, it isn’t known what
elements of that.

And in the research of Sasaki and Igarashi et al. on the subject of cooper-
ative tabletop games such as SlideQuest that are fully digital including input
interfaces such as levers, they analyzed the selfish and altruistic cooperative
skills using machine learning [3]. However, they didn’t talked about activation
of cooperation. In this research, we evaluate the enhancement of coordination
using a cooperative tabletop game that combines analog and digital systems.
We use physical levers as the evaluation target because we are interested in the
enhancement of cooperation.

In this research, we examine whether the tabletop game “Slide Quest [2]”
by Blue Orange can be used as an ice break. This is a multi-player tabletop
game in which players manipulate the pieces on the board by inclining them
with four levers to navigate the pieces to follow a predetermined path. Lowering
the levers to incline the board is a very intuitive operation. Therefore, the player
can unconsciously understand what the opponent wants to do. The game system,
which requires both players to cooperate with each other, creates a conversation
opportunity for cooperation. On the other hand, since it is easy to understand,
the amount of conversation required for cooperation isn’t large enough.

Therefore, we presented a counter-intuitive operation to increase the amount
of conversation for cooperation. The counter-intuitive operation is an operation
that can’t be obtained in daily life. Therefore, it takes time to understand the
counter-intuitive operation, and the amount of conversation for cooperation is
expected to be larger than that for the intuitive operation.

In this research, we developed a tabletop game using mixed reality to support
communication, based on the hypothesis that communication can be activated by
presenting elements unique to digital games, such as counter-intuitive operations
that behave against the laws of physics on earth.

2 Proposal System

2.1 Summary of the Proposal System

In this research, we used levers as the input interface of Slide Quest which is an
analog board game by Blue Orange. Slide Quest is a multi-player cooperative
tabletop game in which players must move frames to the goal through designated
positions on a map. The borad is inclined by operating the lever with several
people. The controls are very intuitive in that pressing a lever causes the board
to incline. It is also an input interface in which the operations strongly influence
each other.

In this research, we superimposed a virtual world board on a real world
board in order to present counter-intuitive operations. In this research, counter-
intuitive operations are the operations when the behavior is against the physical
laws on the earth. We used Microsoft’s HoloLens2 as a visual presentation device
to display a virtual space on the board that realizes the behavior against the
laws of physics. The HoloLens2 is a device that realizes mixed reality (MR),
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Fig. 1. System configuration

a technology that combines virtual space information with real space through
visual presentation [4].

In order to bring the slope information of the board in the real world into the
virtual world, we need to measure the slope of the board in the real world. In
order to draw the board and pieces in the virtual world with HoloLens2, sharing
the positional alignment between the real world and the virtual world and real-
time object changes are necessary. When using multiple HoloLens2 , there are
problems that the coordinates of objects will be spatially different among players
due to different world coordinates.

We show below how to solve these problems.

2.2 Configuration of the Proposal System

The configuration of this system is shown in Fig. 1. In this system, a piece moving
uphill in the opposite direction instead of downhill according to gravity was
drawn on the SlideQuest board using HoloLens2 as a behavior that is against
the laws of physics.

We applied a force equal to twice the inverse vector of the gravitational force
parallel to the slope of the piece in order to change the laws of physics.

The applied force is shown in Fig. 2. The angle θ in Fig. 2 is measured by
an inertial measurement unit (IMU, DhaibaDAQ [5]). In the proposed system,
one inertial measurement unit is mounted on the board, measures the angle,
and transmits it to HoloLens2 via UDP/IP communication with Wi-Fi serial
communication.
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Fig. 2. Adapted laws of physics

IMU is an inertial measurement unit that measures angular velocity and
angle with high accuracy. The IMU integrates some sensors and can estimate
the motion state and posture of a person or object.

The HoloLens2 follows the movement of the board in real time by reflecting
the values on the board in the virtual world from the received data.

3 Experimental Details

We conducted an experiment to confirm the influence of counter-intuitive opera-
tions on communication. In this experiment, a pair of subjects each manipulated
two levers and were tasked with picking up an object placed along the path while
moving a piece along the path from the start to the goal. The experiment was
conducted under two different conditions: one in which the pieces move down
the slope according to gravity, and the other in which the pieces move up the
slope against gravity.

The experiment was conducted in an within-subject design and counterbal-
anced. A questionnaire on a 5-point Likert scale was administered to the subjects
to determine whether the operation of going up the hill was new to them, whether
the operation of going down or up the hill was more cooperative, interesting, or
easy to operate. We will compare and verify the influence of counter-intuitive
operations on communication. We investigate the time, frequency, and content
of conversations during the experiment by recording video.

4 Results and Discussion

Preliminary experiments were conducted on three sets of subjects (six subjects
in total).

4.1 Average Time to Complete the Task

Figures 3 and Fig. 4 show the average time taken to perform each condition of
the experimental task. The horizontal axis shows the condition of each trial.
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Fig. 3. Average time to complete the
task under normal gravity conditions

Fig. 4. Average time to complete the
task under anti-gravity conditions

Fig. 5. Average of subjective score for understanding of the experiment

The vertical axis shows the average time taken to perform the task. The average
time to complete the task in the normal gravity condition is about 80 s shorter
than that in the anti-gravity condition, in which the pieces go down the slope.

4.2 Average of Subjective Score

Figures 5, Fig. 6 and Fig. 7 show some of the average values of the questionnaire
results. The horizontal axis shows the five-point rating scale for each question-
naire item. The vertical axis shows some of the questions in the pre- and post-
experiment questionnaires, and the questions are grouped according to the rating
scale on the horizontal axis. Figure 5 summarizes the questions on the level of
understanding of the experiment. Figure 6 summarizes the questions about the
comparison of experimental conditions. Figure 7 summarizes the questions about
the content and degree of recognition between subjects.
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Fig. 6. Average of subjective score for comparison of experimental conditions

Figure 5 shows that the degree of understanding was high in both conditions.
The number of understanding required for both conditions was small, but the
number of understanding required for the anti-gravity condition was slightly
larger. Figure 6 shows shows that the action of climbing up the slope in the
anti-gravity condition is very fresh. The anti-gravity condition is a little more
interesting than the normal gravity condition, but it is more difficult to control.
Figure 7 shows that it is important or not to be able to see the opponent, but
not both.

The participants evaluated that they could have a conversation with their
partner to the extent that they could talk a little. Regarding the question of
whether they would like to use the system for ice-breaking with a first meeting
person, they tended to be somewhat willing to use the system and neither. The
results showed that the participants felt a little familiarity with the experimental
subjects. In addition, some of the subjects answered verbally that they didn’t
find the operation of going down the slope fresh at all.

4.3 The Content and Duration of Speech Were Confirmed from the
Video Recording

The content and duration of the conversations were confirmed from the video
recordings made simultaneously during the experiment. The average conversation
rate during the experiment is shown in Fig. 8. The average conversation rate was
calculated by dividing the conversation time by the time to complete the task in
each experimental condition. The conversation rate was increased by about 6.7%
in the anti-gravity condition compared to the normal gravity condition. The con-
versation rate in the anti-gravity condition was larger than that in the normal
gravity condition. The reason for this was to discuss how to move the object and
what route to take, according to the free description in the questionnaire.
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Fig. 7. Average of subjective score for perception between subjects

According to the video recording, there was little surprise or confirmation
under normal gravity conditions. However, in the anti-gravity condition, the
conversation was not only at the beginning but also at the end, discussing how
to move each lever for each operation. Surprise and impatience were also observed
in the anti-gravity condition in addition to manipulation.

4.4 Discussion

Counter-intuitive operations such as behaviors that are contrary to the laws of
physics may have affected the freshness and interestingness. Climbing up the
slope in the anti-gravity condition was evaluated as very fresh, which may be
one of the reasons why the motion of climbing up the slope in the anti-gravity
condition was evaluated as somewhat more interesting than the motion of going
down the slope in the normal gravity condition. It seems that it took more time to
talk to the participants in the anti-gravity condition than in the normal gravity
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Fig. 8. Average conversation rate

condition. In addition, some of the subjects commented that conversation was
no longer necessary as they got used to it, and this was strongly observed under
normal gravity conditions.

5 Conclusions

In this research, we used mixed reality to present counter-intuitive operations
and conducted a comparison of the effects of counter-intuitive operations on
communication. We found that the presentation of counter-intuitive operations
had an effect on the freshness and interestingness of the game and did not
affect the difficulty of cooperation. However, it was confirmed that the verbal
communication between the players increased 6.7% in average which partially
support our hypothesis. Learning counter-intuitive operations took longer than
normal intuitive operations, and the rate of verbalization increased. This suggests
that the counter-intuitive operation may have triggered the conversation. In the
future, it is important to verify whether freshness and other factors contribute
to the activation of communication.
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Abstract. There are competing priorities between creative freedom and the need
for robust, stable software frameworks to facilitate the rapid implementation of cre-
ative ideas in gamedevelopment. Thismay result in a disparity between systemand
user requirements. Qualitative data extracted from seminars at the GameDevelop-
ers Conference informs the design of several interviewswith veteran game-system
designers to explore this phenomenon.A survey ofmodular software plug-ins from
the Unity Asset Store then validates the interview findings and explores the bene-
fits of modular software architectures. Findings indicate that modifications to the
native user experience (UX) design of Unity and plug-ins that reengineer for dif-
ferent workflows are most popular. The most popular workflows provide for data,
asset, and project management. Discussion reflects on how modular architecture
can alleviate points of failure within a game engine’s architecture whilst providing
customized usability for different user needs.

Keywords: Game design ·Workflow · User experience · Qualitative analysis

1 Introduction

Video game development stands at the intersection between the disciplines of creative
design, system design and software engineering [1]. The software used to develop games
must provide a robust framework bywhich ideas and content can be rapidly implemented.
So-called “game engines” (also called “Integrated Game Development Environments”
(iGDEs), so as to not conflate the development software suites with the extrinsic (pri-
marily graphical rendering) libraries that compile and execute a game) must provide a
flexible software architecture to facilitate this with maximum technical accessibility for
less technically trained system/art designers.

The artistic nature of games demands that neither limit nor consensus be enforced on
what defines “a game” [2, 3], yet this poses a unique challenge to the designmanagement
of such software and the traditional requirements gathering process for identifying how to
deliver an intuitive user experience (UX) for uninhibited implementation. Furthermore,
developing video games is a multi-discipline task, demanding a range of artistic and
technical skills which may benefit from varied UX needs [4].

Until the emergence of more purposefully accessible “all-in-one” visual editors in
the early 2010s [5], common practice was to build toolchains to interface third-party
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tools and bespoke development environments (Fig. 1). But the advent of, and shifting
publication/access rights to, engines like Unity and Unreal have opened the discussion
of whether it is better to build an engine for a game or build a game using engines that
comes with much of the engineering precompiled and abstracted.

Fig. 1. An example architecture of a so-called “Game Engine”, highlighting the distinction
between the iGDE and Game presentation layers.

This investigation sought to profile 3 sources of qualitative data from game designers
relating to tool engineering by using content analysis. Whilst each source has limits in
isolation, cross-referencing 3 distributed sources to inform generalized findings about
tool engineering was thought to allow for a better understanding of the specific modules
game designers most need engineers to reflect upon. The first analysis looks at seminars
presented at the Game Developers Conference, the second analyzes transcript data from
interviews with 3 veteran game system designers and the third is a survey of the tools
and plug-ins commercially available on the Unity Asset Store.

2 Game Developers Conference Content Analysis

Prior requirement analysis derived from content analysis of “Game Tool” case-studies
indicated that tool engineering with a focus on quality assurance (QA) and iterative
design was a major concern amongst both game designers and tool engineers on small to
medium-sized development teams [6]. The findings were generalized and only identified
broad trends between disciplines of game developers and different studio structures.
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This prompted further investigation to better identify specific functional requirements
and possibly identify aggregate trends in game engine design management. Replicating
thesemethods and cross-referencing for either tooling or production key-phrases resulted
in some indicative observations, including:

• “Editor” was the most repeated key word, appearing 8.9 magnitudes (V) of standard
deviation above the average frequency (5.1 + 6.3V) across all 701 meaningful key
words or phrases. This indicates it is the “inductive generic”, thewordmost descriptive
of the sample.

• Tool-engineering key phrases: “Script(ing)” (μ + 7.9σ) and “Code” (μ + 1.7σ),
“Data” (μ + 5.1σ), “Animation” (μ + 4.3σ) and “Kinematic” (μ + 2.9σ) and
“Modular” (μ + 1.8σ), were also notably repeated above average across the sample.

• Iterative design and QA key phrases included “Iteration”, “Bug”, “Debug(ging)”,
“QA” and “Test”, and these made up 33.2% of all key phrase distribution.

• Collectively, the sample of key phrases relating to users, user-experience, creativity,
productivity, and workflow comprised 36.3% of all key phrases.

• Some seminars were in the context of utilizing general-purpose game engines (Unity,
Unreal, Frostbite) combined with bespoke modules/libraries to support their spe-
cific design requirements. Other seminars discussed entirely proprietary (“in-house”)
game engines or bespoke, self-contained, and automated tools built to support the
development, or even procedural generation, of specific games.

It is difficult to validate generalized knowledge from one sample of content analysis.
These key phrases could, however, be used to inform the design of further investigation.
Combined, each investigation could then be cross-referenced with these preliminary
findings to build a better representative aggregate of user needs.

3 Industry Interviews

Triangulation is the process of sampling multiple relevant data sources and cross-
referencing the findings of each analysis. This can be used to confirm theoretical models
and add detail to those models [7, 8]. Since, by nature, archival footage cannot provide
elaboration on any findings observed, interviews with suitably experienced participants
may provide stronger evidence to inform better design of game tools.

3.1 Interview Design

Interview questions were designed to use sentiment-evoking keywords to pre-
contextualise the participant’s answers towards different categories of observation, as
described in Table 1. Responses could then be codified as independent variables [9]. The
selection criteria of the candidates can be considered multiple factors of linear regres-
sion, with the most common sentiment mined from semantic coding of each response
serving as a dependant variable which can be measured. Participant selection criteria act
as coefficients of regression, adding to the experiment power, meaning a small number
of interview participants can be used to strongly contribute to the observable criteria for
a third investigation [10, 11]. The selection criteria for participation included:
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1. Primary discipline of system designer (as opposed to Artists)
2. AAA Studio and Small-Medium Enterprise (SME) studio work experience
3. Professional experience shipping a game using a proprietary engine.
4. Professional experience with either Unreal or Unity engines.
5. Worked on the development of at least 1 released game either operating as a service

for at least 5 years or perpetual open-access development for 5 years.

Table 1. Open-ended interview prompts and their respective semantic context-clues.

Q1 What technical limitations have you found most limiting when trying to
implement new ideas?

Semantic Keywords: Technical, limitation, implementation, ideas

Q2a What do you feel is the biggest loss in efficiency, sometimes referred to as
bottlenecks, in your development and iteration process?

Semantic Keywords: Efficiency, iteration

Q2b What do you feel is the biggest loss in efficiency in training new designers?

Semantic Keywords: Efficiency, training, designers

Q3a With 7 being high and 1 being low, what impact do you think this issue has on
your creative expression?

Semantic Keywords: Creative expression

Q3b (Optional) What are your thoughts of contextual development interfaces?

Semantic Keywords: Context-sensitive, interfaces

Q4 What does creativity mean to you as a systems designer?

Semantic Keywords: Creativity, system design

The reason systemdesignerswere selected over artists is due to the lack of constraints
on the scope of what system designers do within game design. It was thought this would
give the broadest perspectives on many tools, rather than the specialized tools different
disciplines of artists tend to use. The need to have worked at both AAA and smaller
studios was informed by the findings that tool needs and priorities differed depending
on the expectation that a studio will have more general-purpose roles or the scope
for large-staffed dedicated departments. Experience working with both proprietary and
modular, general-purpose engines helped to control the bias towards one or the other.
Finally, the requirement to have such extensive development experience on a single game
was to control for participants who may have used tools still in early-development or
not reasonably functional for fair measure.

3.2 Interview Analyses

After removing interviewer interjection or clarification there was 47 min and 35 s
(2855 s) of participant data at an approximate average rate of 2.67words per second.Con-
tinuing to replicate the methods used in the Interpretive Content Analysis model; Layers
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1, 2 and 3 (Literal, Contextual andObservational) were supplemented using 3methods of
content analysis: Lexicography, Coding and Distillation. Layer 4 (Meta-factor Analysis)
was predetermined by the design of the interview questions and participant criteria.

Lexicographical Analysis. There are some limitations to using the same word-pair
analysis used on the GCD data for interviews. The open nature of the interview ques-
tions resulted in more topical variance than GCD seminars. This, combined with the
smaller sample of word data, means the data distribution was weaker with fewer impact-
ful trends. Furthermore, the context-clue keywords from the question design had to be
removed from the data to avoid inflating their value: “Technical”, “Ideas”, “Limitation”,
“Implementing”, “Efficiency”, “Iteration” and “Context” are “leading” words. The tran-
scriptions removed the interviewer’s speech to further mitigate this effect. Words were
grouped by how many magnitudes of standard deviation they appear above the average
(Table 2).

Table 2. Frequency (f) of which key words or word-pairs occurred in the interview transcripts,
grouped by prominence as determined by magnitudes of standard deviation from the mean.

Very prominent (f > = μ+ 3σ) More prominent (f >=
μ+ 2σ)

Prominent (f >= μ+ 1σ)

Key
phrase

f Key
phrase

f Key phrase f Key phrase F Key phrase f

Game 59 New 36 Interesting 19 Space 14 Character 12

Engine 52 Make
more

27 Context 19 Working 13 Animation 11

Tool 46 Time 26 Creativity 18 Developer 13 Level 11

Work 41 Team 24 Feel 17 Unity 12 End up 10

Different 39 Designer 23 WoW 17 Object 12

“Game Engine”, “Engine” and “Tool(s)” are again a primary focus by a largemargin.
This is reflective of the GDC findings and highlights concurrency between data. Strong
focus on “team” and “designers” indicating a level of generalization reflective of expe-
rienced collaborative designers. “Making more” and “time” reflect the main metrics by
which productivity is measured. “Context” and “Feel” were almost exclusively used in
the context of tool user experience. The phrase “Space” lacks context in abstraction, but
reviewing the source data showed that it was often used as short-hand for “3D Space”,
“head space” (sic) and “work space” (sic). “3D space” references usability or functional-
ity within a level or scene, whereas “headspace” and “workspace” allude to concepts of
user experience or productivity [12, 13], whilst “Object”, “Character”, “Animation” and
“Level” each represent different workflows for game designers (Level Design, Anima-
tion andCharacter, and SystemDesign). Finally, the phrase “end up” typified a sentiment
of resignation with systems that do not work as expected, or desired, but can be used
imperfectly to achieve a goal.
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Finally, “WoW” was used as short-hand for the MMORPG “World of Warcraft” and
was the context for a bespoke game engines with a relatively long product life cycle,
18 years, maintained for a single game-as-a-service. For comparison, Unity is mentioned
slightly less and represent a more modern modular engine. Unreal was rarely mentioned.

Interview Coding. Coding is the process of assigning meaning to qualitative data in
a systematic way. Distillation is the process of recursively categorising semantic data
into less discrete groups of data, inferred from commonality between the meaning of
key phrases [14]. The data was reviewed, and timestamps placed denoting interview
structure (breaks, questions, clarifications) and subject categorisations (Fig. 2).

Fig. 2. Example of the coding process, starting with cataloguing the raw interview audio data
labelling and chaptering.

These codes were then assigned to 1 of 5 categories and given semantic tags. For
example, “3DNavigation”may be the subject, but this may be discussed in the context of
the task of prototyping “3D Block-Outs”. If a specific feature was discussed in this con-
text, it was noted, with either affirmative (positive) or contradictory (negative) statements
assigned to the given statement [15]. Word-association was used to divide participant
responses into discrete “chunks”. This is known as “open coding” and allowed the most
accurate model representation of the interview data (Table 3).

Once “open coding”was complete, a process of abstraction called “recursive coding”
sought to consolidate semantically similar codes into broader groups. These chunks are
then consolidated and measured for reoccurrence to give a better measure of the weight
assigned to topic across all participants. Continuing with the previous example, multiple
participants may discuss specific problems with “3D Block Outs” but they may each
discuss different tools or aspects that clarify their responses. An aggregate of the task
category would come under the discipline of “Level Design”, whereas the tools may not
semantically relate (Table 4).

Given coding is an intermediary step between literal and interpretive analysis, the
results expectedly reflected the lexicographical analysis. Each category of coding had
between 79 and 96 chunks assigned across all interviews. Affirmative sentiments were
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Table 3. An extract of the table used during the “open coding” stage of interview reviews. Each
row is self-contained by code category. Each column represents each expression of sentiment.

Task 3D block-out Pre-art
implementation

Rapid
implementation

Reengineering
assets

…

Affirmative
Sentiment

Abstract
proportions

Fast concept
testing

Consistent UI,
by context

“Pro-mode” 3D
designer UI

…

Contradictory
sentiment

Too much
freedom

Features
prioritised over
UX

Abstract relative
scaling (2D/3D)

Snapping
overrides

…

Experience or
reflection

Inadequate
requirements
analysis

Requirements
vary by
discipline

Too much access
to incidental vars

Not enough
accessibility to
data structures

…

Feature
highlight

Relative
scaling

Snapping Sandbox testing Prefabrication …

Table 4. An extract of the “selective coding” stage of interview distillation.

Task Level design System
design

System design System design …

Affirmative
sentiment

User familiarity System
testability

User profiling User profiling …

Contradictory
sentiment

Data
accessibility

User
profiling

Navigation
accessibility

Navigation
accessibility

…

Experience or
reflection

User profiling User
profiling

Data
accessibility

Data
accessibility

…

Feature highlight Controls Controls Prototyping Prototyping …

focused on designing tools for workflows and “contextual interface” design (47%).
Contradictory sentiments were split between two smaller trends, “data accessibility”
(24%) and “collaborative design” (17%). “Data abstraction” tools, including scripting
and data visualization, were the most discussed feature highlights (37%).

Interview Distillation. Much debate has been presented across most scientific fields
engaged with any analysis of naturalised (human) data about the validity, and practi-
cality, of presenting comprehensive depictions of nuanced user behaviour and opinions
[16–18] Themore data is abstracted fromaverbatim transcription, themore an observer’s
“theoretical priori” orientation may influence their neutrality [19]. With due considera-
tion to this, some summary findings from the interviews are presented here to provide
context for the data previously presented in abstraction, taken verbatim where possible:
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Question 1. On technical limitations on creative development:

• Engines are built “by programmers, for programmers”, with too much access to
variables without the ability to expose only what is meaningful.

• There is “inaccessibility to common tools/formats [in favour of proprietary ones]”.
• “All in wonder” tools (like Unity) limit accessibility by making anything possible
only once you know how to setup and build the underlying game systems.

• Technical limits on live collaboration prevents consistency in design intent between
disciplines.

Question 2. On losses of efficiency, both in a HCI and team-work context:

• Lost context, or noisy UIs, break the comfortable and intuitive headspace of design
task. This can overwhelm new users, distract experienced users, and slow down
proficient users.

• Learning how to do a new task is a huge limit. Especially in proprietary engines where
documentation is limited, and enquiries cannot be crowdsourced externally.

• Game data concurrency, especially in the context of live collaborative development,
can throttle the iterative cycle of design, implement and testing game “feel”.

• Repetitive or chain-tasks often require specific replication of inputs or task sequences.
Losing interface focus during these sequences often means starting over.

Question 3. The impact on creative expression returned a mean score (μ) of 6 out of
7, with a standard deviation (σ ) of 1.4, suggesting general agreement that responses to
question 2 heavily impact creativity.

Question 4. On the definition of creativity from the perspective of system design.

• Creativity is workingwithin the constraints of a system(s) to develop novel application
of, or interactions between, those system(s).

• Creativity is about communicating a system to a player through the design and
presentation of data in a way that is immersive and accessible.

4 Unity Asset Store Survey

Most content on the Unity Asset Store provides prefabricated art resources, not
functionality-adding components. A quick analysis of that repository provided no unex-
pected results. 3D art was more prominent than 2D art, with Sound and Visual Effects
(VFX) being considerably less in supply (Fig. 3).
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Fig. 3. Distribution (%) of art plug-ins on the Unity Asset Store, by art sub-disciplines.

Tools and plug-ins (modules) are a distinct category unto themselves and are further
sub-divided by a moderated tagging system. These tags tend to reflect distinct work-
flows or disciplines within game development, though some describe specific tasks or
functionality standard to most game engines. The distribution of these plug-ins provides
much more relevant data to the design of engine architecture than the artistic plug-ins,
as well as specific (and independently assigned) semantic grouping.

Table 5. Distribution of the sum number of plug-ins (f) in each category.

Category (f) Category (f) Category (f)

Utilities 1638 Game Toolkits 315 Sprites control 209

GUI 1248 Animation 314 Level design 150

Integration 1104 AI 297 Visual scripting 145

Particles & effects 593 Network 270 Video 89

Input management 455 Camera 263 Localization 78

Physics 387 Audio 257 Painting 49

Modelling 385 Terrain 234 Version control 18

There were several categories listed separately to the tool/plug-in that bear inclusion:

• Templates (2774 (f ) plug-ins), which includes precompiled Unity project structures,
data configurations, databases which support certain common game systems, tutorial
projects for learning to use Unity, and finally, resources packs by game genre.

• Services (21 (f ) plug-ins), which mainly included plug-ins for connecting game
systems and interfaces to financial transaction services or instant messaging APIs.

• Machine Learning (17 (f ) plug-ins), which provide a variety of neural net and
competitive agent libraries for programming AI for games.
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Across all tool categories, “Utilities”, “GUI” (including Unity GUI Managers) and
“Integration” tools were the most prominent categories (Table 5), occurring 2.9, 2.0 and
1.7 standard deviations above the mean frequency of all tool categories, respectively,
which was concurrent with data gathered from the interviews.

Whilst “Integration” has clear relevance to the software engineering and compati-
bility aspects of game development, “GUI” could refer to both the implementation of
GUIs into games, as well as GUIs for the Unity Engine. Regardless, GUI still has a clear
association relative to an aspect of game-design. “Utilities” is a semantically vague term,
despite it being (speculatively, causing it to be) the largest category of plug-ins. Deeper
investigation of the “utilities” categorywas carried out by sampling the 50most reviewed
5* plug-ins. Whilst this could not give a representative semantic assignment to the cate-
gory, it could provide data relating the most used and positively received plug-ins. This
can be used to complete the triangulation of the GDC seminar data and the interview
data. Some observations included:

• 80% provided modular GUIs to provide functionality not native to Unity.
• 63% re-engineered GUI elements native to Unity or extended/overwrote the function-
ality of existing Unity interfaces or tools.

• 28%provided interfaces or functionality formanaging, reviewing, or controlling game
data and data connected to game-assets. 4% were script-driven.

• 60%deliveredwork-flow enhancement for a given task or discipline, with 24% specif-
ically cited increasing developer productivity as a feature. Most examples being inter-
faces or scripts adding functionality to improve workflow for tasks including: pooling
and asset inspection (9), programming (6), level design (5), debugging (5), security
and data obfuscation (4), and quality assurance, texturing, animation, and particle
effect management (1).

• 54% provided methods and interfaces for game project file and asset management,
particularly for optimization.

• 28% provided functionality or interfaces for optimization of render and compute per-
formance, primarily through asset dependency calculation and asset pooling, though
some provided for the implementation of level-of-detail control on art.

• 6% provided tools for procedural generation for either 2D or 3D level design.

Reviewing rating to price ratio found that, of the 100 most expensive plugins in
each category (including any plug-ins of equivalent price to the price floor), 36–37%
of each of the 3 top categories did not have ratings, indicating insufficient reviews and
(implicitly) sales. Utilities had the most favorable ratings (62.7%, 4–5 star ratings), but
favorability was level across all 3 categories (62.7%, 56% and 57%, respectively).

Notably, quality assurance (excluding performance optimization) was a focus of very
few plug-ins; 1 in the sample of most popular tools, and 10 across all tool categories.
The “Testing” tag also yielded only 34 results. This is less than anticipated given the
relative focus on QA from SME developers at GDC.

Finally, in two samples taken 8 months apart (October 2020, June 2021), there was a
significant reduction in the number of System Templates (−24%, 878 to 667). Filtering
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for version-compatibility shows that much of this reduction came from deprecated sup-
port due to versioning. This highlights that the problems with legacy systems, alluded
to in the interviews, are not isolated to long-life proprietary systems/engines.

5 Conclusions

To summarize, across 3 investigations into different sources of game system designer
behavioral patterns and perspectives, there was repeated evidence in favor of designing
game engine user experiences that favor contextual design and optimizes for discipline-
aligned workflows.

The first analysis indicated that Editor design was the most referenced topic across
professional seminars reflecting on tooling or production issues. Scripting, Data, Ani-
mation and Modular (design) were key tasks of focus for tools, but phrases connected
to concepts of productivity, users and usability, creativity and workflow were the most
prominent phrases across all seminars.

The second analysis supported these findings and incorporated them into designing
interviews with seasoned game system designers. Those interviews emphasized contex-
tual design for given tasks is greatly preferable and that exposing too much data to the
point of over-accessibility is destructive to the user experience of any engine or tools,
with the caveat that controlling what is or is not exposed is preferable to not being able
to access essential data under any circumstances.

The third analysis highlighted the tools and utilities most used and reviewed by game
designers using the Unity Asset Store. These plug-ins largely override the functionality
and user experience of the Unity engine in favor of workflows optimized for given tasks
or aspects of game development. The most common of these was project and data/asset
management, primarily for performance optimization and project refactorization.

Modular architecture is common in both proprietary and general-purpose game
engines as it allows for the agile assessment of the game system designer’s needs.
When development of these modules can be aggregated across larger audiences (such
as the Unity Asset Store) there is an almost evolutionary “survival of the fittest” effect
that delivers enhanced usability. However, data management and abstraction are major
restrictions on meeting these needs, and further research is needed to understand how
data and creative design can be better interpolated to free up experienced designers and
increase accessibility to initiate designers.
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Abstract. Today, drones have become one of the most desired tech-
nological products by children and adolescents. Unlike console or table
games, the game based on learning to pilot a drone allows them to work
on their problem-solving skills. Many parents look for activities to share
with their children in their free time. However, in big cities, this can be
tricky. Learning to pilot drones in virtual reality environments can be a
hobby that can be fun for young and old, that can be shared as a family
and that can also be useful to improve their learning capacity and their
skills and knowledge. Under this situation, it is where gamification and
virtual reality environments can be used to generate drone training sce-
narios for children and adolescents from a fun and safe environment. The
work presents a design model of reality environments based on gamifica-
tion and the design of the user task associated with the flight information
guides. A case study is presented in which a proposed virtual reality envi-
ronment is launched for the training of recreational drone pilots and the
preliminary results obtained are presented.

Keywords: Virtual reality · Gamification · Interactive environments ·
Drone

1 Introduction

Nowadays the use of drones has a wide variety of applications, ranging from
civilian and agricultural applications to educational and entertainment purposes.
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One of the main benefits offered by the use of drones is the reduction of associated
costs, due to their efficiency and reliability with which they can perform various
tasks, even involving a risk factor [1].

Under this context, it is currently common for inexperienced users to have
access to these devices due to their low cost and variety of models for various user
needs. This is an area of opportunity to offer strategies that allow inexperienced
users such as children and teenagers to acquire the necessary skills to pilot their
drones safely and that the knowledge acquired is based on the regulations of the
region, the type of drone to be used and the user’s profile.

Emerging technologies such as virtual reality in simulated environments ori-
ented to drone pilot training can be very useful, as they allow pilots (children and
adolescents) to reduce the learning curve by obtaining prior knowledge before
flying a drone physically and in an environment free of risk of accidents.

If these virtual environments are also produced under the gamification app-
roach, the mechanics of the games are transferred to the virtual environment to
achieve the best possible results [5]. The reason why it is important to incorpo-
rate the gamification technique in the entertainment of children and adolescents
in the handling of drones is because they can learn by playing and thus acquire
knowledge constantly, and this makes children stay predisposed and alert to
develop flying skills in a shorter time.

This work proposes the application of virtual reality environments under a
gamification approach as a support tool to train children and adolescents taking
into account their skill level and flying needs, from beginner to expert levels.
As a result of this work, the first results of the implementation of a virtual
reality environment in children and adolescents in which they perform obstacle
avoidance and drone control tasks are presented.

This work is composed of 5 sections, Sect. 2 presents the types of users and
a classification of drones available in the literature. The proposal for the pro-
duction of virtual reality environments is presented in Sect. 3, Sect. 4 presents a
case study where a proposed virtual reality environment is tested and some pre-
liminary results are presented. Finally, the conclusions and future work section
is presented in Sect. 5.

2 Drone Types and Users

Drones are divided into two large groups, those that are considered autonomous
because they do not require human intervention during operation, and those
with remote control, which are those that require a pilot to act permanently in
the operation [1]. Zakora and MolodChik [6] in Table 1 present a categorization
of drones according to the characteristics of their designation, such as their flight
range and weight.

In terms of the types of users, the drone industry is mainly composed of
three sectors [1]. Recreational users, which are those who are usually new to
drones and use them for photography and video, tourism, recreational and leisure
applications; the most commonly used drones are those that are accessible and
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Table 1. Drone categorization proposed based on weight and flight range, by Zakora
and Molodchik [6].

Designation Weight range Flight range

Micro and mini UAVs close range W ≤ 5 kg 25 km ≤ R ≤ 40 km

Light UAVs small range 5 kg<W ≤ 50 kg 10 km = R = 70 km

Light UAVs medium range 50 kg<W ≤ 100 kg 70 km ≤ R ≤ 250 km

Medium UAVs 100 kg<W = 300 kg 150 km = R = 1000 km

Medium heavy UAVs 300 kg<W ≤ 500 kg 70 km ≤ R ≤ 300 km

Medium heavy range UAVs 500 kg ≤ W 70 km ≤ R ≤ 300 km

Heavy UAVs heavy endurance 1500 kg ≤ W R ≤ 1500 km

Unmanned combat aircraft 500 kg<W R ≤ 1500 km

low cost. Professional users, are those who already have experience in handling
drones and their use is more complex and refers to commercial applications
and therefore already have some technical and regulatory knowledge in terms
of drones. Finally, there are the training users, which are those who belong to
organizations and technical schools or universities and who are certified to train
personnel in drone operation. As presented in Fig. 1.

Fig. 1. User classification for drone operation [2]

3 Production of Virtual Reality Environments Under the
Gamification Approach

This section presents the production of virtual reality environments for the train-
ing of drone pilots under the gamification approach. These virtual reality envi-
ronments produced will be oriented to the different types of users identified
and the regulatory, safety, technical and technological aspects are considered
to allow the proper representation of the various types of drones and scenarios
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in an immersive environment considering aspects of gamification characteristic
of video games in a playful context in which the motivation of users can be
increased to achieve the objectives of training as drone pilots and offer a reward-
ing experience [9]. Following the steps of the production process of virtual reality
environments are presented.

3.1 Analysis

In this stage, the necessary elements are identified so that the virtual reality
environment complies with the characteristics according to the type of user to
which it will be oriented. In this sense, the user tasks to be performed within the
simulation environment are identified, the drone characteristics for its correct
representation in virtual reality and the guidelines according to the training
standards are identified. The training tasks include those activities defined by the
regulatory institutions related to aviation safety. These activities are practical
activities that aspiring pilots must pass in order to obtain a certification. Table 2
presents an example of the exercises applied by the State Agency for Aviation
Safety (AESA) of the Government of Spain to recreational pilot candidates [3].

Table 2. Recreational drone pilot training exercises, source AESA Spain [3]

Exercise Description Image

1
Take off the multicopter 10 meters away from you,
raise it to eye level, and hover for 10 seconds.

2

Steer the drone forward in slow flight and 20 meters high.
During its trajectory, make it zigzag (S-shaped trajectory)
by making a minimum of 4-course changes.

3

Same as exercise 2, but making the drone fly backward
(towards you / the pilot). Try to make the aircraft face towards you,
so that the controls are reversed if the drone does not have the headless mode.

4
Steer the multicopter laterally, both left and right,
making it reach a distance of up to 30 meters on each side of the pilot.

3.2 Design and Implementation

In this stage, the design elements for the production of virtual reality environ-
ments are defined, together with the components and tools necessary for the
generation of prototypes that can be implemented with the users in the training
sessions. This stage mainly proposes the following:

– Define the activities that the user will perform within the virtual reality
scenario, ranging from the instructions to interact with the scenario and the
objectives to be covered when executing the training tasks.

– Determine the characteristics of the simulation scenario to be recreated.
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– Define and design the virtual reality elements, such as drone model, the phys-
ical characteristics and behaviors within the simulation scenario, the objects
with which the user will interact and the objects that will be static within
the scenario.

– Define the gamification elements to make the virtual environment playful,
pleasant and motivating for the user (Fig. 2).

Fig. 2. Gamification aspects proposed for the production of virtual reality environ-
ments [5]

At this stage the incorporation of gamification strategies is determined. These
strategies aim to maintain the user’s interest and raise motivation when using
the virtual reality environment. Some of the gamification aspects proposed are:
[2,9].

– Accumulation of points: a qualitative value is assigned to certain actions and
points are accumulated as they are performed.

– Level scaling: a series of levels is defined that the user must overcome to reach
the next one.

– Obtaining prizes: as different objectives are achieved, prizes are awarded to
be collected.

– Gifts: these are goods that are given to the player free of charge when an
objective is achieved.

– Classifications: users are categorized according to the objectives achieved,
highlighting the best ones in a list or ranking.

– Challenges: it encourages competition among users, the best one gets the
points or the prize.

– Missions or challenges: to solve or overcome a challenge or objective.

The objective of incorporating aspects of gamification is to guarantee the
quality of the virtual reality environment, the quality of the platform in which
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it will be executed and the mechanics of the interaction [4]. In order to achieve
this, this stage takes into account the principles established by Akihiro Saito
[10], which are described below:

– An intuitive user interface.
– Avoid user confusion about what to do and how to do it.
– Define interfaces that help overcome the traditional learning curve.
– Provide the user with familiar interaction mechanisms to ensure integration

with the virtual reality environment.

3.3 Evaluation

It is important to have evaluation strategies that allow obtaining feedback infor-
mation to offer improvements to users and evaluate the user experience. The
incorporation of gamification aspects in the previous stage allows to establish
indicators that allow to obtain from the user, the amount of points obtained,
the fulfillment of tasks, unlock levels, etc. Regarding the evaluation of the user
experience, it is important to consider evaluations that consider the perception
of use and usefulness of the system (User Experience Questionnaire (UEQ) [11])
in addition to aspects such as ease of use (Computer System Usability Question-
naire (CSUQ) [8]), and how in general the user perceives using it in their training
activities (AttrakDiff [7]), among other evaluations that can be proposed. The
result of these evaluations will allow the improvement of virtual reality environ-
ments in order to increase the acceptance by users and trainers.

The following section presents as a case study the design and implementation
of a virtual reality environment proposed for the training of recreational drone
pilots.

4 Case Study

This section presents the prototype and preliminary results of a virtual reality
environment proposed for the training of recreational drone pilots implemented
in 24 students. This virtual environment is intended primarily for users who
have little or no knowledge of drones and can practice the exercises related to
the recreational level (see Table 2) in a simulation scenario which they can run
on their mobile device.

The proposed virtual reality environment consists of an instructional design
that consists of a set of instructions for use presented in audio form, at the end
of the instructions an option is enabled on screen to start with the activities and
the basic operation controls of the drone are shown. At that moment, an audio
indicates to the user the instructions related to exercise 1, after being completed,
the indications to perform exercise 2 are given, until completing the 4 exercises
established for a recreational user presented in Table 2. Within the exercises the
main objective is to collect a series of coins placed in such a way that the user
can practice the indicated movements to achieve his goal. As presented in Fig. 3.
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Fig. 3. Interface of the virtual reality environment for recreational users.

For the development of the virtual reality environment, the Unity 3D
videogame engine was used because it allows the reuse of 3D models and has a
wide range of freely available resources. As for the development aspects of the
3D scenarios, it allows the creation of 3D scenarios, interfaces and coding the
behavior of the objects in the scene and assigning them a specific behavior.

The procedure for testing the virtual reality environment consisted of provid-
ing students with the APK file to be installed on their Android mobile device and
they were asked to follow the indications that the system gave until completing
the four exercises for training recreational drone pilots. During the execution,
the system recorded the times in minutes of each of the activities performed
by the user to subsequently make an analysis of the user’s preromania, as pre-
sented in Table 3. It is worth mentioning that the exercises were designed under
the practices that are performed to train drone pilots for recreational users, as
shown in Table 2.

Table 3. Average time for each exercise and total time in minutes.

Exercise 1 Exercise 2 Exercise 3 Exercise 4 Total time

Mean 0.73 1.94 2.73 3.85 3.95

Std. Dev. 0.50 1.11 1.72 2.35 2.40

Once the virtual environment test was completed, the students answered
a survey in which it was found that approximately 70% of the students have
no experience in handling drones, only 30% stated that they had flown one
at some time. Regarding the students’ comments on the design of the virtual
environment, they stated that their preference lies in the fact that the training
scenario is visually more attractive due to the 3D objects present, the design of
the scenario that resembles a training field. Regarding the basic control interface
of the drone, most of the students stated as an additional comment in the survey,
that they are difficult to use at the beginning because of the sensitivity with
which the drone moves, but as time goes by and they perform the exercises they
acquire the ability to control the drone.
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5 Conclusions and Future Work

This work proposes the use of virtual reality environments as an alternative
for the training of drone pilots considering aspects of gamification in order to
maintain the user’s interest and raise the motivation to use the virtual real-
ity environment and that the knowledge is acquired in a playful and fun way
taking into account the existing rules and regulations of safety and aircraft.
Some stages are presented for the production of these virtual reality environ-
ments where aspects of gamification are considered that can be incorporated
into training exercises and that can raise the motivational factor and the fulfill-
ment of objectives within the virtual reality environment. Finally, a case study
is presented in which a virtual reality environment oriented to recreational users
is implemented, a set of exercises is defined and a mobile user interface for basic
drone operation control is presented, and some preliminary results are presented
on the performance of the system use and the user experience obtained after
using the system. Future work includes the incorporation of new exercises for
professional and recreational users, the incorporation of new types of drones and
the generation of new scenarios, as well as the incorporation of new user experi-
ence evaluation strategies that can provide feedback for the production of these
virtual reality environments.
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Abstract. Human beings are facing the crisis of deteriorating ecological envi-
ronment. To strengthen the cultivation of children’s environmental awareness and
make them develop the habit of environmental protection life are important parts
of ecological environment improvement and protection.

This study investigate and analyze the current situation of children’s envi-
ronmental awareness education which had found that the limitations of it is the
main reason why it’s so difficult for children to form environmental awareness and
habits. The purpose of this study is to conduct an interactive design which based
on AR technology, to enhance children’s environmental protection awareness,
to further enable them to form eco-friendly habits in their daily lives. Based on
Hook model, the study designs an AR game mechanics by considering children’s
psychological characteristics so as to trigger children take actions. The design of
game interaction mode adopts the Hook model. This study attempts to build an
ecosphere management model in the game and the main interaction mode of the
game is that players can use AR scanning function based on image recognition
technology to obtain virtualmodels of plants and animals to build their own unique
ecosphere. Players can experience the actions of cognizing and managing their
own ecosystem.

Keywords: Hook model · Children’s environmental cognition and behavior
development · Interaction design · AR technology · Embodied cognition

1 Introduction

The Emissions Gap Report 2020, published by the United Nations Environment Pro-
gramme, shows that in 2019, global greenhouse gas emissions increased for the third
consecutive year to 52.4 billion tons (excluding ±5.2) and 59.1 billion tons (including
±5.9), including greenhouse gas emissions from land use changes). [1] China, as the
world’s first total carbon emissions and the world’ s fourth economy per capita, is facing
great pressure to reduce emissions. In addition to carbon emissions, the water pollution,
soil pollution and air pollution coming with industrialization also bring great challenges
to the sustainable development of the ecological environment (Fig. 1).
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Fig. 1. Absolute GHG emissions of the top six emitters (excluding LUC emissions)

The importance of environmental education is self-evident, raising awareness of envi-
ronmental issues and environmental action. In addition to the accumulation of knowl-
edge, it also values people’s participation and action [2]. The purpose of this research is
to use AR games to study the interactive strategy based on the Hook model, to cultivate
children’s environmental awareness, and then to form environmental behavior habits.

2 Current Situation of Children’s Environmental Protection
Education

This study used an interview method to understand their ecological and environmental
awareness and daily environmental behavior habits through communication with 20
children aged 7–12. In addition, through issuing 110 questionnaires for teachers and
parents, they investigated the ecological awareness cultivation. The following problems
exist in children’s environmental education.

(1) Poor effect of the traditional education model
According to the research, the main model of environmental education that chil-

dren receive on campus is the teachers’ single theoretical introduction. This way makes
the children feel boring. Simple theoretical indoctrination cannot get good behavior
feedback, and the education effect is general. Through communication, children know
that they should save food, not littering, but according to parents’ observation of their
children, they cannot practice environmental behavior in daily life.

(2) Insufficient environmental action force of children
According to the research, some schools havemade a lot of efforts in the formof envi-

ronmental education. The main forms are musicals, campus environmental protection
activities, children’s comic books, etc. These forms are more novel than the traditional
environmental protection education, easy to arouse the interest of children [3]. It was
found that while these forms make boring theories interesting, children are still less
expressive throughout the study.
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According to children’s interviews, children were interested and curious about AR
games, and 60% of the children interviewed knew or were exposed to AR products
and expressed their willingness to try more AR games. Parents and teachers are also
agree with the teaching methods with fun. AR has been widely used in children’s teach-
ing research, such as child safety education, space cognition, language teaching, and
traditional learning methods have improved with the help of AR [4–6]. AR plays an
important role in cultivating students ’interest in learning. Its visualization of virtual and
reality improves students’ content understanding, long-term memory retention, learning
motivation and collaboration [7].

3 Embodied Cognition Enhances Environmental Awareness

Before cultivating children’s environmental behavior habits, children need to form an
awareness of ecological protection. Games start from the embodied cognition to help
children understand the importance of environmental protection. The core concept of
embodied cognitive theory is that human beings interact and communicate with them-
selves and the outside world, that is, body structure, nervous system, sensory organs,
combined with the corresponding activity methods, to gain understanding of themselves
and the outside world, and form cognition of the world in the brain. Cognition is the
result of the body’s interaction with objects in our living world in the appropriate way,
that is, the proper and effective interaction between cognition, body and environment
enables learning to occur [8]. In the AR game, children’s players can not only form cog-
nition on the senses, but also practice environmental behavior in the living environment
through their own bodies. In the game experience, children constantly gain experience
to form the cognition of ecological and environmental protection.

4 Eco-friendly AR Game Design

4.1 Children’s Environmental Game Mode Design

The design of AR games is to comply with the cognitive development of children. 6–12-
year-old children are more suitable for regular game forms [9]. In this study, the main
rules of the game are to let each child build their own ecosystem. In the game, some
small environmental tasks will be completed in reality, and children will receive certain
game rewards, such as the reduction of the carbon emission. During the course of the
game, children also realized the knowledge of what carbon emissions are and how to
reduce carbon emissions. In addition, children can also build a wider ecosystem with
other players. In the game, children can use image recognition technology to identify
animals and plants in their surrounding environment which can be transformed into
game models to build an ecosystem unique to the player. Players build the ecosystem
with the things around themselves, and when the ecosystem is damaged, they can also
feel deeper about how important it is to protect the environment around them.

(1) Game for the development of children’s environmental awareness
The game lets children through the ecological crisis to feel the potential hazards that

the environment breaks the ring. For example, the game ecosystem of players may face
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greenhouse crises, air pollution and sea eutrophication. These crises will be reflected by
the rising sea level of the islands, haze, and a large number of fish deaths in the ocean,
so that children can intuitively feel the harm of environmental damage. To eliminate the
crisis in the game, children need to make real-world environmental actions to protect
their ecosystem. After children practice environmental behavior, such as the carbon
emissions of the game ecosystem will be reduced, and the greenhouse effect crisis will
be solved. The video in the game will further explain to children what carbon emissions
are, what the greenhouse effect is, what the consequences of this phenomenonwill cause.
In the whole process of solving the crisis of the game ecosystem, children’s awareness of
ecological and environmental protection is based on their personal practice of children.

(2) Game helps children develop environmentally friendly behavioral habits
Children in order to protect their own ecosystem, fight with the ecological crisis, it

needs them to complete in real life within the power of environmental tasks, such as
not littering. Players in reality, through photos uploaded to the game, so as to protect
their own ecosystem. Out to protect the emotions of the game ecosystem, players will
continue to invest in daily environmental behavior, promote the formation of children’s
environmental behavior (Fig. 2).

Fig. 2. The game process

4.2 Hook Model Application of the Model in the Cultivation of Children’s
Environmental Habits

The AR game interactive design strategy is based on the Hook model, proposed by
Neil Yal, Ryan Hoover, author of Addiction, focusing on the four major product logic
that allows users develop use habits, including four elements: trigger, action, reward, and
investment [10]. The use of the Hookmodel is not tomake children addicted to the game,
but not to delay their study and life. The research aims to use Hook models to develop
AR games, to attract children to continuously participate in games, so as to cultivate
their ecological awareness and promote the formation of environmental behavior habits.

(1) Trigger
The game, dominated by internal triggers, internally triggers children’s curiosity and

the psychology of loving the game and everyday scenes in their lives, drawing interest
from children and enabling them to form good behavior habits in happy games.

(2) Action
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Action is the behavior that the product wants to complete after it reaches the user.
Considering the scope of children’s cognitive ability, the interactive design of the game
needs to be easy to operate, reduce learning costs, and improve their mobility while
also avoiding children spending a lot of time in the game. Depending on the age of the
children, the difficulty of the tasks they need to complete in the game will also vary.

(3) Reward
The game offers random rewards and continuous updates, in addition, children can

unlock new things step by step, increase the freshness of children, and keep them
enthusiastic about the game.

(4) Investment
The focus of the game is not to give children a lot of time and money in it, but on

the emotional input of children to realize that their environmental behavior can change
the natural environment and protect the home on which humans live.

4.3 A Study on Interactive Strategies of Children’s Environmental Games

(1) Sensory level
In order to establish a good immersive experience, the current augmented reality

games on the market usually add pictures with strong light and dark contrast and sound
effectswith high intensity and high recognition, to attract the attention of users. However,
the visual nerve and auditory nervous system of minors are still in the development
period. Compared with adults, the corresponding threshold value of external stimulation
is lower, and it is correspondingly more likely to produce damage due to excessive
stimulation. From the perspective of maintaining the physical and mental health of
minors, the production of design games for such groups, especially before the secondary
sexual development, should appropriately reduce the picture saturation and contrast, and
avoid too harsh sound effects [11].

As a supplement to attract users ’attention, it can be adjusted for the target group’s
preferences in the art design. Specifically, avoid complex art materials, and highly
abstract and summarize the virtual image prototype. The overall color style adopts high
lightness and low saturation, in order to reduce the sinking cost consumed by users in
understanding the game.

(2) Interface and operating system
Considering the nature of the product and the target population, in order to reduce the

risk of missed touch, too complex setting is not suitable to be set on the primary interface
of such games. The appropriate addition of similar language effects can effectively attract
the attention, with the appropriate changes of the screen to improve the efficiency of the
understanding of the game. Considering the play platform and the target population, in
order to avoid the excessive icon density, less operations should be done at the same
interface than the common game. At the same time, when predicting the user behavior
according to the operation logic, it should be unified with the overall art style in the
icon design, and avoid forming the abrupt feeling between the picture and the operation
experience during the process of playing [12].

(3) Immersive design
Considering the limitations of themobile terminal platform in display technology,we

can adopt fine model and optimization of real-time algorithms to improve the integration
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of the picture and real environment. In addition to the technical methods, we can also
improve the immersion of the game from the psychological level. According to the
principle of uncanny valley, within a certain range, the closer the nonhuman image
approaches to humans, the lower the inhuman feeling, but after the similarity reaches
a certain extent, people will dislike it. In the process of art practice, we found that the
more in a certain range of the image of the art increases the head and body ratio, reduce
the ratio of the limbs and the length of the trunk, increase the proportion of the eye in
the face or the closer to the “baby” image, the more likely to be favored by the audience.
In the collection target virtual image of art design, can be in the above highly abstract
summary concept, the virtual image to a certain degree of personification, or its “baby”,
to create intimacy, so as to enhance the user’s immersion in the process of interaction.

5 Conclusion

This study based on the Hook model discuss interactive design strategies for environ-
mental protection-class children’s games and Analyses the behavioral mechanism of
constructing “trigger-action-reward-investment” in the game to cultivate children’s envi-
ronmental behavior habits. At the same time, a specific plan is proposed to improve their
experience in visual and hearing, interface and operating system, and immersion. It pro-
vides a theoretical basis for the next practice of developing environmental education
games for children.
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Abstract. This research aims to develop a game that accurately simulates situa-
tions that would cause cognitive dissonance to the player. Cognitive dissonance is
a psychological concept that involves situations of conflicting attitudes, beliefs, or
behaviors that result in feelings of mental discomfort. The game is a visual novel
with choice-based decisions that will influence the ending of the story. The player
will have to make choices that will satisfy either their family for their happiness
or their boss for money to spend on their family. In order to assess and measure
the player’s cognitive dissonance, the investigators used a modified scale derived
from Sweeney, Hausknecht, and Soutar’s research which uses three dimensions
to measure dissonance after a major decision. The questions were in the form of
a 7-point Likert scale and were integrated within the game itself and presented
after the participant makes a major decision. The data was averaged for analysis.
Results had shown that the game developed was only able to simulate average
levels of cognitive dissonance.

Keywords: Digital games/online games · Game and flow/game immersion ·
Game psychology · Impact of game play · Player personality · Characteristics
and demographics · Simulation games · Video games

1 Introduction

Cognitive dissonance is a psychological concept that involves situations with conflict-
ing attitudes, beliefs, or behaviors which result in feelings of mental discomfort. This
mental discord results from a contradiction between two separate thoughts [1]. Some-
one who experiences cognitive dissonance may alter their attitude or behavior towards
a certain situation to relieve themselves of the discomfort they experience [2]. Festinger
claims that people have an inner drive to stick with their attitudes and behaviors to avoid
disharmony within themselves which he calls cognitive consistency [3]. When an incon-
sistency is present, something needs to change within that person in order to counteract
the dissonance [4]. Festinger and Carlsmith also found, in their theory of induced or
forced compliance, that a person that acts against their initial belief typically changes
their belief into what they acted as [5].

Moral choices are increasingly being used as plot tools in video games [6] which
makes them interesting to examine in a psychological context. These games involve
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making the player choose a choice both directly, where the game explicitly tells the
player to make a choice, and, indirectly, where the game may take in the player’s actions
and give it a consequence without telling the player that an event had occurred. In a game
made to induce cognitive dissonance titled Spec Ops: The Line, the player is tasked to
locate an army colonel and other survivors in a post-apocalyptic world. But throughout
the game, the player is forced to shoot and kill many innocents and supposed allies in
a game that involves saving them [7]. This causes cognitive dissonance in the player as
they become confused about whether they are the protagonist or antagonist of the game
and if what they’re doing is even right.

Given the above aspects of cognitive dissonance, the aim of this study is to develop
a game that would simulate situations that would cause cognitive dissonance. Cognitive
dissonance was measured using a questionnaire taken by participants after making a
major choice. Specifically, this study aims to answer the following questions:

1. How can a game be designed to incorporate choices that would have the player
experience cognitive dissonance?

2. To what extent does the game measure cognitive dissonance?
3. How does the participant resolve the discomfort brought about by cognitive

dissonance?

This paper presents an attempt to raise awareness and knowledge of cognitive dis-
sonance among the players who played Conflicts. Raising awareness of cognitive dis-
sonance is important because recognizing the conflict between personal beliefs and
behaviors can lead to an understanding of personal values [8]. A better understanding of
values facilitates decision-making skills [9]. This paper also contributes a novel attempt
at representing cognitive dissonance through a visual novel game.

2 Review of Related Literature

Thegoal of this study is to develop a game thatwould analyze howplayersmakedecisions
when put in a position of cognitive dissonance. This section discusses previous studies
that measured the concepts on cognitive dissonance and its effects in decision making,
how different types of games integrated these effects in their stories and mechanics, and
the effects of a player’s morality in making choices within games.

Shultz and Leveille of McGill University and Lepper of Stanford University
explained that cognitive dissonance arises when a person is forced to choose between
imperfect options, leading to the weighing out of imperfect options against each other
[10]. Festinger defined three ways on how to resolve cognitive dissonance. The first
one is to simply just change one’s beliefs. Second, by adding new beliefs that would
help outweigh the conflicting choices. And third, reducing the importance of the beliefs
would mean that people “rationalized” their actions to persuade themselves to choose
one of the choices [3].

2.1 Influence of an Individual’s Morality in Making Choices in Video Games

Holl, Bernard, and Melzer’s research aimed to gain insights on player perceptions of
morality in video games using a qualitative approach. They concluded that emotional or
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moral engagement and meaningful play are strongly connected with each other. One of
the framing characteristics they mentioned, consequences through rewards and penal-
ties, is relevant to this research as the researchers used this method to elicit cognitive
dissonance in players. This study shows that moral engagement is needed for the player
to actually be able to relate and use their personal beliefs and opinions in the game they
play [11].

Furthermore, the researchers Joackel, Bowman, and Dougruel, wanted to find out
if a person’s sense of morality plays a role in their games that might indicate how that
person may play other certain games [12]. They found that players do not get morally
disengaged when faced with moral issues in virtual environments but rely on their moral
intuitions to act accordingly.

These studies points are important for this research as they mentioned that partici-
pants need to be emotionally invested and act as if making decisions in the game were in
real life in order to get reliable results for the research. Participants need to be morally
engaged for them to use their personal morals and absorb the emotion coming from a
virtual environment.

2.2 Cognitive Dissonance in Video Games

Many video games available today use decision-making mechanics to inject cognitive
dissonance triggering scenarios. An example of such a game is Papers, Please which
lets the player simulate a border guard in a fictional communist country in war with its
neighbors. The player would need to decide whether to let people with invalid passports
and documents into the country. Narratives are used to convey why the people with
outdated travel papers want to get in to expose the player to imperfect options. Player
morality and judgement is needed here as punishments and consequences can occur if
you let in someone illegally [13]. Another example is Fallout: New Vegas which allows
the player to do what they want to do in an open world which includes making choices
and decisions that affect their karma or faction reputation. Conflicts uses this form of
reputation system to put player’s in a state of cognitive dissonance as they would have
to make conflicting choices between opposite factions.

2.3 Assessing and Measuring Cognitive Dissonance

Sweeney, Hausknecht, and Soutar developed a reliable scale to measure cognitive dis-
sonance. Their research focused on dissonance induction, which is the dissonance
customers felt after making a major purchase [14].

Sweeney et al.’s 22-item questionnaire measures cognitive dissonance using three
dimensions: emotional, wisdom of purchase, and concern over deal. The two cognitive
dimensions, wisdom of purchase and concern over deal, tackle a customer’s doubt over
their purchase and if they believe that they have been swayed by external factors, while
the emotional dimension deals with the negative emotions customers felt right after their
purchase. The researchers assumed that customers with higher dissonance would have
“greater difficulty in judging the quality of the product” and “lower levels of satisfaction”
which were supported by the 22-item scale built around the three dimensions [14].
Sample items from the questionnaire include “I felt disappointed with myself.”, “I felt



Conflicts: A Game that Simulates Cognitive Dissonance 489

I’d let myself down.”, and “I wondered if I had done the right thing in making this
decision.”, among others.

This study uses a modified version of this questionnaire to assess dissonance after
making a decision in Conflicts. We have used the three dimensions of cognitive dis-
sonance to assist in designing choices and situations that would induce the feeling of
cognitive dissonance.

3 Methodology

A game was created with decision-making checkpoints with the goal of making players
experience cognitive dissonance. Below is a brief description of the game concept and
design followed by the testing procedures.

3.1 Game Concept

Conflicts is a visual novel, story-based game that would put players in a state of cognitive
dissonance. The game design, theme, and gameplay on the puzzles were adopted from
the simulation game Papers, Please. The game also took inspiration from the Karma
System of Fallout: New Vegas by tweaking it to indicate Family and Boss Satisfaction
instead. Players were given rewards and penalties based on their in-game choices in the
form of Family and Boss Satisfaction and in-game currency [13].

The researchers prioritized the storyline and the choices the players would make as
the game concludes with different endings based on the player choices. Prioritizing work
will yield more Boss satisfaction while prioritizing family will yield more Family satis-
faction. The players would do missions every day in the form of minigames. After each
mission, the players can choose among different options that will increase or decrease
the Family and Boss Satisfaction. The player is given a salary every end of the week
which they may use to buy their family’s needs and wants. All dialogue in the game was
written in Filipino. As the game is set in an alternate Philippines, having the dialogue in
Filipino would increase immersion and relevance to this setting.

Story. The game is set in an alternate Philippines with an abusive government who is
hungry for more power. In the first week, the story introduces the player to this setting,
the characters, and basic gameplay. The player plays as an investigator trying his best to
provide needs for his family. The second week introduces the corrupt government and
police force who are trying to get evidence to incriminate an anti-government group who
the government labels as terrorists. The player would get a major choice of tampering
with the evidence or submitting the work done properly. In the third week, your son
mysteriously runs away from home which was then discovered by your character as the
leader of the rebellious group. By this point, the player would need to decide whether
to help his son in his work or continue helping the government in stopping their group.
In the fourth and last week, the police conducts a raid to finally catch and detain the
members of the rebel group wherein you can decide to apprehend your son or let him
go. After this, the last choices would either a.) ask you to officially help your son by
releasing him from custody or proceed to take your son in or b.) lie about your son’s
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whereabouts to your boss or tell the truth about there he went. To avoid repetitiveness
and stale gameplay, the game also implemented mini-games that also act as choices. The
mini-games to be played are relevant to the current part of the story to allow the player
to still feel like they are affecting the story and therefore, feel more immersed.

Endings. The game features multiple endings depending on the satisfaction meters you
achieved at the end of the game. The endings include a high Family Satisfaction ending
which is for our context, the onlymorally good ending. The lowBoss Satisfaction ending
and low Family Satisfaction ending are the low morality endings where the character
would suffer bad consequences. And lastly, the in-between ending also provides a bad
outcome.

3.2 Testing

In order to answer research questions 2 and 3, players were asked to play the game and
answer the modified Sweeney, Hausknecht, and Soutar questionnaire at certain points in
the game. After making a major in-game decision, the player had to indicate their level
of agreement to the statements using a 7-point Likert scale with 1 being the lowest and 7
being the highest. Major decisions are to be made at the end of each week starting with
the second week. As the game implemented varying choices that satisfy two different
sides of the game, having the survey, in both English and Filipino, right after the week
they made the choice would provide a more accurate result when the decision is still
fresh on their minds. Data gathered from the game was uploaded into a Google sheet
using an integration with Unity. Collected data were then analyzed.

A total of 15 participants play-tested the game. The participants were all current
Ateneo de Manila University students between the ages of 19–23. The participants
answered the cognitive dissonance survey once for each major decision in the game for
a total of three times.

4 Results and Discussion

The choice from week 2 caused the highest amount of dissonance among the players
with that choice having the highest averages for all 3 dimensions in all weeks. Week 3
came next ranking 2nd in all the dimensions except emotional. Lastly, week 4 averaged
the lowest in all dimensions except the emotional. The average ending satisfaction the
participants got for the family meter was 95.67 while it was 55.67 for the boss meter
(Table 1).

4.1 Analysis

A drop in overall dissonance can be seen among the participants week after week. The
week 2 choice had the highest dissonance felt but is only considered as average to above-
average strength in the Likert scale. Themajor choice fromweek 3 and 4 gave even lower
dissonance to the participants. Based on their answer to how they resolved the dissonance
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Table 1. Results gathered from the testing of 15 participants using a 7-point Likert Scale

Dimension Week 2 Week 3 Week 4

Emotional 3.1939 2.8359 2.9180

Wisdom of choice 4.8222 3.8222 3.6222

Concern over deal 4.2222 2.7555 2.6222

felt, for the first major choice in week 2, most players said that they were just doing what
they “felt was right” and they were still trying to get a feel of the game and the story. A
player stated that they still did not understand the implications of their choice so they
were just testing things out to see the effects of it by trying to find a middle ground in
the choices. Many players also mentioned choosing what they personally believe in to
resolve the dissonance. The next two week’s essay answers made it clearer as to why
lower dissonance was felt overall by the players. By this point, the players stated that
they had already gotten a feel for how the game gives out its rewards and consequences.
The players also stated that they had alreadymade up their mind in protecting a character
which meant that the choices moving forward were no longer hard decisions. This can
be clearly seen in the last major choice wherein most players had already fully accepted
which side they were going to take and fully believed in their choices.

As each player’s playthrough progressed, they tunneled into a side and no longer
thought much about the consequences of going against the other side. They put a lot
of belief in themselves thinking that their choice was the correct one no matter what
happens. It is also interesting to note that an overwhelming majority of the players sided
with the family and not the boss. This can be seen in the high average of the family
satisfaction and a middling average boss satisfaction. The researchers speculate that this
comes from the Filipino’s family orientedness which makes the testers more likely to
side with family overwork which can also be seen in the participant’s responses to how
they resolved their dissonance.

5 Conclusion

This study developed a game that would simulate situations that cause cognitive dis-
sonance among the players of Conflicts. Using insights gathered from the playtest-
ing through a questionnaire embedded into the gameplay. We draw the following
conclusions.

First, to answer RQ1, the design of the decision mechanics within Conflicts was
created such that the player is presented with imperfect options. The narrative forces
the player to choose between increasing his Boss satisfaction or his Family Satisfaction.
The story-driven visual-novel design made for an immersive experience that reinforced
the weight of choosing between the imperfect options.

To answer RQ2, The results of our testing showed that Conflicts was able to simulate
situations that caused cognitive dissonance but only to an average extent based on the
modified instrument of Sweeney et al formeasuring the degree of cognitive dissonance. It
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was observed that the gamewas not able to keep cognitive dissonance high all throughout
the game, as supported by the decreasing cognitive dissonance scores as the players
progressed through the weeks in the game.

To answerRQ3, the answers to the open-ended questions given via the embeddeddata
collection page within Conflicts revealed that, the participants resolved their cognitive
dissonance discomforts by deciding to trust in their choices once they were able to get
a feel of the game’s reward and punishments mechanics while playing the game.

5.1 Recommendations

The researchers recommend future researchers craft a lengthier, slower-paced, and more
engaging story to enhance the player’s immersion in the Conflicts game world. We feel
this would sustain high levels of cognitive dissonance throughout the game.

It is also important to incorporate more complex choices and unpredictable effects
so the player is not simply choosing one or the other for each choice. Introducing more
minigamesof escalatingdifficultymight keep the player engaged.Havingmore audio and
visual cues might also be helpful in providing players with a more gameful experience.

The researchers found that using a visual novel shifts the brunt of simulating cognitive
dissonance to how the game’s story is crafted instead of the mechanics or gameplay
elements present in the story. Perhaps other genres could provide a way to simulate
cognitive dissonance through the gameplay elements directly (instead of through the
narrative) to provide a higher level of dissonance to the player.
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Abstract. This paper presents “School Nocturnble,” a new type of eye-tracking
game, and explains about the development process.

Recently, the game industry has been actively applying various new technolo-
gies into games. It’s because gamers, who want more realistic and new experience
through game, have been reacting positively towards the industry’s new attempts.
One of the field that the industry tries to innovate through new technology is a gam-
ing controller. Eye-tracking technology is one of many technological innovations
in development of gaming controllers.

“School Nocturnble” is a 2D side-scrolling puzzle adventure game that uses
eye-tracker as an assisting gaming controller. A single player can control the
protagonist with a keyboard while they can also control the assist character with
the eye-tracker, solving puzzles and participating turn-based battles to save the
magic school “School Nocturnble” from its curse. The game was developed with
Unity 2019, Visual Studio 2019(C# code), and Tobii Unity SDK Version4. This
game can be played in Windows PC and requires Tobii Eye Tracker5.

The development of “School Nocturnble” focuses on providing new game
mechanics for gamers who prefers various experience and contents. At last, it’s
a meaningful attempt in both the gaming and eye-tracking field to use the Eye-
tracker as an assiting gaming controller, since it’s not as commonly used as its
potential.

Keywords: Video game · Eye-tracking · Game controller · Unity

1 Introduction

Recently, the game industry has been actively applying various new technologies into
games. It’s because gamers, who want more realistic and new experience through game,
have been reacting positively towards the industry’s new attempts.

One of the field that the industry tries to innovate through new technology is a gaming
controller. Eye-tracking technology is a technology that utilizes the user’s sight as an
interface. Eye-tracker, an Eye-tracking HW, is different with existing controllers that
use hands because it can control by only using eyes. A player can experience new and
special experience by using eye-tracker in game. With this potential, project “School
Nocturnble” decided to use the eye-tracker as an assiting controller.
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2 Program Design and Production

2.1 Game Summary

“School Nocturnble” is a 2D side-scrolling puzzle adventure game that uses eye-tracker
as an assisting gaming controller. A single player can control the protagonist with a
keyboard while they can also control the assist character with the eye-tracker, solving
puzzles and participating turn-based battles to save the magic school “School Nocturn-
ble” from its curse. The game was developed with Unity 2019, Visual Studio 2019(C#
code), and Tobii Unity SDK Version4. This game can be played in Windows PC and
requires Tobii Eye Tracker5.

2.2 Production Objective

• Introduce the new gaming controller, eye-tracker, to users who want new experience
and make them experience the potential of eye-tracker.

• Suggest new direction of gaming controller for disabled players.
• Provide aesthetical experience through cute graphics and story.
• Provide various gaming experiences through puzzles and battles.

2.3 Game Design

Game Objective
Players travel through stages to lift the curse from students and discover how themagical
stone that protects the school was destroyed.

Game Story
In the middle of Aster, a village shrouded in eternal darkness and curse of nightmare,
resides a school for magicians named the School Nocturnble. Nocturnble has a magical
stone that protects the village from curses, which have been protecting the villagers from
darkness and nightmares with light magic. After a long time, when the magical stone
has weakened, the protagonist joins Nocturnble as a freshman. After a short excitement
of going to the school for the first time, the weakened magical stone finally breaks and
the school is shrouded in curse. The protagonist begins the adventure with a glowing
creature to restore the broken stone.

Game Character
Players can control the protagonistwith a keyboardwhile they also control the assist char-
acter with the eye-tracker. Protagonist is a freshman that just got into the magic school.
Assist character is a glowing creature that has been sleeping on top of the watchtower.
There are 6 other important NPCs (Fig. 1 and 2).

Game Stage
Stages are based on the magical school “School Nocturnble.” School Nocturnble is
divided in 3 different areas: Sweven Hall of the West, Remental Hall of the East, and
the Main Hall in the middle. The Main Hall’s top floor is connected to the watchtower
and an underground cellar (Fig. 3).
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Fig. 1. Protagonios and NPC sketches

Fig. 2. Game stage structure

Fig. 3. Tobii eye tracker 5 that is used in-game
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Fig. 4. Using eye-tracker to interact the assisting character and object

Application of Eye-Tracker. In this project, the eye-tracker is used to control the assisting
character, solving puzzles, and battling. The code above is a code that allows to implicate
the eye-tracker in game environment. If there is nomain camera, or has no gazeOnScreen
value, it returns Vector3.zero (Fig. 4).

Controlling the Assisting Character. Player can activate the eye-tracker with a Tab key
andmove the assisting character. The code above connects the location of the eye-tracker
with the location of the assisting character. _gazePoint checks for most recent data and
reflects as the character’s movement).

Puzzle (See Figs. 5 and 6).

Fig. 5. Puzzle screens that can experience eye-tracker
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Fig. 6. Puzzle screens that can experience eye-tracker

Fig. 7. Battle screen sample

Battle (See Fig. 7).

3 Conclusion

3.1 Objective

The development of “School Nocturnble” focuses on providing new gamemechanics for
gamers who prefers various experience and contents. At last, it’s a meaningful attempt
in both the gaming and eye-tracking field to use the Eye-tracker as an assiting gaming
controller, since it’s not as commonly used as its potential.
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3.2 Benefit

Players can discover new potential of eye-tracking controls by playing the game. Fur-
thermore, through fine graphics, detailed characters, and effects, players can go through
an experience that is different from common PC games.

4 Future Plans

We will finish the production of the game and display “School Nocturnble” in an
exhibition by October.
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Abstract. Online transport regulatory policies are critical to the success of this
new type of transport. Tariff setting is a problem for online transportation users and
drivers who are considered unfair. The zoning of operational areas that need to be
underlined is the gap between conventional drivers and online drivers. This study
looks at online transportation users’ responses and drivers to tariff and zoning
policies for operational areas. The method used in this research is qualitative anal-
ysis. This research uses Nvivo 12 Plus software to analyze qualitative data, which
presents cross tab analysis and visual analysis. The stages in using Nvivo have
five stages including; data collection, data import, data coding, data classifica-
tion, and data presentation. The data that Nvivo had processed was then continued
for qualitative analysis. The data source was obtained from the Twitter data set.
This study’s findings indicate that the tariff setting has not provided a solution to
the gap between users and drivers of online transportation. The zoning of online
transportation operations does not yet have a solid legal umbrella to enforce so
that it still causes polemics between conventional and online transportation. This
research’s limitation is that this research only discusses the tariff and red zone for
online transportation. Recommendations for further research are grouping online
transportation problems in all urban areas in Indonesia.

Keywords: Online transportation · Policy · Technology

1 Introduction

Online transportation has existed since 2015 in Indonesia. The presence of online trans-
portation was started by Uber, followed by an Indonesian company, PT. Gojek and Grab.
Online transportation that uses ordering through applications can simplify the service
process. This online application-based transportation is a unity of ojek and communi-
cation technology [1]. The demand for online transportation in Indonesia is very high.
The data obtained show that 21.7 million Indonesians use online transportation [2].

Online transportation has both positive and negative impacts on the environment.
Online transportation’s positive impact provides convenience in ordering, lower costs,
and a more practical e-Money payment system. Comfort and safety are guaranteed
because online transportation provides complete information on the rider’s identity,
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such as name, contact, and driver [3]. Also, online transportation opens up new jobs for
Indonesian residents [4]. The negative impact of online transportation can be a nuisance
for conventional taxis [5].

The advantages and disadvantages of online transportation have not resolved the
problems in its operation. Setting tariffs is considered high and does not go through fair
arrangements by absorbing passengers’ and drivers’ interests. Then, zoning red, yellow,
and green without precise regulation from the government is considered detrimental to
drivers and passengers.

Tariffs and zoning for online transportation can generate public reactions in the form
of opinions. Social media, such as Twitter, most readily discern online travel customer
views. Some of the previous research results using Twitter data include analyzing public
opinion sentiment towards Gojek Indonesia [6]. Analysis of netizens’ perceptions of
government policies on online motorcycle taxis uses twitter analysis [7]. Analyze the
social media feelings on Twitter using the Naive Bayes classification technique on online
transportation [8]. From these studies’ results, the researcher is interested in analyzing
online transportation from a different perspective, namely analyzing tariff setting and
zoning policies for online transportation operations using user opinions via Twitter. This
study utilizes user opinions on the homepage@Gojekindonesia, @grabid, then searches
with the keywords “Ojek Online” and “ojol.” The Nvivo 12 Plus software for viewing
processed data in the visual format helps Twitter data analysis.

2 Literature Review

2.1 Online Transportation Arrangement

Online transportation regulatory policies are fundamental in supporting modern trans-
portation. Indonesia has issued a presidential regulation regarding the implementation
of online transportation. The regulation regulates that online transportation technically
requires cooperation with public transportation companies. It is mainly related to tech-
nical matters such as payment mechanisms, restrictions, and requirements, using digital
facilities. It is obligatory to report it to theMinister of Transportation, governors, regents,
and mayors of all the technicalities. This is an attempt to track the online movement [9].
Furthermore, one of the Ministry of Transportation regulations is implementing online
transportation to cooperate with established transportation companies and is not allowed
to use the Online application individually.

As the holder of power, the government has the right and authority to regulate and
create harmonious public transport policies. The government needs to present a suitable
policy by accommodating input from users and online transportation drivers [10]. The
Indonesian government has regulated this transportation sector innovation by issuing
regulations that have been challenged for judicial review and amendments and formulat-
ing an accommodative regulatory format by equating online transportation with special
rental transportation [11].

From online transportation until the emergence of regulatory policies, Indonesia
is still polemic in online transportation [12]. The published policies have not fulfilled
the interests of the various elements involved in it. The policies expected for online
transportation can provide benefits by paying attention to conventional transportation
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interests [13]. In this case, policymakers such as the legislative and executive, and online
transportation drivers can synergize supporting online transportation policy [14].

2.2 Online Transportation as a Disruptive Technology

The transportation sector revolution is underway, requiring us to think about doing
business and taking advantage of disruptive technology and innovation. Technological
developments can trigger changes that have never happened before so that they have
the potential to become a disruptor in the goods and services sector [15]. Disruptive
technology is a technology that uses a strategy by changing work patterns in competition
[16]. Because competitor companies are under tremendous pressure, requiring agile and
complex governance management [17].

Clayton Christensen found out about the bully invention hypothesis [18]. Various
definitions have defined the meaning of disruptive technology. First, disruptive technol-
ogy is a combination of new technology with existing technology. The combination can
be seen from the dimensions of the system or operation [19]. Disruptive technology is
a technology that dominates specific markets. Several technologies that arise automati-
cally can interfere with the existing regulatory regime [20]. Failure The existing market
is due to the inability to embrace these disruptive technologies [21].

Innovations in the urban mobility sector, such as online transportation, have been
proliferating. However, online transportation’s legality is unclear because transportation
that uses the internet network is a bully to the previous conventional taxi companies [22].
This type of online transportation company is disruptive innovation. This can be seen
from its ability to exploit digital technology to threaten the traditional taxi industry [23].
Online transportation technology has a disjointed line because it has upset an established
market [24]. This type of technology can cause conflicts related to regulations [25]. Not
only that, online transportation innovation can exhibit significant levels of disruption
and can potentially destroy the traditional taxi industry [26]. It is challenging for the
government as the regulator to overcome his arrival. The law to regulate the taxi industry
has not been able to regulate this type of online transportation.

3 Research Methods

This researchuses theNvivo12Plus software.Nvivo12Plus is used to analyzequalitative
data that presents crosstab analysis and visual analysis. The stages in using Nvivo have
five stages including; data collection, data import, data coding, data classification, and
data presentation. The data that Nvivo has processed is then continued for qualitative
analysis.

4 Discussion and Results

Diverse Dynamics of online transportation developments always occur in Indonesia.
Via Google Trends, headlines from 2018–2019 have always been a subject for online
communication media discussion. Issues that often arise in its development are tariff
settings [27], zoning of operational areas (Fig. 1).
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Fig. 1. Trends in online transportation topic in online media from 2018–2019. Source: [34]

4.1 Polemic of Online Transportation Arrangements

Problems in the workplace also involve those linked to wages and benefits that are not
what an enterprise offers. Like transportation sector companies, in practice, Online trans-
portation drivers earn inappropriate income from the company/platform. The fare setting
system for drivers is very burdensome because of the revenue-sharing system, with 80%
for drivers and 20% for companies. A study found related wages given by the company.
Gojek is unfair and is not under Law Number 13 concerning labor, emphasizing that
workers’ wages must meet a decent living [28]. Furthermore, the provisions in deter-
mining fees imposed by online transportation companies are not based on regulations
because they are not in the law [29] (Table 1).

Table 1. Guidelines for calculating service fees for using motorbikes with applications. Source:
[35]

Area Tariff lower limit Tariff upper limit Service fee

Zone I (Sumatra, Java, apart from
Jakarta, Bogor, Depok, Tangerang,
and Bekasi, Bali)

IDR. 1,850/km IDR. 2,300/km IDR. 7000–11,000

ZONE II (Jakarta, Bogor, Depok,
Tangerang and Bekasi)

IDR. 2,250/km IDR. 2,650/km IDR. 9000–10,500

ZONE III (Kalimantan, Sulawesi,
Nusa Tenggara Islands, Maluku
Islands, Papua)

IDR. 2,100/km IDR. 2,600/km IDR. 7000–10,000

The online rate calculation has been provided for in the Decree KP 348 of 2019 by
the Minister of Transport. The regulation describes the provisions of tariffs regulated
based on the region’s zoning, in which it regulates lower and upper tariffs. However,
the Minister’s decision did not provide a solution to the problem of determining tariffs.
Below can be presented opinion data of online transportation users on social media
(Twitter) (Fig. 2).
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Fig. 2. The response of drivers and online transportation users via Twitter

The above graphic gives the views of Twitter users and drivers of online transport.
On the @Gojekindonesia twitter homepage, 45% of public opinion is seen regarding
tariff issues. Then on the Twitter homepage @grabid, we can see 33% of users’ tweets
regarding tariffs. Furthermore, using the search term “Ojol,” it can be seen that 20%
of users’ tweets are related to tariffs. The tariff setting for driver-partner transportation
ideally tariff is determined by considering the system’s weight on the factors affecting
the rate to calculate an accurate figure by the government [30].

4.2 Online Transportation Operational Zone System

Operating Zoning System In different towns, online travel has been carried out [31].
Like conventional transportation activists, the city of Bandung has boycotted online
transportation by creating a no-operate zone [32]. The operating prohibition zone is
divided into three zones, including the red zone, which prohibits online transportation
to pick up, pick up and wait for passengers in the area. The yellow zone is allowed for
Online transportation to drop off and pick-up passengers but not allowed to wait for
passengers. The green zone is the safest area for drivers to deliver, pick up passengers
and wait for orders. The zoning aims to avoid conflicts between online and conventional
transportation [33]. Supporting data relating to the operational prohibition zone in Solo
City, Indonesia, can be seen in the following table (Table 2);

Zoning of the operational prohibition area for online transportation has been imple-
mented for solo cities. The table above shows that there are eleven red zone points
prohibited from operating, each of which is 200 to 500 m apart. The provisions are
enforced based on a joint agreement between conventional transportation activists with
the government and online transportation. Responding to the establishment of an oper-
ational prohibition zone for online transportation in Indonesia, several opinions were
seen through social media twitter as follows (Fig. 3);

Opinions of users and online transportation drivers via social media Twitter can be
seen in the graph above. Through management assisted by NVivo 12 plus with the data
source for the account @gojekindonesia, user opinion regarding the zone is 11%. Then
on the @grabid account homepage, the user’s opinion regarding the red zone is 55%.
Furthermore, Twitter data using the search for the word “Ojek Online” shows that user
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Table 2. Red zone online transportation operations prohibition. Source: [31]

Red zone area Limits Reach (meters)

UMS Bend Transmart – Gate UNS 200 m

Alila Hotel T-junction Hotel Alilla - Alley Delima II

Stasiun Purwosari Station Oarking - POP Hotel 500 m

Solo Station Balapan T-junction Hotel Pose in - Balapan Petrol Station 500 m

Terminal Tirtonadi T-junction Gilingan Interaction – Crossroad Terminal
and Underpass

500 m

Jebres Station Bend SMP 14 - Cross Front Station 500 m

RSUD Moewardi Kimia Farma - East Moewardi Hospital 300 m

RS Hermina The Exit Mom milk Jebres - Motor Stage 300 m

UNS Main Gate of UNS - UNS Gas Station 200 m

Legi Market Intersection Road Sultan Syahrir - Road S. Parman
Intersection

500 m

Market Klewer Park parking alun-alun North Square - Hasyim Ashari
Street intersection

500 m

Fig. 3. User responses related to rates via twitter social media

opinions related to the red zone are 11%, and the search for the word “ojol” user opinions
is 22%.

5 Conclusion

Online transportation tariff setting policies and operational zoning have become a long
polemic. Central and local government regulations have not been able to provide solu-
tions to solve these online transportation problems. User opinion regarding tariff setting
and operational zoning always appears on social media, Twitter. This research concludes
that the determination of tariffs and operational zoning has not provided a solution. The
limitation of this research is that firstly, this research only uses Twitter social media data.
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Both of these studies focus on discussing tariff and zoning issues for online transporta-
tion. For future research, a cluster study is proposed onmatters of online transport across
Indonesia.
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Abstract. The future of aviation should be safe, efficient, measurable, collabora-
tive, fair and transparent. New concepts like Collaborative Decision Making and
Performance Based Management at airports address these challenges demanding
human centered workspace approaches. Centralized and remote solutions have
taken into account and technical realization has been addressed. Conventional
widget based solutions, as well as gamification ideas are considered for the design
of the future workplace in a multi-stakeholder environment at airports. The work
results in possibilities to present complex data sets into a uniform and clear inter-
face design that meets the needs of the operators. Design elements were used to
ensure that the user will experience the most pleasant working atmosphere and
will be able to perform their activities effectively and in a goal-oriented manner.

Keywords: Performance based airport management · Collaborative decision
making · User interface design

1 Introduction

With more and more automation and digital assistance supporting humans in their work,
the need of a user centered interface and optimized work environment is growing. This is
also true for airports, that have significantly developed tomulti-stakeholder environments
[1], with complex structures, data information flows and new operational processes. New
concepts like Total Airport Management (TAM) [3] and Performance Based Airport
Management (PBAM) [2] have been introduced to further improve operations. As a
central element to these concepts, a collaborative decision-making approach, involving
the different stakeholders at airports, is defined. Work has been done regarding interface
design and cooperation of these stakeholders as well as user requirements for future
APOC operators in [4] and [5] have been evaluated by DLR. To support the existing
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approaches the following paper addresses the topic from a user design perspective and
details aspects for the future workplace of operators.

In collaboration between the University of Applied Sciences Osnabrück and DLR,
two workspace solutions are being developed to be used in an airport operation center
environmentwith a timeframe 2025 to 2030.With challenges of huge amount of different
data as well as to quickly identifying critical situations and their reasons, the goal is to
design a User Interface (UI) in combination with a workspace solution that creates a
collaborative decision-making atmosphere in order to optimize overall airport operations
(user experience design) [6].

2 Design Concept

The focus of this work is on the holistic view of the users and their relationship to
the technical system and interface design, which are combined to a future vision of a
workspace in APOC. The design process behind the workspace solution can be found
in [7].

Due to different initial situations at airports, in terms of financial resources, size and
infrastructure [1], two concepts for aworkspace in a centralized and decentralized control
center are being developed. The resulting onsite and remote solutions are based on the
sameUI and shown on different hardware devices. In addition, an approach for the use of
object-oriented representations in three-dimensional space has been developed for better
visualization of complex data correlations. Therefore, emerging technologies, such as
Mixed and Virtual Reality, has been used to display these correlations in virtual and real
environments. Moreover, the design options for the work environment and ergonomic
requirements for the workplace are also considered in order to create a human-centered
business workspace in terms of interaction and collaborative decision making. Out of
these three aspects (interface, VR/MR-application, workplace), this poster addresses the
design of an interface for an interactive visual system in an APOC.

3 Prototypical User Interface

For the design of the interface the results from the Airport2030 project, carried out
in 2014, have been used [8]. An APOC setup with a prototype interface was used with
airport operators in an operational environmentworking in shadowmode (seeFig. 1). The
idea of an APOC UI was generally considered useful as a predictive tool. However, the
designmakes decision making difficult because the UI was very extensive and confusing
because of a complex and for the user not familiar visualisation, which made interaction
time consuming. Based on this user feedback, the design in this work should be created
from a user-centered and application-oriented perspective [8].

In addition to the DLR results, cross-industry research was conducted to become
aware of future workplace design trends. In the wake of digitalization and globaliza-
tion, emerging technologies show great potential for collaborative workspaces in terms
of natural communication, decision making and less complex visualisation. Parallel to
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Fig. 1. Exemplary APOC setup [8]

this, the desire of the workforce for more individualization and a human-centered work-
place design is increasing. Accordingly, technological and social innovations must be
combined to a holistic workspace design.

For this purpose, suitable hardware devices for the two work environments (on-
site/remote) were selected as examples:

– Multi-touch display. The multi-touch display is to be used in an on-site workspace
in a central airport control center, where there is an increased need for coordination.
It is hoped that this will lead to a more intuitive handling of the hardware. For the
presentation of the UI, a 58-inch display was used as an example.

– Curved Monitor. At smaller airports, a lower coordination effort is expected, which is
why operators might have two different jobs. Accordingly, a 49-inch curved monitor
is used as an example in the remote workspace of a decentralized control center. This
enables the control of two computer sources and a seamless design. In the event that
various tasks are combined, the monitor enables the content to be flexibly displayed
in one HMI.

For the concept of the workspaces, a prototypical user interface was created based
on responsive design elements. The behavior of the design is exemplarily simulated on
a multi-touch display (see Fig. 2) and a curved monitor (see Fig. 3).

Due to the complex airport structures and the resulting large fluctuating amounts of
data, the UI should show a situation-adaptive behavior. Widget application are used, as
they are variable in their number, size, arrangement and depth of information. Informa-
tion is prepared in a partially redundant manner, allowing users to grasp and assess the
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Fig. 2. UI multi-touch Fig. 3. UI curved screen

complex environment. This is intended to create a holistic situational awareness. The
individual widgets are unified into a coherent UI through a uniform interface design.

The aim of the prototypical UI is the adaptation of complex data sets into a uniform
and clear interface design that meets the needs of the operators in the airport control
center (see Fig. 4). Moreover, it should create a common platform for joint decision-
making processes. In addition, communication can be initiated by means of the UI,
which can enhance collaboration and social exchange.

While widgets can be configured individually, there are recommended arrangements
based on the physiological characteristics of humans. Widgets that require the user’s
attentionmost, should beplaced in the center of the interface.There, the highest sharpness
and colorfulness can be perceived by the human eye. Inactive or less used widgets should
be placed at the edge of the display. However, if they change or show deviations, motion
or strong contrast changes are used to draw attention to this element [9].

In general, animations were used to locate workflows in time and to optimize the
user’s understanding of the processes. Thus, the overarching situational awareness can
be strengthened.

Under the gamification approach, users should be motivated in their work by more
emotionally designed UI elements in order to maintain their attention and increase their
work performance and quality [10]. Therefore, numerical values are visualized and
supported in the interface with the help of graphical elements. Color coding andmultiple
content loading of individual elements are intended to create connections between the
widgets and help users understand the interrelationships of processes and workflows.

4 Design Evaluation

The UI design of the remote and on-site workspace was placed into an application
context by simulating an exemplary user journey. The design- and interaction design
mockUp showed that the interface in the user journey scenario was structured logically
and purposefully. Complex processes were designed and visualized in a simplified way.
Consequently, it can be assumed that it was made more accessible for the user. Critical
situations are visually highlighted, which can potentially lead to faster recognition. The
interface offers the possibility to join conferences and thus shows away for joint decision
making and provides space for collaborative work. Thus, it can be assumed that the
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Fig. 4. Prototypical APOC UI

previously used experimental interface setup is now designed in a more user-friendly
way in terms of situation awareness, situation overview and decision making.

By simulating the UI in a remote and on-site workspace, the responsiveness of the
design concept could be tested and adapted. Despite the different screen formats, all
content could be conveyed correctly without loss of information. Instead of multiple
screens, modern hardware solutions were used. Multi-touch and curved-screen tech-
nologies bring new impulses to the workplace design of an airport control center. They
show potential for the application area of this work. The evaluation could only be done
partially. A proper validation has to be tested with the responsible operators.

5 Conclusion

In this extended abstract, a design approach of an UI for a workspace in a future airport
control center is shown. This approach was tested and iteratively optimized with the help
of simulations and designMockUps. In the future, usability testing have to be conducted
with airport operators under real circumstances to evaluate the concepts [11].

For the first time, designers were involved in the development process as support for
visualizing the concept around the use cases TAM and PBAM which had the advantage
that HCI were examined from a design development perspective and adapted to users’
needs.

Themerger of interdisciplinary institutions for the research of HCI and its workspace
environment can be seen as novel and enriching in this context and provide new impulses
for future research.

The project presented here is supporting the strategic research topic of an Integrated
Airport Management of the DLR Institute of Flight Guidance. The aim of this work was
to propose solutions from the point of view of design and UI methodology and to discuss
them for validity.
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In addition, the project was to design a possible user interface (UI) in combination
with a workspace solution that creates a collaborative work situation in order to optimize
airport operations as a whole.

Due to complex interdependent airport processes and the lack of test options so far,
the results of this project must be seen as a hypothesis. The results are based on the
specialist knowledge from design and usability research, but at this point in time they
do not claim to be operational. They serve as a basis for discussion and development for
future HMI in an APOC environment.
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Abstract. Drones* are on every horizon. They are an essential part of military
defense, telemedicine, agriculture, construction, security, firefighting, search and
rescue operations, NASA space exploration and Hollywood film production.

Drones are referred to by many different names. Whether referred to as Unin-
habited Autonomous Vehicle (UAS), Unmanned Combat Air Vehicle (UCAV or
Remotely Piloted Vehicle (RPV), the reference is to an aircraft piloted from the
ground. The importance of psychomotor abilities (stick and rudder) in drone oper-
ations is a diminishing one. Considerations for autonomous flight success include
the operator’swillingness to rely on a computer for decisions. Thismay be a partic-
ularly important factor for Uninhabited Air Systems (UAS) war fighting efficacy
[1].

*Drones, UAS, UAV and RPV are synonymous terms used interchangeably.

Keywords: Drones · Autonomy · Human autonomy teaming · Military
operations

What can be expected of future military drone missions was suggested by DARPA
(Defense Advanced Research Projects Agency) in “In the Sky and on the Ground, col-
laboration vital to DARPA’s CODE for success”. [2] Modern drones are dependent on
satellites. The most obvious is through GPS, which has in a few decades moved from
cutting-edge military enabler to an integral part of daily life for both military and civilian
communities. GPS enables far more complex and accurate navigation than the high error
tolerances of inertial management before it, but GPS signals can be jammed or, in a worst
scenario, the satellites in orbit could be destroyed. Besides GPS, military drones can be
remotely piloted with signals relayed through a permissive electromagnetic spectrum
and sometimes even carried by satellites in orbit.

The result is a new software infrastructure enabling drones to work together. Mission
goals are accomplished without the need for a dedicated human pilot to remotely control
each drone.Autonomy is designed primarily as away to overcome jamming and continue
operations in denied environments.

Autonomous swarms refer to dozens of drones overseen by the same crew it once took
to pilot a single aircraft. This technology has significant implications for the future of
aviation warfare. Civilian drone applications appear limitless. NASA drones and Rovers
lead the way for space exploration and our future.
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Military advantages of drones are numerous:

1. Compared to drones, equipping fighter jets and training pilots is expensive
2. Drones are expendable. Drone waves can be launched with acceptable losses far

greater than anything acceptable using manned aircraft
3. Drones can swarm.Asdrones become less costly hundreds of themcould be deployed

into aerial battlefields, quickly overwhelming the Air defense of any opponent. Even
sophisticated anti-aircraft systems would fall victim as there would be too many
targets for them to engage successfully

4. Drones could potentially achieve air superiority within minutes of an attack. By
destroying an enemies Air Force and completely overwhelming their air defenses
with numbers, drones could obtain air superiority so quickly that an opponent may
choose to surrender rather than leave their ground forces and installations open to
destruction from the air

5. Drone pilots are protected from harm. Since military drones can be operated from
bases on other continents, losing pilots may become a thing of the past. For example,
no g-forces and related aviation hazards for aviators to contend with

Pilots transitioning to remote control requires adjustment. For example, pilots in
manned aircraft can see outside, hear the engine noise and feel the turbulence. A pilot’s
situational awareness is immediate whereas drone data is limited. Student drone pilots
quickly learn where to access drone information that in a manned craft would be at their
fingertips. For example, in the case of a lost data link, a drone is programmed to return
to either a pre-programmed location or its original launch point. When that happens, a
pilot needs to know what the programming is and change it if needed.

Boredom an Issue. Drones are so sophisticated that they need less flying thanminding.
Flying a drone does not require continual focus when at the controls. Pilot’s report that
hovering a craft while waiting for a target makes it difficult to be fully alert when
needed. This makes boredom a unique but genuine problem among pilots that can affect
performance and create difficulties when pilots need to respond quickly

There is some evidence suggesting that pilots with less flight experience behind
the drone controls is a better strategy than the other way around. A report examining
drone accidents showed that pilots with real flight experience made more mistakes than
operators with no flight experience. That’s because “pilots learn to rely on a set of cues
non-existent in the management of UAS (Uninhabited Air Systems) so it is unclear that
pilots are the best qualified drone operators [3].

Lt. General David Deptula reported that the Air Force has “experienced a 600%
increase in demand for unmanned missions in the past decade. They are very important
and very effective”. According to General Deptula, “drones hit what they are aiming at
95% of the time” [4]. DARPA’s CODE program is focused on the capability of groups
of drones to synchronize under a single “drone pilots” supervision. The drones would
continuously evaluate themselves and their environment while presenting recommen-
dations to a UAS team for approval. Drones designated for military combat require a
high technology support base. At a minimum, secure long range communications and
advanced computer technologies are minimal requirements for supporting drone flight
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Fig. 1. Image of an Army Predator drone (courtesy of DARPA)

operations. Additionally, as drone technology improves, the support team flying them
requires advanced training. When flying a drone configured with expensive cameras,
sensors and weapons, the margin of error is non-existent.

We have stressed the military applications of drones. However, civilian industrial
applications are increasingly using drones to improve and optimize industrial processes
as well as enhance operational efficiencies. For example in sea ports, drones can perform
applications such asmapping, surveying, operational oversight, portmonitoring and traf-
fic control. Additionally, agricultural, insurance and real estate industries are benefiting
from drone utilization. Drones are also used for medication and prescription delivery,
blood donation delivery, laboratory sample collection and delivery, vaccine storage and
delivery and organ transport.

As technology improves and manufacturing costs decline, the focus on the human
factor and developing predictive measures of team compatibility becomes significant to
mission success.

If the postulate of compatibility is correct we need to focus not only on selecting
well-qualified individuals, but we also need to select individuals who can be compatible
within a group. Compatibility refers to “the relations between two or more persons that
leads to mutual satisfaction of interpersonal needs and harmonious existence.” [5]

There is increasing recognition of the role of compatibility in a variety of operational
environments. Maximizing interpersonal effectiveness is a goal of cockpit resource
management (CRM). In some operational environments, such as in Special Forces
Teams, and for teams functioning in isolation and confinement (e.g., long duration space
flights, Antarcticwinter-over and space exploration) compatibility is particularly critical.
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In these environments we recognize the crucial role that interpersonal factors play in
operational performance. Investigators are looking closely at interpersonal issues in these
environments [6].

Selection of individuals tends to focus on screening out psychopathology and screen-
ing in intelligence and cognitive processing capacity. Very little attention is paid to
selecting individuals based on their non-pathological interpersonal characteristics. The
best person for the job may not necessarily be the best person for the team.

The question remains open: Can self-report personality measures be used to form
groups of individuals who are likely to be maximally compatible. Field studies and
group/team simulation activities provide a direct means of observing teams engage in
task-related activities. These studies also allow for the measurement of the team’s pro-
ductivity. However, the field-study approach to team assessment has considerable costs
and doesn’t easily permit the evaluation of all possible permutations of team mem-
ber groupings. A validated measure of interpersonal compatibility would be far less
costly and time consuming. Additionally, a (self-administered) test would allow for the
modeling of all possible groupings of potential team members.

Clearly, we need to match our advances in the selection of individuals with advances
in methods for selecting and forming effective teams. It is likely that the instruments that
work with one population or for one type of activity will not be effective elsewhere.With
the inevitable advent of manned planetary deep space exploration, our measurement of
interpersonal characteristics will need to be better understood. The role of situational
variables and their interactionon the characteristics of teamswill likely includebiological
and psychological predictors.

References

1. Kay, G., Dolgin, D.L.: Team compatibility as a predictor of team performance: picking the best
team. In: NATO Research and Technology Organization (RTO), RTO Meeting Proceedings 4,
December 1998

2. Collaborative Operations in Denied Environment (CODE) (Archived): Mr. Scott
Wierzbanowski

3. Nethus, T.E., Schiflett, S.G., Eddy, D.R., Whitmore, J.N.: Comparative Effects of Antihis-
tamines on Aircrew Performance of Simple and Complex Tasks Under Sustained Operations.
ArmstrongLaboratory, USAir Force SystemsCommand,AL-TR-1991-0104,December 1991.

4. Interview With Lt. Gen. David Deptula, USAF (Ret.) https://www.defensemedianetwork.com
5. Schutz, W.: The Interpersonal Underworld: FIRO A Three-Dimensional Theory of Interper-

sonal Behavior. Science and Behavior Books, Inc., Palo Alto (1966) (ISBN:0-8314-0011-0)
6. Schutz, W.: Beyond FIRO-B-three new theory-derived measures-element B: behavior, element

f: feelings, element s: self. Psychol. Rep. 70, 915–937 (1992)

https://www.defensemedianetwork.com


Desirable Backrest Angles in Automated Cars

Martin Fleischer(B) and Nikko Wendel

Chair of Ergonomics, Technical University of Munich, Boltzmannstraße 15,
85747 Garching, Germany

martin.fleischer@tum.de

Abstract. This study was conducted to explore the effects of NDRTs (nondriving
related tasks) on driving posture. For references on seating postures, the seat back
angle was the examined measure. The objective of this study was to conclude
if certain NDRTs, like reading and eating, result in specific NDP (nondriving
postures). Another aspect of this study was to compare NDPs by drivers doing the
same NDRTs when a steering wheel and pedals were present to when there were
none. This was done, as in future scenarios there will be no more need of steering
wheels and pedals inHAD (highly automated driving) vehicles. Therefore, the seat
angle of 30 participants doing ten NDRTs in a modular driving simulator were
examined. All NDRTs were performed twice by the participants. Once with the
steeringwheel and pedals present and oncewithout. The seat angleswere collected
and analysed using a 2-way factorial repeated measures ANOVA. Following that,
a pairwise t-test was conducted to explore correlations between the NDRTs and
the differences in having a steering wheel and pedals present or not. The results
showed that the absence of a steering wheel and pedals did not have a significant
impact on the seat angle. Whereas NDRTs showed a big influence on the seating
angle, of which the NDRT “relaxing” resulted in the highest seat back angles and
therefore had the strongest influence on the seat back angle within all tasks.

Keywords: Automated driving · Non-driving related activities · Non-driving
related tasks · Human factors · Backrest · Seatback

1 Introduction

With the rise of automated driving the interior of vehicles is subjected to change. When
the driver becomes a passenger, customers’ needs shift from those related to the driving
task to those related to non-driving activities. Being no longer optimized for the driving
task the parameters of the adjustment fields of the car need to be more like those in other
transportation means. Airplanes, buses, trains or luxury cars driven by professionals for
the costumer can serve as role models for the designers of highly automated vehicles. If
the intended use case is focusing on productivity activities, such as working with paper
or with a laptop, regular office guidelines can be consulted. In trucks this might pose a
feasible way. In cars the limitations in the z-axis complicate invalidate these approaches.

Besides the prominent H30 measurement for the design of vehicles, the A40 is one
of the features that define the seating posture of the occupants. In accordance to [1] A40
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is defined as the angle between the vertical line through the H-Point and the torso line of
the driver. In conventional vehicles A40 is around 27°, in trucks the angle is sharper up
to 10° [2]. Porter and Gyi [3] found that smaller participants preferred steeper backrest
compared to taller persons.

[4–8] have gathered various A40s for non-driving-related activities. While [6–8]
considered the relaxing activity only, [4, 5] reviewed more activities. When taking all
numbers reported for sleeping and relaxing in these publications into account, it leads us
to an average backrest angle of 44.7° (SD = ±16.3°). For other tasks the publications
do not provide a consistent set of activities, thus the individual values are to extract from
the original sources.

2 Methodology

A study with 30 participants was conducted in a simple setup (Fig. 1). One participant
had to be taken from the sample. The participants were asked to perform ten non-driving
related tasks (Table 1) and they got 10e for the participation in the experiment. A
conventional car seat with a H30 of 350 mm was adapted to measure A40. Similar to
[9] two different scenarios were presented to the participants. One scenario included a
steering wheel at the usual position in the car, the second one did not include a steering
wheel at all. The participants were asked to take seat in the mock-up and perform each
of the ten tasks in both scenarios. The backrest angles were adjusted by the subjects
until a favorable perceived configuration was found. The A40 was then recorded and the
next activity was started. The participants’ height ranged from 1.60 m to 1.89 m with an
average of 1.76 m (SD ± 0.07 m). The gender of the participants was not surveyed.

Fig. 1. Experimental setup scenario with steering wheel
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Table 1. List of non-driving related tasks

Task Description

Reading Reading a magazine

Eating Eating of a pretzel and sweets

Observing landscape Looking around the room

Talking to another passenger Talking to the investigator, who is sitting on the co-driver’s seat

Relaxing The participant takes a comfortable resting posture

Smartphone Texting and surfing on the smartphone

Tablet Playing a game on a tablet

Paperwork Filling out a questionnaire (part 1)

Laptop Filling out a questionnaire (part 2)

Talking on the phone Holding the cell phone to the ear for a phone call

Two hypotheses were tested using a two-way ANOVA (α = .05) carried out with
JASP:

H0,1: The non-driving related task has no significant influence on the backrest angle
H0,2: The scenario has no significant influence on the backrest angle.

3 Results

The ANOVA results (see Table 2) show no significant effect of the scenario on the
backrest angle. However, the tasks have a highly significant effect on A40. The mean
angles and standard deviations for each task are shown in Table 3.

Table 2. ANOVA results

ANOVA - A40

Cases Sum of squares df Mean square F p η2

Task 12760.130 8 1595.016 33.737 <.001 0.346

Scenario 0.000 1 0.000 0.000 1.000 0.000

Task * Scenario 242.483 8 30.310 0.641 0.743 0.007

Residuals 23827.931 504 47.278
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Table 3. Means and standard deviations of A40 for each task

Eating Observing
landscape

Paperwork Reading Relaxing Smartphone Tablet Talking
on the
phone

Talking
to
another
passenger

Mean
A40

24.3° 25.5° 25.1° 28.2° 41.8° 29.5° 29.2° 27.8° 26.5°

SD 5.0° 4.7° 7.5° 6.6° 10.1° 6.9° 5.8° 7.4° 5.7°

Looking into the differences between the specific tasks using a Bonferroni-Corrected
Post Hoc Test it can be seen that there is the consistently highly significant difference
between relaxing and the other tasks as shown in (Table 4). For the other tasks only
Paperwork-Smartphone (mean difference = 4.3°, p = .028), Eating-Smartphone (mean
difference= 5.2°, p= .002) and Eating-Tablet (mean difference= 4.9°, p= .006) show
significant differences.

Table 4. Post Hoc comparison of relaxing to the other activities

95% CI for mean difference

Tasks Mean difference Lower Upper SE t pbonf

Relaxing Talking to another
passenger

15.3 11.3 19.3 1.277 11.991 <.001

Observing
landscape

16.3 12.3 20.2 1.277 12.734 <.001

Paperwork 16.7 12.7 20.6 1.277 13.044 <.001

Smartphone 12.3 8.3 16.3 1.277 9.641 <.001

Tablet 12.6 8.6 16.6 1.277 9.871 <.001

Talking on the
phone

13.9 10.0 18.0 1.277 10.951 <.001

Eating 17.5 13.5 21.4 1.277 13.679 <.001

Reading 13.5 9.6 17.5 1.277 10.600 <.001

Figure 2 shows the boxplots for A40 in correlation to the tasks and without the
influence of the scenario. It is to be noted that Relaxing leads to many outliers in the
range between 60° and 70°.
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Fig. 2. Backrest angle (A40) in correlation to the non-driving related tasks performed by the
particitpants

4 Discussion

Similar to the literature described, the observed A40 lies around 40° for a relaxing
posture. It must be emphasized, that [5] reported angles around 60°, which can also
be observed as outliers in the newly gathered data. The rather high number of outliers
during Relaxing might hint to a binominal distribution as the sample gets bigger.

For the other tasks, it can be said, that the desired A40s largely show no significant
differences.
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Abstract. To better understand users and their information demands, it is useful
to divide them into user groups. These user groups can be assigned characteristics
andmobility preferences.With the help of these parameters, the individual user can
be better addressed. In this work a user model was created for the commuter and
validated with mobility data. Based on this model, an analysis tool for mobility
data was developed. The mobility data analysis tool was designed to identify
commuter routes in the dataset. The analysis tool was tested using daily mobility
data collected by student in 2018 using the app “MobiDiary”. The results of the
analysis show that filtering the trips with the criteria “trip purpose” and “start
time” can be a first approach identifying commuter trips. However, a more precise
filtering of commuter routes is much more complex. The general findings of this
work indicate, that themodel trained on the labeled data set, where the participants
provided trip purposes, needs to be aware of more parameters for being able to
identify commuter trips only based on not labeled trip data.

Keywords: Mobility pattern ·Mobility data · Analysis tool · User model

1 Introduction

The best possible and constant information of a user is the goal of apps for travel
assistance. Particularly in local public transportation, this is an important component
for increasing the attractiveness of the service. In order to be able to inform users more
precisely, different user groups must be described in models. With the help of these
models, the information systems canbe better adapted to the users.According to the study
“Mobilität inDeutschland” 23%of trips are forwork and education [4]. Commuter routes
are assumed to have more comparable characteristics to leisure routes, for example.
Furthermore, commuters are an important user group for public transport.

Therefore, in this paper, a user model for a commuter was created. Based on this
model, an analysis tool was developed to analyze mobility data and to filter commuter
routes from this data. The analysis tool was then tested with mobility data from students
at Karlsruhe University of Applied Sciences. Finally, these results were analyzed and
discussed.
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2 State of Research and Technology

2.1 Introducing Commuter Model

In order to better describe a user, it is useful to assign him or her to a user group. A
user profile can then be created for these user groups, describing the characteristics
and mobility preferences of this group. This profile data includes information such as
demographic data, availability of and familiarity with transportation, available tickets,
preferred means of transportation, preferred distances, preferred total duration, desired
comfort and acceptable delay, purpose of the trip, date and time,weather, traffic situation,
current schedules, luggage, fellow riders [8]. For illustration purposes, personas can
also be created for the user groups, which describe this user group as an example.
The described mobility preferences can also be assigned to these personas, resulting
in different scenarios and use cases. This makes it possible to derive requirements for
software solutions [2]. One way to create a commuter model would be to analyze smart
card data. Smart cards require users to hold their card up to a terminal when entering
and exiting a public transportation system. This check-in/check-out process stores when
a card was held up to a terminal at which station. Here, analogous to the analysis of
tourists that has already been performed, a classification of stops could be performed
and thus the volumeof commuters at this stop could be inferred [7]. The problemwith this
approach is that smart cards are not that widespread in public transportation, especially
in Germany.

2.2 Introducing Mobility Data

In order to describe the user group as accurately as possible, the characteristics of these
groups should be derived from as much data as possible. Electronic route diaries are
ideal for this purpose. There, users can have their paths recorded via a Global Navigation
Satellite System (GNSS) and specify a path purpose. Requirements for data processing
are error detection and filtering of the measured data, path recognition, automatic mode
recognition and user verification of the recorded paths [5]. An electronic trip diary can
already be used to determine themost importantmobility preferences such as the purpose
of the trip, date, means of transport used, duration and distance.

3 User Model

With the help of the mobility preferences, a user model can be created for the commuter
user type. This user model, shown in Fig. 1, illustrates which data can be used to describe
a commuter. On the one hand, it can be viewed from the user’s perspective. A lot of
information can be obtained from users, especially with the help of their smartphones.
Important data here are movement data from route diaries. Information about which
ticket is being used can also be important. Smart cards with check-in and check-out
offer very good evaluation options for public transportation. An evaluation with classic
monthly and annual passes is much more difficult to implement, since not all journeys
are registered here. With classic monthly and annual passes, an additional survey or an
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additionally kept trip diary is necessary. It is important to work out the habits of the
individual user: Which route is his commuter route? At what time of day does he travel?
From where to where is he traveling? What means of transport does he use? Does he
have to change trains? On the other hand, information about commuters can be obtained
via the infrastructure. The central question here is to work out what the destinations of
commuters are. Such commuter destinations could be stops in city centers, near industrial
areas or train stations. The long-term goal is to develop a system that can recognize from
supplied data whether the user is a commuter. A self-learning system can link the two
areas of user and infrastructure described above and classify them using the following
questions: When does a commuter drive? What route does a commuter take? Which
ticket does a commuter use? Where does a commuter go?

Fig. 1. Commuter model

4 Mobility Data Basis

In this work, path data from students of the Karlsruhe University of Applied Sciences
from 2018 were available for the analysis. The students recorded their daily trips under
two different questions. From 10.10.2018 to 16.10.2018, the students observed their
general mobility behavior, and from 17.10.2018 to 23.10.2018, they were to avoid using
motorized individual transport in their mobility. The routes were collected with the app
“MobiDiary”. This data was chosen because a unique user IDwas stored here in addition
to a path ID. This makes it possible to assign routes to a user. In addition to the pure
route data, the routes stored via the app contain extensive information such as weather
information and “nearby places” [1, 6]. “Nearby Places” refers to important locations
near the GNSS coordinates. This information was not used extensively in the present
work, but in the further development described in the outlook there is the possibility to
include this data. In order to be able to analyze the path data in the analysis tool, they
had to be converted into a certain format. After the conversion, 308 paths from 24 users
were available for evaluation.
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5 Analysis Tool MobiDiary

5.1 User Interface

The input menu was arranged on the left side, the map display on the right side. The user
interface is built up step by step for better clarity. First, route data can be read in JSON
format. After reading in, a user can visualize all paths on the map or filter the paths.
Further, he gets all users with the number of paths per user output. The user can choose
whether he wants to make the further filter options for all users or for a certain user.
Afterwards it can be selected whether all ways of a user or all users are to be represented
or a defined filter for the user type “commuter” or “commuter (only public transport)” is
to be used. Alternatively, the user can set his own filter options. Here, the trip purpose, the
start time (hour, minute, second) and the means of transport can be specified. According
to the selection, the suitable routes are displayed on the map and the route information
is output. As way information the wayID, the userID, the way purpose, the start time,
the (total) duration, the (total) distance and the wayStages with the number of the stage,
the means of transport, the duration and the distance are given.

5.2 Filter Options

The defined filters “commuter” and “commuter (public transport only)” were derived
from the commuter model. It is assumed that trainees, students and employed persons
have similar commuting behavior. Therefore, only trips with the trip purpose “edu-
cation”, “work” and “home” are selected. Further, commuters are assumed to travel
primarily during the morning and afternoon rush hours. The rush hour times used in this
tool are based on times collected in a study using smart card data. There, it was found
that in the morning, the rush hour is between 6:30 and 9:30 am, and in the afternoon the
time window is longer, from 4:30 to 8:00 pm [3]. However, in this tool, the time periods
were adjusted to 6:00 to 10:00 in the morning and 16:00 to 20:00 in the afternoon. This
adjustment was made because of the specific data used. The filter for the morning rush
hour was extended to 10:00 a.m. because the start of the second lecture block is at 9:50
a.m. and trips made by students who live close to the university should also be included.
In the filter “Commuter” all means of transport are shown, in the filter “Commuter (only
public transport)” only the means of transport bus, streetcar, suburban railroad and sub-
way. The criterion “ticket” described in the commuter model is not taken into account
in this analysis tool.

6 Analysis of Collected Mobility Data

6.1 Hypotheses

The analysis and evaluation of the data focused on the following hypotheses:

1. The defined filters can be used to determine a user’s commuting paths.
2. With the filtered paths, conclusions can be drawn about the behavior of a commuter.
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6.2 Procedure

To test the hypotheses, themobility data described abovewere analyzed. For this purpose,
of the 24 users, the paths of the seven users with the most paths were examined in more
detail. These seven users together completed 241 of the total 304 paths. It was examined
in more detail, which paths were output via the filter option “all paths of the user” and
which pathswere output via the filter “commuter”. Here it was analyzedwhether and if so
which paths the filter “commuter” did not select and for which reasons. For comparison,
the result outputs from the analysis tool of the routes drawn in each case were compared
and the criteria route purpose and start time were compared with each other. Routes that
were not present in both result outputs were marked. Finally, an attempt was made to
identify outbound and return trips from the commuting trip data. For this purpose, the
route information was evaluated and the routes were compared on the map display. A
query of path data with the commuter filter can be seen in Fig. 2.

Fig. 2. Analysis tool MobiDiary

7 Results

The seven users with the most trips completed 241 of the 304 trips. Of these 241 trips,
63 trips were selected as commuter trips, representing 26.14% of the trips.

The user with the most trips completed 53 trips, of which 11 trips were selected
as commuter trips by the “Commuter” filter. The user with the seventh most trips has
completed only 12 trips, of which three trips were selected as commuter trips by the filter
“Commuter”. The proportion of commuter trips is relatively similar between 20.00%
and 36.36% for all users considered.

When analyzing the selected routes, it was found that some routes with the purpose
“education” or “work”were not selected as commuter routes.Here it could be determined
that these routes were not selected because the start time of these routes did not fit into
the specified time window of 6:00 to 10:00 and 16:00 to 20:00. However, since these
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routes clearly also count as commuter routes, they should also be selected by the filter.
In developing the analysis tool, the “classic” commuter was initially assumed. For the
“classic” commuter who travels to work in the morning and home in the afternoon, this
filter would presumably provide good results. However, the data at hand are students
whose commuting behavior differs from this. Students have a schedule with different
times for the start and end of lectures, so commuting trips are also made during the day.
In the analysis tool, only a later lecture start time of 9:50 a.m. was taken into account.
Therefore, trips made by students whose lecture does not start until 11:30 or 14:00 were
not selected by the filter. For this particular data set, the filter would have to be adjusted
to consider these time windows as well.

Another problem is that the trip purpose “home” is used as a return trip for all other
trip purposes. The filter used selects all trips with this trip purpose in the specified time
window. However, these do not necessarily have to be return trips from the lecture/work.
The filter incorrectly selects a certain number of trips as commuter trips, since they
correspond to the filter selection but are not commuter trips.

Ideally, the filter for the present data set would have to select all trips with the trip
purposes “education” and “work” and an arrival time in a certain time window around
the start of lectures or all trips with the trip purpose “home” with a start time in a
certain time window around the end of lectures. According to an initial analysis, with
an improved filter for each user, a good 20% more commuter trips could also have been
selected as such. However, the question arises whether an adaptation of the filters to this
specific data set is at all reasonable. The goal should be to find out the commuter routes
from different user groups. The available data only served as a first test. However, the
approach of checking the arrival time for the outward journeys and the start time for the
return journeys in a specific time window could be adopted.

It was also examined how many of the commuter routes were covered by public
transport. Of the 63 commuter routes selected, 25 were made by public transport. This
corresponds to 39.68% of the commuter routes.

Furthermore, an attempt was made to identify the outward and return routes from
the route data of the commuter routes. For evaluation, the trips were sorted based on
trip purpose, start time, duration, distance, and mode, and predictions were made about
potential trip pairs. These predictions were verified by displaying the potential path
pairs on the map in the analysis tool and comparing the paths with each other. (Shown
in Figs. 3 and 4.)

Fig. 3. Outward route
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Fig. 4. Return route

8 Conclusion and Outlook

In this work, an analysis tool for path data was developed from a commuter model.
This tool was intended to detect commuter routes from a set of path data. The analysis
of the path data showed that the user behavior of the students of the considered path
data deviated from the assumptions in the commuter model. Paths that met the defined
filter criteria were identified as commuter paths. However, a relatively high proportion
of commuter trips were not selected in this particular data set. Furthermore, it was found
that for the trip purpose “home”, the criterion start time alone is not sufficient to identify
return trips of commuter trips.

The first hypothesis that the defined filters can be used to identify a user’s commuter
routes could only be partially verified. The identification of commuters from trip data
cannot be mapped by the trip purpose and start time criteria alone. An analysis tool
that can identify commuter routes must be more complex in design than the present
prototype. However, the analysis has provided insights to improve the analysis tool.
Therefore, the second hypothesis, that filtered paths can be used to draw conclusions
about a commuter’s behavior, can be considered verified.

A filter for commuter trips would have to select all trips with the trip purposes
“education” and “work” and an arrival time in a certain time window, respectively all
trips with the trip purpose “home” with a start time in a certain time window. It should
be noted that trips could not be selected because a user mistakenly entered the trip
purpose “education” or “work” for the return trip instead of the trip purpose “home”
when recording the trip. It could be shown that commuter routes do not necessarily
have to include a public transport mode. Filtering for commuter routes that only contain
means of public transport is not mandatory for identifying commuter characteristics.

A next step would be to adjust the filtering of start or arrival time. The filter can
be further developed so that it can find a return trip for an outbound trip similar to the
analysis performedmanually. In addition to the start time, the datemust also be evaluated
here. Furthermore, the GNSS coordinates must be used in addition to the criteria of route
length, route duration, and means of transport used. Thereby an area around start and
destination could be defined. In addition to the GNSS coordinates, the “nearby places”
stored in the route data could also be used. “Nearby Places” are used to compensate
for inaccuracies in GNSS coverage by evaluating the “nearby Places” of the start and
destination points of the paths in addition to the GNSS coordinates. A corridor can be



534 T. Gartner et al.

defined between the start and destination areas along the as the crow flies line between
the areas. This corridor would allow a user to not necessarily use the same route on both
paths.
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Abstract. In order to increase acceptance of automated mobility on-demand
(AMoD) it is essential to provide high usability along the whole user journey.
The user’s challenges of getting to flexible pick-up locations and the identification
of the booked shuttle need to be addressed from a user-centered perspective. A
workshop was conducted with HCI experts to create user-centered smartphone
interface design solutions and elicit means of augmented reality (AR) for three
scenarios: 1) navigation to the pick-up location, 2) identifying the pick-up loca-
tion, and 3) identifying the SAV. Post-hoc fundamental AR information elements
that provide users with high usability to overcome the aforementioned challenges
were identified and visualized. Results of the workshop serve as a starting point
to iteratively develop AR-aided user interfaces of virtual ride access points that
cover the user journey of AMoD.

Keywords: Virtual ride access point · Automated mobility on-demand ·
User-centered design

1 Introduction

1.1 Motivation

In future mobility, the transition from conventional fixed route public transportation to
demand responsive transportation solutions, like on-demand ride pooling (ODRP), is a
foreseeable scenario. Especially, in combination with shared automated vehicles (SAV)
ride pooling services show great potential in terms of reduced resource consumption,
traffic congestion, and convenience for its customers [1, 2]. These innovative forms of
automated mobility on-demand (AMoD) services are characterized by the utilization
of flexible pick-up locations that are set up spontaneously by the service providers’
algorithms when customers book a ride [3].

New requirements in terms of human-computer interaction (HCI) and user experi-
ence of the novelmobility service arise. Research has shown that predominantly usability
aspects of the vehicle are critical for user acceptance of automated mobility on-demand
[4]. However, in order for AMoD to be utilized by the majority of the users addressed,
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it is essential to provide high usability along the whole user journey. This paper focuses
on information that needs to be provided to users of AMoD prior to boarding the SAV.
It is crucial that the user’s challenge of getting to flexible pick-up locations and the
identification of the booked SAV are also addressed from a user-centered perspective.

Taking these aspects into consideration the concept of virtual ride access points
(VRAP), as a specific form of smartphone HCI with means of augmented reality (AR)
in the context of AMoD, helps users to seamlessly encounter the SAV at flexible pick-up
locations. An early stage prototype of a VRAP had been introduced in a previous user
study and meaningfulness of the HCI concept was evaluated positively [5].

However, it remains unclear which exact AR information items are helpful to users to
master the aforementioned challenges most efficiently. By conducting a workshop with
HCI experts the authors were able to identify fundamental AR information elements
that help users to overcome specific pain points in the AMoD user journey prior SAV
boarding, i.e., navigation to the flexible pick-up location and identification of pick-up
location and identification of SAV.

1.2 Virtual Ride Access Points and Augmented Reality

The concept of VRAP is of importance when users of ODRP are guided to a pick-up
location to await the shuttle. In pooled ride situations vehicles are dispatched in real time
to pick-up/drop-off customers at flexible locations. Fares are bundled in one vehicle and
routes are adjusted accordingly. Customers have to walk the first and last part of the
journey and share the same vehicle with other customers who want to go into similar
direction. Providers try to balance efficient pooling and vehicle detours.

As users book a ride with a smartphone, the ODRP provider determines a pick-up
location and shuttle. The users receive information about the vehicle (e.g., plate number,
vehicle type), the pick-up time, and are guided by information on the smartphone to the
meeting point to board the shuttle. There is no physical cue to identify the flexible pick-
up location on site. When arrived at the meeting point, the user is awaiting the vehicle to
get picked-up. Already at the beginning of the user journey three main challenges arise
for the user: firstly, to navigate to the pick-up location; secondly, to identify the exact
meeting point where the user can expect the vehicle to stop; and, thirdly, to identify the
right pick-up vehicle. It is likely that the user is in a foreign city and has to solve the
tasks under time pressure. All challenges are common in state of the art ODRP services
with flexible pick-up locations and are expected to become even more difficult with the
deployment of SAVs.

By providing users of AMoD with meaningful information elements in reference to
the street environment VRAPs will address the aforementioned challenges with means
of AR. Human-centered design of AR interfaces for smartphones will potentially lead
to more efficient information processing for the user. A more efficient solving of the
given tasks, due to more efficient information processing, will foster usability of AMoD
services. This work gives insights into results of an HCI expert workshop that aimed to
generate basic AR information elements of VRAPs.
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2 Method

2.1 Participants

In order to further develop an early stage VRAP prototype and gain understanding about
which information information elements should be presented to the user with means of
AR an expert workshop was conducted. Due to the covid-19 pandemic the workshop
was conducted online with a browser-based collaboration tool and video conferencing
software. 11 experts (4 female) from the domain of human-computer interaction (HCI)
and computer science participated in this workshop. All participants had an affiliation
to the German Aerospace Center (DLR) and conducted their respective work within
the context of transportation systems and automated vehicles. Age (21–46 years; M =
31.64; SD = 7.95) and vocational experiences (about 1 to 18 years; M = 5.27; SD
= 5.48) varied widely among the participants. The group can be considered as semi-
heterogeneous as attendees academic backgrounds varied: three participants had a degree
in computer science, four in psychology, two in human factors, and one in engineering.
One undergraduate student was part of the workshop, too. Three workshop participants
had experience with ODRP services themselves. All participants were familiar with the
concept of VRAPs.

2.2 Procedure

Goal of the workshop was to conceptualize a possible AR solution for hand held devices
(HHD) from a human-centered point of view. TheAR solution eventually should provide
users of automated ODRP with efficient information and high usability. The workshop
was held on two days with the duration of about two hours on each day. The agenda was
structured into four chapters. Each chapter had specific goals and specific methods of
convergent and divergent thinking. All used methods were design thinking related and
participants were engaged to work collaboratively within small groups [6].

The first part of the workshop focused on facilitating the participants with a deep
understanding of the research topic of VRAP design. Personas of typical ODRP users,
considerably early adopters, were presented. Furthermore, the user journey of ODRP,
from booking a ride until entering the vehicle, was outlined. Information requirements
and pain points from user’s perspectives were portrayed and existing interface solutions
(smartphone screenshots of various ODRP provider apps) were shown. This approach
was chosen to highlight applied information strategies and state of the art HCI in the
context of ODRP services.

In the second part participants were split up into three similar sized groups and
focused on synthesizing key aspects from an HCI perspective of the before presented
subject matter. Goal of this phase was for each group to determine relevant user pain
points in each user journey scenario. The scenarios were the following: 1) navigation to
the pick-up location, 2) identifying the pick-up location, and 3) identifying the SAV.

In the following part, solutions for the previously identified user pain points were
sought. The method of 6-3-5 brain writing was adapted to the workshop conditions [7].
Consequently, all ideas were grouped, clustered and presented in the plenary.
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The next part of workshop focused on idea selection and rapid prototyping [8]. Each
groupwas assigned to focus on one scenario. The groups selected themost valuable ideas
in terms of desirability for the user, feasibility, and radicality. Low-fidelity prototypes
were created, using the online collaboration tool. Predefined smartphone wireframe
templates with AR-view simulation of the respective scenario were given. With this
approach a quick visualization of the generated ideas was possible. Finally, all low-
fidelity prototypes were presented in the plenary.

Subsequently to the expert workshop, all prototype sketches and ideas were analyzed
post-hoc. Basic AR information elements were extracted for every single scenario. By
following this approach, a profound understanding of expedient HCI strategies for each
scenario was gained. Visual HCI strategies for displayed information were determined.
To eventually assure congruent HCI solutions, all scenarios were taken into considera-
tion. Differences of AR information elements were discussed with participants of each
workshop group in order to assure that user pain points were addressed properly. Essen-
tialAR interface elements that help tomaster the user pain points efficientlywere realized
for each scenario with basic geometric abstraction and rapid prototyping manner.

3 Results

3.1 Scenario 1: Navigation to the Pick-Up Location

The first scenario addressed was the user wanting to navigation to the pick-up location.
Assuming being in a foreign city the determined user pain points in this scenario were
identification of the correct direction and walking to the pick-up location effortlessly.
Key aspect in this scenario is the fact that the user needs to find the pick-up location
under time pressure on a first try, otherwise the SAV could be missed. Accordingly,
the HCI solution should foster awareness regarding correct/incorrect orientation and
provide information about which way the user should go efficiently. Other information
like, pick-up time and distance to pick-up location and whether the user will make it
in time were also identified to be necessary. The group came up with two AR interface
solutions to solve the user pain points.

A first AR solution focused on providing familiar navigation system elements in
AR. The prototype mainly showed the direct path that users would have to walk to reach
their pick-up location. The whole sidewalk which was shown through the smartphone
was highlighted. The next turning point at an intersection close by was indicated with a
symbol pointing in the turning direction, also showing distance information. Orientation
was shown permanently with an arrow on the bottom of the screen. Additionally, users
would be warned if they are deviating from ideal path or may arrive lately at the pick-up
location (e.g., by change of pathway color from blue to red).

Another AR solution was inspired by video game analogies and showed an AR
overlay-like frame on the smartphone screen. This prototype focused specifically on
solving the orientation issue users have when located in a foreign city. By distinctive
frame coloring and use of symbols the user would notice intuitively whether he/she is
on the right path (green = follow this direction; red + arrow = turn). The distance to
the next turn and next turning direction was shown. Goal of both HCI concepts was



How to Find My Ride? 539

to provide the users with information intuitively so they would also take down their
smartphone while walking.

After analyzing both prototype sketches, basic information elements for AR imple-
mentation derived. Each element can be seen as standalone solutions to solve the naviga-
tion task. The following three AR information elements were determined: 1) orientation
element (i.e., a compass like function to show direction to the user), 2) path element (i.e.,
directly showing the straight way to walk), 3) node element (i.e., showing where and
in which direction to turn next). Other information such as pick-up address, remaining
time and distance were identified to be sufficiently realizable with conventional interface
design (see Fig. 1).

Fig. 1. AR information elements to navigate to the pick-up location (in blue). From left to right:
orientation, path, node. (Color figure online)

3.2 Scenario 2: Identification of the Pick-Up Location

The second scenario assessed was identifying the pick-up location in the roadside envi-
ronment. The group identified the challenge of clear identification of the position where
the user will be picked-up by the SAV. Especially, the pain point of being uncertain
whether he/she is positioned correctly, which could potentially cause missing the SAV,
was determined. The idea to virtually show the stop location and allow bidirectional
communication to assure certainty was targeted by the group. A low fidelity prototype
combined display of information with gamification aspects. The position of the pick-up
location was presented with a huge cone shaped object in the street. The color of the
object would turn green when the user arrives. The user could also ask “am I right?”
and will be assured to be positioned correctly (e.g., by comparison of GPS data). Addi-
tionally, the system would reward the user with virtual credits when arriving in time.
Purpose of the credits was not defined further.

The subsequent discussion focused on the display of information. Four basic infor-
mation elements were identified. Again, each AR element can be seen as standalone
solutions to solve the task of identifying the pick-up location. The basic AR information
elements are: 1) orientation element (i.e., showing the direction to the pick-up location),
2) area on the floor (i.e., showing the location by highlighting the floor), 3) floating
symbol (i.e., showing the pick-up location from afar), 4) 3D object (i.e., to identify the
pick-up locationwith object analogies). Again, other information such as remaining time
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and distance for pick-up were identified to be sufficiently realizable with conventional
interface design (see Fig. 2).

Fig. 2. AR information elements to identify the pick-up location (in blue). From left to right:
orientation, area on the floor, floating symbol, 3D object. (Color figure online)

3.3 Scenario 3: Identification of the SAV

The third group focused on the scenario of identifying the SAV. In this scenario the
determined user pain point was confusion which vehicle to board in case when multiple
similar looking SAVs (e.g., same AMoD service provider) are stopping at the pick-up
location or just are around. Given information of vehicle number plate was seen as not
efficient and users could mistakenly board the wrong vehicle and miss the actual SAV.

Therefore, pairing of vehicle and smartphone by highlighting the correct SAV
through the smartphone AR interface was targeted. In one approach the whole vehicle
was illuminated digitally to stand out. In a second approach personalized information
(e.g., initial letters of the user) were floating above the SAV.A third approach highlighted
the door to board the correct vehicle. An arrow would show up in all prototype sketches
to give orientation to the user if the device was not pointed at the SAV.

Analysis of the prototypes lead to the identification of four types of information
elements. The basic AR information elements to identify and board the right SAV are:
1) orientation element (i.e., showing the direction to the SAV), 2) vehicle highlighter
(i.e., the vehicle is directly highlighted), 3) vehicle stopping area (i.e., the position where
the vehicle will stop is highlighted on the street), 4) customer boarding area (i.e., the
position where the user can directly board the SAV is highlighted on the sidewalk).
Other information such as remaining time for pick-up, number plate and picture of the
shuttle were identified to be sufficiently realizable with conventional interface design
(see Fig. 3).
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Fig. 3. AR information elements to identify the SAV (in blue). From left to right: orientation,
vehicle highlighter, vehicle stopping are, customer boarding area. (Color figure online)

4 Discussion

4.1 Discussion of the Results

An expert workshop was conducted aiming to elaborate on user-centered HCI and AR
interface design of VRAPs. Understanding about which fundamental AR information
elements need to be presented to the users was gained. Information concepts for three
specific AMoD user journey scenarios were created in small groups. AR functionality
fostered new and different approaches to VRAP design. Building on the groups’ initial
concepts, basic information elements for high usability were identified post-hoc.

Concluding, orientation information was consistent throughout all scenarios. Other
information elements were rather specific for each use case, but main information strate-
gies that promised high usability were distilled. Information that needs reference to the
environment was considered beneficial to be displayed in AR. With the results an early
stage VRAP concept can be iterated to cover all scenarios of the AMoD user journey.

Overall, the workshop succeeded in working out fundamental AR information
elements that provide high usability for users of AMoD.

4.2 Limitations and Further Research

The workshop based on an early stage VRAP design prototype and results of interviews
with users of ODRP (early adopter). Accordingly, a very selective group of users was
chosen to look at and, hence, no generalizability of the determined user pain points can
be made. Real users were not involved to check on assumptions or clarify questions
during the workshop. Only three participants had experienced ODRP services before.
However, this approach did fit the purpose of a user-centered design. Another limita-
tion to the results is the focus on visual information elements. Although the groups
developed holistic approaches during rapid prototyping, synthesis of AR components
was prioritized. Other aspects like communication strategies with the service, gamifi-
cation, personalization or behavior of an interface like right/wrong feedback were not
further elaborated. This workshop’s goal was to generate AR information elements of
an HCI interface for HHD. Further valuable facets for VRAP design that the experts
conceptualized should be tackled in later development phases.
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Single use of identified AR information elements is helpful to the users. However,
it is expected that combination of certain information elements will further increase
usability. Therefore, further research needs to be conducted to identify combinations
and density of presented information elements for efficient HCI. Eventually, a real-life
exposure study needs to be conducted in order to evaluate the AR interface against
conventional smartphone interface solutions that are currently used by ODRP providers.

4.3 Conclusion

With the aim of developing an AR-aided HCI concept for smartphones to provide users
of AMoD with information efficiently, an expert workshop was conducted. Three sce-
narios of the user journey of ODRP were investigated and essential AR information
elements were identified: 1) navigation to the pick-up location (identified elements: ori-
entation, path, node, 2) identifying the pick-up location (identified elements: orientation,
area on the floor, floating symbol, 3D object), and 3) identifying the SAV (identified ele-
ments: orientation, vehicle highlighter, vehicle stopping are, customer boarding area).
Consequently, basic visualization of each element was realized in form of smartphone
wireframes. Workshop findings help to further investigate on AR-aided user interfaces
of VRAPs.
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Abstract. This paper aims to analyze the implementation of Trans-Jakarta (Bus
Rapid Transit) in realizing smart, sustainable transportation. As a strategic area
of mobility in Jakarta is very high, with community productivity reaching 71%,
another factor that causes Jakarta’s density is the number of private vehicles.
Intelligent transportationmanagement deploysAPS to ICT and infrastructure. The
research uses a qualitative approach by analyzing the amount of infrastructure, and
this theory of approach is seen as growth and phenomenon. Based on the analysis
results, the study responded that the increase in BRT Jakarta users’ number is
based on improved infrastructure and integrated planning. The number of BRT
Jakarta users in 2015 (102,950,384), 2016 (12,3706,857), 2017 (1 44,859,912),
2018 (178,565,827) and 2019 (265,160,290). The procurement of BRT Jakarta
infrastructure encourages an increase in BRT users, restricting private transporta-
tion, and the separation of routes between BRT and private transportation with a
route range from 280.5 km2 to 438.8 km2 encouraging people to switch to using
BRT. The increasing number of BRT users has a correlation between social sus-
tainability and smart mobility, where both influence each other if the infrastructure
is adequate so that the community can choose which route to go.

Keywords: Smart transportation · Sustainable transportation · Smart mobility ·
Trans-Jakarta

1 Introduction

The population density in Jakarta results in high mobility of the community. The mobil-
ity is based on Jakarta’s people’s age of productivity, meaning most Jakarta residents
work outside the home. Based on the bps report of household work, as many as 1.9
million people while 1.7 million people have not worked, meaning more than 10.4596
work outside the home. Work activities in Jakarta are done outside the home, so they
use transportation to do activities. However, not all workers in Jakarta use public trans-
portation as means of transportation. Based on the bps report, the number of vehicles
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registered in Jakarta is dominated by motorcycles as much as 13 million or 73.92%, pas-
senger car usage is 3.5 million units or 19.58%, while special vehicles are only 0.79%
(katadata.com).

Jakarta’s productive age causes high mobility, 71% of productive age consisting of
5.22millionwomen, 5.24millionmen. The density factor is also caused by the number of
private transportation in Jakarta. The number of private vehicles passing through Jakarta
every day reaches 20million, while Jakarta’s population is only 10million. There are 3.5
million cars, 13.3 million motorcycles, and 4.7 million special vehicles passing through
Jakarta. Jakarta’s high population, with a small area as a province, and high private
transportation users result in overcrowding and congestion in Jakarta.

Addressing the increasing population and faster mobility of the community, the
Jakarta Government provides public transportation to overcome traffic density, air pol-
lution, and community mobility. Mass transportation such as Bus Rapid Transit (BRT),
Light Rapid Transit (LRT), and Mass Rapid Transit (MRT). BRT is a transportation
system with shorter mileage and fewer passenger capacity than LRT or MRT with a
large capacity with transportation types such as trains. BRT in Jakarta has been operated
since 2004. However, the people do not request experienced challenges, starting with
the management system, bus quality, range of operations and infrastructure that does not
support, so this transportation of Jakarta, so the People of Jakarta prefer private trans-
portation that is comfortable and safe even though it takes time. BRT is intended for
Jakarta to move from private transportation to public transportation and reduce Jakarta’s
increased air pollution.

Jakarta’s transportation management has progressed, starting with policy synchro-
nizing between private transportation users and applying odd-even systems for people
to take advantage of public transportation. Good infrastructure starts with rest area,
information center, disability access, cleanliness, the accuracy of the schedule, and good
information delivery supporting BRT Jakarta transportation to be better and increasing
the number of Jakarta transportation users. In 2019, Jakarta was named one of the cities
with the best transportation innovation system globally. The governance between Jakarta
Transportation and the Jakarta Government became one of Jakarta’s drivers, named the
city with the best transportation innovation. Similarly, in 2020 Jakarta was awarded as a
city with innovative public transportation, meaning that Jakarta has received two trans-
portation awards. Smart transportation developed by the Jakarta Government has created
a new Jakarta society culture so that public transportation users in Jakarta increase. This
study aims to see Bus Rapid Transit (BRT) Jakarta’s development in realizing intelligent,
sustainable transportation. Jakarta is a strategic area, the center of government, economy,
and industry so that the mobility of the community is high and results in congestion and
population density.

2 Overview of the Literature Review

Smart transportation as a traditional transportation solution, promoting modern trans-
portation using information communication and technology [1], technology becomes
a determinant factor in sustainable transposase. As modern transportation, sustainable
transportation is designed with the community’s socio-culture [2], to that sustainable
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transportation can answer the publicity in the city. By definition, research on intelligent
transportation is defined as; intelligent transport system ITS [3, 4], which becomes a
model of sustainable public transportation, or as future public transportation by under-
standing the socio-culture conditions of society and change [5]. Sustainable transporta-
tion is designed to be integrated with public infrastructure [6]. Through a control system
conducted by public transportation service providers [7] and ensuring services on public
transportation run well, it is necessary to maintain a public transportation system [8];
the services provided can be categorized as sustainable transportation. In recent stud-
ies, sustainable transportation was developed to reduce, emission, and impact public
transportation [9]. Furthermore, as public transportation, sustainable transportation is
designed for friendly and comfortable public transportation [10].

Other aspects that encourage sustainable transportation are infrastructure; sustain-
able transportation planning needs to see roads, routes, stops sidewalks, and other sup-
porting facilities [11]. Smart transportation does not stand alone needs a transportation
integration system with other supporting infrastructure [12]. [13] The jam was ICT
as a tool to integrate the transportation infrastructure [13], such as location termina-
tion, traffic light, electronic road directions, CCTV, and internet connection through
project sustainable transportation management. Peng et al. (2017) intelligent transporta-
tion infrastructure such as; mobile connected vehicles, intelligent buses, and intelligent
traffic lights; besides, transportation infrastructure includes; length of the transportation
network and the division of bus lanes stops [15]. This infrastructure is a physical form
on the road to facilitate the activity of public transportation. It is not included in the
infrastructure IoT or ICT Transportation infrastructure functions to directly integrate
services, thus smart transportation to solve congestion and traffic density [16].

3 Method

This study uses a descriptive qualitative approach by analyzing Trans-Jakarta’s annual
report. This approach was chosen to describe the intelligent transportation model devel-
oped. This study describes sustainable transportation based on the framework [17], using
agency reports Trans-Jakarta or secondary data [18]. The findings are elaborated with
the concept of sustainable transportation.

4 Finding and Discussion

Public transportation is a sustainable transportation model, innovative transportation
design Jakarta (BRT) to integrate with other transportation modes such as commuter
line, rapid mass transit, and light rapid transit. Currently, Jakarta has developed mass
transportation to reduce the congestion and congestion on the road. Through the develop-
ment of transportation by increasing the amount of infrastructure and cooperating with
public transportation service providers. In 2004 Jakarta developed public transporta-
tion that connects one point to another with close mileage to introduce trans Jakarta or
Bus Rapid Transit (BRT). In five years, Trans-Jakarta developed BRT Jakarta to solve
congestion problems and the use of private transportation. From 2014 the number of
Trans-Jakarta infrastructure procurement is still low, and there has been an increase
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starting in 2015, with the number of procurements reaching 369 procurement consisting
of infrastructure procurement and services.

The number of procurement as part of public transportation infrastructure, the num-
ber as one of the benchmarks in sustainable transportation, with consistent procurement,
can be predicted [19, 20] addition of transportation infrastructure to facilitate Trans-
Jakarta users. To promote sustainable transportation, infrastructure aspects such as ICT
and logistics [1], or smart infrastructure [6].

Consistent procurement of goods and services conducted by Trans-Jakarta encour-
aged increased Trans-Jakarta users in the last five years. In 2014, Trans-Jakarta
(11,969,896), 2015 (102,950,384), 2016 (123,706,857) 2017 (144,869,779), 2018
(118,933,489), 2019 (246,653,712).withinfiveyears, Trans-Jakarta users increased from
the growth of the use every year. The increase in Transjakarta customers encouraged the
community’s changes and behavior and switched to using public transportation. Besides
the increase in Transjakarta users each month, the picture below shows the increase of
Transjakarta customers every month in the last five years. The increase explains that
technology is the dominant factor for improving transportation users (Figs. 1 and 2).
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Fig. 1. Trans-Jakarta users year 2005–2019. Source: Trans-Jakarta, 2020.

The innovation of services provided by Trans-Jakarta and the Government of DKI
Jakarta by changing the infrastructure of roads, pedestrians, bus stops, wayfinding has
attracted Jakarta’s interest to switch to using environmentally friendly transportation.
One of them is by providing free services for public transportation users with special
service categories, the goal is for people with specific routes to enjoy the free service, in
addition to the trans-Jakarta holidays and religions provide free transportation services;
length of the transportation network, division of bus lines [15] (Fig. 3).

Trans-Jakarta in 2015 coverage is only (280.5 km2) from Jakarta area of (661.5 km2).
In 2016 (361.7 km2) 2017 (394.6 km2), and 2018 to (438.4 km2). Trans-Jakarta’s wider
reach shows that Trans-Jakarta users are thorough, calling it an inclusive service; every
one with different backgrounds feels inclusive service. In 2019 Trans-Jakarta’s reach
became (5046 km2) with Trans-Jakarta population coverage in the last three years of
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Fig. 2. Number of Trans-Jakarta users in five years. Source: Trans-Jakarta, 2019.

Fig. 3. Trans-Jakarta coverage area. Source: Trans-Jakarta, 2020.

2017 (62%), 2018 (67%), 2019 (83%), from Trans-Jakarta passenger coverage, Trans-
Jakarta users in the last five years have increased to reach the population of Jakarta (10.57
million), the increase is an integrated form of service and using themodern infrastructure
(Fig. 4).

The area of Trans-Jakarta coverage and the number of Trans-Jakarta routes in the last
four years, and the number of routes since 2004–2019. From 2004–2014 the addition of
low routes did not reach 50 routes, but that number rose in the last five years of 2015 the
number of routes increased (39), 2016 (80), 2017 (109), 2018 (160), and 2019 (247). In
2017 the number of routes rose to 109 and increased by 100% in 2019 with the number
of routes (247), the addition of routes, and the expansion of trans-Jakarta routes from
both data related to the addition of transportation infrastructure, consisting of stops,
integration routes, and corridors [11], with the benefit of the transportation integration
system (Fig. 5).
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Fig. 4. Increase in the number of Trans-Jakarta routes. Source: Trans-Jakarta, 2020
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Fig. 5. Total reach and corridor Trans-Jakarta. Source: Trans-Jakarta, 2020.

Trans-Jakarta coverage the number of reaches determines the number of Trans-
Jakarta passengers; from the chart, the range with the largest number is Micro-trans
(69) and Integration (69), both BRT (54), flats (21), Royal-trans (14), Jabodetabek (13),
Tourist Transportation (7). The number of reaches based on stop and stop location, in the
chart below, is the accumulation of Trans-Jakarta coverage in recent years. Trans-Jakarta
is time transportation with a smaller size than MRT or LRT with more cargo capacity,
but the Trans-Jakarta model is designed to connect with strategic locations that are not
too far from each other. The service is a grouping based on Trans-Jakarta users’ purpose;
with an integrated transportation system and using one trip one pay, Trans-Jakarta strives
to take line connecting Jakarta’s life (Fig. 6).

The Government of DKI Jakarta uses CCTV to secure and supervise public activ-
ities, including transportation mobility. CCTV in Jakarta is managed by 17 different
organizations, including CCTV public transport. CCTV transport Jakarta is divided into
four, namely, Trans-Jakarta, department of transportation, IBS, and Forte; besides, the
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Fig. 6. Number of Trans-Jakarta fleet by buss type. Source: Trans-Jakarta, 2020.

Government of Jakarta also cooperates with CCTV service providers to monitor con-
ditions in Jakarta. The operators with the highest number of CCTV are Bali Tower
with the number (4373), IBS (746), Forte (706), Mitral (689), Delta Art Star (184), and
department of transportation (180). CCTV installed by operators surrounds Jakarta with
strategic areas such as highways, offices, buildings, and other public facilities. CCTV
distribution in Jakarta, based on the overall CCTV distribution map then there is (7723)
CCTVwith active (7069) and non-active (680). Sustainable public transportation model
using surveillance system through ICT [7], and transportation information system man-
agement [8] thus the service leads to sustainable service by connecting people from one
point to another [9] (Fig. 7).

Fig. 7. Distribution of CCTV Jakarta and Trans-Jakarta. Source: Smart City Jakarta, 2020.

CCTV other providers also support the distribution of CCTVTransportation Jakarta.
Therefore the information is not only equalized by the trans-Jakarta transportation super-
visory camera but also others. This function shows that ICT infrastructure is the primary
driver of intelligent transportation [16]. Therefore public transportation needs to combine
two or more aspects to fructified sustainable services [2] and ITS system [3, 4].
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5 Conclusion

Based on the explanation above, this study concluded that sustainable transportation
is driven by logistics transportation and ICT, logistic in physical infrastructure, roads,
stops, corridors, wayfinding. ICT is all aspects of technology such as CCTV, infor-
mation management system, risk, and other technology-based services that encourage
smart transportation. Based on the annual report, infrastructure improvement is based on
the number of procurements that increase every year. Improving public transportation
services requires creating infrastructure, integrating, and innovating services so that the
procurement has shown innovation and infrastructure supporting public transportation.
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Abstract. In 2020, theworld have seen aglobal spreadof the coronavirus.Various
measures were undertaken to slow down the spread so that the national healthcare
systems will be able to treat infected people. This included lockdowns and restric-
tions of before common activities of public life such as visiting relatives, going to
cinemas and theaters or even commuting to work or school. All off these activities
allowed people to be mobile and caused traffic. In our research, we analyze to
what extent the outbreak of the COVID-19 pandemic and the introduced counter
measures in Germany influence the mobility behavior of students at the Karlsruhe
University of Applied Sciences. In our mobility behavior analysis we compare
collected mobility data from October 2018 being collected before the corona
virus pandemic and October 2020, collected after the outbreak of SARSCoV-2. In
both measuring periods, students were asked to record their daily mobility over a
two-week period with our mobility evaluation tool “MobiDiary”.

Keywords: Mobility pattern ·Mobility data · User model · Analysis tool

1 Introduction

Mobility analysis is about collecting, evaluating and assessing traffic data correctly.
Usually, this is easy to accomplish. The cross-section or intersection under consideration
is first surveyed, i.e. every movement of a road user is documented and evaluated at the
end. With the help of this data, statements can then be made about traffic quality and
safety. If necessary, changes can be made to the geometry of the intersection, the right-
of-way, or the signalization, depending on the results of the survey and the needs that
need to be addressed.

In the past, traffic analysis was mainly used to ensure optimal management of private
motorized traffic. Nowadays, both bicycle and pedestrian traffic are increasingly taken
into account in traffic analysis, so that the existing infrastructure can also be adapted to
their needs.

Currently, March 15, 2021, it is somewhat more difficult to conduct meaningful
surveys here in Germany, as the modal split has changed due to the COVID-19 pan-
demic. Due to SARS-CoV-2, the Virus responsible for the pandemic, many people are
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avoiding public transport and switching to individual means of transport such as cars
[1]. Transportation companies are also adjusting their schedules to the circumstances
[2] and offering reduced services. To protect drivers, in Berlin, for example, passengers
are only allowed to board buses through the rear door and cannot buy tickets from the
driver [3]. Furthermore, many employees are encouraged to work from home, which
also further reduces the daily commute.

Due to the state decree of the local government in March 2020 [4], there are many
facilities in the state of Baden-Württemberg that have ceased operations due to the
pandemic and some prohibitions or measures that must be followed:

• closure of schools and day care centers for children,
• interruption of face-to-face classes at universities,
• prohibition of meetings and other events,
• closure of cultural, educational institutions and baths,
• restriction of the operation of restaurants,
• protection of endangered persons,
• prohibition of entering and
• further measures according to the Infection Protection Act

All these measures change and reduce the volume of traffic. First, it is to be expected
that the share of public transport will decrease, since the government recommends that
a distance of at least one meter be maintained, which cannot be guaranteed in buses
and trains at full capacity. This share will largely migrate to MIV. Therefore, it can be
assumed that the total number of journeys made by private motor vehicle will initially
remain the same, despite the general reduction in the total number of journeys.

How long the restrictions on the population will remain is unclear. It is also uncertain
whether the existing restrictionswill be extended,whichwould lead to a further reduction
in traffic.

2 Analysis of Selected Mobility Evaluation Methods

Navigation services such as Google Maps, for example, use the GPS data of their many
users to detect traffic congestion onbusy routes. The so-calledfloating car data is obtained
from every user who uses the in-house navigation and congestion warning system. In
contrast to classic traffic jam alerts, this data is constantly updated and refers to the
current traffic situation on all stretches of road. An alternative to GPS localization is the
use of radio cell data. However, this data is less accurate and requires the cooperation of
one or more mobile communications companies. With both systems, anonymization of
the data is important [5].

Bluetooth tracking can be used to identify mobility and movement behavior in
another way. Places where many people are present can be evaluated in an area-wide
observation. The method accesses activated Bluetooth interfaces of mobile devices
without the observed persons having to use additional devices or apps [6].

Since some sharing providers of, for example, bicycle or scooter rental systemsmake
their vehicle data available live, it can be determined how often vehicles are currently
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used and on which relations they move. On the one hand, the general usage figures can
be used to determine whether mobility has increased or decreased overall, and on the
other hand, it can be observed whether the routes and destinations traveled change over
time.

3 Evaluating Daily Mobility Behavior with Our MobiDiary

With our prior introduced mobility evaluation tool “MobiDiary” an instrument for multi
modal mobility analysis, we conduct annual mobility analysis of student’s mobility [7].
Following the standardized method for accessing travelers mobility designed by the
German ministry of traffic and infrastructure [8] our android application captures start
time, chosen transport mode, transfer time, time of arrival and the purpose of the taken
route.

Other researchers also saw the possibilities of using Smartphones for data acquisition
and developed several solutions. Schelewsky et al. developed such an application and
examined the chances and challenges of using mobile devices for automated acquisition
of intermodal routes [9]. They report that the feasibility of smartphone tracking is very
high, because most routes can be determined more precisely than with classic methods.
Safi et al. employed their system SITSS (Smartphone-based Individual Travel Survey
System) as a pilot in the national household survey of New Zealand [10]. They conclude
that the application reduced the required human and financial re-sources for the data
collection. Patterson et al. created “Itinerum” a smartphone travel survey platform that
allows researchers to customize the Itinerum app with their own questions and prompts,
distribute these surveys, monitor, visualize and process the collected data without a
background in programming [11]. All these projects show the demand and benefit of
those apps.

Nonetheless, we were missing some key features in the developed solutions. That
is why we created our own android application for mobile devices called “MobiDiary”.
What differentiates our App from the Apps mentioned above is the possibility to track
additional context information. The App queries the current weather and links the In-
formation to the recorded routes. The App also checks the audio jack, and records, if
headphones are connected. That enables to verify multiple hypotheses like:

• when its sunny people are more likely to ride to work by bike and
• people listen to their headphones while riding a train rather than while riding a bike

The app also captures factors like start time, travel path, the chosen mode of trans-
port, the transfer time, the time of arrival and finally, yet importantly, the purpose of
the trip. The data acquisition is based on existing and time-proven methods like the
“Mobilitätspanel”, which is a standardized questionnaire for accessing travelers mobil-
ity designed and conducted by the German ministry of traffic and infrastructure [8]. The
app asks the user to state their mode of transport after each stage of their way. Simul-
taneously, the Google Awareness API automatically identifies the modes. This makes
it possible to verify the provided data from the users and vice versa, the identification
Google provides. Similar we handle the purpose of the route. As stated above the user
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can give us the purpose of the route. Additionally, we also use the Google nearby Places
API to identify the purpose automatically. Furthermore, the App enables the users to
add a description of the situations in which they made a transport change decision. We
use this information to validate the specifications on the purpose of a trip given by the
app users. If for example, a user indicated that the route purpose is free time when being
located in a university building, the given information might be wrong. To record a trip,
the user has to actively start the recording. After finishing the trip, the data is stored on
the local device and can be shared by the user. The device uploads the data to our server
as soon as a Wi-Fi connection is established.

3.1 Mobility Evaluation Study Set-Up

In ourmobility behavior analysis we compare collectedmobility data fromOctober 2018
being collected before the corona virus pandemic and October 2020, collected after the
outbreak of SARSCoV-2. In both measuring periods, students were asked to record their
daily mobility over a two-week period with our developed MobiDiary tool. The first
mobility evaluation from October 2018 were described in more detail in [12].

3.2 Mobility Evaluation Study Results

Themobility data set collected in 2018 contains data from 38 students. Overall, 308ways
with a sum of 4.954 km in over 89 h of travel time were collected. The density of tracks
traveled around campus and the outposts is clearly visible (Fig. 1). In 2020, the number
of participants rose by three person up to 41. However, the collected data decreased by
more than 50% down to 150 ways. The distance of collected tracks decreased by over
63% to the amount of 1.760 km in 74 h travel time. Due to online and distance lectures,
the necessity of visiting lectures at the campus disappears (Fig. 2).

Fig. 1. Visualization of recorded tracks over a
two-week period in October 2018 – before the
corona pandemic outbreak

Fig. 2. Visualization of recorded tracks over a
two-week period in October 2020 – after the
corona pandemic outbreak
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4 Limitations and Outlook

We evaluated our mobility evaluation approach in to studies. In the first study, 38 student
subjects participated in 2018 in the second 41 student subjects participated in 2020. In
both studies, participants used the app to record their daily mobility behavior over two
weeks in October 2018. Additionally, to the pure location tracking the acquisition of
context-based information enabled us to evaluate more scenarios than it would have
been possible using only traditional surveys. However, we also found some flaws in our
approach. One challenge we encountered was that user often forgot to mark in the app
that they finished a trip. This resulted in the app still recording the trip while the users
were already at their destinations. For this reason, we want to implement a feature that
detects inactivity and asks the user by means of a notification if they have finished their
journey. Despite these initial difficulties, the advantages of electronic route recording
using apps clearly outweighed the disadvantages of conventional methods.

In conclusion, the current situation under the prevailing mobility restrictions is new
for everyone and the traffic analysis has to adapt to it first.With the help of our introduced
tool, the short-, medium- and long-term mobility behavior in crises can be considered.
Such data can then help to make the right decisions in the future to better deal with such
a crisis. For this reason, it is also advisable to collect as much data as possible in order
to evaluate it, since such a situation will hopefully not come back too soon.

The evaluation of the choice of means of transport in such a time is very interesting,
because it also shows the fear of the population of a contagion by strangers. Overall, it can
be said that digital methods can be used to monitor the impact of the Corona epidemic
and the measures taken can also be evaluated for comparative values. Unfortunately,
these questions and data can only be answered or revealed after the crisis is over.
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Abstract. With the development of digitalization and networking of automobiles,
the focus of car styling has gradually shifted from the study of three-dimensional
modeling to the design of Driving & Riding Experience centered on human-
automobile interaction. The motor drive greatly simplifies the internal structure of
the car, saves more space, and brings more styling possibilities. At the same time,
intelligent driving has changed the entire driving mode, and the new relationship
between people and the car has brought unprecedented changes to the space layout
of the car. All of these have had a huge and long-term impact on the aesthetics of
the current car design and are changing the methods of the entire car design and
people’s perception of the aesthetics of the car. From the perspective of interaction
design, this article discusses the changes and trends in the aesthetics of car styling
in the context of intelligent driving from several aspects.
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1 Introduction

In the past more than a century, due to the limitations of engines and transmission gears,
as well as the constraints of driving behavior patterns, the appearance and interior design
of automobiles have not undergone essential changes. In the iterative accumulation of the
styling of internal combustion engine vehicles in the past hundred years, the traditional
functional design paradigm has become the mainstream choice, forming the aesthetic
consciousness of the social group.

Traditional cars have been offline since theywere produced. The conservative driving
and limited entertainment and navigation functions cannot be synchronized with the
latest data. These basic functions have very limited interactive operations. In the process
of replacing fossil energy with new energy represented by electric power, digitization
and networking have become the beginning of technological changes in automobiles.
The chain reaction of the advancement of new energy technology has triggered the rapid
development of intelligent and digitized automobiles, and automobiles have become a
moment. The online mobile information platform and digital terminal, the driving mode
and the way of using cars have all caused tremendous changes.
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New energy vehicles no longer rely on traditional mechanical drive and transmis-
sion structures, and the space saved gives designers a brand-new creative space, which
can completely break the concept of traditional automobile styling. Autonomous driv-
ing technology has completely changed the driving mode, liberating people from the
mechanical labor of driving. More interactivity and possibilities are generated during
the driving process, giving birth to new relationships between people and vehicles, and
also completely changing the interaction mode between people and the car, as well as
the relationship between the occupants in the car. New user needs and usage scenar-
ios have bred completely different internal spatial layouts. Automobiles have produced
new attributes and values outside of transportation, changed the business practices of
many different industries, and quickly affected people’s work and life [1]. Intelligent
driving derives new modes of travel, new human-vehicle relationships, new business
opportunities, and socio-economic models.

This article discusses the changes and trends of automobile styling aesthetics in the
digital age from the following aspects.

2 Family Design Language, Emotional Identification from Car
Styling to Digital Design

The family-oriented design language of the car or the design gene is to control the overall
style and establish a guiding framework to unify the aesthetics of appearance, interior
and interactive design, so that the brand’s series of products have consistent subjective
feelings and experiences. Output and strengthen a consistent brand experience. The
family-oriented design language is not just the use of styling elements, but a memory
and inner feeling that has been accumulated through history and is deeply rooted in the
minds of consumers.

Traditional car design reflects the family characteristics of products through the
symbolic inheritance of internal and external shapes. In the digital age, this memory will
become a digital asset to be preserved and passed on.

For example, after 73 years of development, the Porsche brand born out of the Beetle
gene can still find the shadow of the typical Beetle on the first 356’No.1’ Roadster
produced in 1948 and the latest Taycan models, such as the evolution from the original
model. The coming “Hood’s topography” shape retains Porsche’s unique curved body
as one of the classic stylized elements. Together with the inclined round lamp shape,
sleek body, and Powerful shoulders, it has become a family identification feature that
lasts for 73 years. They Together they define Porsche’s brand image [2] (Fig. 1).

Similarly, Taycan inherited the classic Porsche ring-shaped instrument panel shape,
replacing the tachometer in the middle, which is regarded as the Centre of Power (as
shown in Fig. 2), with a power meter representing electric vehicles, which was regarded
as the engine heart rate from the internal combustion engine era. The tachometer in the
picture, to the power meter that represents electric vehicles, from mechanical entities to
digital displays, continue to strengthen Porsche’s “Brand Emotional Value” in the hearts
of consumers (see Fig. 2).

Whether it is the ability to transform the external styling or the interior style into
the user’s memory, a strong brand appeal is required. People must experience their own



560 M. Zhang

Fig. 1. The styling design of the Porsche Taycan is in the same line as the first generation
356’No.1’ Roadster.

Fig. 2. From the classic instrument panel of 911 to the semi-digital instrument of the 992, to the
new digital instrument cluster of Taycan.

existence and self-recognition through the feedback of the sensations and sense organs
they feel constantly [3]. For consumers, this kind of cognition and experience can come
from the curves of appearance, the touch of materials, the feedback of the vehicle to
the body during driving, the operation logic and interactive experience, the form of user
interface, the pattern icon, and even the sound and Internal smells, etc., these details that
can trigger emotional memory, cross-domain models and ages, together constitute an
overall brand impression.

3 Emotionalization of the Branding

NIO’s NOMI in-Car AI System is the first intelligent digital in-car robot applied tomass-
produced cars in China’s self-owned brand cars. The concept of NOMI has expanded
from a simple robot to partners and friends during driving. This kind of psychological
role transformation has further shortened the emotional distance between users and cars,
and has also given technology more vitality. NOMI has a simple expression ability, and
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will give different expression feedback to users according to different functional states,
scenes, and events. For example, it will present a dynamic expression of triumph with
music during driving. This kind of lovely emotional expression, It closes the distance
between people and cars, hiding various complex operations in the fun, harmony and
pleasure brought by NOMI, and the emotional experience it brings to users has far
exceeded its specific functional value.

In the future, the car’s AI will customize different subdivision functions according
to the different needs of each user, and constantly learn the user’s preferences, so that the
voice and the tone of the conversation aremore in linewith the user’s own taste and habits,
and the information provided by the intelligent partner It is highly personal, reducing user
choice and judgment. Personalized characteristics canmost arouse consumer’s emotional
empathy andCognitive empathy [4]. The emotionalization of the brandwill use the brand
DNA to unify the human-computer interaction logic and the visual presentation style
of the user interface, and establish a family-oriented interactive experience system. The
more interactive experience with strong brand characteristics and family style, the more
identity of values can be generated, allowing users to invest more emotions in smart
partners, and also allowing users to have more emotional sustenance for the brand (see
Fig. 3).

Fig. 3. NIO’s NOMI in-Car AI System transforms a car from a travel tool into a travel partner.
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4 Platform and Modular Design

The aesthetic cognition of traditional automobile styling is based on the shaping of
three-dimensional space by human vision, emphasizing the power, speed and function-
ality of appearance styling. It is influenced by fluid mechanics, mechanical structure,
ergonomics, and visual perception. Dynamics and the influence of brand family design
language. For example, BMW’s body styling design is a functionally dominant result of
the typical aerodynamics and engineering structure.

With the advent of the era of intelligent driving, when driving is no longer the main
contradiction of the relationship between humans and cars, the current layout of the car’s
interior space has lost its basis, and the steering wheel and numerous control devices are
no longer necessary. The journey from point A to point B can be used to rest, appreciate
the scenery, communicate, shop, study, work and so on. The diversification of people’s
space behavior in the car will lead to a revolution in the design of space layout in the car
and the transformation of the car’s own attributes. Car design will move from physical
modeling to interaction design, user experience and service design.

Therefore, many concept cars launched by companies facing the future of unmanned
driving technology have adopted platform-based and modular design, and adopted sim-
ilar forms in shaping: sleek and concise appearance, reducing unnecessary Curved sur-
faces and broken lines, flexible door opening methods, maximized internal space, etc.
(see Fig. 4). This shows that people’s values of automobiles will undergo qualitative
changes in the future. Consumers’ attention will shift from the formal sense of appear-
ance to the experience and feelings of travel life, and the individual characteristics of
automobiles will shift from the exterior to the interior, from emphasizing appearance.
The styling shifted to human-computer interaction design as the new value driver.

Fig. 4. Concept cars of Kia, Toyota, and Bosch all use similar appearances.

5 Conclusion

Car design in the context of intelligent driving will be constructed by studying the
dynamic development and mutual influence of a series of elements such as users, behav-
iors, scenarios, services, and experiences, combining smart cities, smart transportation
systems, and smart public facilities. A new travel lifestyle. In this context, automotive
design will inevitably produce new design languages and design methods.

At the same time, people’s needs for cars have changed, and the aesthetic perception
and aesthetic needs of cars have also changed. Car design has moved from a visual
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aesthetic perception of styling to a comprehensive aesthetic perception with interactive
design as the core and the combination of virtual and reality. At this stage, the multi-
channel human-computer interaction reform began to build a new user experience and
a new automotive aesthetic cognitive model. In the car design facing the future, there
will be a new symbiotic relationship between car styling design and human-computer
interaction design. When L5 autonomous driving is approaching, the interactive oper-
ation between humans and cars will not only bring more free space layout and digital
operation methods, but also change people’s aesthetic perception of the entire shape of
the car. Gives new development space and vitality to automobile design.
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