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Preface

The internet of Things (IoT) and it derivations are changing the environment we
live in by increasing the number of electronics devices connected to the cloud and
to each other. The IoT is very important for achieving an improved quality of and
also for increasing industry productivity. In spite of that, the massive number of
connected devices increased the demand for low-energy circuits able to operate
using energy harvesting or small batteries.

The RF transceivers are the main power-hungry part of an IoT device. In these
circuits, the high-frequency parts present the most power dissipation. However,
modern communication standards have reduced the RF circuit’s requirements,
resulting in substantial power optimization. As a consequence, the power dissipated
by the intermediary frequencies and base-band circuits parts become more expres-
sive on the receiver’s total power dissipation. This has motivated the development
of modern circuits topologies and design methodologies for active filters and
programmable gain amplifiers (PGA) able to operate with ultra-low voltage (ULV)
and to present ultra-low power (ULP) dissipation.

In this book, the ULP dissipation is obtained by using very efficient single-stage
inverter-based operational transconductance amplifiers (OTA) and proper forward
bulk biasing to reduce the sensitivity to process voltage and temperature (PVT)
variations. The low voltage gain and the resistive load effects on the single-stage
OTA are completely compensated by using a PVT robust negative transconductor
connected at the OTA inputs. The dynamic range is increased by using fully
differential topologies and common-mode feedback to improve the common-mode
and power supply rejection rates. The operation at the ULV range is reached by using
only two-stacked transistors in all the circuit implementations and bulk forward
bias in some transistors to reduce the threshold voltage and to increase the channel
inversion level.

An operation point simulation-based tool and some design methodologies are
also presented in this book to design the ULV circuits. The presented circuits
were used to design a third-order active-RC complex band-pass filter (CxBPF), a
programmable gain amplifier (PGA), and a Tow-Thomas biquad, with integrated
programmable gain capability, suitable for BLE RF receivers. The PGA imple-
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mentation uses a new programmable input negative transconductor to obtain the
optimal closed-loop amplifier compensation in all the gain modes. The circuits were
designed to operate at the power supply voltage of 0.4 V and are prototyped in 180
nm and 130 nm low-cost CMOS and BiCMOS process, respectively.

The experimental and post-layout simulation results shown in this book have
demonstrated the proper ULV operation at 0.4 V, the ultra-low power dissipation
down to 10.9 μW/pole, and the best figure-of-merit (FoM) among the state-of-the-
art active-filters and amplifiers from the literature.

Alegrete, Brazil Lucas Compassi Severo

São Paulo, Brazil Wilhelmus Adrianus Maria Van Noije
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Chapter 1
Introduction

1.1 Overview

The number of electronics devices connected to the internet is increasing expo-
nentially over the past years. In the past, each person used to have only one or
two connected devices, such as the personal computer and a smartphone. Recently,
a large number of personal gadget together with the home automation platforms
and the internet of Things (IoT) concepts have increased the number of connected
devices by person. It is expected that each person will have around 40 connected
things by 2030, resulting in 350 billion of IoT devices in operation. It is also
estimated that the IoT will generate a market of $16 trillion in the same year [27].
Due to this, IoT becomes one of the main subjects of the microelectronics research
centers and industry nowadays.

The application of the IoT devices is not limited to personal gadget, but can
be used in several applications, from the biomedical to the precision agriculture
[9]. Also is a great potential of the use of Artificial Intelligence applications
embedded to the IoT devices [27]. The massive number of wirelessly connected
devices and it exponential growth have increased the demand for short-range RF
transceivers. In some applications, such as the body implantable devices and the
remote wireless sensor networks (WSN), there is a significant trade-off between
the required long lifetime and the reduced energy density availability. This is
supported by the challenging, sometimes impracticable, device replacement and the
low energy density provided by small batteries or the energy harvesting capability
[12]. As the RF transceiver is one of the most power hungry circuit of an IoT device,
consuming about 90% of the total energy [25], the key solution to address the trade-
off is the development of low energy RF transceivers.

Several solutions have been proposed in the literature to make the design of
low energy transceivers possible. The first of all strategies is the communication
standard improvements to relax the hardware requirements in favor of the low power
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2 1 Introduction

dissipation [7], as example, the Bluetooth Low Energy (BLE) standard [5]. The
physical level simplification of the BLE standard made possible and practical several
new RF transceiver architectures, such as digital-intensive circuits transceivers [23],
reducing the number of RF active blocks [6, 28] and operating with ultra low-voltage
(ULV) supply [6, 13, 23, 40, 47, 49].

Some of the new architectural implementations, as the all-digital transceivers
should be implemented in advanced CMOS process (≤40 nm) because of the need
for faster switches and lower parasitic capacitances [23]. In contrast, the strategies
based on removing some active-RF classical building blocks, such as the low
noise amplifiers (LNA), and the ULV operation can also be implemented in low-
cost sub-micron CMOS processes. It can be a interesting strategy to reduce the
IC cost by using a More than Moore approach with the system in package (SiP)
implementations [37], using different CMOS processes to implement a complete
device. Additionally, the low voltage operation offers the opportunity to increase
the IoT device lifetime, by using high-efficiency low conversion factor DC-DC
converters, on the battery [26] and energy harvesting [1, 48] powered circuits,
respectively.

The ULV operation, for voltage supplies lower than 0.5 V [8], is also very useful
for digital circuits, in which an optimal supply voltage level can be adopted to reduce
the dynamic power dissipation to the level of the leakage power dissipation to reach
the Minimal Energy Point (MEP) operation [2, 36].

1.2 Low Energy RF Receivers

The development of low energy RF transceivers is the key solution for improving
the lifetime of the IoT devices. The receiver (RX) part of a transceiver should be
able of picking-up the RF signal received by the antenna, at the desired frequency
band, and to process the received signal in order to give to the digital processing
block the received information.

Table 1.1 shows the state-of-the-art 2.4 GHz BLE receivers from the literature. In
general, the power dissipation have been reduced by the time, reaching it minimal
level around 300 µW [20, 21, 43, 47] using low voltage operation and advanced
CMOS processes. In these cases, the receiver main specifications are equivalent
noise figure (NF) higher than 5.5 dB, input third-order intercept point (IIP3) lower
than −7.5 dBm and a reasonable gain range from 30 dB to 60 dB.

The state-of-the-art low energy RXs from the literature are mainly composed
by continuous-time quadrature topologies. Figure 1.1 shows the block diagram of
a typical Low-IF topologies. The RF signal received by the antenna is coupled to
the receiver front-end by using an input matching network (IMN) to maximize the
power transference from the antenna to the RX.

The front-end first active block is the low noise amplifier (LNA) that is used to
amplify the received signal with low noise insertion. The LNA circuits usually are
the most power hungry circuit in an RX. It is mainly due to the low noise figure (NF)
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Fig. 1.1 A typical low-IF RF receiver architecture

Table 1.2 State-of-the-arts low-voltage low-energy LNAs

Process Voltage Power NF Gain IIP3 Frequency

Reference [nm] [V] [µW] [dB] [dB] [dBm] [GHz]

RFIC’11 [42] 130 0.4 60 5.3 13.1 −12.2 2.4

ISCAS’13 [29] 90 0.4 410 4.5 ↔ 5.3 15 −2 ↔ −7 3.2 ↔ 10

JSSC’16 [30] 130 0.4 160 4.5 13 −10 0.6 ↔ 3.1

ISCAS’17 [18] 40 0.8 30 3.3 14.2 −13.2 2.4

TCAS-I’18 [19] 40 0.18 30 5.2 14 −8.6 2.4

TCAS-II’20 [17] 180 0.6 600 4 4 ↔ 10 0 2.8

requirements of the classical communications standards in order to present a high
sensitivity. However, due to the relaxed NF requirement of the BLE standard, the
LNA can be designed with noise figure (NF) around 5 dB and it power consumption
can be optimized by reducing it supply voltage. Table 1.2, show the state-of-the-
art 2.4 GHz low-voltage LNAs used in low energy receivers. The lowest power
dissipation is reached by the LNAs presented in [18] and [19] that dissipates only
30 µW when powered with 0.8 V and 0.18 V, respectively.

After the LNA, at the RX block diagram, there is the frequency down-conversion
stage performed that is composed by the quadrature mixer and the frequency
synthesizer. The RF signal is translated to the baseband frequency around 1–3 MHz
in Low-IF architectures, or to 0 Hz in Zero-IF topologies. The output frequency is
defined by the frequency synthesizer block in order to perform the channel selection.
In the low-voltage implementations, passive mixer and transimpedance amplifiers
(TIA) are commonly used to the down-conversion process [34] and digitally-
controlled oscillator (DCO) is preferred to implement the frequency synthesizer
[31, 48].

After the down-conversion process, the analog signal should be filtered and
amplified. The filtering is performed with a complex band-pass filter in order to
select the desired channel and to remove the image signals [10]. In a Zero-IF
implementation the filtering is performed by a simple low-pass filter (LPF). The
signal amplification is done by a Programmable-Gain Amplifier (PGA) that has it
gain programmed by the digital processor or a automatic gain control (AGC) in
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order to keep a reasonable output level. At the end, a analog to digital converter is
used to interface the signal to the DSP. The ADC circuit is commonly implemented
using a successive approximation register (SAR) architecture to reduce the number
of active blocks and, consequently, to reduce the power dissipation [16].

1.3 Baseband Filters and Amplifiers

Classically, the power optimization was mainly motivated for the high-frequency
circuits, such as the LNA and the voltage controlled oscillator (VCO). As the
baseband circuits used to present much lower power dissipation in comparison to the
RF parts, it implementation were based on using multi-stage operational amplifiers
(opamps). The classical baseband filters implementation present the power/pole
relation over 500 µW per pole [11]. Thus, a simple second-order biquadratic filter
can easily overpass the 1 mW of power dissipation. As shown in Sect. 1.2, the
modern LNAs can dissipate as low as 30 µW is. So, there is a great motivation of
power optimization also at the base-band circuits.

The continuous time active-RC topologies are preferred to implement the
baseband filter and amplifiers because of its higher linearity in comparison to the
gm-C topologies at the ULV range [4, 49]. These circuits have the operational
amplifier as the main active block and due to the required gain-bandwidth product
(GBW), the ULV topologies tend to present more than 100µW of power dissipation
per pole, even using single-stage amplifiers [33, 46] and optimized designs [3].

The active-RC filters implementations are based on using operational amplifiers
with resistors and capacitors to perform the feedback and to control frequency
characteristics. Figure 1.2a and b show the basic cell employed to implement active-
RC low-pass filters with single-ended or fully-differential (balanced) operational
amplifiers, respectively. The closed-loop nature of the active-RC implementation
reduces the swing voltage at the amplifier inputs and improve its linearity, as
illustrated by the sinusoidal waves in Fig. 1.2. This characteristic makes the active-
RC topologies better than the gm-C topologies to operate at the ULV range. The
use of balanced amplifiers instead of using single-ended amplifiers also is preferred
to implement ULV circuits since they have twice the output voltage swing of
the single-end implementations, as illustrated in Fig. 1.2. Furthermore, the use
of fully-differential filter topologies facilitates the implementation of high order
integrator-based active filters, considering that both the negative and positive signals
are available [39]. In contrast to this, a common-mode feedback circuit (CMFB)
is required to control the output common-mode signal of the balanced amplifier.
The design of this circuit can increase the operational amplifier power dissipation
considerably if the conventional CMFB circuits topologies are used at the ULV
range [14, 15].
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Fig. 1.2 The basic cell of an active-RC filter implementation using operational amplifiers:
(a) single-ended and (b) fully-differential

1.4 Book Organization

In this book, novel solutions are presented and analyzed for the implementation of
low-power baseband filters and amplifiers operating at the ultra-low voltage range.

In Chap. 2, the CMOS transistor low-voltage operations are analyzed employing
some I–V measurements. Based on that the voltage and power limits of the low-
voltage operational amplifiers are also analyzed. A review of the modern strategies
used to reduce the power-dissipation and to compensate for the Process-Voltage-
Temperature (PVT) variability is also presented for ULV amplifiers.

In Chap. 3, the use of single-stage amplifiers for the active-RC filter is analyzed
and some compensations techniques are presented. Also, some 0.4V low-power
inverter-based amplifier topologies are presented.

Chapter 4, presents a design tool that makes easy and fasts the design of ULV
circuits using operation point analysis. In this chapter, some semi-automatic design
flows are proposed at the schematic level.
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In Chap. 5, both the amplifier topologies presented in Chap. 3 and the method-
ologies presented in Chap. 4 are used to design filters and programmable amplifiers
for low energy receivers. All the steps from design to measurement are detailed.

Finally, Chap. 6 concludes this book and presents some promising opportunities
for this area of researches.
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Chapter 2
ULV and ULP Operational Amplifiers for
Active-RC Filters

2.1 Low Voltage Operation of CMOS Transistors

The electrical characteristics of the CMOS transistors are dependent on the channel
Width (W) and Length (L), the fabrication process and on the bias voltage. The W
and L parameters are the designer free variables, while the bias voltage is limited by
the used power supply voltage level and by the circuit topology.

In the following subsections, the main characteristics of the CMOS transistor
operation at low voltage are analyzed using some experimental device I–V curves
from a 130 nm CMOS process. The I-V curves are obtained with the microprobe
measurements of long channel transistors M1 (Low-VT ) and M2 (standard-VT ),
and on variable channel length transistors M3a, M3b and M3c (Low-VT ), shown
in Fig. 2.1. Although the transistor bulk terminal is the best terminal voltage to be
adopted as a reference for the transistor characteristics analysis [26], this analysis
uses a common-source reference to make easier the analysis of the bulk forward
bias.

2.1.1 Current Density and Channel Inversion Level

The CMOS transistor drain current (ID) is directly dependent on the gate to source
(VGS) and on the drain to source (VDS) voltages. The ID is also directly proportional
to the channel width (W) and inversely proportional to the channel length (L).
Thus, the transistor drain current density can be evaluated as the ID/(W/L) ratio
and it is one of the most important parameters for the low-voltage operation.
The lower ID/(W/L) is, the higher should be the transistor W/L aspect ratio do
present the target drain current. Figure 2.2 shows the measured drain current density
(ID/(W/L)) in linear and logarithms scales for the two CMOS transistor with

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. C. Severo, W. A. M. Van Noije, Ultra-low Voltage Low Power Active-RC Filters
and Amplifiers for Low Energy RF Receivers,
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Fig. 2.1 Test Transistor used for experimental analysis of the CMOS transistor operating at low
voltage

aspect to ratio of 100/20 and two different threshold voltages (VT ). The VGS voltage
controls the channel inversion level while the VDS defines the triode and saturation
regions. The border between the triode and saturation regions is defined by the
saturation voltage (VDSSAT

) that is analyzed in Sect. 2.1.2.
For long channel devices, at the saturation region, the drain current density is

most changed by the channel inversion level. The channel inversion can be classified
as weak (WI), moderated (MI) and strong (SI) inversion levels, according to the
current conduction mechanism. At the WI the current conduction is dominated by
charge carriers diffusion in the channel region and ID/(W/L) can be estimated by
using Eq. (2.1). On the other hand, at the SI the current conduction mechanism is
dominated by charge carriers drift, and the current density can be estimated by using
the classical quadratic model of Eq. (2.3). In the MI level, both the drift and the
diffusion current conduction mechanism are present, and it can be modeled using
charge-based continuous equations, as presented in [26] and [29]. The technology
current (I0), used in Eq. (2.1), can be calculated using Eq. (2.2).

ID/(W/L) = I0. exp

(
VGS − VT

n.φT

)
.

[
1 − exp

(
−VDS

φT

)]
≈ I0. exp

(
VGS − VT

n.φT

)

(2.1)
I0 = 2.n0.μ0.Cox.φ

2
T (2.2)

ID/(W/L) = μ0.Cox

2
. (VGS − VT )2 . (1 + λ.VDS) ≈ μ0.Cox

2
. (VGS − VT )2

(2.3)
where: VT is the device threshold voltage parameter, n is the sub-threshold slope
factor, φT is the thermal voltage, n0 is the bulk factor, μ0 is the low electric field
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Fig. 2.2 The measured drain current density (ID/(W/L)) related to the VGS and VDS voltages of
the test transistors M1 and M2: (a) ID/(W/L) × VGS linear, (b) ID/(W/L) × VGS logarithmic,
(c) ID/(W/L) × VDS linear and (d) ID/(W/L) × VDS logarithmic

mobility parameter, Cox is the oxide capacitance and λ is channel length modulation
parameter.

Based on Eqs. (2.1) and (2.3) we can verify that the drain current density is
directly proportional to the gate effective (VGeff

) or overdrive (VOD) voltage,
defined as VGS − VT . As shown in Fig. 2.2a and b, the test transistor M1 has
higher values of ID/(W/L) than M2 at the same VGS voltage. It occurs due to
the difference on the VOD voltage since M1 is a low-VT device with VT equal to
250 mV and M2 is a standard-VT device with 365 mV of VT . The classification
of WI, MI and SI are empirical, and it is given according to the VOD voltage, as
shown in Table 2.1. Besides VOD , the inversion level coefficient (Ic = ID/I0)
and the transistor efficiency given by the gm/ID ratio, where gm is the gate
transconductance, can also be used to define the channel inversion level, as shown
in Table 2.1 [8].

At low voltage levels, the circuit designer should deal with the reduced VGS

voltage that makes the transistor to operate at the weak and moderated inversion
levels. At this level, due to the low current density, higher transistor aspect
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Table 2.1 Empirical channel inversion level classification for a NMOS transistor

Overdrive voltage Inversion coefficient Transistor efficiency

Inversion level VGS − VT IC = ID/I0 gm/ID

Weak < −60 mV < 0.1 > 20 V −1

Moderated −60 to 200 mV 0.1 to 10 10 to 20 V −1

Strong > 200 mV > 10 < 10 V −1

ratio is needed to increase the transistor drain current. In analog circuits, high
transistor aspect to ratios (W/L) also increase the device parasitic capacitances
and, consequently, reduces the circuit maximum operation frequency. Thus, to use
transistors with reduced VT is frequently necessary in order to increase the channel
inversion level. The VT can be reduced by replacing the standard-VT transistor by
a Low-VT or Zero-VT native device [12], or by using some design techniques, such
as the bulk forward bias—shown in Sect. 2.1.3—and as increasing the transistor
channel length—shown in Sect. 2.1.5.

2.1.2 Saturation Voltage

Some of the low voltage circuits, such as the voltage amplifiers used in this work,
should operate at the saturation region in order to achieve higher voltage gain
values. As a consequence, the transistors should be biased using a VDS voltage
higher than the minimum voltage needed to operate in saturation. The minimal
VDS voltage is defined as the saturation voltage (VDSSAT

), and it is represented by
the border between the triode and saturation regions. Figure 2.2c and d shows the
characteristics curves of the drain current density (ID/(W/L)) related to the VDS

voltage. The transistor work at the triode region for lower values of VDS and at the
saturation for higher values of VDS . The VDSSAT

voltage is obtained experimentally
at the transition between the triode and saturation regions, after the corners shown
in Fig. 2.2c and d.

The saturation voltage is also dependent on the channel inversion level and can
be extracted from the ID ×VDS curves. Figure 2.3a and b show the measured VDSsat

of transistors M1 and M2, respectively, related to the overdrive voltage when VGS

is changed from 0 to 0.6 V. The minimal values for the saturation voltage are found
at the WI operation. Theoretically, the minimum VDSSAT

is defined to be equal to
4.φT that is approximately equal to 100 mV at 300K [19]. However, according to
our measurements, it can be lower than this value, at the limit of 50 mV in the deep
WI. The VDSSAT

of 100 mV is found at the regions between the WI and MI with
−100 mV of VOD . For higher inversion levels, VDSsat is increased proportionally to
the overdrive voltage, as classically defined.

The VDSSAT
voltage is used in Sect. 2.2.1 to analyze the minimum VDD voltage

of the amplifiers.
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Fig. 2.3 The test transistors measured saturation voltage (VDSsat ) as a function of the overdrive
voltage: (a) M1 Low-VT and (b) M2 standard-VT

2.1.3 Bulk Forward Bias

The body effect present in bulk CMOS processes can be applied in favor to decrease
the VT of the transistor operation at low voltage circuits. The body effect on the VT

voltage can be approximately modeled using the following equation [7]:

VT = VT 0 + γ.
(√

2.�F − VBS − √
2.�F

)
(2.4)

where: VT 0 is the threshold voltage for VBS = 0 V, γ is the process body effect
parameter and �F is the Fermi level voltage.

By forward biasing the bulk to source junction, using a positive bulk to source
(VBS) voltage in the NMOS transistors and a negative voltage in the PMOS
transistors, the VT can be reduced in comparison to the VT 0 value. Figure 2.4a and
b shows the measured threshold voltage according to the bulk forward bias (VBS)
voltage of the transistors M1 and M2. The VT of M1 is reduced from 250 mV to
about 111 mV, and the M2 VT is reduced from 365 mV to about 221 mV when the
VBS voltage is changed from 0 to 0.6 V in both transistors. It is equivalent to the VT

reduction of 55.6% and 39.5% in comparison to VT 0 for the transistor M1 and M2,
respectively.

In order to analyze the increase of the channel inversion level, the drain current
density versus the VBS voltage with VGS = VDS = 0.3 V was measured, as shown in
Fig. 2.5a. The M1 current density is moved from 3.98 µA to 14.5 µA, an increase of
about 3.6 times. The transistor M2 has it current density increased about 10.4 times
going from 0.55 µA to 5.71 µA. Figure 2.5b and c shows the transistor efficiency
ratio gm/ID in relation to the VGS voltage with VBS equal to 0 and 0.6 V, for the M1
and M2 transistors, respectively. By using the Table 2.1 as a reference, it is possible
to realize that the channel inversion level can be moved from WI to MI or from MI
to SI, by changing the VBS voltage from 0 to 0.6V.
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Fig. 2.4 The test transistors threshold voltage (VT ) as a function of the VBS voltage, considering
the measured results and Eq. (2.4) with γ equal to 0.35 V 1/2: (a) M1 Low-VT and (b) M2 standard-
VT
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Fig. 2.5 The effects of the VBS voltage on the drain current density and on the transistor
efficiency: (a) (ID/(W/L)) x VBS of the M1 and M2 transistor, (b) gm/ID x VGS of M1 and
(c) gm/ID x VGS of M2

The bulk forward bias can be extensively used in low-voltage circuits design to
improve the channel inversion level without changing the VGS voltage. It can also
be applied to compensate for the drain current process variability by using some
automatic bulk bias control. Both strategies are employed on the circuits shown in
Chap. 3 of this book.

Besides the good improvements of the bulk forward bias in the inversion level,
some issues should be observed. First, as the bulk to drain and bulk to source
diffusions are forward biased, there is current leakage flowing from/to the bulk
terminal in NMOS/PMOS transistors. Figure 2.6 shows the measured bulk current
normalized to the diffusion area—W.DL—related to the VBS voltage. For VBS

lower than 0.3 V, the leakage current density is lower than 1 pA/µm2, and it
increases exponentially from 0.3 to 0.6 V. At the maximum VBS voltage equal to
0.6 V the current leakage density becomes equal to 40 nA/µm2. The second issue
is the latch-up risk due to the parasitic bipolar transistors present on the CMOS
substrate. However, according to [7], these transistors are in conduction only if the
bulk voltage is higher than 0.7 V, making safe to operate with VDD lower than 0.6 V.
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Fig. 2.6 The bulk to source leakage current, normalized to the diffusion area (W.DL), due to the
bulk forward voltage: (a) M1 Low-VT test transistor and (b) M2 standard-VT test transistor

The circuits presented in the next chapters of this book use a maximum VBS voltage
of 0.4 V in order to make the current leakage density at the pA/µm2 range, being
much lower than the drain current, and to reduce the probability of latch-up.

Additionally, the use of the bulk terminal to provide a bulk forward bias, we
need to use insulated bulk devices. The PMOS devices are always isolated on
the P-type substrate, but the insulated bulk NMOS transistors are available only
in triple-well or buried-N-well processes. Such kind of transistors are commonly
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available in the sub-micron and nanometer technologies at the cost of some extra
masks on the IC fabrication process, and have a larger area in comparison to the
standard-VT transistors. Generally, only for the standard-VT NMOS devices are
offered an insulated bulk option. Thus, the low-voltage circuits can be designed
using common-bulk Low-VT NMOS or bulk forward biased standard-VT devices.
As shown in Fig. 2.4a and b, the standard-VT threshold voltage can be reduced to
the same level of the Low-VT device, with the VBS voltage is in the range of 0.4 to
0.5V.

2.1.4 Small-Signal Transconductances and Conductances

The common-source CMOS transistor can be analyzed by using the AC small-signal
gate transconductance (gm = ∂ID/∂vgs), bulk transconductance (gmb = ∂ID/∂vbs)
and the drain conductance (gds = ∂ID/∂vds). Figure 2.7 show the measured gm,
gds and gmb curves for the test transistors M1 and M2. As the transconductances
and the drain conductance are scaled with the W/L aspect ratio, the measured data
are normalized to the W/L value.

Based on Eqs. (2.1) and (2.3), the gm/(W/L) at the WI and SI levels can be
estimated using Eqs. (2.5) and (2.6). The gm is directly related to the drain current
at the WI and is linearly dependent on the overdrive voltage at the SI. Because of
that, transistor M1 (Low-VT ) present a higher value of gm in comparison to M2
(Standard-VT ), as shown in Fig. 2.7a. Using Eq. (2.5) we can verify that at the WI
level the transistor efficiency gm/ID has the maximum theoretical value of 1/n.φT ,
around 30 V−1 at the room temperature, that match with the maximum values of
gm/ID shown in Fig. 2.5b and c.

gm/(W/L) = I0

n.φT

. exp

(
VGS − VT

n.φT

)
≈ ID/(W/L)

n.φT

(2.5)

gm/(W/L) = μ0.Cox. (VGS − VT ) (2.6)

The measured drain conductance (gds) is shown in Fig. 2.7b. Considering long
channel devices, gds is higher at the linear region and tend to be constant at the
saturation region. It is also proportional to the channel inversion level, presenting
higher values in transistor M1 and lower in transistor M2. As the amplifier voltage
gain is proportional to the gm/gds ratio, higher values of voltage gain are obtained
by using only saturated devices.

The bulk transconductance gmb is also proportional to the inversion level and the
VBS value. Figure 2.7c shows the measured gmb curves related to the VBS voltage
of transistors M1 and M2. The variation of gmb is reduced in comparison to gm,
because the influence of VBS on the ID current is due to the bulk effect when the VT

is proportional to the square root variation on VBS , as shown in Eq. (2.4).
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Fig. 2.7 The measured small-signal transconductance and conductance normalized to the transis-
tor W/L aspect ration of the test transistors M1 and M2: (a) gate transconductance gm/(W/L) ×
VGS , (b) drain conductance gds/(W/L) × VDS and (c) bulk transconductance gmb/(W/L) × VGB

2.1.5 Short Channel Effects

The analysis performed in the last subsection have considered two long channel
devices. By reducing the channel length, several effects become important and, in
general, they are worser for low-voltage operation. Figure 2.8a shows the measured
ID/(W/L) related to the VDS voltage for the test transistors M3A, M3B and
M3C. These devices have the channel length equal to 130 nm, 500 nm and 1 µm,
respectively. The saturation region slope is higher for shorter devices due to the
channel length modulation effects. Due to that, the shorter devices have higher
output conductances and, consequently, the gm/gds ratio is lower. We can conclude
with this figure that the current variability is higher for shorter devices and is reduced
for longer devices.

The channel current density level is smaller for shorter devices as a result of the
channel inversion level reduction. This effect is caused by the Halo implantation
added at the transistor channel extremities. It is applied to reduce the effect of the
drain-induced barrier lowering (DIBL) in the sub-micron technologies and also to
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Fig. 2.8 The short channel
effect on the drain current
density (a), and the reverse
short-channel effect (RSCE)
on the threshold voltage (b)
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reduce the punch-through currents [29]. Due to that, shorter devices have higher VT

voltages in comparison to longer channel devices. The increase of VT is also known
as the reverse short-channel effect (RSCE) since the short channel effects without
Halo implants tend to reduce the VT . Figure 2.8b shows the measured VT for all the
low-VT test transistors used in this work. The 130 nm channel length device has the
maximum VT of 375 mV and it is reduced to 310 mV, 290 mV and 250 mV for the
500 nm (M3B), 1 µm (M3C) and 20µm (M1) devices, respectively. The RSCE has
a higher influence at low VDS voltages such as the ULV range, and it is even more
significant in nanometer technologies [18].

Additionally to the VT effect, the short-channel devices present higher mismatch
variability and noise contribution when compared to longer channel transistors.
Thus, the proper channel length determination in the design of low-voltage circuits
is very important. It increases the design effort, since some analysis should be
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implemented to allow the determination of the best channel length for each one
of the transistors present on a circuit.

2.2 ULV Operational Amplifiers

The operational amplifier is the main active building block of the active-filters. Thus,
all the filter specifications, including the power dissipation, are given as a function
of the amplifier characteristics.

In this section, the strategies to design ULV and ULP operational amplifiers are
presented and previous reported amplifiers and design solutions from the literature
are analyzed.

2.2.1 The Minimum Operation Voltage for Amplifiers

The minimum power supply voltage of a voltage amplifier is dependent on the
circuit topology and on the voltage swing desired for the circuit application. In
general, the highest voltage gain specification can be reached when all the transistors
are operating at the saturation region due to the reduced values of the output
conductance (gds). The saturation voltage (VDSSAT

) of a transistor is dependent on
the channel inversion level, and it does not follow the technology scaling, as shown
in Sect. 2.1.2. Due to this limitation, the amplifiers have higher operation voltage
limits than other circuits, such as oscillators and digital inverters that can operate
with supply voltages below 100mV [3].

Figure 2.9a shows a conventional CMOS three-stacked transistors fully-
differential amplifier. It is composed of a differential pair (M1A and M1B ), a current
source active load (M2A and M2B ) and a common-mode current source bias (M3A,
M3B and Iref ). Transistors M2A/B and M3A/B have their gate terminals voltage
controlled by the bias voltage Vb and the bias current Iref in order to present the
target drain current even with the presence of process and temperature variations.
On the other hand, the differential pair transistors are not compensated by the gate
voltage since the inputs of the amplifier have a constant DC input common-mode
voltage (V iCMDC

). Thus, to make the overdrive voltage (VOD = VGS − VT ) of
M1A/B approximately constant, the source terminal voltage should be adjusted
through the VDS voltage of transistor M3B . Equation (2.7) can be written to give
the minimum supply voltage of this amplifier, considering that all the transistors are
in saturation and have the same VDSSAT

voltage, and that process and temperature
variations and the body effect on M1A/B are related to a threshold voltage variation
of �VT . The minimum ViCMDC

can also be written as Eq. (2.8), where VOD is the
overdrive voltage of M1a/b.

VDDmin
= 3.VDSSAT

+ �VT (2.7)
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Fig. 2.9 Fully-differential operational amplifiers: (a) classical differential amplifier using three-
stacked transistors, (b) pseudo-differential and (c) inverter-based amplifiers with two-stacked
transistors

ViCMDC
= VDSSAT

+ �VT + VOD + VT (2.8)

In the sub-micron and nanometer CMOS processes, the VT is raging from 150
mV to 400 mV, according to the transistor type, and the �VT is about 20%. The
minimum VDSSAT

is obtained in weak inversion, and it is about four times the
thermal voltage, approximately equal to 100 mV at the room temperature. The
overdrive voltage is dependent on the desired inversion level and should be lower
than −60 mV to find the WI operation [8]. By Eqs. (2.7) and (2.8) and using
VT = 250 mV and VOD = −100 mV, the minimum power supply and the minimum
input common-mode voltages are equal to 350 mV and 300 mV, respectively. If
the circuit has some strategies to compensate the �VT variation, such as the bulk
forward bias discussed in Sect. 2.1.3, this part can be removed from the previous
equations and the minimum considered values are reduced to about 300mV and
250mV, respectively.
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In previous equations, the minimum value is achieved by assuming no output
swings and operation at room temperature. Thus, practical implementations of the
conventional differential amplifier are limited to a minimum supply voltage over
500mV [2].

The minimum supply voltage can be further reduced if the common-mode
current source transistor is removed from the differential amplifier, as shown in the
schematic of Fig. 2.9b. Now the amplifier works as a pseudo-differential amplifier,
using two common-source amplifiers. As this circuit has no internal nodes, the
minimum supply voltage is not dependent on the threshold voltage variation. Then,
the minimum VDD voltage is reduced to twice the VDSSAT

, as given by Eq. (2.9),
resulting in the minimum value of 200mV when in WI. The minimum input DC
common-mode voltage becomes equal to the VGS voltage needed to reach the target
overdrive voltage in the input transistor, as shown in Eq. (2.10). Additionally, due
to the circuit symmetry of the pseudo-differential amplifier, a higher output swing
voltage is obtained by using a DC output common-mode voltage of VDD/2.

VDDmin
= 2.VDSSAT

(2.9)

ViCMDC
= VGS1 = VOD + VT h (2.10)

The same voltage limit of the pseudo-differential amplifier is obtained by using
the inverter-based fully-differential amplifier shown in Fig. 2.9c. The only difference
is due to the ViCMDC

that should satisfy both the NMOS and PMOS transistors
desired overdrive voltages, making the ViCMDC

around the VDD/2 level the best
bias point.

The VDDmin
can also be reduced in amplifiers with three or more stacked

transistors by using circuit strategies that allow the use of unsaturated transistors
without drastic reductions on the voltage gain. Such kind of strategy is employed by
[10] to design a 250mV single-ended amplifiers using the cascode effect to operate
with the VDS of only 50mV in some transistors.

2.2.2 Low Power ULV Operational Amplifier

In contrast to the VDDmin
voltage that can be expressed as a function of the transistor

saturation voltage, the operational amplifier minimum power dissipation is related
to the circuit topology characteristics and the circuit specification values required by
the application. In the target application of active-RC filters and programmable gain
amplifiers, the operational amplifier is classically designed to present a high voltage
gain, the capability of driving resistive loads and bandwidth much higher than the
maximum filter frequency.

The gain-bandwidth product (GBW) required to the operational amplifiers used
in the active-RC filters has the minimum value given as a function of the filter quality
factor (Qf ilter ) and the cutoff frequency (fcutoff ) as shown in Eq. (2.11) [33].
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GBWmin = 8.Qf ilter .fcutoff (2.11)

The GBW specification of the pseudo-differential amplifier, shown in Fig. 2.9b, is
approximately equal to gm/(2π.CL). Where gm is the amplifier equivalent transcon-
ductance and CL is the total output load capacitance. Assuming a filter fcutoff of 1
MHz, Qf ilter of 1.25 and loading capacitance of 1 pF, the minimum GBW required
to the amplifier is 10 MHz. To find the target GBWmin the pseudo-differential
amplifier should present a gm value of approximately 60 µS. In the weak inversion
level, the transistor gm/ID ratio is around 30 V−1, that results in a minimum drained
current of 2 µA in each branch of the pseudo-differential amplifier and 2 µW
of power dissipation if it is powered with a 0.5V supply. If the inverter-based
amplifier, shown in Fig 2.9c, is considered to the same example the minimum power
dissipation at 0.5V is reduced to about 1 µWdue to the contribution of both NMOS
and PMOS transistors on the equivalent gm. The minimum power dissipation is
never reached by real applications due to the dissipated power on the extra circuits
needed to the complete amplifier implementation and to the difficulties of operating
at the Mega-Hertz frequency range using weak channel inversion devices.

The voltage gain of a low-voltage amplifier can be improved by using multiple-
stage amplifiers. In such amplifiers, two or more stages are cascaded to improve the
voltage gain and to present the high input and low output impedances desired to
the operational amplifier. However, to have a reasonable open-loop phase margin
and make the closed-loop operation stable, some Miller based phase margin
compensation or feed-forward techniques should be added to the circuit [27]. The
phase margin compensation results in higher power dissipation, as the circuits
presented by [2, 5] or in reduced bandwidth, as the circuit presented by [24].

On the other hand, single-stage (unbuffered) amplifiers do not need margin phase
compensation and can have higher bandwidth and lower power dissipation, at the
same time. However, the maximum voltage gain of these amplifiers is limited to
be around 30 dB, reducing the obtained linearity when in closed-loop operation.
According to [33], the effects of the low voltage gain of single stage amplifiers can
be tolerated by the modern wireless receivers since the design focus is to maximize
the bandwidth with reduced power dissipations.

The main challenge of using a single-stage amplifier in the active-RC filters is the
effect of the resistive load that reduces, even more, the voltage gain. [25] and [33]
proposed the use of a single-stage operational transconductance amplifier (OTA)
with output buffers to isolate the resistive feedback load from the amplifier output.
However, the topologies of OTAs and buffers employed are not suitable for ULV
operation due to the number of stacked saturated transistors. The use of negative
conductance/transconductance connected to the amplifier outputs to reduce the
resistive and the output conductance loading effects are presented by [6, 32]. Due to
the risk of oscillation, the output load cannot be completely canceled, and the circuit
implementation can present reduced linearity when operating at the maximum
output voltage amplitude. To reduce the linearity issue the authors [17, 30, 34]
proposed the use of negative conductances and transconductance connected at the
operational amplifier virtual ground, where the voltage swing is smaller. In [30],
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a pseudo-differential amplifier and a negative input transconductance are used to
implement a low power 0.5V active-RC filter. However, the used pseudo-differential
OTA has no common-mode rejection, and the negative transconductance is not
compensated for process and temperature variations, that are present in this kind
of circuit implementation.

2.2.3 The Common-Mode Rejection of the ULV Amplifiers

The minimum VDD voltage is obtained in ULV amplifier by removing the common-
mode current source transistor from the fully-differential amplifiers. The generated
pseudo-differential amplifier has no common-mode (CM) rejection since it works as
two independent single-ended amplifiers. Therefore, other circuits should be added
to the pseudo-differential amplifier in order to reduce the common-mode voltage
gain and, consequently, to increase the common-mode rejection rate (CMRR).
Additionally to that, the fully-differential amplifiers should have a common-mode
feedback (CMFB) circuit to keep the output common-mode voltage equal to a
reference DC level (VCMref

).
The ULV pseudo-differential amplifier proposed by [5] employed a feedforward

common-mode rejection circuit [21], connected in parallel to the input differential
pair, and a local CMFB circuit. The CMFB uses CM sense resistors and a controlled
DC current source to fed the CM signal back and also to provide the voltage bias to
the active load. The main disadvantage of the proposed technique is the increased
input capacitance since the amplifier input terminals are connected to both the
differential pair and to the feedforward circuit.

The alternative to achieve a reduced input capacitance is by performing both the
common-mode rejection and the output common-mode control using the CMFB
circuit [13–15, 35]. Grasso et al. [13] proposed a switched capacitor CMFB that
uses the bulk terminal of the active load to fed the signal back. Zhang et al. [35]
and Khateb and Kulej [16] solved the problem of the conventional differential
difference amplifier (DDA) implementation [9] at the ULV range by designing
bulk-driven circuits able to operate at 0.6 V and 0.3 V power supply, respectively.
Ismail and Mostafa [15] and Harjani and Palani [14] proposed CMFB circuits
for inverter-based amplifiers using common-mode sense resistors and a pseudo-
differential error amplifier. The CM control is performed by using current source
transistors connected in parallel to the main inverter amplifier in order to source/sink
current to/from the output nodes, keeping the CM output level constant. The main
disadvantage of the common-mode rejection using CMFB-based approaches is the
high bandwidth needed at the CMFB loop to provide the CM rejection in whole the
amplifier bandwidth.

The common-mode rejection rate of the inverter-based amplifiers can also be
improved by using some extra CMOS inverters circuits in the feedforward or
feedback modes [22, 31]. In [22] an output to input connected CMOS inverter and a
cross-coupled negative transconductor are used at the amplifier output to make the
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Fig. 2.10 Small-signal model of a NMOS transistor

common-mode voltage gain equal to 0 dB. In [31] a similar approach is employed
but the output to input connected CMOS inverters are used to build voltage or
current follower circuits. The main advantage of these strategies is the no need for
an error amplifier and common-mode sense resistors. However, these circuits are
sensitive to PVT variations and have limited linearity at high output swing levels.

2.2.4 Gate and Bulk Input Amplifiers

The CMOS transistors can be modeled for the small-signal operation using a
common-source representation, as shown in Fig. 2.10. The circuit representation is
composed of the dependent current sources related to the AC Vgs and Vbs voltages
and the gate and bulk transconductances, the output resistance of 1/gds and the
parasitic capacitances between each one of the gate, drain, bulk and source nodes.

We can realize through the model representation that both the gate and bulk
terminals have similar AC behavior and can be used as input for the voltage
amplification. Classically, only gate input operational transconductor amplifier
were used in the implementation of the active-RF filters due to the lower bulk
noise contribution [19]. However, the bulk forward bias benefits and the improved
input common-mode range have motivated the development of several bulk-driven
operational amplifier circuits [1, 5, 10, 20, 23, 24, 28, 36].

The main difference between both approaches is related to the value of the
input transconductance that is lower at the bulk terminal. The gmb/gm ratio can
be estimated by using Eq. (2.12) which is proportional to the inverse of the VBS

voltage [36], and is reduced by the CMOS process scaling [10]. In the literature, a
range from 0.15 to 0.25 is presented for the gmb/gm ratio at the WI and MI levels.

gmb/gm = γ

2.
√
2.φF + VBS

(2.12)
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The bulk-driven amplifier has lower voltage gain and bandwidth in comparison to
the gate input version because of the smaller transconductance. Thus, the bulk-
driven amplifiers are applied only in low-frequency circuits using multiple stages
topologies.

The main advantage of the bulk-driven approaches, at the ULV range, is the
improved channel inversion level capability since the gate terminal is independent
on the input signal, allowing the use of higher VGS voltages for the transistor bias.

2.2.5 Compensation of the PVT Variation on the ULV
Amplifiers

The circuit operation at the reduced power supply voltage naturally increases the
circuit sensitivity to the process, voltage and temperature (PVT) variations. It
becomes even more significant when combined with pseudo-differential amplifier
and inverter-based circuits. In these circuits, the DC output CM voltage (VoDC)
and the current drained from the power supply are very sensitive to the PVT
variations. The common-source pseudo-differential amplifier, as shown in Fig. 2.9b,
has the PVT compensation facilitated because the gate terminal of the current source
load can be employed for this propose. In contrast, the inverter-based amplifier, as
shown in Fig. 2.9c, has both the NMOS and PMOS gate terminals connected to the
amplifier input and cannot be compensated directly.

Several strategies were presented in the literature to design PVT robust ULV
circuits. In [5] some replica bias circuits are applied to control both the current and
the output voltage of a ULV pseudo-differential amplifier employing the intensive
use of bulk forward bias. [31] employed an error amplifier connected to both PMOS
and NMOS bulk terminals of the inverter-based OTA to adjust the inverters DC
output voltage (trip point). However, the PMOS and NMOS bulk common control
cannot work correctly when the process variation tends to the SF or FS corners.
The closed-loop compensation circuits presented in [14] are applied to the inverter-
based amplifiers where both the VoDC and the drained current are compensated for
PVT. The series transistor used to the current compensation reduces the amplifier
output swing, and the operation is limited to the power supply range of 0.9 V. In
[15] a very efficient approach is proposed to control the VoDC of inverter-based
amplifiers by using the CMFB circuit and four common-mode current sources. The
VoDC compensation reduces the voltage gain variability, but as the drain current of
the main inverter-amplifier is not compensated, the bandwidth is very sensitive to
the PVT variation.

In [4] a design strategy using the series-parallel transistor association [11] is
proposed to compensate for the mismatch variability and the effects of the Halo
implantation on the inverter-based Nauta OTA. As the series association increases
the equivalent transistor channel length, the process variability and the Halo
implantation effects are reduced. The main advantage of the proposed technique
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is the no need for extra circuits, however it requires the transistor association,
increasing the circuit capacitances and making this approach useful only for low-
frequency circuits (Hertz to kilo-Hertz range).

2.3 Conclusion

In this chapter it was shown that the design of ULV and ULP operational amplifiers
for active-RC filters have increased complexity in comparison to the conventional
topologies.

The CMOS transistor operation, at the ULV range, is limited by the channel
inversion levels at the weak and moderated regions. The bulk forward bias can be
extensively applied to reduce the VT , and the transistor channel length should be
carefully sized to reduce the reverse short-channel effects.

The use of a single-stage operational amplifier is the key strategy to reduce the
circuit power dissipation, but the low voltage gain and the reduced capacity of
driving resistive loads impose the need for some extra compensation circuits.

The minimum VDD voltage of the operational amplifiers is reduced by removing
the tail common-mode current source of the traditional fully differential amplifier.
However, new challenges are imposed to the amplifier design in order to compensate
the common-mode gain, the PVT variabilities, and the design of the CMFB circuit,
needed at the fully-differential topologies.
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Chapter 3
Single Stage OTA and Negative
Transconductance Compensation

3.1 The Use of a Negative Transconductor for Single-Stage
OTA Compensation

The filters and programmable gain amplifiers presented in this book are based on
the use of an active-RC closed-loop circuits combining a single-stage OTA and
a negative input transconductance. The small-signal analysis of the closed-loop
amplifier and the integrator are presented in this section. Additionally, the noise
contribution of the input negative transconductor is also analyzed.

3.1.1 Closed-Loop Amplifier

A closed-loop fully differential amplifier using a single-stage OTA and a negative
input transconductance is shown in Fig. 3.1a. Its differential-mode (DM) small-
signal circuit is shown in part b of the same figure. The single-stage OTA was
modeled as a single-pole amplifier composed of the transconductance (gm), the
output conductance (gds) and an output capacitance (Co). The negative input
transconductance (gmneg) is represented by a negative conductance connected at
the vx node.

The closed-loop voltage gain (Avcl = vout /vin) of this circuit can be evaluated
using Eq. (3.1) and, at low frequencies, it is simplified to Eq. (3.2). The low-
frequency closed-loop gain (Avcl0) of this circuit usually is lower than the ideal
gain of R2/R1 because of the OTA reduced voltage gain and the loading effects.
However, by using gmneg → −1/R1 − 1/R2 these effects can be canceled and
the ideal gain is reached for any values of R2/R1 [12]. In terms of gain, this
strategy reaches the same results as those using a high open-loop voltage gain
buffered operational amplifier but presenting low power dissipation. Additionally,
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Fig. 3.1 Closed-loop
fully-differential amplifier
using single-stage OTA and a
negative input
transconductance (a) and its
small-signal model
considering a single-pole
OTA (b) and considering the
input and feedback
capacitances (c)
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the optimal negative transconductance is not dependent on the OTA parameters
(gm and gds), and the compensation works even with very reduced voltage gain
OTAs. At higher frequencies, the closed-loop bandwidth is limited by the OTA pole
frequency (ωp) evaluated using Eq. (3.3). It is also dependent on the negative input
transconductance, and it tends to infinity when gmneg → −1/R1 − 1/R2. Thus, the
use of gmneg → −1/R1 − 1/R2 could be very important to compensate both the
low voltage gain and the reduced bandwidth of low power OTAs.

Avcl = −R2

R1
.

⎧⎨
⎩

gm − 1
R2

gm − 1
R2

+ [R2.(s.Co + gds) + 1] .
(

1
R1

+ 1
R2

+ gmneg

)
⎫⎬
⎭
(3.1)

Avcl0 = −R2

R1
.

⎡
⎣ gm − 1

R2

gm − 1
R2

+ (R2.gds + 1) .
(

1
R1

+ 1
R2

+ gmneg

)
⎤
⎦

= − R2

R1

∣∣∣∣
gmneg=−1/R1−1/R2

(3.2)
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ωp = − 1

R2.Co

.

⎡
⎣gm + gds.

(
R2
R1

+ R2.gmneg + 1
)

+ 1
R1

+ gmneg

1
R1

+ 1
R2

+ gmneg

⎤
⎦

→ ∞|gmneg→−1/R1−1/R2

(3.3)

Avcl = −R2

R1
.

{ −s.Cio + gm − 1
R2

s2.R2.CI + s. [R2.Cio.(gm + gds) + Ci.(R2.gds + 1) − Cio] + gm − 1
R2

}

(3.4)

CI = Co.Cio + Ci.Cio + Ci.Co (3.5)

Where: R1 and R2 are the closed-loop resistances, gm is the OTA single-stage
equivalent transconductance, gds is the OTA equivalent output conductance and
gmneg is the negative input transconductance, Co is the total output capacitance,
Ci is the parasitic input capacitance and Cio is the feedback capacitance.

Despite of the good improvements, this compensation scheme starts to oscillate
when gmneg = −1/R1 − 1/R2, making the optimal gain and bandwidth compen-
sation not practical. The analysis presented for single-stage OTAs is very similar
to the analysis presented by Boutin in 1981 [2], by using a single-ended single-
pole high gain operational amplifier and an ideal negative input converter (NIC).
However, these analyses have not considered the real parasitic capacitances present
at the input (Ci) and between the output and input (Cio)—feedback capacitance.
The real small-signal model considering these capacitances is shown in Fig. 3.1c.
The analysis of this circuit using gmneg = −1/R1 − 1/R2 results in Eq. (3.4) which
can be applied to evaluate the closed-loop gain. Now the circuit presents a right-half-
plane zero at the frequency ωz = (gm − 1/R2)/Cio and two poles at frequencies
ωp1 and ωp2. The pole frequencies are obtained by solving the denominator roots
of Eq. (3.4) and, according to the passive devices values and the OTA parameters,
ωp1 and ωp2 can be distinct real roots or complex-conjugate roots.

A closed-loop equivalent single-pole amplifier approximation is obtained when
ωp2 is much higher than ωp1 in order to have ωp1 as the dominant pole. In
such applications, the input and output capacitances are generally defined by the
circuit design and load requirements. Thus only the OTA parameters, R1, R2 and
the feedback capacitor are the designer free variables. Assuming gm = 300µS,
gds = 10µS, R1 = R2 = 100 k�, Ci = 0.5 pF and Co = 4 pF, the closed-loop
poles frequencies can be analyzed by using Eqs. (3.4) and (3.5). Figure 3.2a shows
the values of ωp1 and ωp2 when Cio is changed from 0.1 to 10 pF. In this example,
Cio < 0.8 pF results in complex-conjugate poles while Cio > 0.8 pF results in real
and independent poles, and ωp2 is higher than 10.ωp1 for Cio > 1.5 pF. Figure 3.2b
shows the frequency response of the closed-loop gain for Cio equal to 0.01 pF,
0.25 pF, 0.5 pF and 1 pF. For Cio down to 0.01 pF the transfer function has a higher
peak that can results in instabilities at that frequency, as previous analyzed.
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Fig. 3.2 Closed-loop amplifier analysis for the pole frequencies (a) and the transfer function (b)
in relation to the feedback capacitor (Cio). Considering gmneg = −1/R1 − 1/R2, gm = 300 µS,
gds = 10 µS, R1 = R2 = 100 k�, Ci = 0.5 pF and Co = 4 pF

The small-signal analysis presented in this work showed that the closed-loop
amplifier is stable for gmneg = −1/R1−1/R2 if higher values ofCio are considered.
For this values of gmneg the low-frequency gain is completely compensated and
is equal to the ideal gain of R2/R1, independently of the OTA parameters. The
bandwidth compensation does not work as in the ideal single pole OTA, because
of the input and feedback capacitors of the real implementations. However, it is
not a problem in active-RC filters, the target application of this work, because the
feedback capacitor is also used to set the filter cutoff frequency.

The use of a negative input transconductance also can improve the linearity of
ULV amplifiers in comparison to a negative output transconductance compensation,
as presented in [3], because the amplifier voltage swing at the input is much lower
than at the output. Additionally, at the input, the negative transconductor is not
dependent on the OTA parameters as it is when connected at the output.
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Fig. 3.3 Active integrator
using negative input
transconductance and
single-stage OTA (a) and its
small-signal representation
(b)
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3.1.2 Active Integrator

The active integrator is very similar to the closed-loop amplifier and is also very
important for active-RC filters. Figure 3.3a shows the schematic of the active
integrator using the single-stage OTA and the negative input transconductor. It does
not have a DC feedback, as the closed loop amplifier, but a feedback capacitor C1 is
used to set the integrator frequency. The small-signal representation of this circuit
is shown in Fig. 3.3b. Here, the input parasitic capacitor (Ci) is included, and the
parasitic feedback capacitor Cio is considered to be a part of the feedback capacitor
C1. The analysis of this circuit results in Eq. (3.6) that is very different from the
1/(s.R1.C1) equation expected from an ideal active integrator [11]. Similarly to
the closed-loop amplifier, the integrator circuit has a high-frequency right-half-
plane zero and two poles. The integrator low-frequency gain (Avint = vout /vin)
can be evaluated with Eq. (3.8). It is limited by the single-stage OTA voltage gain
of gm/gds when gmneg is ignored. However, it is entirely compensated by using
gmneg → −1/R1 that makes the gain tends to infinity, as in the ideal integrator.
The use of gmneg → −1/R1 also moves the dominant pole frequency to 0Hz while
the non-dominant pole is approximately equal to the OTA unity gain frequency of
gm/Co when gm � gds and Co � Ci , as shown in Eq. (3.9).

Avint = − 1

R1
.

{
−s.C1 + gm

s2.CII + s. [C1.(gm + gds) + Ci.gds ] + [gds + s(C1 + Co)] .(gmneg + 1
R1

)

}

(3.6)

CII = Co.C1 + Ci.C1 + Ci.Co (3.7)

Avint0 = − 1

R1
.

⎧⎨
⎩

gm

gds.
(
gmneg + 1

R1

)
⎫⎬
⎭ → −∞|gmneg→−1/R1

(3.8)
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Fig. 3.4 Circuit used to
perform the output equivalent
noise power analysis of the
closed-loop amplifier without
negative input transconductor
(a) and its DM small-signal
circuit (b)
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ωpint2 = −C1.(gm + gds) + Ci.gds

C1.(Co + Ci) + Ci.Co

∣∣∣∣
gmneg→−1/R1

≈ −gm

Co

∣∣∣∣
gm�gds ,Co�Ci and gmneg→−1/R1

(3.9)

The negative input transconductance compensation makes the real integrator
tends to the ideal integrator performance, but the circuit is susceptible to phase
inversion that can results in instabilities if gmneg < −1/R1 [13]. To avoid
instabilities, gmneg should be equal to −1/R1 + �gm, where �gm is the safety
margin, defined according to the negative input transconductor and the passive
devices variability. Additionally, the use of the safety margin helps to increase the
input impedance of the active integrator that tends to be very small when gmneg is
close to −1/R1.

3.1.3 Noise Analysis

The presented closed-loop compensation technique uses a negative transconductor
connected at the single-stage OTA inputs. Because of that, an increase in the
equivalent output noise is expected in comparison to the circuit without using the
input negative transconductor.

The equivalent noise power at the outputs of the closed-loop single-stage OTA,
without the negative input transconductor, can be evaluated by using the circuit
presented in Fig. 3.4a. This circuit regards the noise power sources from the OTA
and the resistors R1 and R2. The OTA noise power source is represented by the

equivalent input-referred noise (V 2
n,OT A) and the resistors are based on the thermal

noise power V 2
n,R1

and V 2
n,R2

[9]. Figure 3.4b shows the small-signal DM equivalent
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circuit where the OTA is modeled using an equivalent transconductance (gm) and an
output conductance (gds), as performed in Sect. 3.1.1. With this circuit, the output
noise contribution of each noise source can be evaluated by using the superposition
circuit analysis theorem, as show in Eqs. (3.10) to (3.12) for R1, R2 and the OTA.
The contribution of R1, Eq. (3.10), is multiplied by the closed-loop DM voltage
gain of α1.R2/R1, where α1 is the gain reduction due to the single-stage OTA and
it is lower than the unity as shown in Eq. (3.1). The parameters α2 and α3 used
in Eqs. (3.11) and (3.12) are similar to the parameter α1. Based on the individual
noise contribution, Eq. (3.13) is obtained to the equivalent total noise power at the
amplifier output. The multiplication factors of the noise contribution from R1 and
OTA are related to the voltage gain of R2/R1, while the contribution of R2 does not
depend on the voltage gain. Assuming a closed-loop voltage gain of α1.(R2/R1),
the input-referred noise power of the closed-loop amplifier without compensation
can be expressed as shown in Eq. (3.14).

V 2
n,out

∣∣∣
R1

=
(

α1.
R2

R1

)2

.V 2
n,R1

(3.10)

V 2
n,out

∣∣∣
R2

=
[

R1.gm + 1

R1.gm + 1 + gds(R1 + R2)

]2
.V 2

n,R2
= α2

2 .V
2
n,R2

(3.11)

V 2
n,out

∣∣∣
OT A

=
(
1 + R2

R1

)2 [
R1.gm

R1.gm + 1 + gds.(R1 + R2)

]2
.V 2

n,OT A

= α2
3 .

(
1 + R2

R1

)2

.V 2
n,OT A (3.12)

V 2
n,out =

(
α1.

R2

R1

)2

.V 2
n,R1

+ α2
2 .V

2
n,R2

+ α2
3 .

(
1 + R2

R1

)2

.V 2
n,OT A (3.13)

V 2
n,in =V 2
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+

(
α2

α1

)2 (
R1

R2

)2

.V 2
n,R2

+
(

α3

α1

)2

.

(
R1

R2
+ 1

)2

.V 2
n,OT A

≈ V 2
n,R1

+
(

R1

R2

)2

.V 2
n,R2

+
(

R1

R2
+ 1

)2

.V 2
n,OT A

∣∣∣∣∣ α2
α1

≈ α3
α1

≈1

(3.14)

Where: α1, α2 and α3 are reduction gain factors, V 2
n,R1

and V 2
n,R2

are the resistor

thermal noise power, and V 2
n,OT A is the OTA input referred noise power.

The resistor thermal noise power is equal to 4.k.T .R for a 1 Hz bandwidth
[9], where k is the Boltzmann constant, T is temperature (in Kelvin) and R is the
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resistance value. Replacing V 2
n,R1

and V 2
n,R2

by the thermal noise power expression,
the simplified input-referred power noise of Eq. (3.14) can be rewritten as Eq. (3.15).
With this equation we can conclude that the input-referred noise is only dependent
on the noise of the resistor R1 and the OTA. As expected, the input noise is reduced
by increasing the voltage gain (R2/R1).

V 2
n,in =

[
4.k.T .R1 + V 2

n,OT A.

(
1 + R1

R2

)]
.

(
1 + R1

R2

)
(3.15)

The schematic of the closed-loop amplifier for the noise analysis considering the
negative input transconductor is shown in Fig. 3.5a. The negative transconductor
noise is represented by the total noise power source V 2

n,gmneg
at the input terminals.

The DM small-signal circuit with the negative input transconductor for the noise
analysis is shown in Fig. 3.5b. The Thévenin-equivalent circuit, using a noise
power source in series with the inverse of the total negative transconductance
(1/gmneg), is employed to add the negative transconductor noise to the small-signal
circuit. By repeating the circuit analysis, using the superposition theorem, the noise
contribution of each noise power sources can be evaluated. In these analysis, the
optimal value of gmneg = −1/R1 − 1/R2 is used and because of that, Eq. (3.10)
to Eq. (3.12) are rewritten as Eq. (3.16) to Eq. (3.18). Where the α4 and α5 are the
voltage gain reduction factors and are lower than the unity.

V 2
n,out

∣∣∣
R1

=
(

R2

R1

)2

.V 2
n,R1

(3.16)

Fig. 3.5 Circuit used to
perform the output equivalent
noise power analysis of the
closed-loop amplifier with
negative input transconductor
(a) and its DM small-signal
circuit (b) -
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V 2
n,out

∣∣∣
R2

=
[

gm.R2 + 1

gm.R2 + 1 + 2.R2.gds

]2
.V 2

n,R2
= α2

4 .V
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V 2
n,out
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OT A

= 4.

[
gm.R2

gm.R2 + 1 + 2.R2.gds

]2
.V 2

n,OT A = 4.α2
5 .V

2
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The output noise power contribution due to gmneg is expressed by Eq. (3.19),

where V 2
n,gmneg

is multiplied by the non-inverting gain factor of (R2/R1 + 1).

V 2
n,out

∣∣∣
gmneg

=
(

R2

R1
+ 1

)2

.V 2
n,gmneg

(3.19)

Based on Eq. (3.16) to Eq. (3.19), Eq. (3.20) is obtained to the output equivalent
noise power of the closed-loop amplifier with the negative input transconductor. By
comparing this equation with Eq. (3.13) we can see that the negative transconductor
noise contribution has the same multiplication factor as those presented by the
OTA in the circuit without compensation. The input-referred noise is obtained by
dividing Eq. (3.20) by the closed-loop gain of R2/R1 that results in Eq. (3.21). This
equation is simplified by disregarding the voltage gain reduction factors, assuming

α4 ≈ α5 ≈ 1. By replacing the V 2
n,R1

and V 2
n,R2

by the thermal noise equation, the
simplified input-referred power noise of Eq. (3.21) can be rewritten as Eq. (3.22).
Comparing this equation to the input-referred noise without the gmneg it is possible
to verify that the negative transconductance noise is added to the input similarly as
the OTA input-referred noise. However, the OTA input-referred noise, in the circuit
using the gmneg compensation, is reduced by increasing the voltage gain ratio of
R2/R1 instead of R2/R1 + 1 as in the circuit without compensation.

V 2
n,out =

(
R2

R1

)2

.V 2
n,R1

+ α2
4 .V
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(3.20)
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Fig. 3.6 Frequency domain analysis of the closed-loop amplifier input-referred noise with and
without the negative input transconductor obtained by using the small-signal equations (3.15)
and (3.22) and simulation

Figure 3.6 shows the comparison of the spectral noise density obtained with
the simulation and with the use of Eqs. (3.15) and (3.22). For curves based on

equations it was employed the simulated values of V 2
n,OT A and V 2

n,gmneg
related

to the frequency. With these curves it is possible to verify the similarity between
the calculated and simulated results. The noise addition due to the negative input
transconductor can be suppressed in the low energy RF receivers by using a low
noise amplifier (LNA) as the first block in the receiver front-end. As given by the
Friis equation the IF and the baseband stages noise contributions are reduced by the
gain of the preceding stages [10].

3.2 ULV PVT Robust Negative Transconductor

The ULV transconductor presented in this chapter, applied in the single-stage OTA
compensation, is based on the classical cross-coupled transconductor shown in
Fig. 3.7. The PMOS transistors M1a and M1b are identical and work as cross-
coupled transconductances. Their DC drain currents are equal to the reference
current (Iref ), mirrored from transistor M2c using the current sources transistors
M2a and M2b that have the same W/L aspect ratio. This circuit has the small-
signal model as shown in Fig. 3.8a. In this circuit gm1 is the transconductance of
M1a/b, gds1 and gds2 are the output conductances of transistors M1a/b and M2a/b,
respectively, Cgd1 is the parasitic gate to drain capacitance of M1a/b, and Ci is
the equivalent parasitic input capacitance. Ci is dependent on the gate to source
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Fig. 3.7 Classical
cross-coupled negative
transconductor
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Fig. 3.8 The negative transconductor small-signal model representation: (a) complete circuit, (b)
differential-mode and (c) common-mode simplified versions

(Cgs), gate to drain (Cgd ), drain to source (Cds) and drain to bulk (Cdb) parasitic
capacitances of M1a/b and M2a/b, as shown in Eq. (3.23).

Ci = Cgs1 + Cdb1 + Cgd2 + Cdb2 (3.23)

In the differential-mode (DM) the circuit has symmetric input voltages VIn+ =
−VIn− and the small-signal model can be simplified to the circuit shown in
Fig. 3.8b. The DM equivalent transconductance (gmeqdm

) is negative, as expected,
and its value is evaluated with Eq. (3.24). This equation can be rewritten as
Eq. (3.25) where the equivalent transconductance is a function of Iref by using the
efficiency ratio gm/ID and the intrinsic voltage gain gm/gds of the NMOS and the
PMOS transistors. This equation shows that is possible to adjust the equivalent neg-
ative transconductance by changing the Iref current. The DM equivalent parasitic
input capacitance is equal to Ci + 4.Cgd1, where the 4.Cgd1 referenced to ground
capacitance is due to the symmetric voltage on the 2.Cgd1 capacitance.

gmeqdm
= −gm1 + gds1 + gds2 (3.24)
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The common-mode (CM) operation is obtained by using equal input voltages
VIn+ = VIn−, in which the small-signal circuit can be simplified to the circuit
shown in Fig. 3.8c. Now, the equivalent transconductance is given by Eq. (3.26), and
it is positive because there is no phase inversion on the cross-coupled transistors.
This characteristic is essential in the target application in order to not reduce the
closed-loop common-mode rejection and to avoid common-mode instabilities in the
active-RC filters. The CM input parasitic capacitance is equal to Ci because there is
no CM voltage drop across the 2.Cgd1 capacitor.

gmeqcm = +gm1 + gds1 + gds2 (3.26)

Due to the direct relation of the transistor transconductance with the gate to
source voltage, the equivalent negative transconductance is very dependent on the
voltage at the In+ and In- nodes. Thus, the transconductor is linear only for small
DM voltage swings in the In+ and In- nodes. The linearity is not a problem in the
presented circuit because the negative transconductance is connected to the input
of a closed-loop amplifier, presenting a reduced voltage swing. This is the main
advantage of this strategy in comparison to the negative transconductance connected
at the OTA outputs, as employed by [3].

The DC voltages at the In+ and In- nodes are also changed by the process and
temperature variations, and are equal to the proper gate to source voltage of M1a/b
(VGS1) that makes the drain current equal to the mirrored Iref current. As these
terminals are connected to the OTA inputs in the active-RC filter, it can shift the OTA
input common-mode (CM) voltage, or it can be shifted to VDD/2 by the OTA DC
control that results in changes on gmneg and DC current flow through the feedback
resistors.

To overcome this problem, we have proposed the negative transconductor shown
in Fig. 3.9a. A replica bulk forward bias circuit composed of transistors M1r and
M2r and an error amplifier is used to compensate the effects of the process and
temperature variations. This circuit adjusts the bulk bias voltage (Vbp) of M1r to
reach Vcm = VDD/2 when the drain current is equal to the mirrored current Iref .
The Vbp is also applied to bias the bulk of M1a/b and, as M1r is identical to M1a/b,
the DC voltage of nodes In+ and In- (VCMDC

) also becomes equal to VDD/2.
The Iref reference current is generated by using a constant gm bias composed of
transistors M2c/d and M7a/b and the external resistor Rex.

Table 3.1 shows the simulated results of the DM equivalent negative transcon-
ductance (gmneg) and VCMDC

with the replica bulk forward bias and without replica
bias (PMOS bulk tied to VDD/2) for some process and temperature corners. These
results are based on the circuit design for gmneg=28.31µS at VDD=0.4V in a 180 nm
CMOS process. It is possible to see that the gmneg variations are very close (±1.85%
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Fig. 3.9 Robust negative transconductor: (a) main circuit and (b) error amplifier implementation

and ±2.03%) for both circuits. However, the VCMDC
variation range was reduced

from 61.1 mV to less than 7 mV by using the replica bias. This is equivalent to a
reduction from ±15.3% to ±1.73%.

Additionally, by using the bias circuit, the value of gmneg can be adjusted by
changing the reference current (Iref ) to a reasonable range, presenting a small
DC voltage variation. The variation of the negative transconductance and the DC
common-mode voltage as functions of Iref are shown in Fig. 3.10a and b. The gmneg

value has the same variation effect with or without the use of replica bias but the
VCMDC

is kept in a value near to VDD/2 for a larger range. The Iref adjustment
can be used to compensate for the effect of the resistors and the transconductor
variability after the fabrication. Furthermore, the use of the bulk forward bias on the
PMOS transistor reduces the threshold voltage (VTp ) by about 15%, increasing the
transistor inversion level with no increases in the gate to source voltage.

The presented transconductor uses the simple single-ended pseudo-differential
amplifier shown in Fig. 3.9b [7] as error amplifier. It can be designed to dissipate a
small quantity of power because it is only used for DC compensation and the loop
phase margin is improved by reducing the error amplifier bandwidth.
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Table 3.1 Simulation results of the DM equivalent negative transconductance gmneg and VDC

input voltage, for some process and temperature corners at VDD=0.4 V

TT FS@ SF@ FF@ SS@

Parameter 27 ◦C 27 ◦C 27 ◦C −40 ◦C 100 ◦C � ±�/2 [%]

|gmneg | (no rep. bias) [µS] 28.31 28.17 28.50 28.91 27.86 1.05 ±1.85%

|gmneg | (with rep. bias) [µS] 28.31 28.41 28.30 28.96 27.81 1.15 ±2.03%

VCMDC
(no rep. bias) [mV] 200.0 230.9 169.8 210.4 191.7 61.1 ±15.30%

VCMDC
(with rep. bias) [mV] 200.0 202.5 195.6 201.4 198.7 6.9 ±1.73%

Reprinted, with permission, from [5]
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Fig. 3.10 Simulation results of the negative transconductance (a), and the DC CM voltage (b),
versus the reference current with and without the replica bias

As previously analyzed in Sect. 3.1.3, the main drawback of the compensation
by using the negative input transconductance is its noise contribution to the closed-
loop amplifier equivalent output noise. Based on the CM small-signal circuit of
Fig. 3.8, and assuming a thermal noise current of 4.k.T .γn.gm and an equivalent
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transconductance given by Eq. (3.26), the total thermal noise power generated by
the transconductor can be expressed as Eq. (3.27) [9]. The total noise power can
be reduced by increasing the M1a/b transconductance (gm1) and by reducing the
transconductance of the bias transistor M2a/b (gm2). However, gm1 is dependent
on the resistor values used in the closed-loop amplifier. For the optimal gain
compensation gm1 should be approximately equal to 1/R1 + 1/R2 if gm1 �
gds1 + gds2. Based on this assumption and using gm1 = gm2 for the sake of
simplicity, Eq. (3.27) can be rewritten as Eq. (3.28). Using R2 = R1.Avcl = R we
can conclude that the only strategy available to reduce the noise contribution is the
reduction of the values for the resistors. This conclusion generates a design trade-off
between the noise contribution and the power dissipation since for low resistances
values the negative transconductor should drain more current from VDD in order to
provide more transconductance.

V 2
n,gmneg

= 4.k.T .γn.

[
gm1 + gm2

(gm1 + gds1 + gds2)
2

]
≈ 4.k.T .γn

gm1
.

(
1 + gm2

gm1

) ∣∣∣∣
gm1�(gds1+gds2)

(3.27)

V 2
n,gmneg

≈ 8.k.T .γn.

(
R1.R2

R1 + R2

)
≈ 8.k.T .γn.R.

(
Avcl

Avcl + 1

)
(3.28)

Where: γn is the transistor thermal noise parameter, k the Boltzmann constant and
T is the temperature (in Kelvin).

3.3 ULV Inverter-Based OTA

The OTA presented in this work is based on the use of CMOS inverters circuit
to find a high equivalent transconductance to the current ratio (gmeq/ID) and
to present a reduced power dissipation. The simplified schematic of the OTA is
shown in Fig. 3.11. The circuit has only two-stacked transistors to address the ULV
operation and to increase the output voltage swing. As the two CMOS inverter
composed of transistors M5a/b and M6a/b are independent of each other, the OTA
has the common-mode gain equal to the difference-mode gain. The common-mode
rejection rate (CMRR) is improved by using a bulk-driven common-mode feedback
(CMFB) approach. The CMFB circuit is also applied to keep the output DC voltage
at VDD/2 to maximize the output voltage swing. It uses two resistors (Rcma and
Rcmb) to measure the output common-mode voltage (V oCM ) and an error amplifier
to amplify the difference between the measured V oCM and the reference level of
VDD/2. The CMFB loop is closed by connecting the output of the error amplifier to
the PMOS bulk terminal. Due to the bulk forward bias, the threshold voltage of the
PMOS transistor is lowered, improving its channel inversion level without changing
the gate to source voltage.
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Fig. 3.11 Schematic of the
ULV OTA—simplified
version
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The complete small-signal model of the amplifier is shown in Fig. 3.12a. In the
circuit, gm5 and gm6 are the transconductances of M5a/b and M6a/b, gds5 and gds6
are the output conductances of M5a/b and M6a/b, gmb6 is the bulk transconductance
of M6a/b, gmerr and gdserr are the transconductance and output conductance of the
error amplifier, and Ci , Cio, Co, Cob, Cierr and Coerr are the parasitic capacitances.
The small-signal circuit can be simplified in the differential-mode operation by
removing the CMFB circuit, as shown in Fig. 3.12b. Based on the simplified circuit,
the OTA differential-mode voltage gain (Avdm) can be evaluated by Eq. (3.29). At
low frequencies, the voltage gain becomes equal to Eq. (3.30) that is dependent
on the main CMOS inverters and the resistive load due to the common-mode
sense resistors. The circuit frequency response has a single right-half-plane zero
and a single pole that can be evaluated using Eqs. (3.31) and (3.32), respectively.
Using Eqs. (3.30) and (3.32) the OTA gain-bandwidth product (ωGBW )—unity gain
frequency - can be evaluated by Eq. (3.33). As the amplifier has a single pole and,
generally, the zero is at a very high frequency, the OTA phase margin is typically
higher than 60◦ without the need of any compensation circuit.

Avdm = −s.Cio + gm5 + gm6

s.(Cio + Co + Cob) + gds5 + gds6 + 1
Rcm

(3.29)

Avdm0 = gm5 + gm6

gds5 + gds6 + 1
Rcm

(3.30)

ωz = gm5 + gm6

Cio

(3.31)

ωp = −gds5 + gds6 + 1
Rcm

Cio + Co + Cob

(3.32)
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Fig. 3.12 Small-signal circuit of the ULV OTA from Fig. 3.11: (a) complete circuit, (b) DM and
(c) CM simplified circuits

ωGBW = gm5 + gm6

Cio + Co + Cob

(3.33)

The common-mode analysis of the small-signal circuit of Fig. 3.12 is performed
by changing the CMOS inverter by a single common-mode circuit, as shown
in Fig. 3.12c. At low frequency, the common-mode gain can be evaluated using
Eq. (3.34). In this equation Averr is the voltage gain of the error amplifier that is
equal to gmerr/gdserr . The Averr .gmb6 product is generated by the CMFB loop and
add the common-mode rejection to the ULV OTA. With Avdm0 and Avcm0 we can
evaluate the common-mode rejection rate (CMRR), as shown in Eq. (3.35). The
higher the Averr .gmb6 product is, the higher the CMRR of the OTA will be.
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Avcm0 = − (gm5 + gm6)

gds5 + gds6 + Averr .gmb6
(3.34)

CMRR = Avdm0

Avcm0
= gds5 + gds6 + Averr .gmb6

gds5 + gds6 + 1
Rcm

≈ 1 + Averr .gmb6

gds5 + gds6 + 1
Rcm
(3.35)

The frequency response of the CMFB loop is similar to a three poles amplifier
transfer function, resulting in a reduced bandwidth and phase margin. Because of
that, the CMRR is not kept constant in all the OTA bandwidth. The first pole is
generated by the error amplifier pole that can be controlled by the error amplifier
bandwidth. Its frequency can be estimated using Eq. (3.36). The second pole is
generated at the output of the CMOS inverters, and it is dependent on the amplifier
output conductance and the equivalent output capacitance, as shown in Eq. (3.37).
The third pole is generated by the common-mode sense resistors and the parasitic
capacitance at the error amplifier input that can be evaluated by using Eq. (3.38).
Due to the three poles in the CMFB loop, the Averr .gmb6 product is reduced when
the frequency increases. Because of that, the common-mode gain of Eq. (3.34) is
increased, becoming approximately equal to the absolute value of Avdm0 when the
product Averr .gmb6 is much lower than gds5 + gds6. In other words, the bandwidth
of the common-mode rejection in the ULV OTA is very dependent on the bandwidth
of the CMFB loop.

ωpcm1 = − gdserr

Coerr + Cob

(3.36)

ωpcm2 = −gd5 + gd6

Co + Cob

(3.37)

ωpcm3 = − 1

Rcm.Cierr

(3.38)

Figure 3.13 shows the frequency response of the differential-mode and common-
mode voltage gains of the ULV OTA, using typical values for the small signal
characteristics and parasitic capacitances present on the implementations shown in
Chap. 5. In this design the OTA has low-frequency DM and CM gains of 26.0 dB and
−12.1 dB, respectively, that results in a CMRR of 38.1 dB. The common-mode gain
remains equal to −12.1 dB for frequencies lower than 500 kHz, where is located the
dominant pole of the CMFB loop. For higher frequencies, the common-mode gain
is increased and it becomes equal to the differential mode gain at frequencies higher
than 25 MHz. The peak of the common-mode gain transfer function can generate
a common-mode instability in the closed-loop amplifier. Because of that, the peak
region should be larger than the cutoff frequency in the active-RC filter application,
as will be detailed in the designs of Sect. 5.

The CMFB also reduces the common-mode voltage gain due to the power supply
(AvVDD

and AvVSS
). It is important to increase the OTA power supply rejection
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Fig. 3.13 Differential-mode and common-mode gains of the proposed OTA, using typical values
for the small signal characteristics and parasitic capacitances

ratios (PSRR) equal to Avdm/AvVDD
and Avdm/AvVSS

. By solving the small-signal
circuit of the OTA shown in Fig. 3.11, considering an input AC signal connected to
the VDD or VSS (showed as ground) with the inputs tied to the ground, Eqs. (3.39)
and (3.40) are obtained for AvVDD

and AvVSS
at low frequency. These equations

have the same gain rejection factor of Averr .gmb6 that should be improved to
increase PSRR of the OTA. The power supply rejection works in approximately
the same bandwidth of the common-mode gain rejection because of the CMFB
bandwidth limitation.

AvVDD
= gm6 + gmb6 + gds6

gds5 + gds6 + Averr .gmb6
(3.39)

AvVSS
= gm5 + gmb5 + gds5

gds5 + gds6 + Averr .gmb6
(3.40)

3.3.1 Improvements in the CMFB Loop

The common-mode rejection of the OTA presented in the last section is very
dependent on the CMFB loop. As the common-mode rejection is proportional to
the Averr .gmb6 product, it can be improved by increasing the error amplifier voltage
gain or the bulk transconductance.

The gain of the error amplifier can be increased by using a multiple stage single-
ended amplifier or some technique that uses the output conductance cancellation to
increase the amplifier output impedance [8]. However, due to the gain bandwidth
product, the Averr increase will result in bandwidth decreasing. The bandwidth
increase can be obtained by adding more power dissipation to the error amplifier, but
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Fig. 3.14 Schematic of the
ULV OTA—improved
version, with the Vctrl voltage
connected to both NMOS and
PMOS bulk terminals
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it will reduce the CMFB phase margin because the error amplifier pole is generally
the dominant pole of the CMFB loop.

The bulk transconductance can be increased by increasing the PMOS transistor
current, but it will also increase the OTA transconductance and output conductance.
Another alternative of improvement is by connecting the error amplifier output
also to the bulk terminal of the NMOS transistors used in the CMOS inverters, as
shown in the schematic of Fig. 3.14. Thus, both PMOS and NMOS transistors of the
inverter will be connected to the V ctrl voltage and the equivalent common-mode
transconductance (gmcm) will be equal to gmb5 +gmb6, without any current increase
in the OTA. This approach is very efficient and it increases to approximately twice
the CM rejection. Furthermore, it reduces the NMOS threshold voltage and also
increases the capability of controlling the output DC voltage because the V ctrl DC
voltage will have opposite effects on the PMOS and NMOS threshold voltages. The
disadvantage of this strategy is the need of a triple-well or buried-N-well CMOS
process to provide insulated bulk NMOS transistors. As analyzed in Sect. 2.1.3, the
triple-well or buried-N-well transistors are larger than the conventional transistors
and more masks are needed in the process fabrication. Additionally, in the modern
CMOS processes, the NMOS insulated bulk transistor is commonly available only
for the standard VT transistors.

Figure 3.15 show the comparison of the transfer functions of Fig. 3.13 with
the two solutions analyzed, using the typical value of transconductances, output
conductances and parasitic capacitances used in the graph of Fig. 3.13. We can
observe that increasing twice the Averr the Avcm gain is reduced by approximately
6 dB but its bandwidth is halved. In the other way, by increasing the bulk
transconductance twice the same reduction of 6 dB in Avcm is obtained without
change the bandwidth. Thus, this comparison showed that is better to increase the
gmb instead of increasing theAverr to improve the common mode rejection, keeping
the bandwidth without increasing the power dissipation.

In Fig. 3.15 is also shown the Avcm curve using an increase of 10 times in gmb,
that results in a reduction of 20 dB in the common-mode gain without changing
the bandwidth. However, the circuit of Fig. 3.14 presents the bulk transconductance
limited to increase up to about two times. To further increase the equivalent
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Fig. 3.15 Comparison of the common-mode gain reduction by increasing the error amplifier gain
or the bulk transconductance

bulk transconductance (gmbeq ) we can use the strategies proposed in [4] and [7]
that uses common-mode parallel transistors connected to the output nodes. As
was analyzed in Sect. 2.2.4 the small-signal model of parallel transistors has
the same behavior as the gate and bulk transconductances, as employed in the
previous circuit. Based on that we have presented the circuit shown in Fig. 3.16
by adding transistors M5c, M5d, M6c and M6d with the drain and source terminals
connected in parallel to the main inverters and the common gate and the PMOS
bulk connected to the V ctrl node. The added transistors work as four current
sources to source or sink current from or to the output nodes [7]. In the small-
signal model, these transistors work as common-mode transconductors that are
parallel to the bulk transconductance, resulting in the equivalent common-mode
transconductance given by Eq. (3.41). Now the equivalent transconductance can be
increased independently of the main inverter OTA and without using the NMOS
bulk. However, due to the parallel transistors, the equivalent output conductance is
increased, as shown in Eq. (3.42), and the current sources power dissipation is added
to the total OTA power consumption. The increasing in gdseq generates a small
reduction in the differential and common-mode gains, as shown in Eqs. (3.43) and
(3.44). Thus, there are some trade-offs in the design of this circuit by considering
the common-mode rejection, the power consumption and differential-mode gain
reduction.

gmcm = gmb6ab
+ gmb6cd

+ gm5cd
+ gm6cd

(3.41)

gdseq = gds6ab
+ gds6cd

+ gds5ab
+ gds5cd

(3.42)
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Fig. 3.16 Schematic of the
ULV OTA using parallel
common-mode current
sources
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Avdm0 = gm5ab
+ gm6ab

gdseq + 1
Rcm

(3.43)

Avcm0 = − (
gm5ab

+ gm6ab

)
gdseq + Averr .gmcm

(3.44)

3.3.2 Improving the Drain Current Control

The OTAs topology presented in previous sections have the DC output common-
mode voltage (VoCM

) controlled by the CMFB circuit in order to be equal to VDD/2
even under PVT variations. However, the current drained from the power supply is
not controlled and its value is very dependent on the PVT variations. Besides the
power dissipation variability, some of the OTA specifications, such as slew rate and
unity gain frequency, are directly affected by the current.

In general, the solutions available on the literature able to compensate both the
output common-mode DC voltage and the drained current variabilities uses two
series transistors at the VDD and GND nodes of the inverter [6]. Such kind of
strategy is important because it does not use the bulk terminal of the transistor,
but due to the use of four-stacked transistors the OTA output swing and its dynamic
range would be reduced.

Due to this issue, we have proposed a solution to further improve the OTA
presented in previous sections without using series transistors. The proposed
technique uses an independent bulk forward bias voltage to control the NMOS and
the PMOS transistors. In the circuit the NMOS bulk bias makes the NMOS VDS

voltage equals to VDD/2 only if the NMOS current is equal to the target value.
Thus, the PMOS bulk bias is forced to bias the circuit in a certain level that makes
its current also equals to the target value in order to find DC V oCM = VDD/2.

The proposed circuit is shown in Fig. 3.17, which is composed of the same
inverter-based OTA presented in the last section, but now using a bulk forward bias
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Fig. 3.17 Inverter-based OTA implementation considering the NMOS bulk bias

scheme applied to the NMOS transistors. The NMOS bulk bias was designed with
a similar strategy applied to implement the negative transconductor. It is composed
of an NMOS replica bias and a constant gm circuit.

The replica bias is composed of the transistors M4r and M5r and the error
amplifier 2 (ErrAmp2). The bulk voltage of the transistor M5r (vbn) is adjusted
by ErrAmp2 to make the voltage Vcm equal to VDD/2. Transistors M4a/b and
M7a/b together with the external resistor Rex2 provide a current reference (Iref2 )
that is mirrored to M5r by means of M4r. As a consequence of this compensation,
transistor M5r has both the VDS voltage and the drain current adjusted to VDD/2 and
Iref2 , respectively. The M5r bulk voltage (V bn) is also connected to all the NMOS
transistor of the main inverter-based OTA. As these transistors have the same aspect
to ratio and VGS voltage of M5r , both the drain current and VCMout are compensated
to present the desired values under a reasonable range for PVT variations. In other
words, the VDS voltage of M5a to M5d will be equal to VDD/2 only if the drain
current is equal to Iref2 , forcing the CMFB to put a proper DC PMOS bulk voltage
to make the drain current of M6a to M6d also equal to Iref2 . The Iref2 value can be
calibrated after the fabrication by changing the value of the external resistor Rex2.
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The drain current of transistors M5a to M5d and M6a to M6d can be scaled
to M.Iref2 by using an association of M transistors in parallel without changing
the compensation capability. As the NMOS bulk control is used only for DC
compensation, it can be designed using a very low current in order to maintain the
low power dissipation of the OTA.

Additionally, we have improved the CMFB loop phase margin compensation
by using the Ccma and Ccmb capacitors in parallel with the common-mode sense
resistors in order to reduce the effect of the ErrAmp1 input parasitic capacitance [1].

Figure 3.18 shows some histograms of the CMOS inverter current, the gain-
bandwidth product (GBW) and the DC output common-mode voltage of the
proposed OTA with and without using the NMOS bulk control. These curves are
obtained with a 0.4 V OTA designed in a 130 nm BiCMOS process that is detailed
in Chap. 5. The histograms were obtained using Monte Carlo simulations with 1000
samples, considering process and mismatch parameter variation. As can be seen in
the histograms the variability of both the inverter current and the GBW are very
reduced by using the NMOS replica bias. The DC output common-mode voltage
has approximately the same variability, showing that the proposed NMOS bulk bias
does not affect the CMFB control.

The current drained from VDD is not as constant, as the inverter current, due to
the CM current sources of the CMFB that are changed to adjust the output DC
voltage and could be increased or reduced due to the PVT variation. However,
the OTA specification will present a reduced variability because they are more
sensitive to the main inverter current than to the common-mode current sources. A
scheme similar to the OTA presented in Fig. 3.11 can present a very reduced current
variability when the NMOS replica bias is applied because since it is dependent only
on the main inverter. However, the common-mode rejection cannot be improved
twice by using both NMOS and PMOS bulk transconductances because the NMOS
bulk terminal is now used for the current control.

3.3.3 Error Amplifier

The error amplifiers employed in the OTA implementation were designed using the
same topology of the pseudo-differential single-ended OTA applied in the negative
transconductance implementation. However, as the CMFB loop should have a
higher bandwidth in comparison to the DC control, we have used a bulk forward
voltage in both NMOS and PMOS transistors to find higher channel inversion levels.
The schematic of the ErrAmp1 with both PMOS and NMOS bulk tied to VDD/2 is
shown in Fig. 3.19a. The DC bulk voltage of VDD/2 was chosen for M8a/b and
M9a/b to have the same aspect ratio of M6a/b and M5a/b from the OTA in order
to improve the layout regularity. The schematic of ErrAmp2 is shown in Fig. 3.19b
and it was designed as in the negative transconductor to present reduced bandwidth
and power dissipation.



3.3 ULV Inverter-Based OTA 57

10 20 30
Inverter Current (uA)

0

20

40

60

80
Fr

eq
ue

nc
y 

C
on

t
Without NMOS Bulk Control

10 20 30
Inverter Current (uA)

20

40

60

80

Fr
eq

ue
nc

y 
C

on
t

With NMOS Bulk Control

5 10 15 20 25
GBW (MHz)

0

20

40

60

Fr
eq

ue
nc

y 
C

on
t

Without NMOS Bulk Control

5 10 15 20 25
GBW (MHz)

0

20

40

60

Fr
eq

ue
nc

y 
C

on
t

With NMOS Bulk Control

160 180 200 220
Output DC CM Voltage (mV)

0

20

40

60

80

Fr
eq

ue
nc

y 
C

on
t

Without NMOS Bulk Control

160 180 200 220
Output DC CM Voltage (mV)

0

20

40

60

80

Fr
eq

ue
nc

y 
C

on
t

With NMOS Bulk Control

(a)

(b)

(c)

Fig. 3.18 Histogram of some OTA specifications without and with considering the NMOS bulk
control: (a) CMOS inverter current, (b) GBW and (c) common-mode output DC voltage
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Fig. 3.19 The CMFB error
amplifiers: (a) ErrAmp1 and
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3.4 Conclusion

The analysis performed in this chapter were based on the small-signal circuit since
the amplifier is used in closed-loop configuration and some compensation circuits
to work with very controlled bias voltages are also employed.

The use of the negative input transconductance is very important to compensate
for the low voltage gain and the load effect of the single-stage OTAs. The closed-
loop voltage gain can be entirely compensated by the input negative transconductor
circuit and it is stable if a feedback capacitor is considered. The closed-loop
amplifier input-referred noise is increased by the input negative transconductor and
its contribution can be reduced by increasing the power dissipation. However, the
added noise tends not to be a negative point in the target application of low energy
RF receivers because the noise contribution at the IF and baseband stages have a
reduced influence on the receiver equivalent noise figure.

A robust negative transconductor, able to operate connected at the OTA inputs,
was presented in this chapter. The use of the proposed replica bulk-driven bias
controls the DC voltage of the negative transconductance and makes the circuit able
to operate in a wide range of adjustable transconductance. The proposed circuit uses
bulk forward bias and only two-stacked transistors that make the circuit suitable for
ULV operation.

Three versions of ULV inverter-based OTAs were analyzed in this chapter. These
circuits use the CMFB loop to add a common-mode rejection to the inverter-based
OTA and, consequently, to increase the CMRR and PSRR specifications. The CMFB
is also used to make the output DC voltage equal to VDD/2 and to maximize the
output voltage swing. A novel strategy using the NMOS forward bulk bias was also
proposed in this chapter to reduce the OTA current variability without using series
transistors. Based on that, it is possible to obtain a two-stacked transistor ULV OTA
that presents common-mode rejection and low variability in both the drain current
and the DC output voltage.
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Chapter 4
Design Methodology for ULV Circuits

4.1 CAD Tools for Analog Circuit Design

The design of analog integrated circuits requires the execution of several steps to
convert the general circuit idea or a functional definition in a physical circuit. The
design steps are classically divided in system, circuit and layout levels [3]. In the
system level, the design task is related to the definition of the block diagrams and
the individual specifications of each functional block. In the circuit level, the circuits
topologies are chosen from available options that can satisfy the functional block
specification. Based on that, each one of the bias voltage and bias current levels
are chosen and the circuit devices are sized. The sizing phase is one of the most
complex and hardworking task of an integrated circuit design because the analog
designer should deal with the device modeling [24], several specification trade-offs
[4] and to find solutions that are robust to the PVT variations [11]. In the layout
level, the design is performed through the representation of the device physical
layers and the interconnection between each circuit and to I/O PADs. At this level
some layout techniques should be considered to reduce the mismatch and process
variation effects [6, 11], to reduce the values of parasitic resistance and capacitance
and other effects present in deep-submicron and nanometer technologies, such as
the length of diffusion (LOD) and the well proximity (WPE) effects [16].

Several analog design tools have been proposed in the literature from the eighties
to now [2, 7, 15, 21, 23, 25] but the analog design are still predominately performed
using manual approach, some CAD tools to the schematic and layout draw, electrical
simulators, design rule checks and post-layout parasitic extractions. The circuit
sizing step is, in general, performed first by a hand simplified equation analysis
[1, 18] or some bias-based look-up tables [13] to obtain the preliminary device sizes.
The device sizes are refined to reach the target behavior on the circuit by performing
several iterations of size adjustments and electrical simulations.
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4.2 Transistor Sizing of ULV Circuits

The ULV circuits proposed in this work are implemented using only two-stacked
transistors to improve the output swing voltage and to operate with reduced supply
voltages. Hence, both PMOS and NMOS transistors have the source terminals
connected to a constant and well-known DC voltage (VDD or ground). This
characteristic reduces the design complexity since the classical MOS modeling has
the terminal voltages referred to the source terminal [24]. Figure 4.1a shows the
schematic of a single CMOS inverter circuit, used as the basic building block of all
the circuits proposed in this work. It has the input connected to both transistors gate
terminals, the output connected to both drain terminals and the bulk terminals are
forward biased by the V bp and V bn voltages. The input and output DC voltages
are defined by the common-mode voltage employed in the circuits. In the proposed
applications, these voltages are assumed to be equal to VDD/2 to maximize the
output voltage swing, to avoid the DC currents flow when in closed-loop and to
present similar overdrive voltages in both the NMOS and PMOS transistors. Thus,
the voltage at the gate and drain terminals of the proposed circuits are equal to
VDD/2. The bulk DC voltages are also tied to VDD/2 when it is adjusted by some
feedback or replica circuit to have the maximum controllability margin from 0V to
VDD . When the bulk terminals are not adjusted, they are tied to VDD or ground,
according to the transistor type and the threshold voltage needed.

Based on the DC voltage levels analysis we can conclude that the proposed two-
stacked transistors ULV circuits have well defined and constant bias voltages for all
the transistors terminals related to the power supply voltage level. Once the VDD

voltage is defined, only the transistors channel width (W) and length (L) can be
designed to reach the circuit target specifications values. Figure 4.1b shows the
CMOS inverter representation by using individual gate to source (VGS), drain to
source (VDS) and bulk to source (VBS) voltage sources. As VGS , VDS and VBS

are defined by the VDD/2 voltage level, each transistor can be individually sized,
considering the same drain current (ID) for both transistors. In other words, if a
target drain current (IDref

) is defined to the circuit, the W/L aspect ratio of each
transistor can be obtained. Moreover, all the specifications related to the current
level, such as the small-signal transconductances (gm and gmb) and conductance
(gds) can also be defined as reference values to obtain the W/L aspect ratio. The best
reference design parameter varies from circuit to circuit and can be mixed during
the circuit design. For example, the simplified negative transconductance shown in
Fig. 3.7 can be designed using both IDref

and gmref
references. Transistors M1a/b

should be designed to present the target negative transconductance (gmeqdm
) given

by Eqs. (3.24) and (3.25). Using the gm/ID ratio of M1a/b, the current needed by
transistors M2a, M2b and M2c can be found. Then, these transistors are designed
to present the target drain current needed by M1a/b. The design procedure of the
negative transconductor circuit will be detailed in Sect. 4.3.1.

The transistor channel length (L) is one of the most important design parameters
in sub-micron and nanometer technologies, as previously analyzed in Chap. 2.
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It has influences on the transistor threshold voltage, small channel effects, noise
contribution and on the transistor process and mismatch variabilities. In addition to
that, without the prior L definition, the transistor characteristics cannot be wholly
defined to allow the W/L calculation. Thus, the L of each transistor should be used
together with the reference drain current or transconductance to obtain the actual
W/L ratio of ULV circuits.

The W/L aspect ratio of some transistor in ULV circuits must be high because
of the low current density (ID/(W/L)) when operating at the weak or moderated
channel inversion level, as shown in Sect. 2.1.1. In such case, the use of parallel
associated transistors is required to improve the layout regularity and to reduce the
polysilicon gate resistance. Additionally, the parallel transistor match is necessary
to implement the current mirrors used on the circuits to bias the current sources
or control the node voltage level. Figure 4.2 shows a layout example of CMOS
transistors design using multifinger and parallel associated devices. The shallow
trench isolation (STI), employed in such modern technologies, changes the transis-
tor parameters due to the mechanical stress in the diffusion region that increases
with the length of the diffusion region. As a consequence, the multifinger devices
have higher diffusion length (DL) and does not have the same behavior of a parallel
associated single device [16]. To overcome this problem the use of multiple parallel
associated devices is preferred to the multifinger design. This comfiguration also
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improves the layout regularity and make easier the design of interdigitated and
common-centroid layouts. The main disadvantages of using multipliers instead of
multifinger devices are the increased sidewall parasitic capacitance and the silicon
area.

4.3 Proposed Operation-Point Simulation-Based Design Tool

The ULV circuits proposed in this work have well defined DC voltages related to
the used VDD , as shown in last section. The transistor sizing can be performed by
using some explicit math expression that models the transistor drain current or the
small-signal transconductance related to the device sizes.

However, the CMOS transistor modeling is not a simple task in sub-micron
and nanometer CMOS processes due to several non-linear effects, related to the
fabrication process complexity. Additionally, at the ULV range, the transistors are
operating in the moderate or weak channel inversion levels in which both drift and
diffusion charge carriers should be considered on the device current conduction
modeling. Because of that, the drain current expression is not only dependent on
the biasing and transistor sizing, but also on several process dependent parameters
(pi), as shown in Eq. (4.1) [19, 24]. Furthermore, in modern CMOS processes, each
one of the model parameters (pi) is not a constant value but conventionally defined
as a piecewise function related to the transistor sizes, as shown in Eq. (4.2). The
foundries use this parameter extraction strategy to preserve the modeling reliability
in all the possible W and L value combinations. As a consequence of the modeling
complexity, it is not possible to design the circuit directly using a drain current
expression that results in the W and L, since the model parameter values are
dependent on the W and L or, in other words, no accurate explicit function exists as
the f function of Eq. (4.1).

ID = f (W,L, VGS, VDS, VBS, p1, p2, . . . , pn) (4.1)
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pi(W,L) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

value11 W1 ≤ W < W2 and L1 ≤ L < L2

value21 W2 ≤ W < W3 and L1 ≤ L < L2
...

valuei1 Wi−1 ≤ W < Wi and L1 ≤ L < L2

value12 W1 ≤ W < W2 and L2 ≤ L < L3

value22 W2 ≤ W < W3 and L2 ≤ L < L3
...

valueij Wi−1 ≤ W ≤ Wi and Lj−1 ≤ L ≤ Lj

(4.2)

To address this issue and to contribute for the development of a generic design
strategy for the ULV circuits sizing, a numerical-based design tool using commercial
electrical simulators is also proposed in this work.

The proposed tool is structured by the implementation of Eq. (4.1) through an
operation-point simulation using a SPICE electrical simulator. Thus, the design
can be performed using the complete simulation models available on the process
design kit (PDK) provided by the foundry, making the design task faster without the
need for a complete device modeling and parameter set extraction. Additionally, the
SPICE operation-point simulation provides other important bias dependent param-
eters, such as the small-signal transconductances and the parasitic capacitances, as
illustrated in Eq. (4.3). These extra parameters can be used during the design phase
to expand the applicability of the proposed tool.

[ID, gm, gds , gmb, . . . , cgs , cgd , cds ] = fOPsim(W,L, VGS, VDS, VBS, p1, p2, . . . , pn)

(4.3)

The SPICE operation-point simulation uses the information of the transistor
channel length (L) and width (W), voltage bias (VGS , VDS and VBS) and the
model parameters (p1, p2, . . . , pn). Therefore, it is only appropriate for a device
behavior check whenever the transistor sizes and the bias voltages are known.
Thus, such expressions as shown in Eqs. (4.4) and (4.5), are more appropriate for
the ULV transistor sizing. In these expressions, the function fCalcW receives the
transistor L, bias voltages and the target reference drain current (IDref

) or reference
transconductance (gmref

) and returns the respective transistor width and all the
operation-point information (Opinf o). Using these equations all the transistor from
the ULV circuit can be designed for a given L.

[W,Opinf o] = fCalcWID
(IDref

, L, VGS, VDS, VBS, p1, p2, . . . , pn) (4.4)

[W,Opinf o] = fCalcWgm
(gmref

, L, VGS, VDS, VBS, p1, p2, . . . , pn) (4.5)
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The implementation of Eqs. (4.4) and (4.5) were performed by means of an
iterative numerical function, using the operation-point simulation results. In other
words, the function of Eq. (4.3) is analyzed some times to find the W parameter
value that results in the target IDref

or gmref
value. Figure 4.3 shows the flowchart

used to implement the fCalcWID
function of Eq. (4.4). The function receives as

input parameters IDref
, L and the bias voltages (VGS , VDS and VBS). The model

parameters p1, p2, . . . , pn are directly included to the SPICE simulation by using a
model library file. The transistor model information, the path to the library file and
all the tools settings (start point, tolerated error, grid, and other) are transmitted to
the tool using a Configuration File. The flow starts by resetting the iteration counter
(Count) and by using a start point channel width (W0), defined to the minimum
value allowed by the fabrication process or another intermediate value to reduce
the number of iterations needed in the convergence. In the next step, the simulation
netlist text file is written, including a single transistor (NMOS or PMOS), the bias
voltage sources and some SPICE directives. After that, the electrical simulation is
ran and the operation-point information (Op info) is saved in a text file. This file
is read in the next step, and the simulated drain current (IDS

) is extracted. The
IDS

value is compared to IDref
and the maximum percent current error tolerated

(err ). After that, the W value is updated by the factor IDref
/IDS

and the iterative
process is repeated while the maximum error or the maximum number of iteration
(N) is not satisfied. The algorithm returns the calculated W and the operation-point
information of the designed transistor at the end of the algorithm execution.

Some extra steps are performed by the proposed function implementation, not
shown in Fig. 4.3, to adjust the W value to the fabrication process grid and the use
of multipliers and multifingers when high W/L aspect ratio transistors are needed.
Further, a step is added to the function to allow the design using series-parallel
transistor association [9] that is a very important design strategy for low-frequency
(Kilo-Hertz range) ULV circuits [5, 8] but it was not employed in this work due to
the operation in higher frequencies (Mega-Hertz range). A variation of the algorithm
depicted in Fig. 4.3 is used to implement Eq. (4.5), but using gmref

and comparing it
to the simulated transistor transconductance. An optional setting is also added to the
function to allow the W calculation using a constant number of parallel transistors
(M) or fingers (Nf). It can be used to obtain the value ofWwhere a certain number of
parallel devices should be considered for layout design or to improve the transistor
matching. The use of this option will be detailed in Sect. 4.3.1.

The proposed algorithms were implemented on the Matlab® environmental as a
toolbox of functions. These functions can be used to implement design scripts to size
all the transistors of a ULV circuit. As the functions return all the operation-point
information, this data can also be processed and considered to estimate the circuit
specifications by utilizing some circuit modeling equations and hand simplified
expressions, such as the amplifier voltage gain, bandwidth, and the input-referred
noise specifications. The Synopsis HSpice® electrical simulator is used in the
proposed tools. It was chosen because it is compatible with several PDKs, is widely
used by the microelectronics designers and does not require a complete simulation
environmental configuration. However, the tool implementation has a generic text-
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Fig. 4.3 Flowchart of the operation-point simulation-based W calculation algorithm using a drain
current reference (IDref

)

based simulation interface that makes possible the use of other commercial electrical
simulators, such as the Cadence Spectre® andMentor Graphics Eldo® and freeware
simulators, such as the Analog Devices LTspice® and NGSpice.

We have also implemented in the tool the graphical user interface (GUI)
shown in Fig. 4.4 to make easier and simpler the use by students, designers and
researchers. The GUI shows to the user all the operation-point information and
other ULV essential design parameters, such as the gm/ID and gmb/gm ratios, the
current densities and the actual threshold voltage. Additionally, a parameter sweep
environmental GUI was added to the tool where it is possible to sweep a design
parameter and to plot the sweep effect on the operation-point values. It is very useful
to help the user in the definition of the design parameter values, as the best values for
the transistor length (L) and the number of parallel associated devices. Figure 4.5a
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Fig. 4.4 Operation-point simulated-based sizing tool in a graphical user interface (GUI)

and b show the parameter sweep GUI environmental and a sample curve obtained
for the threshold voltage (VT ) variation of the channel length sweep in a 180 nm
CMOS process. In the sample curve, we can see the reverse short-channel effect
(RSCE) of a standard-VT device.

The proposed tool has some advantages in comparison to other tools from the
literature. The tool uses the model parameters set in a commercial and wide used
electrical simulator and is compatible with all the fabrication process in which
a PDK has HSpice models. This is the main advantage in comparison to other
tools proposed in [23] and [10] that are not related to the PDK parameters. The
proposed tool does not need extra data or simulations to obtain some abacus or
look-up tables, which is necessary in the [13] implementation. The disadvantage of
the proposed tool is the need for a commercial electrical simulator. However, the
HSpice simulator is one of the most commonly used electrical simulators and it is
often available in design houses, research centers and universities.

4.3.1 Design Example

In this section a design methodology using the proposed tool to size the transistors
of the ULV circuits is exemplified. The developed design methodology is used to
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Fig. 4.5 Parameter sweep environmental in the implemented tool (a), and a sample of sweep
variation curve obtained for the threshold voltage in function of the channel length variation (b)

design some of the programmable gain amplifiers and active filters for low energy
RF receivers presented in Chap. 5.

The OTA design is exemplified by using the proposed circuit shown in Fig. 3.16
of Sect. 3.3.1. In this design, transistors M5a to M5d have the same W and L
values equal to W5 and L5, respectively. The same is defined to the M6a to M6d
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transistors, using the W6 and L6 parameters. The difference among these transistors
is the multiplicity defined as Mab to M5a/b and M6a/b and Mcd to M5c/d and
M6c/d. Thus, the design free variables are W5, L5, W6, L6, Mab and Mcd . The
circuit can be designed in different ways using the proposed operation-point based
tool and the specification required for the amplifier. Here, it will be designed using
the gain-bandwidth product (GBW) and the common-mode rejection ratio (CMRR)
specification values as design references.

The first strategy is performed with the design of unitary transistors to obtain
the W5 and W6 values, considering a current reference level (ID1) and the value of
L5 and L6. With the unitary transistors, Ma/b can be manually adjusted to satisfy
the required GBW value while Mc/d can be changed to obtain the target CMRR.
Figure 4.6 shows the single transistor design flow using the proposed tool. The
transistor voltage bias is defined according to the VDD used and the Calc_W_ID

function is applied twice to obtain W5 and W6.
An improved design strategy for the OTA can be performed using an equation-

based approach together with the proposed tool. The OTA GBW can be estimated
by simplifying Eq. (3.33), as shown in Eq. (4.6). It depends on the transconductance
of transistors M5a/b and M6a/b and the load capacitance (CL). Using the target
GBW and the CL values, transistors M5a/b and M6a/b can be design to obtain the
equivalent transconductance gm5 + gm6 equal to ωGBW .CL. The design of M5a/b
and M6a/b is easily performed by using a reference drain current level (IDGBW

) for
both transistors instead of using gm5 and gm6, since gm5 is not equal to gm6. This
current can be estimated from Eq. (4.6), using the gm/ID ratio of M5a/b and M6a/b,
as shown in Eq. (4.7).

ωGBW = gm5 + gm6

Cio + Co + Cob

≈ gm5 + gm6

CL

(4.6)

Fig. 4.6 Flowchart of the
design methodology used in
the transistor sizing of the
OTA shown in Fig. 3.16
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ID1

[W6]=Calc_W_ID(ID1, L6, VGS6, VDS6, VBS6)
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Fig. 4.7 Flowchart of the design methodology used in the transistor sizing of the OTA shown in
Fig. 3.16—improved version

IDGBW
= ωGBW .CL(

gm

ID

)
5
+

(
gm

ID

)
6

(4.7)

Figure 4.7 shows the flowchart of the OTA improved design methodology. In
this flow, the transistor bias voltages are calculated using the VDD voltage. A first
approximation using gm5 = gm6 = gm0 in Eq. (4.6) is used to obtain a start point
transconductance gm0 = ωGBW .CL/2. This value is used in function Calc_W_gm

to design M5a/b and M6a/b and to obtain the drain current needed in each transistor
to present a transconductance equal to gm0. The current information is employed to
calculate the gm/ID ratio of these transistors. Thus, Eq. (4.7) is used to obtain the
needed drain current of M5a/b and M6a/b and the function Calc_W_ID is applied
twice to obtain the W and the multiplicity of transistors M5a/b and M6a/b. The
information of the transconductance and output conductances of M5a/b and M6a/b
are captured from Calc_W_ID to obtain the multiplicity of M5c/d and M6c/d
needed to satisfy the target CMRR. Combining Eq. (3.43) with Eq. (3.44), Eq. (4.8)
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is obtained to estimate the CMRR. The values of gmcm and gdseq are defined by
Eqs. (3.41) and (3.42), which are rewritten by Eqs. (4.9) and (4.10), considering the
multiplier Mab and Mcd . Using these equations, Eq. (4.11) is obtained for the Mcd

calculation usingMab and the operation-point information of transconductances and
output conductances. Thus, whole the OTA design free variables are designed to
attend the target GBW and CMRR.

CMRR = Avdm0

Avcm0
= gdseq + Averr .gmcm

gdseq + 1/Rcm

≈ Averr .gmcm

gdseq + 1/Rcm

(4.8)

gmcm = gmb6ab
+gmb6cd

+gm5cd
+gm6cd

= gmb6ab
+Mcd

Mab

.
(
gmb6ab

+ gm5ab
+ gm6ab

)
(4.9)

gdseq = gds5ab
+gds6ab

+gds5cd
+gds6ab

= gds5ab
+gds6ab

+ Mcd

Mab

.
(
gds5ab

+ gds6ab

)
(4.10)

Mcd ≈ Mab.
CMRR.

(
gds5ab

+ gds6ab
+ 1/Rcm

) − Averr .gmb6ab

gmb6ab
+ gm5ab

+ gm6ab
− gds5ab

− gds6ab

(4.11)

The negative transconductor design exemplification is performed by using the
proposed circuit shown in Fig. 3.9, of Sect. 3.2. In this circuit, all the transistor
and the Rex, external resistor, should be sized to obtain the target equiva-
lent negative transconductance (gmneg). The same current level is considered
for the main transconductor, the replica bias and the constant gm bias. There-
fore, the following transistor equality are assumed: M1a=M1b=M1r=M1x and
M2a=M2b=M2c=M2d=M2r=M2=M2x.1 Transistor M7a and M7b have the same
current level, but due to the voltage drop on Rex (of �VRex) they are designed to
have the same W and L but using different multiplicities (M7a and M7b). Based on
that, the design of the negative transconductor has the following design variables:
W1, L1, M1, W2, L2, M2, W7, L7, M7a , M7b and Rex. Where W1, L1 and M1 are
the parameters of M1x and W2, L2 and M2 are the parameters of M2x.

Figure 4.8 shows the design methodology using the developed tool to design the
negative transconductor. Based on the VDD voltage, the bias voltages of M1x and
M2x are calculated. As a start point, the simplification gm1 = −gmneg is assumed
to obtain W1 and M1 using the Calc_W_gm function and the gm1 value. Transistor
M2x is designed to adopt the Ids1 current obtained from the operation point
information of the M1x design. After the design of M1x and M2x, the simulated
negative transconductance (gneg_s) is evaluated using Eq. (3.24) and the operation
point transconductance of M1x and the output conductances of M1x and M2x. After
that, gneg_s is compared with the target negative transconductance, gm1 is updated to
the desired value and the loop is executed again while the calculated error is higher

1 M1x and M2x are referred only to give generic names for the transistors and are not physical
devices.
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[W2, M2, gds2]=Calc_W_ID(Ids1, L2, VGS2, VDS2, VBS2)
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M1 W2 M2 W7 M7a M7b Rex

Return

Fig. 4.8 Flowchart of the design methodology used for the transistor sizing of the negative
transconductor shown in Fig. 3.9
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than the tolerated error (err ). At the end of this loop, transistors M1x and M2x are
completely defined and the drain current reference (Ids1) is known. In the next step,
the M7a and M7b PMOS transistors of the constant gm bias circuit are designed.
The bias voltages of M7a and M7b are obtained using the VDD and �VRex values.
Both transistors sizes are calculated using the drain current reference Ids1 and, as
M7a and M7b have different voltage bias, the W and M obtained are different from
each other. With these values, function Calc_bestM is employed to define the best
ratio for the multiplicity factor of M7a and M7b that best approximate the obtained
W7b/W7a ratio. At this point, for the multiplicity calculation, function Calc_W_M
is used to obtain the W7a considering the reference drain current and the fixed best
multiplicity ratio. The obtained W is adopted for both M7a and M7b transistors. The
external resistor Rex is sized using the ohm’s law with the values of the �VRex and
the branch reference current (Ids1). At the end of the flow execution, all values for
the design variables are obtained and the proposed negative transconductor circuit
is wholly sized.

The error amplifiers used in the CMFB and replica bulk bias can be designed
using the same strategy employed on the OTA design. The CMFB error amplifier
should be designed to present a reasonable bandwidth and reduced input parasitic
capacitance. On the other hand, the replica bias error amplifier should be designed to
present a reduced power dissipation and a low sensitivity to the mismatch variability.

4.4 ULV Circuit Design Using the UCAF Tool

The design methodology based on the operation-point simulation, presented in the
last section, is very powerful to design ULV circuits. However, a prior definition is
required to the transistor channel length (L) and the current level, or the small-signal
transconductances. Thus, the designer should analyze the device behavior and the
circuit specification equations before the circuit design to find the best values of
these parameters.

To improve the circuit design with no need of predefined parameters we have also
used in this work an improved version of the UCAF tool. UCAF is an optimization-
based tool developed at the Computer Architecture and Microelectronics Group
(GAMA) of the Federal University of Pampa [21]. It is an analog integrated circuit
sizing tool that includes some functional blocks that can be configured to design any
kind of analog circuit, as shown in Fig. 4.9. Additionally, it includes some special
design strategies to find solutions with low sensitivity to the process, voltage and
temperature (PVT) variations using optimized Monte Carlo [22] and process corner
[20] simulations.

The CMOS transistor channel width (W) and length (L) are the standard analog
circuit design variables of the UCAF tool. The simplified design space exploration
flow is illustrated in Fig. 4.10. The optimizer generates the values for each one of
the design variables (W and L) and according to the solution quality it explores the
design space to obtain high-quality solutions (or optimized solutions). The UCAF
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Fig. 4.9 UCAF modular
functions. Source: Adapted
from [21]
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tool includes the Genetic Algorithms, Simulated Annealing and Particle Swarm as
global optimization meta-heuristics and the Sequential Quadratic Programming and
the Nelder–Mead as local optimization methods. The local and global optimization
methods can be configured to work individually or in a hybrid design exploration
strategy. The solution quality analysis is obtained with the Solution Evaluation
function. This function receives the values of the W and L variables and returns
a cost function (fc) value to the optimizer. In the UCAF tool, the cost function
implementation is based on the use of a multi-objective to mono-objective weighted
sum function [20]. The cost function calculation is given by the comparison of the
circuit specifications values of the generated solutions with the target values for each
specification. The circuit specifications of the generated solutions are estimated by
using electrical simulations and some standard circuit testbenches. The UCAF tool
uses the Synopsis HSpice® as the standard electrical simulator.

The use of only W and L parameters as design variables is essential in general
purpose tools, such as the UCAF tool, because no more information is needed from
the circuit under design and it can be seen by the design tool as a black box. Due to
its flexibility, the use of only transistor sizes as design variables is also widely used
on other tools presented in the literature [15, 17, 25].

However, the use of W and L as design variables is not efficient for ULV designs.
As shown in Sect. 4.2, the ULV circuits have well-defined voltage bias that are
dependent on the VDD power supply voltage. Because of that, only a few W and
L combination results in the appropriated DC voltage bias and are practical. Thus,
a high number of unfeasible solutions are generated during the optimizer design
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Fig. 4.10 The simplified design space exploration flow of the UCAF tool
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space exploration. This is illustrated in Fig. 4.11a for a single-ended ULV CMOS
inverter amplifier. The conventional design variables are the W and L of transistor
M1 and M2, resulting in the four design free variables W1, L1, W2 and L2. The
input DC voltage is defined to the optimal common-mode voltage equal to VDD/2.
The W and L parameters values for transistors M1 and M2 can be chosen to be
between the minimum and maximum bounds of the fabrication process, but only
a few combinations of them make the circuit practical. For example, if the aspect
ratio (W/L) of transistor M2 is chosen by the optimizer to be much higher than the
W/L ratio of M1, M1 will work in the saturation region while M2 will operate in
the linear region, degrading the amplifier performances and the output DC voltage
will tend to VDD . This solution is not feasible and can not be used to an amplifier
circuit. Sometimes, this kind of solutions cannot even be evaluated by the simulation
testbenches, resulting in fail solutions. To be considered as a feasible solution,
transistor M1 and M2 should have the proper aspect ratio to present similar drain
current conduction and make the output voltage near to the VDD/2 level.

The design exploration efficiency can be improved by including some informa-
tion from the designed circuit to avoid some of the unpractical solutions. Some
strategies based on the operating-point analysis, known as operation-point driven
(OPD), were reported in the Literature by [14] and by [12]. It uses the bias point
information during the optimization procedure to reduce the number of unpractical
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Fig. 4.12 The improved UCAF flow using the proposed operation-point driven strategy

solutions and also to reduce the number of design variables, making the optimizer
exploration more efficient. Such kind of information can be easily inserted in the
ULV circuit design exploration phase since the bias voltages are well known and
the approximations needed on general circuits, as presented by [12], are not needed.

In this work, we propose the use of a mix of transistor sizes and OPD to make
the design of ULV circuit more efficient. It is based on using the channel length (L)
and the drain current (ID) as the optimizer variables. Due to the series association
present in all the two-stacked transistors circuits, the PMOS and NMOS transistors
have the same drain current. Thus, it is possible to reduce the number of variables in
the optimizer. This characteristic is significant in optimization-based tools because
the design space dimension can be decreased, reducing the computation effort
needed for the exploration. An example is illustrated in Fig. 4.11b for the single-
ended CMOS inverter amplifier, in which the drain current and the channel length
are used as design variable instead of the W and L. For this reason, the number of
design variables is reduced from four (W1, L1, W2, L2) to three (L1, L2 and ID).

The UCAF tool uses electrical simulations to evaluate each one of the optimized
generated solutions. Thus, to implement the proposed mix design strategy, a variable
conversion step is needed between the optimizer and the solution evaluation stages
to provide the transistor size information to the electrical simulation. Figure 4.12
shows the design flow of the improved UCAF tool. The L and ID optimizer variables
values should be converted to W and L values before the solution evaluation. The
variable conversion function can be performed using the proposed operation-point
simulation-based tool, presented in Sect. 4.3. As the drain current of a CMOS
transistor is directly related to the transistor aspect ratio, the operation point analysis
can be performed to obtain the W from the L and ID values, considering that all the
transistor bias voltages are known. This step can be executed to design each one of
the transistors individually, using the bias voltages and the ID and L defined by the
optimizer. As a result, all the optimizer variable values are converted to practical
transistor sizes that have the needed bias voltage and the reference ID current. This
strategy is implemented, and an improved version of the UCAF tools was developed
by inserting the Operation-Point Driven function, as shown in the dashed white box
of Fig. 4.9.

The improved version of the UCAF tool is used to design some of the filters
and amplifiers shown in Chap. 5. For the OTA and error amplifier designs, the L
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of each transistor and the current of each branch (with no matched currents) are
used as design variables. In this case, the design flow of the variable conversion
step is similar to the flow presented in Fig. 4.6 of Sect. 4.3.1, but the transistor
multiplier calculation is performed using the required drain current level. The
negative transconductor is designed using the same design flow shown in Fig. 4.8,
but the UCAF tool is used to explore only the transistor L parameters. As the
transistor length is related to several transistor characteristics, this exploration is
very important in the negative transconductor design since it should be designed to
present a reduced output noise and to present a reduced sensitivity to the process
and temperature variations.

4.5 Conclusion

The two-stacked transistors ULV circuits proposed in this work have the bias
voltages related to the VDD voltage used. Thus, the operation-point simulation-
based approach can be extensively used to design all the transistors of the ULV
circuit.

A simple and useful tool, based on the operation-point simulation, is proposed to
find the transistor channel width (W), considering the transistor channel length (L)
and the drain current or the small-signal transconductance reference values. This
tool can be applied to design all the circuits proposed in this work.

An improved version of the UCAF optimization-based tool is also proposed
using the implemented operation-point simulation-based tool. It can be used to
explore some of the design parameters to obtain optimized solutions for the
circuits. The improvement increased tool efficiency on the ULV circuit design space
exploration, because it reduces the number of design variables and also the number
of unpractical solutions.

The design methodologies and tools presented in this chapter are applied to
design the filters and programmable amplifier presented in Chap. 5. As the design
tool is not the main objective of this work, the analysis presented in this chapter
were simplified with the focus on its use, functionalities and applicability. However,
it has been a very powerful tool to get rapidly a new solution for any of the designed
circuits in this book.
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Chapter 5
Design and Experimental Results

5.1 Complex Band-Pass Image-Rejection Filter

The complex band-pass filter (CxBPF) is a very important building block of modern
Low-IF RF receivers. It is used to select the desired channel signal from the received
signals and to reject the image signal generated after the down-conversion process.
A CxBPF can be designed using two section of integrator-based low-pass filters, one
for the in-phase (I ) signal SI = |S|
 0◦ and other to the quadrature (Q) signal SI =
|S|
 +90◦. As the I andQ signals have a phase difference of 90◦, the transformation
from low-pass to band-pass behavior is obtained using multiple feedbacks between
the I and Q sections [12]. Thus, the low-pass filter real poles and the complex-
conjugate poles centered in the real axis are moved to a complex position in the
pole-zero diagram [9]. Additionally, due to the multiple-feedback between the I

and Q signals, the desired signal (Ssig) is selected from the received signals while
the image signal (Simg) is rejected. The ratio between Ssig and Simg in the pass-band
is defined as the image-rejection ratio (IRR) of the CxBPF. The IRR of generic first
and second order filters can be evaluated using Eq. 5.1 and Eq. 5.2, respectively [1].
By using these equations we can conclude that the higher the center frequency, the
higher the IRR is. Additionally, it is possible to obtain higher IRR using a second
order filter instead of using two cascaded first order filters due to the flexibility of
the Qf ilter choice in second-order filters.

IRR1st =
√
1 + 4.ω2

c/ω
2
0 (5.1)

IRR2nd =
√(

1 + 4.ω2
c/ω

2
0

)2 + (
4/Qf ilter

)2
.ω2

c/ω
2
0 (5.2)
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Where: ω0 is the pole frequency, ωc is the BPF center frequency and Qf ilter is the
conjugated-pole quality factor. ω0 and Qf ilter are defined by the LPF sections while
ωc is defined by the I/Q feedback.

The CxBPF designed in this work is based on the implementations presented
in [3] and in [20], but using only a second order biquad and a first order filter
to implement a third-order leapfrog active-RC filter. The schematic of the CxBFP
designed in this work is shown in Fig. 5.1. It is composed of six single-stage OTAs
divided into two sections of low-pass filters (LPF) to work with quadrature signals
(I/Q). The low-pass filter sections control the bandwidth and the quality factor
(Qf ilter ) according to the resistors (R) and capacitors (C1, C2 and C3) values.
The bandwidth of the CxBPF is twice the cutoff frequency of each LPF section.
The complex feedback provided by the resistors RIQ1, RIQ2 and RIQ3, changes
the filter poles positions and generate the band-pass transfer function. Hence, the
complex feedback resistors and the LPF capacitors control the center frequency
(ωc) that should be equal to the intermediate frequency (IF) of the BLE RF receiver.
The CxBPF IF can be evaluated using Eq. 5.3 and it is used to design the complex
feedback resistors, based on the designed LPF.

IF = 1

2.π.C1.RIQ1
= 1

2.π.C2.RIQ2
= 1

2.π.C3.RIQ3
(5.3)

In the proposed CxBPF circuit, negative transconductors are placed at the input
of each one of the single-stage OTAs in order to compensate the effect of the low
voltage gain and the resistive load sensitivity, as previously analyzed in Sect. 3.1.

The following subsections present the filter passive devices design to find the
proper CxBPF behavior and also the design of the negative transconductors and
the OTAs. The circuit sizing was performed using the TSMC 180 nm design kit to
operate with a power supply of 0.4 V by using low-VT NMOS and PMOS transistors
with 300 mV and 250 mV threshold voltage, respectively.

5.1.1 Filter Design

As presented in [19], the BLE 5 RF receiver should be designed to present a 1 MHz
bandwidth, to reject the blockers interferences and to have a relaxed IRR of 24 dB in
the 1Mbps rate mode. The total receiver third-order intermodulation product (IIP3)
should be higher than −28 dBm to preserve the linearity requirements. The total
receiver noise figure (NF) can be as high as 19 dB for a 15 dB SNR demodulator
and, due to the LNA gain, the noise figure requirement for the CxBPF circuit is very
relaxed. A third order BPF is sufficient to satisfy the rejection requirement of 32 dB
at the adjacent channels in the 1 Mbps mode, but it is not sufficient to satisfy the
rejection requirement of 41 dB in the 128 kbps mode. However, the design should
consider the rest of the rejections in the receiver front-end. As presented in [13]
and [16] after the down-conversion mixer a transimpedance amplifier (TIA) is used.
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Fig. 5.1 Schematic of the designed third-order CxBPF. Reprinted, with permission, from [6]

Thus, the TIA add the first out of band attenuation and it is possible to satisfy the
standard rejection requirement, for all the data rates, using a third-order filter at the
baseband stage.

The filter center frequency—receiver IF—is defined in order to satisfy the
standard requirement. For a bandwidth of 1 MHz, the minimum value of IF is 500
kHz. At this frequency, the circuit is optimized in terms of power dissipation, but it
will suffer from a high flicker noise contribution at lower frequencies, a DC offset
and a poor IRR. On the other side, a higher IF frequency improves the IRR and
avoid the problems of DC offset and flicker noise, but it increases the filter power
dissipation. To have a good compromise among IRR, power dissipation, DC-offset
and flicker noise contribution an IF of two times the bandwidth is suggested by [9].
To further increase the IRR, the minimum bandwidth of 1 MHz is used to implement
the filter. Thus, the BPF sections should have a cutoff frequency of 500 kHz and,
consequently, the filter resistor R value, used as reference for all the resistors, and
the capacitors C1, C2 and C2 can be obtained using the desired filter quality factor
(Qf ilter ). Based on IF the values of the complex feedback resistors can be obtained
according to Eq. 5.3.
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Fig. 5.2 Programmable capacitor (a) and resistor (b) used to implement the CxBPF

The complex feedback resistors and the capacitors were designed as pro-
grammable devices to provide a calibration capability on the bandwidth and IF. The
schematic of the programmable capacitors and resistors are shown in Fig. 5.2a,b.
The programmable capacitors were designed with a parallel association of five
capacitor for C1 and six capacitors for C2 and C3. The capacitor value is changed
using a digital signal that makes the switches on or off. The switches connect each
capacitor to the parallel association or to the ground terminal in order to avoid
floating internal nodes. The value of C was defined as 50 fF for all the capacitors,
while C0 was chosen according to the filter design and are different for each one
of the capacitors C1, C2 and C3. The switches used for the capacitor association
were implemented using low-VT NMOS transistor with channel length and width
of 0.3 µm and 8 µm and multiplicity of 8. The L is higher than the minimum value
of 180 nm in order to reduce the RSCE on the threshold voltage.

The programmable resistors were implemented according to Fig. 5.2b using
a hybrid series-parallel association. Usually, this kind of programmable resistors
is implemented with short-circuits that trim-out some resistor from the series
association. However, the switches at the ultra-low voltage operation, even with
low-VT devices, present a higher on-mode resistance (Ron) and the resistor short-
circuit is not possible with small resistors values. Thus, we have used the switches
to perform the parallel association in the smaller resistors (R, 2.R and 4.R) and
the short-circuit switch is employed only in the higher resistors (8.R and 16.R). The
switches used to program the equivalent resistor value were implemented using low-
VT devices with channel length and width of 0.5 µm and 5 µm and multiplicity of
10.

All the resistors and capacitors were sized to obtain the CxBPF target bandwidth
and IF specifications. The programmability range of the capacitors and the complex
feedback resistors were defined by the worst case scenario of process variability. The
quality factor of the biquad filter was chosen to present the behavior of a third-order
Butterworth BPF. Table 5.1 shows the values of each one of the passive devices used
in the CxBPF implementation.
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Table 5.1 Values of the passive devices used in the CxBPF implementation

Parameters Typical value Programmable range Number of bits

R 100 k� – –

C1 1.1 pF 0.3 to 1.9 pF 5

C2 4.8 pF 1.6 to 8.0 pF 6

C3 2.4 pF 0.8 to 4.0 pF 6

RIQ1 72.9 k� 45.4 to 100.0 k� 7

RIQ2 16.7 k� 9.1 to 24.9 k� 5

RIQ3 33.0 k� 21.2 to 49.3 k� 7
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Fig. 5.3 Shift register used as serial input register bank (a) and the schematic of the edge-triggered
D flip-flop (b) used in the implementation

In order to reduce the number of digital I/O pins needed to program the capacitors
and resistors, we have designed a shift register that works as a series to parallel
converter to configure all the filter digital bits. The shift register receives a digital
serial input data that is converted to a parallel data after some clock cycles. The
register bank was implemented using D type flip-flops, as shown in the schematic of
Fig. 5.3a. The edge-triggered D flip-flop (DFF) was designed as shown in Fig. 5.3b,
using CMOS transmission gates and inverters [2]. The transmission gates and
inverters were designed using NMOS and PMOS standard devices with a channel
length of 0.18 µm and width of 1 µm and 4.12 µm, respectively.
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5.1.2 Negative Transconductors Implementation

The CxBPF implementation has an input negative transconductor for each one of
the single-stage OTAs. The negative tranconductors were applied to compensate
the OTA reduced voltage gain and the resistive load. The value of each one of
the negative transconductance is dependent on the CxBPF resistors values. As
previously analyzed in Sect. 3.1, the negative transconductance optimal value is
equal to the inverse of the equivalent resistor obtained with the parallel association
of all resistor connected to the input nodes.

Based on the CxBPF schematic of the Fig. 5.1 the optimal value for the gmnegi

negative transconductance can be evaluated with Eq. 5.4, where the index i defines
the filter stage and can be from 1 to 3. As the second stage of the CxBPF is an
active integrator, a percentage safe margin of �gm% is added to the value obtained
with Eq. 5.4 to avoid the instability risk. Based on the resistors typical values
presented in Table 5.1 and using a safety margin of 10% for the second stage, the
negative transconductances gmneg1 , gmneg2 and gmneg3 should be equal to −33.7 µS,
−71.9 µS and −50.3 µS.

gmnegi
= −

(
2

R
+ 1

RIQi

)
(5.4)

The negative transconductors used in the CxBPF implementation have the same
topology presented in Sect. 3.2 and shown in Fig. 3.9a. The CxBPF I andQ sections
should be as identical as possible because the mismatch between them reduces the
IRR and changes the filter behavior. Thus, we designed the circuit shown in Fig. 5.4
that uses the same constant gm bias and replica bias to implement both the negative
transconductors used at the I and Q sections to reduce the mismatch effects and
also to save power. The negative transconductor composed of M1a/b and M2a/b is
connected to the input of OTAa, at the Q section, whereas the circuit composed of
M1c/d and M2c/d is connected to the input of OTAb at the I section, as shown in
Fig. 5.1. In this case, M1a/b=M1c/d and M2a/b=M2c/d.

Based on the needed values for each negative input transconductance, we have
designed the negative transconductors to operate with VDD of 0.4 V, using low-
VT devices. A special attention was given to the negative transconductors sizing to
reduce the noise contribution at the OTA inputs. For the sake of simplicity and to
improve the layout regularity all the transistors channel length (L) were defined to
be equal to 1 µm. This value was chosen in order to reduce the effect of the channel
Halo implantation in the threshold voltage, as shown in Sect. 2.1.5, to reduce
the transistor mismatch and to minimize the noise contribution, preserving the
circuit area. Table 5.2 shows all the parameters used in the negative transconductor
implementation. The error amplifier has the same transistor size for all the three
negative transconductors, and it was designed to have a reduced bandwidth in order
to keep the replica bias loop stable. Figure 5.5a–c show the layout of each one of
the designed negative input transconductors.



5.1 Complex Band-Pass Image-Rejection Filter 87

M2a M2b

M1a M1b

M2r

M1r

-

+

VDD/2

VDD

Vbias

V+OTAa V-OTAa VbpVcm

M2e

M7a

Rex

M2f

M7b

Constant gm bias Negative gm cell A Replica bias

M2c M2d

M1c M1d

V+OTAb V-OTAb

Negative gm cell B
VDD

Iref

M3b

VDD

Out

In-

M3a

M4bM4a

In+

Fig. 5.4 Negative transcondutor used in the CxBPF implementation. Reprinted, with permission,
from [6]

Table 5.2 Values of the parameters used in the CxBPF negative transconductors implementation

gmneg W (gmneg1 ) W (gmneg2 ) W (gmneg3 ) Unit

M1a to M1d 3.78 × 1 9.42 × 1 5.69 × 1 µm

M1r 3.78 × 1 9.42 × 1 5.69 × 1 µm

M2a to M2f 9.34 × 2 11.78 × 4 6.97 × 4 µm

M2r 9.34 × 2 11.78 × 4 6.97 × 4 µm

M7a 1.53 × 5 3.74 × 5 2.28 × 5 µm

M7b 1.53 × 14 3.74 × 14 2.28 × 14 µm

M3a = M3b 9.42 × 1 9.42 × 1 9.42 × 1 µm

M4a = M4b 3.76 × 1 3.76 × 1 3.76 × 1 µm

Other parameters Value Unit

Rext1 25.19 k�

Rext2 10.15 k�

Rext3 16.75 k�
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Fig. 5.5 Layout of the negative input transconductors: (a) gmneg1 , (b) gmneg2 and (c) gmneg3

5.1.3 OTA Implementation

The OTA used in the CxBPF implementation has the same topology presented in
Sect. 3.3.1 and shown in Fig. 3.16. To reduce the design complexity, the same OTA
implementation was used in all the six OTAs of the CxBPF.

The OTA unity gain frequency was designed to be over 14 MHz, in order to
satisfy the 8.Qf ilter .fcutoff relation, as suggested in [23], where Qf ilter is the filter
quality factor and fcutoff is the highest cutoff frequency, equal to 1/

√
2 and 2.5

MHz, respectively. Additionally to the unity gain frequency requirement, the design
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was performed in order to keep the common-mode and the power supply gains lower
than 0 dB in all the pass band range.

The OTA was carefully sized using the improved version of the UCAF [18]
to optimize the power dissipation and to be robust under process and mismatch
variations. For the sake of simplicity, we have used all the transistor length equal to
1 µm and the design was performed using the transistor width (W) and the number
of parallel transistors—multiplicity (M)—as design variables.

The common-mode sense resistors Rcma and Rcmb were chosen in order to
present a reasonable trade-off between the voltage gain reduction and to keep high
the frequency of the pole generated with the input parasite capacitance of the error
amplifier. The Cc capacitor was designed to make the CMFB phase margin higher
than 45◦. Table 5.3 shows all the transistors sizes and passive devices values used in
the OTA implementation. The OTA layout is shown in Fig. 5.6 and it has the size of
85µm×91µm.

Table 5.3 Parameter values
of all the transistor and
passive devices used in the
CxBPF OTA implementation

OTA parameters W (OTA) Unit

M6a = M6b 1.92 × 14 µm

M6c = M6d 1.92 × 8 µm

M5a = M5b 9.42 × 20 µm

M5c = M5d 9.42 × 2 µm

M3a = M3b 9.42 × 5 µm

M4a = M4b 3.76 × 5 µm

Other parameters Value Unit

Rcma = Rcmb 100 k�

Cc 0.8 pF

Fig. 5.6 Layout of the OTA
used in the CxBPF
implementation
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Fig. 5.7 OTA differential-mode, common-mode and power supply gains as function of the
frequency. Reprinted, with permission, from [6]

Table 5.4 OTA post-layout
simulation results

Specifications Value Unit

Technology 180 nm

Supply voltage 0.4 V

Differential-mode gain 29.66 dB

Unity gain frequency 21.88 MHz

Common-mode gain −21.73 dB

CMRR 51.39 dB

Power supply gain −34.08 dB

PSRR 63.74 dB

Slew Rate 9.92 V/µs

DC power dissipation 7.50 µW

Layout Area 0.0077 mm2

Capacitive load 5 pF

The OTA layout parameters were extracted by the Cadence environmental, and
post-layout simulations were performed, considering a capacitive load of 5 pF.
Figure 5.7 shows the OTA differential-mode (Avdm = vodm/vidm), common-mode
(Avcm = vocm/vicm) and power supply gains (Avvdd = vocm/vdd ) as function
of the frequency. The OTA has presented a differential mode-gain of 29.66 dB and
unity gain frequency of 21.88 MHz. The low-frequency common-mode and power
supply rejection rates are 51.39 dB and 63.74 dB, and the common-mode and power
supply gains remain under 0 dB in all the filter pass-band. The OTA post-layout
simulation specifications at the VDD of 0.4 V are shown in Table 5.4.
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Fig. 5.8 Layout of the CxBPF circuit

5.1.4 CxBPF Measured Results

The complete CxBPF circuit was obtained by connecting all the OTAs, negative
transconductors and passive devices presented in last subsections. The CxBPF
complete layout is shown in Fig. 5.8. It has a size of 1390µm×370µm that results
in a silicon area of 0.514 mm2. A reasonable percentage of the total area is occupied
by the programmable capacitor designed using the parallel association of some
unitary MiM capacitors and by dummies devices. The active circuits, composed by
the OTAs and the negative transconductors, occupy about 20% of the total silicon
area.

In order to demonstrate the proposed CxBPF operation, we have designed
and fabricated the circuit in a 180 nm six metal layers CMOS process. The
microphotograph of this integrated circuit is shown in Fig. 5.9a. The fabricated
die of 1.66 mm×1.66 mm was packaged using a CLCC package with 44 pins to
perform all the measurements using a printed circuit board. Figure 5.9b shows the
used CLCC 44 package with the cavity opened and closed.

The CxBPF circuit measurements were performed using the generic test board
developed [6]. The equipment setup employed in the measurements process is
shown in Fig. 5.10. A two-channel waveform generator is used to generate the I and
Q signals in the frequency range of interest. The single-ended to differential mode
conversion was performed using two transformer baluns at the input and one at the
output. At the output, a High Z driver is used to match the output impedance with
the impedance of 50 � of the spectrum analyzer. The output driver also has low
input capacitance and a high input resistance in order not to degrade the CxBPF
performance. All the output signals and the total equivalent output noise of the
CxBPF were measured using the spectrum analyzer. The circuit was powered using
symmetric ±3 V batteries, and two voltage regulators were employed to obtain the
+0.2 V and −0.2 V used in the CxBPF power supply. The batteries common node
was used to generate the common-mode reference voltage of VDD/2. The use of
batteries instead of a standard power supply voltage was preferred to improve the
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Fig. 5.9 Microphotograph of
the fabricated IC in a 180 nm
CMOS process (a), and the
CLCC 44 package used to
perform the measurements
(b)

1.66 mm

1.66
m

mCxBPF
PGA

(a)

(b)

noise measurement accuracy. The digital configuration bits and the clock signal
of the the serial digital input-interface were generated using an Arduino Uno R3
development board. It is connected to a personal computer using the USB interface
where the circuit calibration can be performed. To transform the digital voltage level
of the Arduino board from 5 V to 0.4 V a resistor-based logic level shifter was used.
To ensure the external noise isolation, a custom made aluminum shield box was
designed using some BNC type connector to perform the equipment connection.

The measurement process was performed first to calibrate the current references
in order to adjust the negative transconductors and to present a 0 dB band-pass
voltage gain. The programmable capacitors and resistors were also calibrated to set
the filter bandwidth to 1 MHz and the IF to 2 MHz. Figure 5.11 shows the measured
transfer functions of the CxBPF for the desired and image input signals. The CxBPF
presents a band-pass voltage gain of 0 dB and a band-pass range from 1.5 MHz to
2.5 MHz, as designed. For the image signal the transfer function has −34 dB gain
at 2 MHz, that results in an IRR of 34 dB. Both specifications are enough to satisfy
the BLE standard requirement.

The integrated input-referred noise (IRN) was measured according to the output
noise density. As shown in Fig. 5.12, the CxBPF has an average output noise density
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Fig. 5.10 The equipment setup used in the CxBPF measurements. Reprinted, with permission,
from [6]

0 0.5 1 1.5 2 2.5 3 3.5 4
−80

−70

−60

−50

−40

−30

−20

−10

0

10

Frequency (MHz)

F
ilt

er
 O

ut
/In

 (
dB

)

Desired Signal Transfer Function
Image Signal Transfer Function

34dB

Noise Floor

Fig. 5.11 Measured complex BPF transfer function for the desired and image signals. Reprinted,
with permission, from [6]

of 180 nV/
√

Hz at the pass-band that results in an IRN of 216µV. As the low energy
RF receiver topology is indeed to have a low noise amplifier (LNA) in the front-end
part, the obtained IRN value does not affect the receiver sensitivity.

The CxBPF out of band input third-order intercept point (IIP3) was measured
using two tones at 4 MHz and 6 MHz, respectively. Figure 5.13 shows the measured
output power versus the input power for the fundamental and the third-order
intermodulation (IM3) at 4 MHz and 2 MHz, presenting an IIP3 of 1.53 dBm.
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Fig. 5.12 Measured equivalent output noise density. Reprinted, with permission, from [6]
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Figure 5.14 presents the measurement of the spurious-free dynamic range
(SFDR) for a complex input signal of −25 dbm of power and IF of 2 MHz. The
third harmonic presents the highest spurious at 6 MHz with −77.7 dbm of power. It
results in an SFDR of 52.7 dBc.

The total current drained from the power supply was 164 µA that results in a
total power dissipation of 65.6µW at 0.4 V or 10.9 µW per pole. The rest of
the measured specifications and some results of other Bluetooth filters from the
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Fig. 5.14 Measured spurious-free dynamic range (SFDR)

Table 5.5 CxBPF measured specifications and comparison with other Bluetooth filters

Specification This work TCASII’17 [17] TCASI’13 [1] JSSC’10 [3] Unit

Technology 180 180 180 90 nm

Voltage 0.4 1.8 1.8 0.6 V

Type RC RC CA-RC RC –

CxBPF LPF CxBPF CxBPF –

Order 3 4 4 6 –

Bandwidth 1.0 0.6 1.0 1.0 MHz

fc 2.0 – 3.0 1.0 MHz

Power 65.6 500 1000 6000 µW

Power/pole 10.9 125 125 500 µW

Noise 216 105a 73 130 µV

Out-of-band IIP3 1.53 25 29 −2.0b dBm

SFDR 52.7 65.6 65.8 36.2 dB

IRR 34.0 – 56.0 33.0 dB

Silicon Area 0.51 0.13 0.40 – mm2

Meas./Sim. Meas. Meas. Meas. Meas. –

FoM (Eq. 5.5) 0.0127 0.109 0.0214 7.744 pJ
aNoise of [1] was estimated using the spectral noise density
bIIP3 of [3] is the receiver IIP3 for the minimum gain setting
Reprinted, with permission, from [6]

literature are shown in Table 5.5. These works were compared by using the Figure
of Merit (FoM) given in [1], expressed by Eq. 5.5.



96 5 Design and Experimental Results

FoM = Power

Npoles .SFDR.fcutoff

(5.5)

Where: Power is the filter power dissipation, Npoles is the number of poles,
SFDR is the filter spurious-free dynamic range, and fcutoff is the cutoff frequency
in LPF and the center frequency in BPF.

This work has presented comparable specifications values, the best FoM, and
the smallest power dissipation among the Bluetooth filters, even operating with a
power supply of only 0.4 V. Further, we can compare the FoM value related to the
supply voltage and to the power per pole of the Bluetooth publications compared
in Table 5.5 and some state-of-the-art active filters for other applications [7, 8, 11,
15, 21, 22]. Figure 5.15 shows the FoM comparisons where we can conclude that
our CxBPF circuit has also shown the best FoM among the state-of-the-art works,
besides presenting the smallest operation voltage and power per pole.

5.2 Programmable Gain Amplifier

In this section an ultra-low voltage (ULV) and ultra-low power (ULP) programmable
gain amplifier (PGA) using a closed-loop single-stage operational transconductance
amplifier (OTA) suitable for low energy direct-conversion RF receivers is proposed.

The schematic of the proposed PGA is shown in Fig. 5.16. It is composed of a
single-stage OTA, feedback resistors (R), programmable input resistors (RV ) and a
programmable input negative transcondutor (gmnegV ). As presented in Sect. 3.1, the
compensation of the OTA low voltage gain and the resistive load sensitivity can be
performed using an input negative transcondutor. The PGA voltage gain of R/RV

is obtained when gmnegV is equal to −(1/RV + 1/R). The most challenge of the
proposed circuit is ensure that gmnegV

is changed to −(1/RV + 1/R) for different
values of RV to compensate the closed-loop in all the voltage gain range.

As shown in Fig. 5.16, the voltage gain is programmed with three thermometer
coded bits (S0-S2) that open or close the switches and change the equivalent value of
RV and gmnegV . The design of RV is performed using multiples values of R in order
to obtain a 6 dB gain step. The gmnegV is designed using a parallel association of
four multiples transcondutances of gmneg and, choosing gmneg = −1/R, the optimal
value for gmnegV

is obtained for any value of RV . We have used R equal to 100 k�
and, consequently, the gmneg should be equal to 10 µS.

The proposed circuit was designed and fabricated in the TSMC 180 nm CMOS
process. The design was performed to operate with the power supply of 0.36 V,
which is only 20% of the 1.8 V process nominal voltage. This voltage value was
chosen to evaluate the operation at the lowest bandwidth of a BLE receiver.

The resistor R was implemented with the process high resistivity poly material,
and eight 12.5 k� series resistors were used to obtain the resistance of 100 k�. The
switches employed to implement the programmable input resistor were performed
using native NMOS transistors in order to obtain a low switch series resistance. The
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Fig. 5.15 Comparison of the FoM versus supply voltage (a), and the FoM versus the power per
pole (b) of this work and other previously reported works

used transistors have the minimum channel length allowed to the native transistor of
0.5 µm, width of 5 µm and 5 multipliers. The rest of the circuit was implemented
using Low-VT NMOS and PMOS transistors.

The following subsection presents some details of the OTA and the pro-
grammable negative transconductor implementation.
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Fig. 5.16 Proposed PGA
using a programmable input
negative transconductance
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5.2.1 OTA Implementation

The OTA applied in the PGA implementation is the same circuit used in the CxBPF,
presented in the last section. Its specifications were shown in Table 5.4 for a power
supply of 0.4 V. However, due to the OTA auto compensation, it works well down to
0.3 V, but the bandwidth is insufficient at this voltage. In this circuit, we have used
as reference the voltage of 0.36 V that present a unity gain frequency approximately
equal to 3 MHz, and the OTA has a power dissipation around 7 µW.

5.2.2 Programmable Negative Input Transconductor

The main challenge of the PGA implementation is to preserve the match between the
negative transconductor and the resistor to obtain the proper compensation. Thus,
the negative transconductor should have a smaller sensitivity to the PVT variations
and should have a trimming capability to adjust its value after the fabrication
according to the resistor process variations.

The schematic of the proposed negative transconductor is shown in Fig. 5.17.
It is composed of the proposed negative gm cell, presented in Sect. 3.2, and three
extra negative gm cells that can be turned on or off. The four negative gm cells were
designed using the same transistor sizes but with different multiplicity factors and
sharing the same bias circuits. The negative transconductance value of each cell is
defined by the multiplicity factor, as presented in Fig. 5.16. The use of the same
constant gm bias for all the negative gm cells makes the circuit more efficient and
smaller. For the replica bias, the same circuit is used to bias all the PMOS bulk to
save power. Furthermore, as the error amplifier is connected to all the PMOS bulks,
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Fig. 5.17 Proposed programmable negative input transconductor

the loop stability is guaranteed due to the high equivalent bulk to ground parasite
capacitance.

The programmability was performed by turning some of the negative gm cells
on or off and keeping all the gm cells directly connected to the input nodes. This
strategy was used instead of using series switches, as shown in Fig. 5.16, because of
the high series resistances of the ULV switches that affect the equivalent negative
transconductance value. Additionally, by turning the gm cells on or off is possible to
save power when in the low gain mode. To turn the negative gm cell off the PMOS
gate is connected to VDD while the NMOS gate is connected to ground. In the on-
mode the PMOS gate is connected to the V+ and V− nodes and the NMOS gates
are connected to Vbias .

The gmneg was designed to be equal to 10 µS in order to perform the compen-
sation when R is equal to 100 k�. The CMOS transistors were carefully sized to
reduce the noise contribution at the OTA inputs and to reduce the mismatch effects.
All the transistors were considered to have a channel length of 1µm, as considered
in the CxBPF circuit implementation. Table 5.6 show all the transistor channel
widths, multipliers and the external resistor used to the constant gm bias.
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Table 5.6 Parameters values used in the PGA negative transconductors implementation

Parameter W Mab Mcd Mef Mgh Mij Mr

M1x 1.71 µm 2 1 2 4 1 1

M2x 8.32 µm 2 1 2 4 1 1

M3x 9.42 µm 1

M4x 3.76 µm 1

Parameter W Ma Mb

M7x 1.05 µm 5 14

Other parameters Value

Rext 36.3 k�

Fig. 5.18 Layout of the PGA circuit

5.2.3 Measured Results

The layout of the PGA was designed using the Cadence EDA tool and the circuit
occupies an actual silicon area of 0.0243 mm2, as shown in Fig. 5.18. The PGA was
fabricated and the circuit specifications were measured using the same equipment
setup used in the CxBPF characterization.

The programmable negative transconductor was first calibrated by adjusting the
reference current using the external resistor. Matching the equivalent gmnegV

to the
actual value of −(1/RV +1/R) is required because of the resistor process variation.
Due to the resistor mismatch, the voltage gain could not be wholly compensated to
obtain the exact gain value and 6 dB step. Additionally, the PGA voltage gain and
bandwidth are related to the negative input transconductance. Figure 5.19 presents
the measured results of the differential-mode gain and the bandwidth obtained with
the variation of Iref from 0.5 µA to 2.6 µA during the “111” gain mode calibration.
The bandwidth is inversely related to Iref whereas the gain increases for Iref from
0.5 to 1.6 µA and decreases for Iref > 1.6 µA due to the limitation in the replica
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Fig. 5.20 Measured transfer functions of the PGA differential-mode (Avdiff ) and common-mode
(Avcm) gains

bias voltage from 0 to 0.36 V. In this design, we used Iref =1.4 µA to obtain the
gain and bandwidth of 18.4 dB and 0.98 MHz, respectively.

Figure 5.20 shows the PGA measured transfer function for the differential-
mode (Avdiff ), for all the gain modes, and the common-mode (Avcm) gains,
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Fig. 5.21 Measured input third-order inter-modulation intercept point (IIP3)

for the minimum and maximum gain modes. Avdiff presents a programmability
range from 0.2 dB to 18.4 dB with a step of approximately 6 dB. The PGA
bandwidth has the highest value of 2.85 MHz at the 0 dB gain mode (“000”) and
the lowest bandwidth of 0.98 MHz at the 18 dB gain mode (“111”). The Avdiff

transfer function presents small peaks in the passband because no external feedback
capacitor was applied in this implementation, as analyzed in Sect. 3.1.1. Avcm is
dependent on the gain mode, and it is always lower than 0 dB. The CMRR, defined
as Avdiff /Avcm, is higher than 20 dB in the whole 0.98 MHz bandwidth.

Figure 5.21 shows the PGA out off band third-order intercept point measure-
ments. It was measured by using two tones at the frequencies of 2.2 MHz and
4.2 MHz that results in the third-order intermodulation product (IM3) at 200 kHz.
The PGA presents an IIP3 from −8.06 to 10.78 dBm, from the maximum to the
minimum gain mode.

The measured DC power dissipation of the PGA at VDD of 0.36 V is from 8.9
µW to 15.4 µW, depending on the gain mode.

Table 5.7 shows the rest of the measured specifications and a comparison
with two low-power PGAs from the literature. The results present comparable
specification values, and our PGA has obtained the smallest power dissipation,
besides being able to work with a third of the supply voltage. The voltage gain
and the input referred noise can be improved using multiples cascaded PGAs.
Additionally, a capacitor can be added in parallel with the feedback resistor to also
work as a channel selection filter for direct-conversion low-energy RF receivers, as
used in [13], and to reduce the differential-mode peak in the passband.
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Table 5.7 Measured results and comparison with other works from the literature

Specifications This work References Unit

Gain mode 000 001 011 111 [24] [14] –

Power 8.9 9.4 11.2 15.4 56 55 µW

Diff. gain 0.2 6.7 12.8 18.4 −14/33 4/55 dB

Bandwidth 2.85 2.36 1.71 0.98 5.0 0.54 MHz

CMRR @300kHz 32.7 35.2 39.3 45.3 – – dB

PSRR @300kHz 16.9 21.5 25.2 27.4 – – dB

Input. ref. noise density 246 248 269 194 45 16.7 nV/
√

Hz

Vinpp for THD=1% 266 189 63.2 26.5 – – mV

IIP3 10.78 4.51 −1.52 -8.06 – – dBm

Supply voltage 0.36 1.0 1.0 V

Technology 180 90 130 nm

Actual silicon area 0.0243 0.16 0.06 mm2

Capacitive load 4 – – pF

5.3 Second-Order Low-Pass Filter with Integrated
Programmable Gain Amplifier

Based on the previous circuits we have proposed a second-order active filter with
integrated programmable gain capability. It can be applied in the baseband section
of direct-conversion low energy receivers to select the desired channel, to reject the
adjacent and alternate channels and to amplify the received signal.

The proposed circuit is based on the active-RC Tow-Thomas topology using
two single-stage OTAs and two input-negative transconductors, as shown in the
schematic of Fig. 5.22. The programmable resistor R1 and the programmable
transconductor gmneg1 are employed to change the voltage gain of the filter, while
gmneg2 is used to compensate the filter second-stage loop gain. The use of the
programmable transconductor at the input of the first OTA has also increased the
OTA bandwidth and keeps the OTA gain even with low values of R1.

In this circuit, the same variable transconductor used to implement the PGA
circuit of Sect. 5.2 was used, as shown in Fig. 5.17. However, we have added
two new transconductors to work with five bits to improve the programmability.
Additionally, we have applied the OTA with the novel individual bulk control, as
presented in Sect. 3.3.2.

The following subsections show the circuit design, its implementation using the
Global Foundries 8HP 130 nm BiCMOS process and some post-layout simulation
results.
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Fig. 5.22 Tow-Thomas second-order filter with integrated programmable gain capability

5.3.1 Filter Design

The filter design was based on the requirements of cutoff frequency and quality
factor (Qf ilter ). In a BLE direct-conversion receiver the low-pass filter, placed after
the down-conversion mixer, should select the desired information in a bandwidth
of 1 MHz. Thus, the low pass filter should have a cutoff frequency higher than 500
kHz. A common choice is to design the filter with 600 kHz of bandwidth in order to
avoid the 3 dB attenuation at the channel corners [14, 17].

The quality factor and the complex conjugate poles angular frequency (ω0) of the
Tow-Thomas active-RC filter can be estimated using Eqs. 5.6 and 5.7 [17].



5.3 Second-Order Low-Pass Filter with Integrated Programmable Gain Amplifier 105

Qf ilter =
√

R2
2

R3.R4
.
C1

C2
(5.6)

ω0 = 1√
R3.R4.C1.C2

(5.7)

We have chosen the Qf ilter of 1/
√
2 to present a Butterworth behavior. The

match between the resistors and the negative transconductor was preserved by
choosing R3 = R4 = R and R2 = R/2, where R was defined to be equal
to 100 k�. Thus, the unity transconductance cell used to implement the variable
transconductor was defined to be approximately equal to 1/R, to reach almost 10μS.
The constant negative transconductor employed at the OTA2 input was defined to be
8.5 µS, resulting in a integrator safety margin of 15%. To obtain Qf ilter = 1/

√
2

and ω0 = 600 × 103/2π rad/s we used C1 = 2.C2 = 3.75 pF. Assuming the
full compensation of the single-stage OTA low voltage gain and the resistive load
effect, the low-frequency PGA voltage gain is equal to R4/R1. In order to find a
programmable gain from 0 dB to 30 dB with 6 dB step, the resistor R1 should be
programmable from 100 k� to 3.125 k� using five thermometer control bits.

As the integrated metal-insulator-metal (MiM) capacitors and the high resistivity
P+ Poly resistors have variations of ±10% and ±15%, respectively, C1 and C2 were
designed as programmable capacitors to allow the tune on ω0 and Qf ilter after the
fabrication. Table 5.8 shows all the parameters values used to implemented the Tow-
Thomas LPF with integrated programmable-gain capability.

The circuit operation is very dependent on the switches used in the programmable
resistors and capacitors. The design of the switches used to implement the pro-
grammable resistor R1 is critical due to the match needed between R1 and gmneg1. If
the switch mode-on series resistance is too high the equivalent resistor association
is higher than the target value required to match with gmneg1, generating a gain
compensation error and reducing the stability margin.

Table 5.8 Parameters used
to implement the
Tow-Thomas LPF with
integrated
programmable-gain
capability

Parameter Value n◦ of bits

R1 3.125 to 100 k� 5

R2 50 k� –

R3 100 k� –

R4 100 k� –

C1 2 to 5 pF 4

C2 C1/2 4

R 100 k� –

C 0.2 pF –

C0 2 pF –

gmneg1 40 to 350 µS 5

gmneg2 8.5 µS –

gmneg 10 µS –
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Due to the reduced gate to source voltage to set the switches on at the ultra-
low voltage operation, we have employed bulk connected to gate transmission gate
switches to implement the most critical switches. Figure 5.23 shows the schematic
of the transmission gate used, where the bulk terminal is connected to the gate
terminal in both PMOS and NMOS transistors. The use of the bulk voltage reduces
the transistor threshold voltage in the on-mode, reducing the switch on-resistance
and increasing the ratio between the on-mode and off-mode switch resistance. The
switches implementation were performed using both L=0.33 µm, Wp=14 µm and
Wn=5 µm. In some switches, the transistor multiplicity factor was increased to
further reduce the series resistance.

5.3.2 Negative Transconductors Implementation

As mentioned, we have added two new transconductors to the same variable
transconductor used to implement the PGA circuit of Sect. 5.2 to work with five
control bits.

We have designed a negative transconductor of 10 µS and used multiples of that
to obtain the 4.gmneg , 8.gmneg and the 16.gmneg . The 8.5 µS negative transconductor
was designed using a channel width 15% lower than the values used in the 10 µS
circuit implementation. The same replica bias and constant gm bias circuits were
applied in all the negative transconductors. Table 5.9 shows the devices sizes used
to implement the negative transconductors. The same devices name of the circuit
shown in Fig. 5.17 were used in Table 5.9.

The phase margin of the replica bias loop was improved by reducing the error
amplifier bandwidth by connecting all the PMOS transistors bulk terminal to it
output. Additionally, it bandwidth was further reduced using a low current bias and
higher values of channel length for the M3a/b and M4a/b. The higher L employed
also mitigate the effects of the mismatch in the error amplifier.

The layout of the negative transconductor was designed with the Cadence EDA
tool, and is shown in Fig. 5.24. The circuit occupies an area of 0.017 mm2, including
the programmable negative transconductor connected to OTA1 and the constant
negative transconductor connected to OTA2.
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Table 5.9 Device parameters
used to implement a 10 µS
negative transconductor

Parameter W L M

M1a = M1b 7.23 µm 1.50 µm 1

M1r 7.23 µm 1.50 µm 2

M2a = M2b = M2c = M2d 2.07 µm 1.50 µm 1

M2r 2.07 µm 1.50 µm 1

M7a 2.20 µm 1.00 µm 7

M7b 2.20 µm 1.00 µm 12

M3a = M3b 7.97 µm 5.00 µm 1

M4a = M4b 3.85 µm 20.00 µm 1

Other parameters Value

Rex 39.3 k�

Fig. 5.24 Layout of the programmable and constant value negative transconductor

5.3.3 OTA Implementation

The OTA implementation is based on the circuit proposed in Sect. 3.3.2, that
includes both the output common-mode voltage and current compensation. The
OTA was designed to operate at the VDD of 0.4 V and to present a GBW compatible
with the LPF circuit. As suggested in [23], the GBW of the single-stage OTAs
should be higher than 8.Qf ilter .fcutoff . Considering the cutoff frequency and
Qf ilter used in the LPF, the GBW should be higher than 3.4 MHz. However, as the
LPF will also be applied as programmable-gain amplifier, we designed it to present
an unity gain frequency of 13.8 MHz.

The circuit was designed using standard-VT transistors, and all the transistor
sizes and the values of the resistors and capacitors used in the OTA implementation
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Table 5.10 Device
parameters used in the OTA
implementation

Device W L M

M4a = M4b 15.67 µm 1.00 µm 4

M4r 15.67 µm 1.00 µm 2

M5a = M5b 1.97 µm 0.50 µm 10

M5c = M5d 1.97 µm 0.50 µm 1

M5r 1.97 µm 0.50 µm 1

M6a = M6b 8.05 µm 0.50 µm 10

M6c = M6d 8.05 µm 0.50 µm 1

M7a 1.69 µm 5.00 µm 7

M7b 1.69 µm 5.00 µm 11

M8a = M8b 8.05 µm 0.50 µm 2

M9a = M9b 1.97 µm 0.50 µm 2

M10a = M10b 7.97 µm 5.00 µm 3

M11a = M11b 3.85 µm 20.00 µm 1

Cc (MOS CAP) 10.00 µm 10.00 µm 14 fingers

Device Value

Rex 10k�

Rcma = Rcmb 100 k�

Ccma = Ccmb 0.5 pF

are shown in Table 5.10. The loop of the NMOS bulk bias control was stabilized
by using a large Cc capacitor placed at the ErrAmp2 output. To save silicon area it
was implemented using the gate capacitance of a multi-finger NMOS transistor with
drain and source connected to GND.

The OTA1 and OTA2 used in the Tow-Thomas LPF implementation were
designed to be equal in order to share the same NMOS bulk bias control and
to reduce the power dissipation. To reduce the mismatch and the silicon area we
designed the OTA1 and OTA2 layout together in a single layout block, as shown in
Fig. 5.25. The layout has the size of 156 µm×120 µm = 0.019 mm2 or 0.0095 mm2

per OTA.
Table 5.11 shows the OTA specifications obtained with post-layout simulations,

considering an output capacitance load of 5 pF. Figure 5.26 shows the open-loop
post-layout simulation for the differential-mode, common-mode and power-supply
gains as function of the frequency. The low-frequency gain is 26.5 dB and the
common-mode and power-supply gains are lower than 0 dB up to 2 MHz. In
lower frequencies, the common-mode rejection rate (CMRR) and the power supply
rejection ratio (PSRR) are 40.19 dB and 48.76 dB, respectively. Figure 5.27 shows
the closed-loop transient simulation for a pulse input signal. The slew-rate obtained
is approximately 9.4 V/µs in both the rising and falling. The total current drained
from the 0.4 V power supply by OTA1 and OTA2 is 57.5 µA, which results in an
average power dissipation of 11.5 µW per OTA.

In order to analyze the improvements of the proposed OTA, we have performed
Monte Carlo simulations with 1000 samples, including process and mismatch
analysis. Table 5.12 shows the average and the standard deviation values for some
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Fig. 5.25 Layout of the OTA1 and OTA2 amplifier used in the filter implementation

Table 5.11 Post-layout
simulation results of the 0.4
V OTA

Specifications Value

Technology 130 nm

Supply voltage 0.4 V

Differential-mode gain 26.50 dB

Unity gain frequency 13.79 MHz

Common-mode gain −13.69 dB

CMRR 40.19 dB

Power supply gain −22.26 dB

PSRR 48.76 dB

Slew Rate 9.38 V/µs

Power dissipation 11.50 µW

Area 0.0095mm2

Capacitive load 5 pF

specifications in the circuit with and without the proposed NMOS bulk control.
The simulations without the NMOS bulk control were performed with the NMOS
bulk tied to VDD/2 voltage. The low-frequency gain (Avo) and the DC output
common-mode voltage are not so affected by the NMOS control because it is mostly
controlled by CMFB feedback. The standard deviation of the current drained by
each CMOS inverter in the main OTA was reduced from 3.63 µA to 1.07 µA by
using the NMOS bulk control. As a consequence of this, the standard deviation
of the GBW was reduced from 3.25 MHz to 1.25 MHz. The average of the total
current drained from the VDD (OTA 1 + NMOS bias control) was increased from
26.83 µA to 32.16 µA due to the power dissipation of the NMOS bias control
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Fig. 5.26 Post-layout simulation results of the differential-mode, the common-mode and the
power supply gains for the proposed OTA
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Fig. 5.27 Post-layout simulation pulse response for the proposed OTA

circuit. However, the standard deviation was reduced from 7.30 µA to 3.39 µA. It
has a smaller reduction factor in comparison to the other specifications because the
NMOS bias is not applied in all the OTA NMOS transistors. Figure 5.28a–c shows
the histograms obtained with the Monte Carlo simulation. The histograms were
generated considering the same axis range and the number of bars. By analyzing
this histograms we can graphically verify the reduction in the variability provided
by the use of the proposed NMOS bulk control circuit.
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Table 5.12 Comparison of the process variability in some specifications of the designed OTA
with and without using the proposed NMOS bulk control. The results were based on the Monte
Carlo process and mismatch simulation with 1000 samples

Without NMOS control With NMOS control

Specifications Avg/std Avg/std

Av0o 26.18/0.75 dB 26.38/0.59 dB

DC output CM voltage 199.73/4.98 mV 199.90/4.56 mV

Inverter current 10.63/3.63 µA 10.07/1.07 µA

GBW 13.62/3.25 MHz 13.26/1.25 MHz

Total Current 26.83/7.30 µAa 32.16/3.39 µA
a The current drained by the NMOS bulk control circuit is 5.5 µA

5.3.4 Post-Layout Simulated Results of the
Programmable-Gain LPF

The layout of the complete programmable gain LPF was designed using the
Cadence® EDA tools. As can be seen in Fig. 5.29 the layout occupies a silicon
area of 0.0973 mm2 (345 µm to 282 µm), excluding the area of the I/O PADs and
the register bank. The layout extraction was performed and the circuit specifications
were simulated by using some test benches and considering a capacitive load of 5
pF.

Figure 5.30 shows the transfer function of the LPF for all the voltage gain modes
from 0 dB to 30 dB. The cutoff frequency changes a little according to the gain
mode. It can be compensated by adjusting the programmable capacitors C1 and C2
to present 600 kHz in all the gain modes. In the highest gain mode of 30 dB, the
quality factor is higher than 1/

√
2 as can be seen in Fig. 5.30, where the transfer

function has a peak near to the cutoff frequency. The changing in the quality factor
occurs due to the increase in the negative input transconductance at the input of
OTA1, and it is very depended on the matching between the equivalent negative
transconductance and the equivalent resistance. As the R1 resistor is programmable,
the switch series resistance tends to increase this effects. As presented in the
previous section, these switches were optimized to reduce the series resistance and,
consequently also reduce the effect on the quality factor.

The filter common-mode rejection rate (CMRR) is higher than the OTA CMRR
because of the extra common-mode attenuation provided by the input negative
transconductor. Figure 5.31a shows the transfer function of the filter CMRR. At
low frequency, it is in the range of 50 to 70 dB, according to the gain mode. The
higher the gain, the higher the CMRR is. The CMRR remains over 0dB up to the
frequency of 3 MHz, about five times the filter cutoff frequency.

Differently, the power supply rejection rate (PSRR) is not improved by the
negative input transconductance. It is very similar to the PSRR of the OTA but has
a lower value for reduced closed loop gain. The transfer function of the filter PSRR
is shown in Fig. 5.31b for all the gain modes. At lower frequencies, the PSRR is
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Fig. 5.28 Histogram for some OTA specifications without and with the NMOS bulk control: (a)
Output DC common-mode Voltage, (b) CMOS inverter current, and (c) GBW
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Fig. 5.29 Complete layout of the Tow-Thomas LPF with integrated programmable gain
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Fig. 5.30 Post-layout simulated transfer function of the programmable-gain LPF. The
thermometric-coded control bits were changed to set the desired voltage gain from 0 dB to 30
dB with 6 dB step
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Fig. 5.31 Post-layout simulated common-mode and power supply rejection rates of the pro-
grammable gain LPF as a function of frequency and the gain modes from 0 dB to 30 dB with
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Fig. 5.32 Input-referred noise (IRN) voltage of the programmable-gain LPF as a function of the
frequency for all the voltage gain modes

kept in the range from 24 dB to 54 dB. For all the gain modes it is over 0 dB for
frequencies up to 1 MHz.

The circuits proposed in this work, using the input negative transconductor, have
the output noise very dependent on the noise generated at the input of the OTA.
The transistors sizes were optimized to reduce the input negative transconductance
noise contribution. Figure 5.32 shows the frequency response of the input referred
noise (IRN) density for all the gain modes. As expected, the higher the voltage gain,
the lower the IRN is. The circuit has a minimum and a maximum IRN of 31.15
nV/

√
Hz and 456.2 nV/

√
Hz at the frequency of 100 kHz.

The filter dynamic range was evaluated by using the spurious-free dynamic range
(SFDR) and the total harmonic distortion (THD) analysis. The values of SFDR and
THD are dependent on the output voltage level. Figure 5.33a,b show the results of
the post-layout simulation of SFDR and THD when the differential output voltage
is changed from 10 mV to 800 mV. From 10 mV to 300 mV the maximum value
of SFDR and the minimum value of THD are kept approximately equal to 55 dB
and 0.2% for all the gain modes. From 300 mV of the differential output voltage,
the SFDR and the THD start to reduce and increase, respectively. The maximum
differential output swing expected to the LFP is 400 mV, and at this level, the SFDR
remains over 50 dB, and the THD remains lower than 0.3%. Based on the output
voltage limit of 400 mV, the maximum differential input voltage range should be
from 12.5 to 400 mV according to the filter voltage gain.
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output voltage in all the gain modes: (a) spurious-free dynamic range (SFDR) and (b) total
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Table 5.13 LPF post-layout simulation results

Gain mode Unit

Specifications 0dB 6dB 12dB 18dB 24dB 30dB –

Gain 0.00 5.99 11.95 17.94 23.83 29.79 dB

Cutoff 619 622 627 644 680 716 kHz

Range of fc 0.41–1.1 0.41–1.1 0.42–1.1 0.43–1.1 0.46–1.2 0.52–1.1 MHz

Power 25.98 26.39 27.20 28.84 32.17 39.05 µW

Power/pole 12.99 13.20 13.60 14.42 16.09 19.53 µW

IRN Density 456.2 242.2 133.9 80.47 51.68 31.15 V/
√

Hz

IIP3 17.6 10.9 5.1 −0.9 −6.8 −13.2 dBm

SFDR 54.18 51.17 51.29 51.56 52.18 51.46 dBc

THD 0.22 0.25 0.27 0.27 0.28 0.28 %

CMRR 50.87 52.77 55.66 59.55 64.29 69.74 dB

PSRR 24.46 30.44 36.40 42.39 48.32 54.26 dB

Area 0.0973 mm2

Table 5.14 Comparison with some active-RC LPFs from the literature

JSSC’05 JSSC’09 JSSC’14 TCAS’17

Specifications This work [4] [7] [21] [17] Unit

Technology 130 180 130 65 180 nm

VDD 0.4 0.45 0.55 0.6 1.8 V

Power/pole 13⇔19.5 135 875 6550 125 µW

Area 0.097 1.0 0.43 0.38 0.140 mm2

Order 2 5 4 4 4 –

Gain 0⇔30 0 0 0 10 dB

Cutoff 0.4⇔1.1 0.153 11.3 70.0 0.6 MHz

IRN 31⇔456 200 – – 126 nV√
Hz

IIP3 −13.2⇔17.6 – 13.0 – 25 dBm

DR 54.2⇔51.5a 55.2b 60.0b 58.0a 65.6a dBc

FoM 0.05⇔0.075 0.978 0.077 0.178 0.109 pJ

a,b Dynamic range (DR) based on SFDRa and on THDb

The circuit power dissipation is dependent on the gain mode as a function of the
number of negative transconductance cell that are enabled. It varies from 25.98 µW
to 39.05 µW, resulting in the power dissipation per pole in the range from 12.99 µW
to 19.53 µW. The rest of the post layout simulated LPF specifications are shown in
Table 5.13.

To compare the results of the proposed Tow-Thomas LPF with integrated PGA,
we used the same Figure of Merit (FoM) as presented by Eq. 5.5 in the analysis of
the CxBPF of Sect. 5.1.4.

Table 5.14 presents a comparison of the designed LPF with other LPF presented
in the literature. The designed LPF in this work has presented comparable spec-
ifications, the smallest operation voltage, less power per pole and FoM, besides
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Fig. 5.34 Comparison of the FoM of this work and other previously reported work: (a) FoM
versus supply voltage and (b) FoM versus the power per pole

performing a 30 dB range programmable gain capability. The power per pole is
6.4 times lower than the lowest power dissipation from the literature. To compare
the FoM with other filters from the literature, we have repeated the graphs of the
FoM versus the power per pole and the supply voltage, shown in Fig. 5.15, by
including the results of the designed Two-Thomas LPF. These new graphs are shown
in Fig. 5.34a,b, where is possible to see that the LPF has the smallest operation
voltage and power dissipated per pole of all the compared works. It also has the
best FoM among the low-pass filters compared. The programmable gain LPF filter
design has a higher power dissipation per pole and higher FoM in comparison to
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the CxBPF presented in Sect. 5.1. These characteristics are related to the power
dissipation added to implement the programmable negative transconductor and the
OTA NMOS bulk control.

5.4 Conclusion

We presented in this chapter a 0.4 V ULP CxBPF, a 0.36 V PGA and a 0.4 V
LPF with integrated PGA capability compatible with Low-IF and Zero-IF BLE RF
receivers. All these circuits have employed the strategy presented in this book to
reach the ULP operation by using the single-stage OTA and the negative input
transconductor and the ULV operation was reached by using only two-stacked
transistors and the bulk forward bias.

The PGA implementations used programmable negative input transconductors
to match the input transconductance with the equivalent OTA input resistance at
different gain modes. To our knowledge, it is the first time that this solution is
presented in the literature.

The measured and post-layout performance showed comparable specifications,
the best FoM and the smallest power dissipation among the compared works,
including state-of-the-art papers. To our knowledge, our results reached the lowest
power dissipation among the BLE BPF presented in the literature.

The designed circuits have some resistors and capacitor to be tunned after the
fabrication. This is the main disadvantage of the active-RC circuits since the passive
devices fabrication present increased variabilities. However, several strategies have
been proposed in the literature to perform the automatic tune and calibration. Some
of these techniques can be easily implemented at ULV and adapted to the proposed
circuits [5, 10].
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Chapter 6
Conclusions

This book presented the development of active RC-filters and programmable gain
amplifiers for BLE RF receivers with ULP dissipation and operating at the ULV
range. The operation at the ULV range is important to obtain low-energy devices
with improved lifetime. In the practical applications of IoT, the VDD voltage used
to supply the ULV circuits can be obtained using high efficient DC-DC converters
when powered using batteries or energy harvesting circuits.

Additionally, the ULV operation can also be very useful in digital circuits
operating at the minimum energy point (MEP), making easily the interface between
the analog and digital domains [1, 2].

The key strategy used in this book to reach the ULP operation is based on using
high-efficient inverter-based single-stage OTAs. The low voltage gain and loading
effects, when in the closed-loop operation, were compensated by using an input
connected negative transconductance. The analysis of the compensation technique
considered the effects of the parasitic input and feedback capacitances and the
equivalent output and input-referred noise. Based on these analyses, the optimal
single-stage OTA compensation can be reached without instability issue and the
noise power added by the negative transconductor can be estimated.

The strategy used to achieve the ULV operation was based on designing all the
circuits using only two-stacked transistors, the bulk forward bias, and the proper
transistor channel length design. The circuits were designed using fully-differential
implementations to improve the dynamic range. An ULV negative transconductor
using a replica circuit and the PMOS bulk forward bias was introduced in this
work to reduce the variations on the input common-mode DC voltage and to extend
the range of adjustable transconductance. The development of an improved ULV
inverter-based OTA, combining a novel NMOS bulk replica bias with the common-
mode feedback circuit, was also introduced in this work to reduce the variabilities
on the output common-mode DC voltage and the current drained from the power
supply without using any series transistor.
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124 6 Conclusions

In order to reduce the ULV circuit design effort, a design methodology based on
the transistor operation point was also proposed in this book, and a computational
tool was implemented. The proposed methodology was also added to the UCAF
analog design tool [3] to improve the design space exploration efficiency on the
design of ULV circuits.

The application of the proposed circuits was performed by designing active-RC
filters and programmable gain amplifiers. A complex band-pass filter was designed
and fabricated in a 180 nm CMOS process to operate at the IF of 2 MHz and 1
MHz of bandwidth. This circuit has presented 10.9 µW of power dissipation per
pole, 52.7 dB of SFDR and 34 dB of image rejection rate when powered at 0.4 V.
A programmable gain amplifier was fabricated on the same process to operate with
only 0.36V of the power supply. The PGA presented power dissipation in the range
from 8.9 to 15.4 µW, according to the gain mode from 0 to 18 dB, and the minimum
bandwidth of 0.98 MHz. Based on the previous circuit a programmable gain Tow-
Thomas low-pass filter was designed and fabricated in a 130 nm BiCMOS process.
The post-simulated results shown programmable gain range from 0 to 30dB, power
dissipation per pole from 12.99 to 19.53 µW, 54.18 dB of SFDR and CMRR over
50 dB when powered at 0.4 V. The designed circuits have presented the smallest
operation voltage and power dissipation and the best figure of merit (FoM) when
compared to other circuits present in the literature. The programmable negative
transconductor used to implement the programmable gain amplifier and the Tow-
Thomas biquad was introduced in this book.
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