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Preface

The nineth edition of the Information and Communication Technologies Conference of
Ecuador (TICEC 2021) took place in Guayaquil during November 24–26, 2021, in
hybrid mode, at the Universidad Politécnica Salesiana (UPS) campus. TICEC is one
of the most important conferences in Ecuador on information and communications
technologies (ICTs). This event brings together researchers, educators, professionals,
and students from different parts of the world for the dissemination of results and
research activities regarding the development, problems, and forecasts of the use of
ICTs in multiple fields of application. This important academic and scientific event is
organized by UPS and the Corporación Ecuatoriana para el Desarrollo de la Investi-
gación y la Academia (CEDIA).

According to the research area, the conference included more than 24 presentations
distributed across the event’s sessions. The content of this volume has been divided
into the following areas:

• Data Science
• ICTs Applications
• Industry 4.0
• Technology and Environment
• Biomedical Sensors and Wearables Systems

The nineth edition of TICEC received 126 manuscripts from 309 authors in thirteen
countries. All articles passed the control of the maximum percentage of similarity with
previous works, and were reviewed by peers by the TICEC 2021 Program Committee,
consisting of 150 highly experienced researchers from 40 countries. To ensure a
high-quality and careful review process, we assigned at least three reviewers to each
article. Based on the peer review results, 24 full articles were accepted, representing an
acceptance rate of 19%.

November 2021 Juan Pablo Salgado Guerrero
Janneth Chicaiza Espinosa
Mariela Cerrada Lozada

Santiago Berrezueta-Guzman
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Estimation of Ordinary Differential
Equations Solutions with Gaussian
Processes and Polynomial Chaos

Expansion

Naomi Cedeño1(B) and Saba Infante1,2

1 School of Mathematical and Computational Sciences, Yachay Tech,
San Miguel de Urcuqui 100115, Ecuador

{helen.cedeno,sinfante}@yachaytech.edu.ec
2 Departamento de Matematicas, FACyT, Universidad de Carabobo,

Naguanagua 2005, Venezuela

Abstract. Derivative modeling is a wide-used technique in the esti-
mation of solutions of systems of differential equations whose numer-
ical solution has an intractable computational complexity or in which
the presence of error or infinitesimal perturbations could result in their
divergence. The quantification of the uncertainty that is produced when
estimating the solution in a finite mesh is an open problem and has been
addressed from various probabilistic approaches. In this work, uncer-
tainty estimation of solutions of ordinary differential equations by means
of a GP process in a space of smoothed functions is addressed by imple-
menting an algorithm that allows estimating the solution states x(t) and
their derivatives in a sequential way. Besides, the addition of polynomial
chaos expansions (PCE) using the resulting distributions of the algorithm
is proposed to improve the prediction of the algorithm. To illustrate the
methodology, the algorithms were tested on three known systems of ordi-
nary differential equations and their effectiveness was quantified by three
performance measures, resulting in an overall improvement in prediction
by adding the polynomial chaos expansion.

Keywords: Ordinary differential equation models · Gaussian
processes · Polynomial chaos expansion

1 Introduction

Mathematical models used to infer and predict real-life phenomena usually have
a non-linear structure, partially observed functions and complex dynamics are
part of the problems that occur frequently in many fields of science. The estima-
tion of the parameters in these models is carried out with observations measured
with errors and in some cases with missing data. A way to quantify the experi-
mental information is to measure the observations of the trajectories generated

c© Springer Nature Switzerland AG 2021
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4 N. Cedeño and S. Infante

by dynamical systems, and then use it to perform estimation. Thus, the solution
states and parameters of ordinary differential equation models that describe the
natural dependence between the system states and their rates of change in an
open space-time domain are estimated. In practice, solving these problems is
complicated since the observed state variables are not exact representations of
the solutions, or they can not be found analytically.

Ramsay et al. [11] and Huang et al. [6] developed a Bayesian method to
estimate the parameters in ODE systems from noisy data using a nonpara-
metric procedure based on a hybrid Monte Carlo algorithm. On the other hand,
Tronarp et al. [18] proposed a probabilistic numerical approximation to solutions
of ODE systems as a Gaussian process (GP) regression problem with nonlinear
measurement functions. Also, Heinonen et al. [5] developed a novel paradigm
of nonparametric modeling of ODEs, where functions learn from observations of
the unknown states using a Gaussian process. Schober et al. [13] studied the con-
nections between ODE solvers and probabilistic regression methods, introducing
a new approach for inference in stochastic differential equations models. Finally,
Chkrebtii et al.[2] developed a framework for making inference and quantify-
ing uncertainty in models defined by general systems of analytically intractable
differential equations. This approach provides a statistical alternative to deter-
ministic numerical integration for the estimation of complex dynamical systems,
and characterizes the solution uncertainty introduced when models are chaotic
considering estimation of solutions as an inference problem that allows quan-
tifying numerical uncertainty by means of functional estimation tools that can
propagate through uncertainty in model parameters and posterior predictions.
Other alternative methods of approximation, such as Gaussian mixtures [7] and
polynomial chaos based in Kalman filters [16], were also studied in the literature.

In this work, we introduce a Bayesian estimation methodology based on
functional data obtained as realizations of smooth random variable functions
and collected over a discrete time set, taking into account measurement errors.
Specifically, we propose the implementation of a time sequential sampling and
updating algorithm that estimates functions as Gaussian process, its derivative
and the solution states of an ODE. The probabilistic solutions are based on a
Gaussian process (GP) prior regression proposed by Chkrebtii [2] and the addi-
tion of polynomial chaos expansions (PCE) to the result is proposed to achieve
more accurate estimated values. The rest of the article is written as follows: In
Sect. 2, the methodology will be established and fundamental concepts about
Gaussian Processes, Probabilistic solver model, and Polynomial Chaos Expan-
sion will be defined. In Sect. 3, the results obtained are shown and discussed,
and in Sect. 4 the conclusions and possible future works are determined.

2 Methodology

2.1 Gaussian Process Priors

Gaussian processes (GP) define a distribution over functions f where f is a
function that maps some space of X entries to R; i.e., f : X → R. Formally, for
some finite set of elements taken from X , f is a Gaussian process defined by:
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f(x) ∼ GP (m(x), k (x, x′))

Functions supported for m : X → R y k(., .) : X × X → R satisfy the condition
that the marginals are Gaussian distributed, with m(.) as a parametric function
and k(., .) as a function that admits a positive semi-definite matrix when evalu-
ated at the points x ∈ X . The function k (x, x′) models the dependence between
the functional values at different input points x and x′. The choice of k (x, x′)
that will use in this article is the radial basis function, which is defined as:

k (x, x′) = σ2
f exp

(
−‖x − x′‖

2λ2

)
(1)

where (1) provides a transition kernel that serves to model smooth and stationary
functions, λ is a scaling parameter, and σ2

f is the variance of the signal. If we
consider m(x) = 0, we sample values of f at input xnew as follows:

fnew(xnew) ∼ N (0,K (xnew, xnew)) (2)

where fnew = fnew(xnew). Let Dt = {xt, yt} be a collection of observations,
predictions can be made using new data xnew if we sample fnew(xnew) from the
posterior distribution p (fnew(xnew)|Dt). The observations yt = f(xt) and the
function fnew(xnew) would follow a joint multivariate normal distribution:(

f
fnew

)
∼ N

((
m (x)

m(xnew)

)
;
(

K (x, x) K (x, xnew)
K (xnew, x) K (xnew, xnew)

))
(3)

with K (x, x), the kernel evaluated at x. The marginal distribution fnew|f, x, y
is given by:

fnew|f, x, y ∼ N
(
m (xnew, )post

,Kpost (f(xnew), f(xnew))
)

(4)

where:

mpost (xnew) = m (xnew) + K (xnew, x) K−1 (x, x) [f − m (x)]

Kpost (f(xnew), f(xnew)) = K (xnew, xnew) − K (xnew, x) K−1 (x, x) K (x, xnew)

Generalizing, if we look at the real values of f by adding noise, we have that:

yi = f(xi) + εi , εi ∼ N
(
0, σ2

ε

)
, y|f ∼ N

(
f(xi), σ2

ε I
)

(5)

where I is the identity matrix. The noise can be included in the covariance
function, so that:

k (f(xi), f(xj)) = k (xi, xj) + δijσ
2
ε (6)

where δij is the Kronecker delta function. The uncertainty is now present in the
observations, and the joint distribution over the unknown data and the known
data is augmented in the covariance equation by:(

f
fnew

)
∼ N

((
m (x)

m(xnew)

)
;
(

K (x, x) + σ2
ε I K (x, xnew)

K (xnew, x) K (xnew, xnew) + σ2
ε

))
(7)
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fnew|f, x, y ∼ N
(
m (xnew, )post

,Kpost (f(xnew), f(xnew))
)

with:

m
post

(xnew) = m (xnew) + K (xnew, x)
(

K (x, x) + σ
2
ε I

)−1
[f − m (x)]

K
post

(f(xnew), f(xnew)) = K (xnew, xnew) − K (xnew, x)
(

K (x, x) + σ
2
ε I

)−1
K (x, xnew) + σ

2
ε

2.2 Probabilistic Solver Model

In this section, a probabilistic model that allows to characterize the error of the
solution of an initial-valued ODE is introduced, where the solution states are
not defined in closed form. In the considered model, the exact solution x(t) is
replaced with a finite dimensional representation xn(t, θ) such that:

ẋ(t) = f (x(t), t) , x(t0) = x0 (8)

y(t) = h (xn(t, θ)) + ε(t), ε(t) ∼ N
(
0, σ2

ε

)
(9)

Equation (8) represents an unobserved theoretical model, while (9) represents an
observational model. We formulate the approximation of (8) at discrete points
{ti}n

i=1 as a Bayesian inference problem. If y1:t := (y1, y2 . . . , yn) are the observed
data and x1:t := (x1, x2 . . . , xn) the unknown states, p (y1:t|x1:t) is the likelihood,
and py (θ) is the prior distribution over the solution space, the posterior distri-
bution is obtained by:

p (y1:t|x1:t) =
p (y1:t|x1:tpy (θ))∫
p (y1:t|x1:tpy (θ)) dθ

(10)

Following the theory developed in Skilling [15] and Chkrebtii’s [2] works, it is
proposed to model the uncertainty of the solution by a GP process in a smoothed
function space in an interval [0, T ], by estimating x(t) and the derivative of
the solution sequentially. The existence of the solutions is well founded as long
as they satisfy the Lipschitz conditions [1]. Let (xi, yi), i = 1, 2, . . . , n be the
observations where xi is the input variable and yi = f(xi) + εi is the response
variable, where the error εi ∼ N

(
0, σ2

ε

)
. To estimate the derivative of the curve

of observations ḟ(x), it is assumed that:

f(x) ∼ GP (m(.), k (., .)) (11)

If k (., .) is twice differentiable at the origin, f(x) is differentiable in root mean
square [19]. Then:

ḟ(x) ∼ GP

(
0,

dk (x, x′)
dxdx′

)
(12)

Therefore, given the parametric form of k (., .), we can use the data (xi, yi) to
estimate the parameters of k (., .) and use:

k′′(., .) =
dk (x, x′)

dxdx′ (13)
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to make inference about ḟ(x). An alternative method is to assume that the
derived process ḟ(x) is a GP. The integrated process with noisy observations is:

f(x) =
∫ x

0

f(s)ds (14)

The covariance function of f(x) can be obtained using a double integration over
the covariance function of ˙f(x). If ẏ =∼ GP (0, k (x, x′)), then:

y = f(x) ∼ GP

(
0,

∫ x

0

∫ x′

0

k (s, s′) dsds′
)

(15)

In the context of this paper, the solutions of the ODE are approximated at n
points {t1, t2, . . . , tn}, and are denoted by:

x̂(t) = (x̂(t1), x̂(t2), . . . , x̂(tn))T (16)

and evaluating in the vector field y = f (x̂(t)):

f(x) = (f (x̂(t1)) , f (x̂(t2)) . . . , f (x̂(tn)))T (17)

The likelihood of the model depends on (15), so that for each pair of locations
(x(ti), x(tj))a double integral is required to be computed, so a large n implies
high computational costs. Consider a set of points {τ1, τ2, . . . , τn}, obtaining:

x̂∗(t) = (x̂∗(τ1), x̂∗(τ2), . . . , x̂∗(τn))T (18)

To estimate the probabilistic model that quantifies the estimation error produced
when approximating the solution in a finite lattice, we set the parameters θ of
the continuous model, the hyperparameters Σ =

(
σ2

f , λ, σ2
ε , x0

)
associated with

the estimation errors and write the likelihood of the model, which represents the
probabilistic solution of the system:

p (x (t, θ) , y, ẏ, θ,Σ) ∝ p (x (t, θ) |y, ẏ, θ,Σ) p (y|ẏ, θ, Σ) p (ẏ|Σ) (19)

The posterior distribution is estimated by:

p (x (t, θ) , θ,Σ|y(t), ẏ(t)) ∝ p (x (t, θ) |y, ẏ, θ,Σ) p (y|ẏ, θ, Σ) p (ẏ|Σ) p (θ,Σ)
(20)

In this study we propose to estimate the solution of an ODE defined in the
structure of the space-state models (8) and (9). A prior distribution is considered
to model the solution function of the ODE considering a GP and d−1 derivatives:(

x(t), ẋ(t), x(2)(t), . . . , x(q−1)(t)
)

: [0, T ] → R
d (21)

which are obtained from a Wiener process integrated d−times. We consider prior
distributions given by a GP, of the form:

x(t) ∼ GP (m(.), k(t, t′)) (22)
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where x(1)(t) y x(2)(t) model x(t) and ẋ(t), respectively. The remaining q − 1
sub-vectors in x(t) can be used to model the higher order derivatives in x(t)
[8,13].

A joint initial prior distribution of uncertainty is proposed via the solution
and its derivative (ẋ(t), x(t))T using a GP prior [2,18], with mean vectors given
by ṁ0 and m0, covariance matrices k̇0(t, t′) and k0(t, t′), cross-covariance matri-
ces k̃0(t, t′), and k̃0(t′, t), with the following constraints on the marginal mean:

m0(t) =
∫ t

0

ṁ0(z)dz + x0

The initial joint GP prior distribution for the solution at a vector of evaluation
times ti and its time derivative at a possibly different vector of evaluation times
tj , is given by:

(ẋ(ti), x(tj))
T |f0 ∼ GP

((
ṁ0(ti)
m0 (tj)

)
;
(

k̇0(ti
, ti) k̃0 (ti, tj)

k̃0 (tj , ti) k0 (tj , tj)

))
(23)

The matrix k̇0 (ti, tj) has entries given by:

k̇0 (ti, tj) =
∫ ti

0

∫ tj

0

k̇0(z, w)dzdw

and the covariance-cross matrices have entries given by:

k̃0 (ti, tj) =
∫ tj

0

k̇0 (ti, z) dz, and k̃0 (tj , ti) =
∫ tj

0

k̇0 (z, ti) dz

The solution x(t) and its derivative ẋ(t) in (23) can be updated by conditioning
on its partition information τ = (τ1, . . . , τn). The model is evaluated in:

fn = f (τn, x(τn), θ) = ẋ(τn)

from the predictive distribution to marginal posterior x (τn) |ẋ(τn−1). The
marginal distributions follow the distribution of a GP [2,10,17]. The solution
vector is:

x(tj)|ẋ(ti) ∼ GP
(
ṁ0, k̇(., .))

)

The marginal distribution of the derivatives is obtained in a similar way:

ẋ(ti)|x(tj) ∼ GP (m0, k0(., .)) (24)

The update of the Eq. (23) is performed sequentially, the derivative of the exact
solution in the initial condition ẋ∗

0 (τ1) at τ1 = 0 is obtained by evaluating:

f1 = f (τ1, x∗
0(τ1), θ) = ẋ∗ (τ1) (25)
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the next iteration will be:

(ẋ(ti), x(tj))
T |f1 ∼ N

((
ṁ1(ti)
m1 (tj)

)
;
(

k̇1(ti, ti) k̃1 (ti, tj)
k̃1 (tj , ti) k1 (tj , tj)

))
(26)

Means and covariances are updated in the time vectors ti and tj :

ṁ1(ti) = ṁ0(ti) + k̇0 (ti, τ1) k̇0 (τ1, τ1)
−1 [f1 − ṁ0(τ1)]

m1 (tj) = m0(tj) + k̇0 (τ1, τ1)
−1

k̃0 (tj , τ1) [f1 − ṁ0(τ1)] ,

k̇1(ti, ti) = k̇0(ti, ti) − k̇0 (ti, τ1) k̇0 (τ1, τ1)
−1

k̇0 (τ1, ti)

k̇1(tj , tj) = k̇0(tj , tj) − k̃0 (tj , τ1) k̇0 (τ1, τ1)
−1

(
k̃0 (tj , τ1)

)T

For the n-th iteration, we generate the data x(τn) at time τn from the predicted
marginal posterior distribution:

x (τn) |fn−1, . . . , f1 ∼ GP (ṁ (τn) , Λn−1 (τn)) (27)

where Λn−1(τn) = k̇n−1(τn, τn). Updates of the predictive model (26) are carried
out by evaluating at times ti and tj as follows:

(ẋ(t), x(t))T |fn, . . . , f1 ∼ N

((
ṁn(ti)
mn (tj)

)
;
(

k̇n(ti, ti) k̃n (ti, tj)
k̃n (tj , ti) kn (tj , tj)

))
(28)

The marginal means and covariances evaluated on the time vectors ti and tj are
updated by:

ṁn(ti) = ṁn−1(ti) + k̇n−1 (ti, τn)
(
k̇n−1 (τn, τn) + Λn−1(τn)

)−1
[fn − ṁn−1(τn)]

mn (tj) = mn−1(tj) +
(
k̇n−1 (τn, τn) + Λn−1(τn)

)−1
k̃n (tj , ti) [fn − ṁn−1(τn)]

k̇n(ti, tj) = k̇n−1(ti, tj)− k̇n−1 (ti, τn)
(
k̇n−1 (τn, τn) + Λn−1(τn)

)−1 (
k̃n−1 (τn, tj)

)T

k̇n(ti, tj) = k̇n−1(ti, tj)−
(
k̇n−1 (τn, τn) + Λn−1(τn)

)−1
k̃n−1 (ti, τn)

(
k̃n−1 (tj , τn)

)T

Chkrebtii [2], and Overstall [10] proposed a sequential algorithm to update and
sample on t = (t1, . . . , tn)T a GP between x(t) and ẋ(t), and a mesh τ =
(τ1, . . . , τn)T to evaluate the derivatives ẋ(t) = (ẋ(τ1), . . . , ẋ(τn))T , respectively.

2.3 Polynomial Chaos Expansion and Gaussian Processes

Consider a dynamic system whose behavior is represented by a mathematical
model:

Y = f(X), X ∈ DX ⊂ R
M
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where X = (X1, . . . , XM )T are the input parameters of the system, and Y is the
response. When the data are assumed to be independent, the joint distribution
can be defined by a set of marginal distributions:

fX (x1, . . . , xM ) =
M∏
i=1

fXi
(xi) (29)

Then, Y = f(X) becomes a random variable with properties implicitly defined
by the propagation of uncertainty. Assuming that Y is a second-order stochastic
process having finite variance, it belongs to a Hilbert space and is given by:

fPCE(X) =
∞∑

i=0

βiZi (30)

where Y is an infinite series, {Zi}∞
i=0 is a numberable set of random variables

forming a basis in Hilbert space, and {βi} are the coefficients of the series.
Hilbert spaces guarantee the existence of such bases and their representation. In
the case of polynomial chaos expansions, in which the terms of the bases {Zi}∞

i=0

are multivariate orthonormal polynomials with input vector X, i.e., Zi = Ψi(X),
and the approximation (30) can be rewritten by truncating the series, so that:

fPCE(X) =
M∑
i=0

βiΨi(X) (31)

In practice, the experimental data are obtained considering an error rate, i.e.:

Yi = f̂PCE (Xi) + εi, εi ∼ N
(
0, σ2

)
, i = 1, . . . , N

then f̂PCE (Xi) remains unknown. The above allows us to connect the polyno-
mial chaos expansion with Gaussian processes. For an input data X = {Xi} and
an output response Y = {Yi} with i = 1, . . . , n, where:

Y = f(X) + ε, ε ∼ N
(
0, σ2

ε I
)
, f(X) ∼ GP (mprior(X), kprior(X,X))

Using Bayes’ theorem, new data with its respective error can be predicted using
the posterior distribution:

f(x)|Y,X, x, θ ∼ N (mpost(x), kpost(x, x))

where:

mpost(x) = E (f(x)|Y,X, x, θ) = KT
x

(
K + σ2

ε I
)−1

Y (32)

kpost(x, x) = Kxx − KT
x

(
K + σ2

ε I
)−1

Kx (33)

Here, K = k (X,X) ∈ R
N×N , Kij = k (Xi,Xj), Kx = k (X,x) ∈ R

N×1 and
Kxx = k(x, x) ∈ R. Note that (33) can be represented as a combination of N
kernels of functions:

mpost(x) = f̂GP (x) =
N∑

i=1

βik (Xi, x) , β =
(
K + σ2

ε I
)−1

Y
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PCEs and GPs are linked through the reproduction of kernels of covariance
functions in Hilbert spaces.

3 Results and Discussion

To exemplify the methodology proposed above, three coupled differential equa-
tion models which are widely used in physics, epidemiology and biology have
been proposed. In these systems, uncertainty is evaluated by comparing the esti-
mated solutions with the numerical solution provided by the Python dependency
scipy.integrate, and the effectiveness of the proposed solvers is quantified by per-
formance measures such as root mean squared error (RMSE), standardized mean
squared error (SMSE) and mean standardized log loss (MSLL).

3.1 Lorenz Attractor Model

The Lorenz attractor model simulates the fluid motion induced by the temper-
ature difference between surfaces. It is expressed as:

ẋ(t) =
dx

dt
= σ(y(t) − x(t))

ẏ(t) =
dy

dt
= ρx(t) − y(t) − x(t)z(t) (34)

ż(t) =
dz

dt
= −βz(t) + x(t)y(t)

where σ, ρ, β ∈ R
+ are known parameters. In this work we will use (σ, β, ρ) =

(10, 8/3, 28) since at these points the attractor exhibits chaotic behavior [9]. A
vector of initial conditions (x0, y0, z0) = (−12, 15, 38) in an interval of T = [0, 20]
was considered. After running 2000 realizations of Chkrebtii’s algorithm, the
three-dimensional model was constructed (Fig. 1).

Fig. 1. 3D reconstructed solutions for the Lorenz model. Left, GP-Based vs. Numerical
solutions. Right, GP+PCE vs. Numerical solutions.

Here, the blue trajectory is numerical solution and the light blue spectrum are
the model realizations with uncertainty, noting that the perturbed trajectories
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represent a modification of the attractor orientation but do not change radically
its overall behavior. On the other hand, a generalized polynomial chaos sampling
was performed, with Legendre polynomials of order 4 that generated 50 basis
functions fitted by Gaussian quadrature. Due to the geometry of the attractor,
approximate it by this method can be complicated in initial conditions in which
the dynamics of the attractor results in chaos. In fact, note that the calculated
realizations become spare and depart from the expected trajectory as time goes
by, presenting an increase in the standard deviation and therefore in the variance
of the realizations (Fig. 2).

Fig. 2. Individual solutions.

Comparing the numerical solution with the sampling of the solutions with
the GP-based method and with addition of the polynomial chaos expansion,
we observe that the polynomial chaos simulation has a rather more unstable
behavior with a clear variability in the functions x(t) and y(t), which is noticeable
from the beginning of the time interval (Table 1).

Table 1. Performance measures for Lorenz model

Function Technique RMSE SMSE MSLL

x(t) GP-Based 11.7409 5566.6898 8.5237

GP+PCE 10.0168 9242.2935 9.5369

y(t) GP-Based 13.1429 5578.0299 8.7529

GP+PCE 11.2242 9166.5040 9.7348

z(t) GP-Based 11.3804 5566.4833 8.4612

GP+PCE 6.9450 2570.9264 6.7482

Taking the mean of the realizations to compute the performance measures,
we can observe that a considerably higher error rate is present in the functions
x(t) and y(t), according with what was observed in the plot of the trajectories.
In general, polynomial chaos expansions did not help to estimate the model
adequately, perhaps due to its complex structure [12].
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3.2 Kermack-McKendrick SIR Model

The SIR epidemiological model aims to predict the evolution of infectious dis-
eases that are transmitted between people. Under the assumption of dynamic
suppression, this system is detailed as:

Ṡ(t) =
dS

dt
= −βS(t)I(t) (35)

İ(t) =
dI

dt
= βS(t)I(t) − γI(t)

Ṙ(t) =
dR

dt
= γI(t)

where a population of N(t) = S(t) + I(t) + R(t) ∈ R
+ individuals are classified

according to various disease status at a point in time t. Within the population,
S(t) represents the susceptible individuals, I(t) the infectious population, and
R(t) the recovered inhabitants [3]. On the other hand, β, γ ∈ R

+ is considered
as fixed parameters, representing the infection rate and the recovery rate. In this
work, we will use the set of parameters (β, γ) = (0.22, 0.1) and initial conditions
(S(0), I(0), R(0)) = (1, 0, 0) in an interval T = [0, 200] (Fig. 3).

Fig. 3. 3D reconstructed solutions for SIR model. Left, GP-Based vs. Numerical solu-
tions. Right, GP+PCE vs. Numerical solutions.

A wide range of disturbances can be observed in the estimation of the GP
technique, with unstable and periodic trajectories, which are concentrated at
the beginning of the time interval. On the other hand, the trajectories returned
by increasing the polynomial chaos fit are smoother and have a mean closer to
the numerical estimated paths of the solution. The method was applied with
Legendre polynomials of order 3 resulting in 50 basis functions. The effect of the
variability of the trajectories has a better understanding in the three-dimensional
projection of the model (Fig. 4).
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Fig. 4. Individual solutions.

On the other hand, the mean squared error rates do not differ considerably
between methods, but the standardized error shows a lower error in the method
based on GPs. This may occur because the mean of the realizations is closer to
the original solution; however, the high variability of data must be considered.
Although as the polynomial chaos increases the error is higher, the sampled
functions are smoother which allows a more adequate prediction of the function
at all its points (Table 2).

Table 2. Performance measures for SIR model.

Function Technique RMSE SMSE MSLL

S(t) GP-Based 0.0325 8.1571 0.1750

GP+PCE 0.1480 193.7416 0.1471

I(t) GP-Based 0.0355 420.2386 1.7746

GP+PCE 0.0403 736.1283 0.2806

R(t) GP-Based 0.0337 8.8735 0.1035

GP+PCE 0.1404 176.2106 0.1750

3.3 FitzHugh-Nagumo Model

The FitzHugh-Nagumo equations describe the excitation and propagation prop-
erties of neurons under electrochemical reactions. These are given by:

v̇(t) =
dv

dt
= v(t) − v3(t)

3
− w(t) + I (36)

ẇ(t) =
dw

dt
=

v(t) + a − bw(t)
τ

where v(t) describes the voltage evolution in the neuronal membrane, while
w(t) simulates the recuperative action between the sodium channel deactivation
currents and the potassium channel deactivation [14]. In (36), a, b, τ ∈ R

+ are
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constant parameters, and I ∈ R
+ represents the applied external current. For

the simulations, the values of the parameters used in [4] will be used, which
are (a, b, τ) = (0.5, 0.7, 0.8) and a current amount I = 12.5. In this study, we
have considered the initial conditions (v(0), w(0) = (0, 0) to run simulations in
a interval time T = [0, 200]. For the implementation of polynomial chaos, 56
basis functions were generated from Legendre polynomials of degree 3, using the
Gaussian quadrature rule (Fig. 5).

Fig. 5. 3D reconstructed solutions for FitzHugh-Nagumo model. Left, GP-Based vs.
Numerical solutions. Right, GP+PCE vs. Numerical solutions.

A good overall estimation can be observed using the GP-based algorithm,
where the distance between the simulated trajectories and the numerical solution
is small. Moreover, the simulations follow very closely the shape of the numerical
trajectory so we can affirm that its variability is low. On the other hand, the
addition of the chaos component considerably improves the prediction, resulting
in trajectories that overlap the numerical solution (Fig. 6).

Fig. 6. Individual solutions.

The above-mentioned observations are confirmed by the performance mea-
sures, which show a much lower error than in the rest of the models. Both meth-
ods yielded very small error rates, indicating that in this model there is no sub-
stantial modification of the solutions when simulations are generated (Table 3).
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Table 3. Performance measures for FitzHugh-Nagumo model

Function Technique RMSE SMSE MSLL

v(t) GP-Based 3.5874e−17 1.4399e−30 2.4187

GP+PCE 0.1153 1.4772 2.4335

w(t) GP-Based 1.0268e−17 6.3392e−31 0.7372

GP+PCE 0.0310 0.5823 0.7359

4 Conclusions

In real life, uncertainty is present in almost all systems modeling physical, bio-
logical, chemical and even social and economic behaviors. For this reason, quan-
tifying its effect within the estimation of the solutions of these models helps
experts to predict divergences that could occur in the presence of perturbations.
This can cause undesired effects, but due to the computational complexity that
it usually has, it is ignored. In this work, this problem is addressed by using
a GP-based algorithm and its combination with recently studied components,
such as polynomial chaos expansions.

To check the outcome of both techniques, they were tested on models which
can be challenging case studies due to their dynamics. The algorithm proposed
by Chkrebtii showed a mean relatively close to the numerical solution in all the
cases, but the randomness of the samplings resulted in the existence of several
sparse trajectories. This shows that the uncertainty rate in the estimation of the
solutions is significant, especially in the SIR model where constant perturbations
are shown.

On the other hand, the polynomial chaos addition yielded good results in
terms of similarity to the mean of the GP-based simulations, as it was expected,
and approached toward the numerical solutions. However, simulated trajectories
of the Lorenz model depart from the solutions as time progressed, which may
suggest that this technique is sensitive to the chaotic structure of the model.
Finally, a comparison between the two approaches versus the numerical solution
given by Python shows a better estimation when polynomial chaos is added in
two systems. As a consequence, the error rate is lower, specially in the FitzHugh-
Nagumo model.

However, the tests on these models do not represent a decisive opinion about
the contrast of both methods in terms of performance, so future studies on other
systems of chaotic behavior are suggested that may provide a better approach
to the interpretation of the results of the techniques. On the other hand, it is
recommended to make modifications in the basis functions of the polynomial
chaos, such as changing the type of polynomial, their order or their quadrature
fitting, in order to have a broaden perspective of the results obtained.
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Abstract. During 2017, the construction and operation of buildings worldwide
represented more than a third (36%) of the final energy used and 40% of the
carbon dioxide emissions. Hence, in the last decade, there has been great interest
in analyzing the energy efficiency in buildings from different approaches. In this
paper, black-box approaches based on artificial neural networks to predict the
energy consumption of a selected residential department building are proposed.
The potential of convolutional neural networks (CNN) applied to images and
videos is tested in time series as one-dimensional (1D) sequences. CNN models
and other combinations with Long Short-Term Memory (LSTM) such as CNN-
LSTM and ConvLSTM are proposed to make predictions in two scenarios, i.e.,
for predicting energy consumption in the next 24 h and 7 days. The results showed
that the best model was CNN for the first scenario, and in the second scenario,
CNN-LSTM performed better. These models can be very useful in predictive
control systems considered in buildings to foresee with great precision the energy
consumption behavior in the short, medium, and long term.

Keywords: Buildings · CNN · CNN-LSTM · ConvLSTM · Energy efficiency ·
Prediction models · Time series

1 Introduction

A report issued by the International Energy Agency shows that during 2017, the con-
struction and building operations sector was one of the largest consumers of energy
worldwide, consuming around 36% of primary energy and responsible for the emission
of 40% of CO2 [1].
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In the Ecuadorian case, as reported by the Geological and Energy Research Institute
(IIGE) in 2018, the national consumption for residential, commercial, service, and public
administration buildings was approximately 21% of total consumption. The primary
energy source used by buildings was electricity, which represented 57.6%, i.e., 29.7% of
the residential group and 27.9% of the commercial, services and public administration
group. The total energy demand in 2018 was 3.8% higher than in 2017, which can be
evidenced in the historical data of each year, i.e., presents an increasing trend annually
until the current dates [2].

Due to the above described, in the last decade, interest has increased in the research
line of optimizing the energy associated with the manufacture of construction materi-
als, elaboration of new eco-friendly materials with the environment, efficient building
designs, and predictive control systems of the energy consumption in residential homes,
and buildings in general.

The predictive control systems considered in buildings require to foresee with great
precision the energy consumption behavior in the short, medium, and long term [3]–[6].
There are some techniques to predict the demand for electrical energy, such as statis-
tical models, thermal-mathematical models involving differential equations, or models
considering machine learning, such as deep learning [7]. In this article, a deep learn-
ing approach based on artificial neural networks (ANN) will be applied to forecast the
energy consumption of a residence.Wewill consider three of the less analyzed structures
in previous studies for the energy field: a 1D CNN structure and two hybrid structures
between CNN and LSTM networks.

The rest of the paper is organized as follows: Sect. 2 summarizes the ANN tech-
niques used in this work, Sect. 3 shows the experiment setup. Experimental results and
discussion are shown in Sect. 4. Finally, Sect. 5 presents the conclusions and future
work.

2 Artificial Neural Network Techniques

AnANN is a structure that contains a simple processing unit mainly inspired by biologic
neurons with the same components, i.e., dendrites, axons, and synapses [8]. Artificially
understood, there are three specific characteristics that every ANN has, which are: a) the
connections and the input values that will pass through each neuron in the network; b)
the training process where a summation of the input values with their respective weights
is made; c) an activation function is applied to the input and output values of each neuron
[9].

For this work, a CNN and two additional combinations with an LSTM network
were considered, i.e., CNN-LSTM and ConvLSTM structures. These supervised ANN
structures will be applied to time series, and prediction scenarios will be analyzed.

2.1 Convolutional Neural Network

ACNN is a type of feed-forward neural network in which the computations proceed only
in the forward direction. Specifically, in a CNN, there are two processes, convolution
and pooling. Convolution allows the network to collect information on characteristics
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or visual features in two dimensions: images or videos, such as color, lines, edges, etc.
Pooling simplifies the information that results in the convolution operation and creates
a new version with different dimensions considering the fully condensed data [10].

CNNs are widely used for image and video processing. These neural networks work
in the same way as normal neural networks. It only differs in that each neuron of each
layer has a two-dimensional filter in which a convolution is made for the next layer,
allowing a different characteristic to be extracted in each layer of the convolutional
network [11].

CNNs have been applied to recognize or classify images that correspond to two
dimensions, but this is not a limitation for analyzing sequential data of one dimension,
such as time series. Figure 1 depicts a block diagram showing the structure of the model
to be used in the experimentation stage.

Fig. 1. Fully CNN architecture for time series prediction.

In this work, CNN will be applied to multivariate time series to forecast the energy
consumption of a residential apartment.

2.2 CNN-LSTM Hybrid Structure

A recurrent neural network (RNN) consists of feedback with loops included in the entire
neural network. This allows processing information sequentially, such as time series.
The mentioned process is performed considering the previous process state [11].

LSTM is a type of RNN and is widely recognized as a universally applied ANN for
analyzing and forecasting time series. These networks allow data to travel backward and
forward, with a robust and powerful architecture. Since each neuron possesses internal
memory, exchanging information between the cycles of the network is enhanced [7, 12].

CNN-LSTM hybrid structure complements the individual advantages of CNN and
LSTM structures. The CNN structures perform well for spatial information extraction,
but it is not that good for temporal information. On the other hand, LSTM structures are
insufficient for spatial information and can learn temporal information [13, 14].
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In this work context, the CNN-LSTM structure will be applied to extract spatio-
temporal information to predict energy consumption time series effectively. Figure 2
shows a block diagram of the structure to be used in the experimentation stage.

Fig. 2. Fully CNN-LSTM architecture for time series prediction.

2.3 Conv-LSTM Hybrid Structure

ConvLSTMandCNN-LSTMnetworks are a combination of CNNand LSTMstructures,
with the difference that ConvLSTM networks work in the same LSTM block, making
the convolution and analysis process at the same layer [15].

Figure 3 depicts the block diagram of the structure to be used in the experimentation
stage. The ConvLSTM layer has inside a convolution operator that reads the data and
extracts the spatial characteristics of the time series. Then, its output will feed the inputs
of the LSTM unit. The data passes into a pair of layers called fully connected layers that
compile the data extracted by previous layers to generate the final output.

Fig. 3. Fully ConvLSTM architecture for time series prediction.
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3 Experimental Setup

This section details the experimental design considered for the configurations of the
CNN, CNN-LSTM, and ConvLSTM models.

3.1 Data

In this work, the free access dataset of the European enCompass project will be used.
The consumption of electrical energy and other residential, schools, and public buildings
located in three geographical locations such as Germany, Greece and Switzerland are
monitored [16].

Specifically, the dataset from a residential department located in Greece, a southern
area of Europe with warmer climatic characteristics than the other areas, is considered.
In the medium term, this scenario can be compared with the characteristics found in
Ecuador to implement future research.

Table 1 shows variable names, units, and the number of observations of the dataset
collected fromOctober 1, 2018 to September 30, 2019. This information has a resolution
of 15 min.

Table 1. Variables of the dataset considered for the experimentation of the models.

Variable Units Number of records

Energy consumption kWh 35040

Relative humidity % RH 12944

Indoor temperature °C 12868

In addition, the apartment has the following characteristics: Number of people: 4,
number of rooms: 5, type of heating: radiators, heating source: gas. It is also equipped
with a water heater, lighting: incandescent light bulb. The following items complete the
consumer elements: air conditioning, electric oven, microwave, electric kettle, coffee
maker, vacuum cleaner, washing machine, refrigerator, freezer, TV, HI-FI, computer,
and laptop.

3.2 Analysis and Preprocessing

Before using the data shown in Table 1 for the training and validation of the models,
analysis and preprocessing of the models must be carried out.

First, an exploratory data analysis (EDA) is carried out. Descriptive statistics are
applied to analyze themain characteristics offluctuationof values, observationofmissing
data, identification of atypical data, and analysis of stationarity and periodicity. In this
phase, a name change is also made to the variables for better manipulation. Thus, E for
energy consumption, H for relative humidity, and T for indoor temperature are defined.

After performing the EDA, the preprocessing data is carried out. Initially, for each
variable, there was a dataset. All datasets were merged into a single dataset in which
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each column identified the respective variables E, H, and T. The rows represent the
measurements of each variable collected by the sensors at time t. In addition, during the
data collection, readings problems can occur, which have an impact on missing or lost
data. Therefore, statistical imputation techniques such as mean substitution are applied.
Finally, treatment of outliers or atypical data is conducted [17, 18].

3.3 Definition of the Problem

A multivariate problem of time series will be approached by applying deep learning,
i.e., regression models. There will be three input variables (regressor variables) E, H and
T. As output variable (predictor variable) is selected E, the variable of interest in this
research.

To analyze the performance of the CNN structures in the energy consumption
forecasts, two scenarios are evaluated in the experimentation:

Given the recent energy consumption, relative humidity, and temperature measure-
ments inside the apartment, What will the energy consumption be in the next 24 h, i.e.,
the next day?

Given the recent energy consumption, relative humidity, and temperature measure-
ments inside the apartment, What will the energy consumption be in the next 7 days,
i.e., next week?

In each scenario, a transformation of the data is considered by applying a normaliza-
tion, whose new values will fluctuate between -1 and + 1. This is due to the hyperbolic
tangent activation function present in the LSTM memories.

For experimentation with each scenario proposed, the dataset is resampled with
resolutions of one hour and one day, respectively. For both scenarios, the proportion of
the dataset is 80% and 20% for training and validation, respectively.

Therefore, in the first scenario, there are 2424 observations, of which 1939 and
485 are used for training and testing, respectively; while for the second scenario, the
dataset has 107 observations, from which 85 and 22 are used for training and testing,
respectively.

Model Evaluation: Acontinuous forecast scenario, also calledwalk-forwardvalidation
(WFV), is used. It consists of going through the data set only once concerning each step
of time [19].

Performance Evaluation: The root mean squared error (RMSE) is used for the eval-
uation applied to time series, which corresponds to the most commonly employed in
energy studies. Other supporting metrics are the mean absolute error (MAE) and mean
absolute percentage error (MAPE).

RMSE =
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yn

∣
∣
∣
∣

(3)

where Ntest in the number of tests set samples, yn refers to the actual value of the nth
forecasting point, and ỹn is the corresponding predicted value [19].

3.4 Experimental Models

CNN, CNN-LSTM, and ConvLSTM structures were configured for multi-step time
series forecasting with multivariate inputs.

For the experimentation of CNN, CNN-LSTM, and ConvLSTM models in each
scenario: 288, 288, and 72 model configurations were designed. Tables 2 and 3 show the
hyperparameter values used in each scenario. According to the specified characteristics,
almost 650 configurations were executed.

Table 2. Hyperparameters used for the experiments - scenario 1: Forecast for the next 24 h

CNN y CNN-LSTM ConvLSTM

Hyperparameters Values Hyperparameters Values

n_input 24, 48, 72 n_input 24, 48, 72

n_nodes 8, 16, 32, 64 n_filters 8, 24

n_filters 8, 24 n_kernel (1, 2), (1, 5)

n_kernel 2, 5 n_epochs 25, 50

n_epochs 25, 50 n_batch 8, 16, 48

n_batch 8, 16, 48 act_hid Tanh

act_hid tanh act_out Linear

act_out linear

As presented in Tables 2 and 3, the hyperparameters are described as follows: n_input
is the number of prior inputs to use as input for themodel, n_nodes is the number of nodes
that are used in the hidden layer, n_filters are the number of filters of the convolutional
layer, n_kernel is the kernel number to be used in the convolutional layer, n_epochs is
the number of training epochs, n_batch is the number of samples to include in each mini-
batch, act_hid is the activation function used in the hidden layer, and act_out corresponds
to the activation function for the output layer.

Due to the stochastic nature of neural network models, each model is trained and
validated ten times to obtain a mean of RMSE error values.

All experiments were run on Windows 10, Python 3.8, Anaconda 2020.11, Spyder
4.2.0, and Tensorflow library. Additionally, hardware with the following characteristics
was used: Acer, Intel® Core (TM) i7–8550 U CPU @ 1.80 GHz 1.99 GHz, 16 GB of
RAM.
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Table 3. Hyperparameters used for the experiments - scenario 2: Forecast for the next 7 days

CNN y CNN-LSTM ConvLSTM

Hyperparameters Values Hyperparameters Values

n_input 7, 14, 21 n_input 7, 14, 21

n_nodes 8, 16, 32, 64 n_filters 8, 24

n_filters 8, 24 n_kernel (1, 1), (1, 2)

n_kernel 2, 2 n_epochs 25, 50

n_epochs 25, 50 n_batch 8, 16, 48

n_batch 8, 16, 48 act_hid tanh

act_hid tanh act_out linear

act_out linear

4 Experimental Results and Discussion

Once the experimentation has been carried out configuring the models with the hyper-
parameters established for training and validation in the dataset, the best model
configurations with their respective hyperparameters are determined.

4.1 Scenario 1: Forecast of the Next 24 h

Table 4 shows the top five of the best configurations of eachANN structure obtained after
carried out the experimentation. It is noted that among the three analyzed convolutional
neural network structures, CNN has the best metric. The best CNN configuration has
the following hyperparameters: n_input = 24, n_nodes = 32, n_filters = 8, n_kernel =
5, n_epochs = 25, n_batch = 8, act_hid = tanh, act_out = linear.

The execution time of the experiments in this scenario with CNN, CNN-LSTM, and
ConvLSTM was 636, 664, and 517 min, respectively; i.e., on average: 2.2 min/model,
2.3 min/model, and 7.18 min/model, respectively. Figure 4 shows a contrast between the
average execution times of the models and the associated error. The CNN models have
the shortest computational time compared to the other models studied. The worst error
is with the ConvLSTM structure by a factor of 3.26 compared to the CNN model.

4.2 Scenario 2: Forecast for the Next 7 days

Table 5 shows the top five of the best configurations of each model obtained after carried
out the experimentation. It is noted that among the three analyzed CNN structures, CNN-
LSTM has the best metric with the following hyperparameters: n_input = 14, n_nodes
= 8, n_filters = 8, n_kernel = 2, n_epochs = 25, n_batch = 8, act_hid = tanh, act_out
= linear.
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Table 4. Configurations of the best models obtained - scenario 1

Model Hyperparameters RMSE

CNN [24, 32, 8, 5, 25, 8, ‘tanh’, ‘linear’] 0.0645

[24, 8, 8, 5, 25, 8, ‘tanh’, ‘linear’] 0.0649

[24, 16, 8, 5, 25, 8, ‘tanh’, ‘linear’] 0.0649

[24, 64, 8, 5, 25, 8, ‘tanh’, ‘linear’] 0.0653

[24, 64, 24, 5, 25, 8, ‘tanh’, ‘linear’] 0.0653

CNN-LSTM [72, 8, 24, 5, 25, 8, ‘tanh’, ‘linear’] 0.0661

[72, 8, 24, 2, 25, 8, ‘tanh’, ‘linear’] 0.0665

[48, 8, 24, 5, 25, 8, ‘tanh’, ‘linear’] 0.0669

[48, 8, 24, 2, 25, 8, ‘tanh’, ‘linear’] 0.0671

[48, 8, 8, 5, 25, 8, ‘tanh’, ‘linear’] 0.0681

ConvLSTM [48, 8, (1, 5), 50, 48, ‘tanh’, ‘linear’] 0.0751

[48, 8, (1, 2), 50, 48, ‘tanh’, ‘linear’] 0.0770

[48, 8, (1, 2), 25, 16, ‘tanh’, ‘linear’] 0.0774

[48, 8, (1, 5), 25, 48, ‘tanh’, ‘linear’] 0.0779

[24, 8, (1, 2), 50, 16, ‘tanh’, ‘linear’] 0.0780

Fig. 4. Comparative error/time of the three observed models – scenario 1

The execution time of the experimentswith CNN,CNN-LSTM, andConvLSTMwas
52, 152, and 60 min, respectively; that is, on average: 0.18 min/model, 0.53 min/model,
and 0.83 min/model, respectively. Figure 5 shows a contrast between the average exe-
cution times of the models and the associated error. The CNN model achieves the best
execution time. However, its error is high and occupies second place among the ana-
lyzed models. The worst execution time is the ConvLSTM model, which is higher than
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Table 5. Configurations of the best models obtained - scenario 2

Model Hyperparameters RMSE

CNN [14, 8, 8, 1, 50, 48, ‘tanh’, ‘linear’] 0.9288

[21, 8, 8, 2, 25, 16, ‘tanh’, ‘linear’] 0.9324

[14, 8, 8, 1, 25, 16, ‘tanh’, ‘linear’] 0.9400

[21, 8, 8, 1, 25, 48, ‘tanh’, ‘linear’] 0.9488

[14, 8, 8, 2, 25, 8, ‘tanh’, ‘linear’] 0.9500

CNN-LSTM [14, 8, 8, 2, 25, 8, ‘tanh’, ‘linear’] 0.8827

[21, 16, 8, 1, 25, 48, ‘tanh’, ‘linear’] 0.8833

[14, 16, 8, 2, 50, 48, ‘tanh’, ‘linear’] 0.8841

[14, 8, 24, 2, 50, 16, ‘tanh’, ‘linear’] 0.8865

[14, 8, 24, 2, 50, 48, ‘tanh’, ‘linear’] 0.8870

ConvLSTM [14, 8, (1, 2), 25, 16, ‘tanh’, ‘linear’] 0.9427

[14, 8, (1, 2), 25, 48, ‘tanh’, ‘linear’] 0.9475

[14, 8, (1, 1), 25, 48, ‘tanh’, ‘linear’] 0.9482

[21, 8, (1, 2), 25, 16, ‘tanh’, ‘linear’] 0.9663

[21, 8, (1, 1), 50, 48, ‘tanh’, ‘linear’] 0.9681

CNN by a factor of 4.61. This model also matches the worst RMSE error among all the
structures analyzed in this scenario.

Fig. 5. Comparative error/time of the three observed models – scenario 2
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4.3 General Comparison of Scenarios

According to theRMSE, it is evident that scenario 1 has surpassed scenario 2. In addition,
the CNN model of scenario 1 exceeds the best model of scenario 2 (CNN-LSTM) by a
factor of 13.69.

Regarding execution times, scenario 1 has higher execution times compared to sce-
nario 2. This is mainly due to the amount of data used in trainingmodels, i.e., considering
the two different resolutions and timesteps, there was a lower amount of data for scenario
2, which resulted in faster execution. However, scenario 2 presented worse learning and
generalization for the predictions.

On the other hand, Figs. 6 and 7 show the distribution of errors using a box diagram
of each scenario and structures analyzed. For this purpose, each structure was repeated
30 times. It is visually ratified that the CNN architecture of scenario 1 presents the best
metrics, while in both scenarios, the ConvLSTM models present the worst values.

Fig. 6. Box plot errors of the experiment’s models carried out in scenario 1. a) RMSE, b) MAE,
and c) MAPE. The red line represents the median, while the green triangle corresponds to the
mean. (Color figure online)

Fig. 7. Box plot errors of the experiment’s models carried out in scenario 2. a) RMSE, b) MAE,
and c) MAPE. The red line represents the median, while the green triangle corresponds to the
mean. (Color figure online)

5 Conclusions

In this study, CNN models were applied to forecast the energy consumption of a resi-
dential apartment. Experiments using a dataset of variables such as energy consumption,
relative humidity, and temperature inside the apartment were carried out.

According to the resolution of time (hours and days), two scenarios were considered:
next day and next week. Almost 650 CNN, CNN-LSTM, and ConvLSTM models were
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configured, trained, and validated. RMSE,MAE, andMAPEwere used to select the best
model for each type of architecture. CNN and ConvLSTM obtained the best results in
scenario 1 and scenario 2, respectively. However, the CNNmodel of scenario 1 obtained
the best results of this work.

On the other hand, the average execution times of the models in scenario 1 and
scenario 2 are 3.89 and 0.51 min per model, respectively. It is noted that data resolution
affects computational times. Higher resolution (timestep) of the dataset implies less
computational time to run a model in our case study.

This research provides a different approach to ANN deep learning applied to mul-
tivariate time series using CNN one-dimension (1D). These models can be taken into
account as a reference for use in predictive control systems considered in buildings to
foresee with great precision the energy consumption.

In further studies, it is expected that the analysis of CNN considers univariate series
and a more extensive range of values with hyperparameters. In addition, make forecast
comparisons with other neural network techniques such as MLP, LSTM, GRU, seq2seq,
among others is expected.
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Abstract. This paper develops a framework for the analysis of state-
space models combined with Kalman and smoothed Kalman filters for
the estimation of unknown states, and parameters, determining the accu-
racy of the algorithms, with the purpose of analyzing some time series
of the macroeconomy of Ecuador. This methodology plays an impor-
tant role in the area of economics and finance and has many advantages
because it allows describing how observed macroeconomic variables can
be related to potentially unobserved state variables, determining the evo-
lution in real time, estimating unobserved trends, changes of structures
and make forecasts in future times. To achieve the objectives, three mod-
els are proposed: the first model is used to estimate the Ecuador’s gross
domestic product. The second model combines a state space model with
the classic ARIMA (p, q, r) model to adjust the GDP rate and finally
it is considered a model for the simultaneous stress time series analysis
related to: consumer price index, industrial production index and active
interest rate. In all the cases studied, the estimates obtained reflect the
real behavior of the Ecuadorian economy. The square root of the mean
square error was used as a measure of goodness of fit to measure the
quality of estimation of the algorithms, obtaining small errors.

Keywords: Dynamic system · Kalman filter · State space model ·
ARIMA model · Gross domestic product

1 Introduction

In this work, a methodology based on filtering algorithms is applied to estimate
states and parameters in time series models that are used to model dynamic
phenomena that evolve over time. It is interesting to study the behavior of
stochastic processes with partially observed dynamics measured with errors; It is
particularly interesting to study financial time series of macroeconomic variables
such as gross domestic product, unemployment rate, prices of shares in the stock
market, volatility of interest rates in the short and medium term, commodity
prices of primary products, and the neutral density of active risk among other
financial series.
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There is an extensive literature on state space models beginning with the
works of [1–6] classical time series models such as those studied in [7], model of
Markov hidden discrete [8–11]; stochastic volatility model used to model the time
variance of logarithmic returns on assets [12]; and the point change models used
to model stock prices [13]. The methodology allows estimating smoothed states
with linear and non-linear structures by implementing efficient computational
algorithms.

Related works to this research highlight: In [14] was implemented the algo-
rithms: Gibbs, Kalman filter, extended Kalman filter and particles filters, they
analyze series of oil gross domestic product (GDP), and not oil; and the dol-
lar to bolivar exchange rate of the Venezuelan economy; They also conducted a
simulation study, demonstrating that the algorithms estimate adequately.

In [15] describes a general procedure to make Bayesian inference based on the
evaluation of the plausibility of stochastic general equilibrium models through
the Markov Chain Monte Carlo methods, they implemented the Kalman filter
to evaluate the likelihood function and finally apply the Metropolis Hastings
algorithm to estimate the parameters of the posterior distribution. They illus-
trate the methodology by using the basic stochastic growth model, considering
quarterly data for the Venezuelan economy from the first quarter of (1984) to
the third quarter of (2004). The empirical analysis carried out allows us to con-
clude that the algorithms used works efficiently and at a low computational
cost, the estimates obtained are consistent, and the estimates of the predictions
adequately reflect the behavior of the product, employment, consumption and
investment per capital of the country. In [16] propose a methodology based on the
state-space structure applying filtering techniques such as the auxiliary particle
filter to estimate the underlying volatility of the system.

Additionally, they used a Markov chain Monte Carlo algorithm to estimate
the parameters. The methodology was illustrated using a series of returns from
simulated data, and the series of returns corresponding to the Standard and
Poor’s 500 price index for the period 1999–2003. The results show that the pro-
posed methodology allows to adequately explain the dynamics of volatility when
there is an asymmetric response to a shock of a different sign. In [17] a method-
ology was applied based on state space models inspired by the Monte Carlo
Markov Chain sampling schemes, which simplifies the estimation and prediction
process of the Markov switching model. The general objective of this study was
to simultaneously determine: non-linearity, structural changes, asymmetries and
outliers that are characteristics present in many financial series. The methodol-
ogy was empirically illustrated using series that measure the annual growth rate
of industrial production in the MERCOSUR countries. The study concludes that
there is no reduction in economic volatility, there is no reduction in the depth
of economic cycles. At breakpoints, outliers and non-linearity are observed in
the data. It is evident that there are no common economic cycles for the coun-
tries analyzed. In [18], two recursive filtering algorithms were implemented, the
optimized particle filter, and the Viterbi algorithm, which allow the joint estima-
tion of states and parameters of stochastic volatility models in continuous time,
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such as the Cox Ingersoll Ross and Heston model, using daily empirical data
from the time series of the S & P500 stock index returns. Furthermore, these
parameters prove that the Viterbi algorithm has less execution time than the
optimized particle filter. In [19] several algorithms related to the Kalman filter
are used to carry out linear and non-linear approximations. In [20] an estimation
methodology based on the Monte Carlo sequential algorithm is proposed, which
jointly estimates the states and parameters, the relationship between the prices
of futures contracts and the spot prices of primary products, they determined
the evolution of prices and volatility of the historical data of the primary market
(Gold and Soybeans), using three algorithms: the sampling algorithm of sequen-
tial importance with resampling (SISR), the Storvik algorithm, and the particle
learning and smoothing algorithm (PLS). The results conclude that the prices
of products for future delivery at different expiration dates with the spot price
are highly correlated.

The contribution of this work presents an adjustment of a state space model
to estimate macroeconomic indicators of Ecuador. To achieve the objectives,
three models are proposed: the first model analyzes the gross domestic product
of Ecuador corresponding to the period 2000–2020. The second model is a com-
bination of a state space model with the ARIMA (p, q, r) models which will be
used to adjust the GDP rate and finally it is considered a model for the simulta-
neous analysis of several time series related to: consumer price index, industrial
production index and active interest rate. Each of these models are estimated
using the Kalman filter and Smoothed Kalman filter.

The rest of the article is as follows: in Sect. 2, the state space models and the
Kalman filter are described; Sect. 3 specifies the variables, models, and param-
eters to be used; In Sect. 4 the results and discussion of the studies carried out
are presented; Sect. 5 ends with the conclusions.

2 State Space Models

State space models (SSM) are mathematical structures customized to the study
of stochastic processes, especially when data are contaminated with error. A
generalized SSM is the form:

State equation : xt = h(xt−1, εt) or xt ∼ qt(· | xt−1). (1)

Observation equation : yt = g(xt, et) or yt ∼ ft(· | xt) (2)

where yt is the observation, xt is the (unobservable) state variable. Let yt =
(y1, . . . , yt)′ denote the entire past sequence of the observations at time t and
xt = (x1, . . . , xt)′ denotes the entire history of the state before and at time
t. Let’s recall that yt can be multi-dimensional, moreover xt evolves through
the conditional distribution qt(·) and underlying states evolve with the function
ht(·). Conditional distribution qt(·) and state innovation εt (or equivalent the
function ht(·)) are assumed to be known.
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Using statistical inference that at any time t the states x1, . . . , xt can be
found given the observation y1, . . . , yt, up to time t we can obtain the posteriors
distribution

p(x1, ..., xt|yt) ∝ p(x1, ..., xt, y1, ..., yt)

∝
t∏

i=1

p(yi|x1, ..., xi, y1, ..., yi−1)p(xi|x1, ...xi−1, y1, ..., yi−1)

∝
t∏

i=1

fi(yi|xi)qi(xi|xi−1)

(3)

We can see that state variable, xt, gives information to obtain yt through g(·).
xt+1 is obtained using xt and provides information to obtain yt+1.

2.1 Statistical Inference and Kalman Filter

Principal objective of statistical inference is first obtain the marginal posterior
distribution p(xt|yt) and E[φ(xt|yt)]. Second, compute the marginal posterior
distribution p(xt+1|y1, ..., yt) (prediction) and E[φ(xt+1|yt)]. Finally, found the
posterior distribution p(x1, ..., xt−1|y1, ..., yt) and estimate a value that maximize
p(x1, ..., xt|y1, ..., yt).

Let θ be a collection unknown parameter’s associated whit to with the dis-
tributions of εt. Given all observation yt = {yt, t = 1, ..., T} likelihood function
is

L(θ) = p(yT |θ) =
∫

p(y1, ..., yT , x1, ..., xT |θ)dx1...dxT (4)

Another formulation is

L(θ) = p(yT |θ) =
T∏

t=1

p(yt|yt−1, θ) (5)

where
p(yt|yt−1, θ) =

∫
p(yt|xt,yt−1, θ)p(xt|yt−1, θ)dxt (6)

Kalman filter needs a specific model to work and all theory developed is sup-
ported by the following model.

2.2 Linear Gaussian State Space Models

If the function are linear and the noise is Gaussian, we can rewrite (1) and (2)
as

xt = Htxt−1 + Btbt + Wtwt

yt = Gtxt + Ctct + Vtvt,
(7)

where Ht, Gt, Bt, Ct, Wt and Vt are matrices, the input series (ct and bt) are
known and wt ∼ N(0, I) and vt ∼ N(0, I). In literature model (7) is known as
dynamic linear model see [5].
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Kalman Filter. Before to continue is indispensable the use of lemma 1 and
lemma 2:

Lemma 1. If X ∼ N(μx,Σx)′ and Y = c + GX + Vv, where v ∼ N(0, I) and
is independent with X, then the join distribution of (X,Y ) is

(
X
Y

)
∼ N

((
μX

μY

)
,

[
Σxx Σxy

Σyx Σyy

])
(8)

where
Σxx = Σx

μy = E[Y ] = E[c + Gx + Vv] = c + GE[X] = c + Gμx

Σxy = ΣxG′,
Σyx = GΣx,

Σyy = GΣxG′ + VV′.

(9)

Lemma 2. If (
X
Y

)
∼ N

((
μX

μY

)
,

[
Σxx Σxy

Σyx Σyy

])
(10)

and we assume that Σ−1
yy exist, then

E(X|Y = y) = μx − ΣxyΣ−1
yy (y − μy)

V ar(X|Y = y) = Σxx − ΣxyΣ−1
yy Σyx

(11)

Initial step: Suppose at time t − 1 we have obtained μt−1 and Σt−1,

p(xt−1|yt−1) ∼ N(μt−1,Σt−1) (12)

The one-step-ahead predictive density for the states is

p(xt|yt−1) ∼ N(μt|t−1,Σt|t−1) (13)

where
μt|t−1 = E[Htxt−1 + Btbt + Wtwt|yt−1]

= HtE[xt−1|yt−1] + Btbt

= Htμt−1|yt−1] + Btbt

(14)

Σt|t−1 = V ar[Htxt−1 + Btbt + Wtwt|yt−1]
= V ar[Htxt−1|yt−1] + WtWt

= HtΣt−1H′
t + WtW′

t

(15)

joint distribution p(xt, yt|y1, . . . , yt−1) can be obtained with the use of (14), (15),
(7) and Lemma 1. Finally, using the new observation yt and from Lemma 2, we
get

p(xt|y1, ..., yt) ∼ N(μt,Σt) (16)
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μt = μt|t−1 + Kt(yt − Ctct − Gtμt|t−1)
Σt = Σt|t−1 − KtGtΣt|t−1,

(17)

where
Kt = Σt|t−1G′

t[GtΣt|t−1G′
t + V′

tVt]−1 (18)

In the literature the matrix Kt is called the Kalman gain matrix [21].

Kalman Smoothing. Kalman Smoothing aims to find p(x1, ..., xT |yT ) given
the entire observed sequence yT = (y1, ..., yT ) and recursively obtains μt|T and
Σt|T in a forward and backward two-pass algorithm.

Algorithm 1
μt|t−1 = Htμt−1 + Btbt

Σt|t−1 = HtΣt−1H′
t + WtW′

t

μt = μt|t−1 + Kt(yt − Ctct − Gtμt|t−1)
Σt = Σt|t−1 − KtGtΣt|t−1,

(19)

where
Kt = Σt|t−1G′

t[GtΣt|t−1G′
t + V′

tVt]−1 (20)

Prediction and Missing Data. The main idea of prediction is obtain
p(μt+d|y1, ..., yt), we can do it of recursive way

μt+d|t = E(xt+d|yt)
=E[E(xt+d|xt+d−1,yy)|yt]
=Ht+dμt+d−1|d + Bt+dbt+d,

(21)

and
Σt+d|t = V ar(xt+d|yt)

= V ar[E(xt+d|xt+d−1,yt)|yt]
+ E[V ar(xt+d|xt+d−1,yt)|yt]
= H′

t+dΣt+d−1Ht+d + W′
t+dWt+d

(22)

For missing data, yt, just do a substitution μt|t = μt|t−1 and Σt|t = Σt|t−1.

3 Analysis of Ecuadorian Macroeconomic Time Series

3.1 Data Information

In the first part of this work, a model for the gross domestic product and
another model for the GDP rate are presented. The quarterly time series that
involves a total of 84 observations can be obtained from https://contenido.
bce.fin.ec/home1/estadisticas/bolmensual/IEMensual.jsp and correspond to the
period 2000–2020. The 80% of data was used for filtering models, corresponding

https://contenido.bce.fin.ec/home1/estadisticas/bolmensual/IEMensual.jsp
https://contenido.bce.fin.ec/home1/estadisticas/bolmensual/IEMensual.jsp
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to the period 2000–2017. In the forecast Sect. 4.4, this 80% of the data was used
as training and the rest as testing [22] corresponding to the period 2017–2020.
In the second part of the work, a model for multivariate analysis is proposed in
which we will include three monthly time series: consumer price index (CPI),
industrial production index (IPI) and active interest rate (ACI). Due to the lim-
ited accessibility of the data, the study covers the period 2016–2019, the obser-
vations corresponding to CPI, IPI and ACI can be downloaded from https://
www.ecuadorencifras.gob.ec/estadisticas/.

3.2 Model for Gross Domestic Product of Ecuador

Using the time series corresponding to GDP, the model given in (23) was fitted.
To initialize the Kalman filters, prior values (μ1|0 and Σ1|0) were taken as (24).

yt = Ggxt + Vgvt, vt ∼ N(0, 1),
xt = Fgxt−1 + Wgwt, wt ∼ N(0, 1),

(23)

where

μ1|0 = (2, 2), Gg =
[
1 1
0 1

]
, Fg =

[
1 0

]

Σ1|0 =
[
1 0
0 1

]
, Vg =

[
0.05771

]
, Wg =

[
0.02610 0.000
0.000 0.000249

]
.

(24)

For estimation of V and W the maximum likelihood (MLE) estimation method
is used, provides by [23].

3.3 Model for Gross Domestic Product of Ecuador Rate

ARIMA models need the data to be stationary but the Kalman filter is an
adequate methodology since allows us to work regardless of the stationarity of
the data. After carrying out the respective study of the autocorrelation function
(ACF) and (PACF) partial autocorrelation, the GDP rate data show stationarity
and an AR (1) model with joined intersection is proposed. To be able to work
with the ARIMA models, it is necessary to perform a representation in the state
space models (26).

yt − μ = φ(yt−1 − μ) + εt, ε ∼ N(0, σ2). (25)

In this model the observation and state equation are:

yt = [1, 1]xt,

xt =
[

μ
yt − μ

]
=

[
1 0
0 φ

] [
μ

yt−1 − μ

]
+

[
0
εt

]
.

(26)

https://www.ecuadorencifras.gob.ec/estadisticas/
https://www.ecuadorencifras.gob.ec/estadisticas/
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The missing parameters were estimated by MLE with the help of [23] and the
results are shown below

μ1|0 = (2, 2); Gp =
[
1 0
0 0.5254

]
, Fp =

[
1 1

]
,

Σ1|0 =
[
1 0
0 1

]
; Vp =

[
0
]
, Wp =

[
0 0
0 1.35 × 10−8

]
.

(27)

3.4 Multiple Variables

State space models allow us the possibility of working with several time series,
together with the ARIMA(p,q,r) models there is a great variety of analyzes.
In model (28) presented below, the matrix V[1,1] and V[2,2] obtained by MLE
were altered in order to give the reader a demonstration on the accuracy of the
filtering [24].

yt =

⎡

⎣
yt1
yt2
yt3

⎤

⎦ =

⎡

⎣
1 0 0
0 1 0
0 0 1

⎤

⎦ xt +

⎡

⎣
20 0 0
0 0.5 0
0 0 2.93

⎤

⎦

⎡

⎣
vt1
vt2
vt3

⎤

⎦ vti ∼ N(0, 1)

xt =

⎡

⎣
xt1

xt2

xt3

⎤

⎦ =

⎡

⎣
1 0 0
0 1 0
0 0 1

⎤

⎦ xt−1 +

⎡

⎣
8.88 0 0
0 7.81 0
0 0 3.31

⎤

⎦

⎡

⎣
wt1

wt2

wt3

⎤

⎦ wt ∼ N(0, 1).

(28)

4 Results and Discussions

Macroeconomic processes are usually described by mathematical models with
linear and non-linear structures with Gaussian and non-Gaussian distributions
that involve multiple parameters and partially observed dynamic processes mea-
sured with errors that must be estimated from data using classical statistics
techniques such as the maximum likelihood estimator or methods of Bayesian
statistics. State space models provide a general structure to study these stochas-
tic processes. The filtering algorithms in the stage of the State space models
involve the sequential calculation of the subsequent distribution of the unknown
states xt given the observations y1, . . . , yn. For this, powerful computational algo-
rithms such as Kalman filter and its variants are required when models are linear
with Gaussian distributions, and when models are non-linear with non-Gaussian
distribution, it is recommended to use particle filters and other approach tech-
niques. In this work we focus on Gaussian linear models and are analyzed series
of macroeconomics of Ecuador and the Kalman filter and Kalman smoothed are
implemented to estimate and predict unknown states.

The development of technologies and calculation capacity in recent years
has made it possible to have massive sets of economic data and techniques to
analyze these economic indices. Finance ministries and central banks need easy-
to-interpret macroeconomic information to enable them to design policies to
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strengthen economic growth and preserve society’s quality of life. Key economic
indicators on which decision making is based are usually published late, infor-
mation is incomplete and economists can only gauge economic conditions at the
moment, information at a future time is scarce, which makes forecasting and
predicting the economy difficult to understand. There are also other intercon-
nected factors in global economies, in which small disturbances that originate in
one country spill over into other economies, resulting in low productivity levels,
loss of employment and imbalance in the different economies.

This paper analyzes some economic indices in Ecuador to observe the behav-
ior of these variables in the last decades. The variables analyzed are: GPD, GPD
rate, CPI, IPI, and ACI, and to achieve this objective a dynamic Bayesian model
and two learning algorithms were considered, this combination includes missing
data information and allows evaluating the economic reaction to possible shocks
and provides real time information and allows forecasting to market policy mak-
ers.

4.1 Gross Domestic Product of Ecuador

In Fig. 1 shows the evolution of the average mean of the Gross Domestic Prod-
uct series during the period between the years 2000 − 2017, estimated by the
Kalman filter and Kalman smoothed together with true data. In the graph you
can observe continuous growth over time, and a very similar adjustment between
estimated states and true observations. It can also be appreciated that the algo-
rithms mimic well the behavior of real data, these algorithms have the property
of reducing noise and softening the series. The Kalman Smoothed filter captures
the fluctuations of the economy and detects the peaks caused by the sudden
jumps in the GDP and are characterized by being less pronounced.

Fig. 1. Evolution of the posterior mean of the proposed model for the gross domestic
product of Ecuador.
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4.2 Gross Domestic Product Rate of Ecuador

Using the model proposed in (26) together with the values presented in (27),
you can be show in Fig. 2 the evolution of the posterior mean of the series of the
GDP rate of Ecuador during the period between the years 2000 − 2017. Time
series of this style with constant mean and bounded variance as they are known
in the literature [24] are usually very complex to filter. The results obtained see
Table 1 shows that the ARIMA models together with the Kalman filter are a
good option in time series analysis.

Fig. 2. Evolution of the posterior mean of the proposed model for the gross domestic
product of Ecuador rate.

In the Fig. 3, we can see the residual of the proposed system to GDP and in
Fig. 4 to GDP rate. Kalman filter and the Kalman smoothed show good behavior
in the simulation of observations, however smoothed filter shows a greater error
in the estimation of the data. The dynamics of the state space models allow us
an independent adjustment of the W and V matrices. In the present work we
use algorithms that allowed us to obtain the values for mentioned matrices, but
the researcher could change these parameters and thus obtain a smaller or larger
error in filtering the data.

4.3 Multiple Variables

The use of matrices in state space models allows us to work with several time
series, in Fig. 5 the results obtained by the model (16) are presented. As men-
tioned previously, the values of matrix V were modified, these would allow us
to control the accuracy of the filtering. It can be seen in Fig. 5 that the filtering
and smoothing values fit almost perfectly to the true observations while the CPI
observations show a large error, finally the ACI value was the one obtained by
MLE.
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Fig. 3. Estimation errors for the Kalman filter and Kalman smoothed, models (24)
and (23).

Fig. 4. Estimation errors for the Kalman filter and Kalman smoothed, models (26)
and (27).

Table 1 shows a measure of goodness of fit calculated in order to measure the
quality of estimation of the algorithms for all the series considered in the study,
the mean square error metric was evaluated for each filter used, obtaining small
estimation errors.

4.4 Forecast and New Observations

The dynamics of the state space models also allow us to make predictions, build
confidence intervals and extract the new observations from (2). Using the equa-
tion proposed in (21) together with the model (23) the prediction of the posterior
mean of GDP together with the new observations are presented in Fig. 6. Sim-
ilarly, using the proposed adjustments for the GDP rate, the posterior mean
prediction is shown in Fig. 7. The values with the MSE metric (see Table 1)
suggest an acceptable prediction of the data.
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Fig. 5. Filtered and smoothed time series, first the consumer price index; second, the
industrial production index; third, activate interest rate.

Table 1. Mean squared error for Kalman and smoothing filter

MSE GDP GDP rate CPI IPI ACI GDP forecast GDP rate forecast

Kalman filter 0.0508 0.1803 0.0299 0.0057 0.0154 4.2840 10.2366

Kalman smoothed 0.0443 0.2861 0.0437 0.014 0.0245 – –

Fig. 6. Forescast, model GDP.
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Fig. 7. Forescast, model GDP rate.

5 Conclusions

This article shows some applications of the space-state model in macroeco-
nomics time series of Ecuador, considering filtering algorithm techniques under
a Bayesian statistical approach. The objectives of the research are addressed as
follows: the implementation of statistical tools in macroeconomic problems that
have a lot of variability in time, non-linearity, non-stationary, structural changes,
asymmetries and outliers that are characteristics present in many financial series.
The estimation capacity of the algorithms to characterize and predict the nature
of the stochastic phenomenon studied is compared, and the influence of external
factors that may be causing fluctuations in the economic system in Ecuador is
analyzed in real time. To illustrate the methodology, the macroeconomic series
are analyzed: Gross domestic product, GPD rate, consumer price index (CPI),
industrial production index (IPI) and active interest rate (ACI). An estimation
of a linear Gaussian state space model and an ARIMA model with state space
structure is performed using the Kalman and Kalman smoothed filters and fore-
casts are obtained outside the range of the analyzed data with the purpose of
validating the model. In the results, a linear growth in the GPD variable can be
observed with a fall in the last period of the series studied, which agrees with
the reality of the economies in the world, the existence of an economic pattern or
atypical values is not detected, nor changes of structures. The variable GPD rate
shows fluctuations with a downward trend at the end of the analyzed period,
the same behavior shows the series CPI, IPI, and ACI. When the simultane-
ous analysis of the CPI, IPI, and ACI series is carried out, fluctuations can be
observed in time, with a slight rebound around the year 2020. In reference to the
predicted values, it can be observed that the filters maintain a linear estimation
trend. Both filters offer relatively good predictive performance. It was used as a
measure of goodness of fit to calibrate the estimation quality of the algorithms,
the mean square error metric, obtaining small estimation errors.
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Abstract. Deep learning methods can identify and analyze complex
patterns and interactions within the data to optimize the trading pro-
cess. This work presents a deep learning algorithm for intraday stock
prices forecasting of Amazon, Inc. We focus on deep architectures such as
convolutional neural networks (CNN), long short-term memory (LSTM),
and densely-connected neural networks (NN). Results have shown that
the combination of these architectures increases the accuracy when fore-
casting non-stationary time series. Furthermore, the evaluation of the
proposed method has resulted in a mean absolute error (MAE) of 6.7 for
one-step-ahead forecasting and 9.94 for four-step ahead forecasting.

Keywords: Forecasting · Financial time series · Deep learning ·
State-of-the-art

1 Introduction

A time series is an ordered sequence of values that are usually equally spaced
over time [9]. Time series are encounter in stock prices, weather forecasts, or
historical trends. For instance, Moore’s law is empirical historical forecasting
about the development of microchips [28]. This law describes the regularity in
which the number of transistors on integrated circuits doubles approximately
every two years. In this case, there is a single value describing each time step,
so these types of series are called univariate. There are also multivariate time
series, where the sequence is composed of multiple values at each time step.
An example of multivariate time series is the register of births versus deaths
in a period of time. Multivariate time series are useful for understanding the
correlation between variables allowing to analyze the impact of the related data.
For example, if the number of deaths passes to the number of births, it leads to
a population decline [22].

Univariate temporal data could contains patterns describing different behav-
iors. One of these patterns is the trend, where time series have a specific direc-
tion that they are moving in. Another is seasonality, which occurs when patterns
repeat at predictable intervals [19]. Also, there are time series with a completely
random behavior producing what is typically called white noise. Another type
is auto-correlated time series, where the value at each time step is dependent
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on previous ones. Commonly, time series such as weather forecast, stock prices,
or population statistics are described as a combination of trend, seasonality,
auto-correlation, and noise [37].

Algorithms focused on forecasting time series are known as sequential mod-
els [39]. These models are designed to spot patterns within the data. Once the
model spot these patterns, it is possible to make predictions. Traditional sequen-
tial models are based on the assumption that patterns that existed in the past
will continue in the future. However, this assumption can not be translated to
stock price prediction since the stock market behavior is influence by different
external interrelated factors such as economic, industry, company, psychological,
and political variables [14]. These variables interact in a very complex manner
leading to the assumption that stock markets can not be predicted. Therefore,
analyzing stock market movements has become an extremely challenging task
for both investors and researchers. The complexity related to this task is based
on the behavior of the stock market characterized by being non-stationary, i.e.,
unpredictable. In this sense, the efficient market hypothesis states that those
asset prices reflect all available information at the moment. This hypothesis
implies that it is impossible to predict the market behavior consistently since
market prices should only react to new information [20]. Nevertheless, some
researchers state that markets are inefficient, in part due to the psychological
variables of market participants and the inability of the markets to immediately
respond to newly released information [15]. Based on this hypothesis, financial
variables such as stock prices are thought to be predictable. Thus, due to poten-
tial market inefficiencies, market participants have focused on the development
of accurate forecasting strategies of financial variables.

To analyze the stock markets, statistical and machine learning methods have
been explored. On the one hand, statistical approaches often employ Autoregres-
sive Moving Average (ARMA) [33], Autoregressive Integrated Moving Average
(ARIMA) [30] or Linear Discriminant Analysis (LDA) [1]. On the other hand,
machine learning techniques used to forecast financial variables has been Arti-
ficial Neural Networks (ANNs). Conventional ANNs were mostly used in stock
market prediction in the latter part of the last century [36]. The following trend
of machine learning application on financial markets focused on applying Mul-
tilayer Perceptron (MLP) [31]. Nevertheless, ANNs are not the most accurate
method for dealing with time series containing noise and complex dimension-
ality that extends for long periods [4]. However, deep architectures can over-
come these problems. In this sense, sequential models such as Recurrent Neural
Networks (RNNs) and specially Long Short Term Memory (LSTM) have trans-
formed speech recognition, natural language processing, and other areas focused
on the analysis of time series [18]. Other approaches focused on combining deep
architectures such as LSTM for dealing with sequential data and Convolutional
Neural Networks (CNNs) for identifying features within the data such as inter-
dependencies among the companies to understand the market dynamics [29].

This paper presents the capability of deep architectures for forecasting non-
stationary time series composed of stock prices. A deep learning model composed



48 E. Soĺıs et al.

of deep architecture such as CNNs, LSTMs, and densely-connected neural net-
works is evaluated to forecast intraday stock prices of Amazon Inc. (AMZN).
The proposed model uses as input a batch dataset composed of sequences with
a period of time long enough to capture a high diversity in price movements; the
sequence construction is based on a sliding window approach. The evaluation of
this model consists of one-step and multi-step ahead forecasting. The obtained
results suggest that deep learning techniques can optimize the development of
trading strategies allowing to speed up the trading process.

This paper is organized as follows. Section 2 describes a brief literature
review. The proposed methodology is presented in Sect. 3. The experiments are
performed in Sect. 4, while the results are discussed in Sect. 5. Finally, Sect. 6
concludes this study and presents future work.

2 Background

Stock market prediction is generally regarded as one of the most challenging
problems among time series predictions because this market is dynamic, non-
linear, non-stationary, non-parametric, noisy, and chaotic [8,35]. Accurate pre-
diction of stock price movement remains an open question due to a broad set of
factors interacting in complex ways and affecting equity markets. These variables
are financial (interest, exchange, or monetary growth rates), related to the com-
pany (changes in company policies, income statements), psychological (investor
expectations or institutional investment options), and political (occurrence of an
important event) [21]. Despite these challenges, several empirical studies have
shown that financial markets are, to some extent, predictable [5,10,17].

Most of the standard methods for price prediction are based on fundamental
and technical analysis. The first one is the traditional approach using company
parameters, while the second is based on Dow Theory and uses price history for
prediction [23]. In this sense, different approaches for stock prediction have been
proposed, such as statistical or artificial neural network approaches.

2.1 Statistical Techniques

In the case of statistical approaches, techniques such as autoregressive integrated
moving average (ARIMA) [2], the generalized autoregressive conditional het-
eroskedastic volatility (GARCH) [11] or the smooth transition autoregressive
model (STAR) [27] have been applied, mostly for univariate time series analy-
sis (the time series itself is used as input). Considering multivariate time series
analysis, where multiple variables can be used as input, statistical approaches
have been proposed, such as linear regression (LR) [6], support vector machines
(SVMs) [26] or quadratic discriminant analysis (QDA) [24]. A drawback of meth-
ods mentioned above is that the data must meet requirements such as linearity,
stationarity, and normality. In other cases the input data must be treated before
been used.
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Different methods including statistical approaches and data mining classi-
fication algorithms [13,32] have been compared to artificial neural networks
(ANN) [3]. These studies suggest that ANN algorithms produce better perfor-
mance, although it has some drawbacks, such as handling sequential data. ANN
approaches cannot deal with sequential information since, in these techniques,
all the units of the input vectors are independent of each other, which makes
it impossible to capture the relationship between the before and after values of
a sequence. In this sense, the introduction of deep architectures can overcome
this problem and they have already yielded good results in tasks using sequen-
tial data such as speech recognition or machine translation. The success of deep
architectures on the tasks mentioned above leads to the idea that sequential data
(e.g., financial time series) can also be predicted by using deep architectures.

2.2 Deep Learning Techniques

Deep learning algorithms are capable of identifying hidden patterns and under-
lying dynamics in the data through a self-learning process based on supervised
learning. Unlike other approaches, deep learning architectures can effectively
model large, non-linear data that returns good prediction. One of the most used
deep architectures for forecasting sequential data is Recurrent Neural Networks
(RNN). In this sense, researchers have applied RNNs with different approaches.
Certain works consider using data from a single time series as input [16] and
others focused on multivariate financial time series with the inclusion of hetero-
geneous market information and macroeconomic variables [25]. With the intro-
duction of Long Short-Term Memory network (LSTM), the analysis of time-
dependent data become more efficient. The capability of LSTMs for holding
information in extended periods of time improved the performance of stock price
predictions [12,16].

RNNs are not the only type of neural network used in sequential data,
recently convolutional neural networks (CNN) have take part in this field of
research. CNNs are dedicated especially for images because of the feature extrac-
tion nature by using kernels [34]; however, they can also be applied to model
sequential data [38]. CNNs can be implemented more efficiently than RNNs, and
forecasting performance can even be improved when it comes to multivariate
time series [7]. Nonetheless, state-of-the-art studies suggest hybrid models using
different deep learning architectures to get each model’s best features. Hybrid
models utilize CNNs to extract features within the data, LSTMs to handle the
long-term dependencies of time series, and deep neural networks for increasing
the inferring capabilities of the model.

3 Methodology

This section describes the methodology followed in the proposed work. First, we
obtain a suitable dataset of time series; after that, the dataset is split, obtaining
training and test data. Then, the architecture of the model is proposed to carry
out experiments and finally discuss the results.
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3.1 Dataset

The data used in this work involves the intraday stock prices of Amazon (ticker:
AMZN). The stock prices are collected with intervals of two and five minutes
during the trading hours from the last sixty days, from January 25 to March 25
of 2021. The time series used for building the dataset consists of the intraday
opening prices for two and five minutes intervals composed of 6425, and 3274
data points respectively. This data was obtained through yfinance1, a library
that collects historical market data from Yahoo! finance.

3.2 Obtaining Training and Testing Data

The data is divided into two time series, one for training and one for testing.
For the data with two and five-minute intervals, 3500 and 2000 observations
are selected respectively for training, and the leftover observations are used for
the testing. In order to capture a high diversity in price movements, a window
slice mechanism is used. A window of 60 data points corresponding to 2 h of
stock prices is selected for the two-minute intervals dataset, and 108 data points
related to 9 h of stock prices for the five-minute intervals dataset. This process
of choosing an optimal window size focuses on overcoming the characteristic of
non-stationary time series and thus increasing the model’s accuracy.

3.3 Model Architecture

Figure 1 shows the architecture of a 7 layers model. A batch dataset composed of
the sequences generated by a sliding window approach is presented as the input.
Each batch is 1D-convolved with 60 filters, each of size 5, using a stride of 1 in
the x-axis, causal padding, and ReLU activation function. The resulting feature
maps are then passed through a LSTM layer where each cell is composed of 60
units and returns its output sequence. The resulting sequences serve as inputs
for another LSTM layer with the same characteristics which also outputs the
sequence generated by each cell.

The following layers are three regular densely-connected neural networks.
The first dense layer composed of 30 units processes the outputs from the second
LSTM layer. Similar operations are performed by the second layer composed of
10 units. The final dense layer is composed of 1 unit which output dimension is
batch size by sequence length by dense layer units. To conclude a Lambda layer
is applied to scale up the output values of the last dense layer in order to help
the learning.

3.4 Training the Model

The process of training the model consists of fine-tuning parameters such as the
learning rate, optimizer, loss function, and the number of epochs for training.

1 https://github.com/ranaroussi/yfinance, Last access: June, 2021.

https://github.com/ranaroussi/yfinance
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Fig. 1. Model Architecture composed of CNN, LSTMs, dense, and lambda layers.

The loss function used in this work is the Huber function, this function tends to
be less sensitive to outliers. Therefore, the Huber loss function is able to perform
well for intraday stocks characterized by having a high variance and noisy behav-
ior. For this model, the optimizer used is Stochastic Gradient Descent (SGD).
This gradient is an iterative method for optimizing an objective function with
suitable smoothness properties. It can be regarded as a stochastic approxima-
tion of gradient descent optimization since it replaces the actual gradient by an
estimation of itself.

A learning rate scheduler (LR) is used to define the optimum value for the
stochastic gradient descent. This rate is used to modulate the learning rate over
time of SGD. In this regard, the model is trained for a short number of epochs
where the LR is modified to analyze the returning loss values. Defining a high
LR will make the learning jump over minima, and a low LR will either take too
long to converge or get stuck in an undesirable local minimum.

3.5 Testing the Model

The metric for measuring the error between the values predicted by the model
and the observed values in this study is the mean absolute error (MAE). A
characteristic of this metric is not penalizing significant errors as much as the
MSE or RMSE does. The mean absolute error is a common measure of forecast
error in time series analysis since the loss values tend to be proportional to the
size of the error. Two types of prediction were performed over the test dataset to
evaluate the performance of the model. The first evaluation consists of one-step
forecasting over the whole test data with a stride of one. The second evaluation
consists of four-step forecasting given an input sequence. Additionally, in order to
test the performance of the model when forecasting extended periods of time, a
fifteen-step ahead forecasting was performed for five-minute stock price intervals.



52 E. Soĺıs et al.

4 Experiments

This section provides a comparative analysis of different experiments consisting
of varying the window size, learning rate selection, one-set and four-step forecast-
ing for two-minute and five-minute intervals, and a fifteen-step ahead forecasting
for five-minute intervals.

4.1 Materials

The implementation of this work was performed using Python 3 routines with
the support of Keras and executed using Google Colab. Colab is a hosted Jupyter
notebook service providing free access to computing resources including GPUs,
RAM and disk. The resources available in Colab used for this project was a GPU
Nvidia K80s, 12.69 GB of RAM, and 68.35 GB of disk.

4.2 Experimental Setup

Different window sizes were tested for both datasets (two and five minutes inter-
vals dataset). For the two-minute dataset, window sizes of 40, 60, and 80 were
tested. And for the five-minute dataset, window sizes of 46, 72, and 108. Testing
different window sizes allow the selection of an optimum period of time captur-
ing a high diversity in price movements. The result of this process is a set of
sequences with a length equal to the window size. Then, the dataset is built by
creating batches of 100 sequences. Figure 2 shows the experiments performed by
varying the window size.

The parameters used for training the model were Huber loss function, SGD
for optimizing the loss function with a momentum of 0.9, and mean absolute
error for the metrics. In order to define an optimum learning rate, the model is
trained for 100 epochs where at each epoch the learning rate is modified. Starting
with a learning rate of 1e−8, at each epoch, the learning rate is modified as
following 1e−8 ∗ 10epoch/20. This process provides an approximation for selecting
an optimum learning rate.

The model was trained on the two datasets by varying the number of data
points used for training and testing. The used library to obtain data (see
Sect. 3.1) returns sequences containing around 6000 and 6500 data points in
the case of stock prices with two-minute intervals and around 3000 and 3500
data points for five-minute intervals. The number of data points returned by
the library varies depending on the day and hour that the query is performed.
In this sense, the number of data points for consolidating the training set were
2500, 3500, and 4500 for two-minute intervals, and in the case of four-minute
intervals, the number of data points for training was 1500, 2000, and 2500.

4.3 Varying Window Sizes

Experiment varying the widow size were performed, the purpose of this experi-
ment is to define an optimum window size in order to face the characteristic of
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Fig. 2. One-step ahead forecasting (Orange) vs. Test Dataset (Blue). A window size
of 40 provides the best results in the case of two-minute intervals and a window size of
108 for five-minute intervals. (Color figure online)

non-stationary time series. The experiments show that for timer series with two-
minute intervals, the optimum window size consists of 60 data points. Figure 2a
shows the one-step-ahead prediction over the test dataset with a window size
of 40, this plot shows how the forecasted values tend to be below the actual
values. Figure 2e shows the prediction of using a window size of 80, in this case,
the forecasted values tend to be above the actual ones. Figure 2c shows how the
forecasted values are quite close to the actual values. In the case of five-minute
intervals, Fig. 2f shows the one-step-ahead predictions using a window size of 108
correspondings to a period of time of 9 trading hours. This window size provides
the best forecastings over the test dataset.
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4.4 Optimum Learning Rate Selection

In order to define the learning rate for training. A learning rate scheduler provides
an approximation of the optimum learning rate. This process consists on varying
the learning rate for 100 training epochs. The performed experiments show that
the optimum learning rate for both datasets varies between 5e−7 and 5e−6.
The optimum learning rate depends on multiple factors such as the number of
training epochs, model parameters, or dataset.

4.5 Forecasting

Two forecasting approaches were performed to evaluate the model performance.
These approaches consist of one-step and four-step ahead stock price forecasting.
In this sense, sequences of 60 and 108 data points for two-minute and five-
minute intervals are used to forecast the next data points. Additionally, a fifteen-
step ahead forecasting was performed for five-minute stock price intervals. This
additional experiment was only considered for two-minute interval forecasting
due to the characteristics of the model developed for this interval. Figures 3, 4
and 5 shows the different forecasting approaches performed.

Figure 3 shows how the model performs for one-step forecasting, Fig. 3a for
2 min dataset and Fig. 3b in the case of 5 min intervals dataset. This experiment
shows that the model trained for the 2-min intervals dataset performs more
accurately than the model for 5-min intervals. However, both models provide
good performance for forecasting the next data point given non-stationary time
series as input. In both cases, the selected number of training examples and
window sizes corresponds to the values which provide the best performance on
previous experiments.

Fig. 3. One-step ahead forecasting (Blue) vs. Test Dataset (Orange). (Color figure
online)

For the two-minute intervals dataset, window sizes of 60 and 3500 training
examples. For the five-minute intervals dataset, window sizes of 108 and 2000
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training examples. Figure 4 shows the model behavior for four-step ahead fore-
casting. The first row corresponds to the forecasted values for 2-min and 5-min
intervals datasets. The second row corresponds to the input sequence followed
by the four predicted values.

Fig. 4. Four-step ahead forecasting (Blue) vs. Actual values (Orange). (Color figure
online)

In order to test the performance of the model for predicting longer periods of
time, an additional experiment for fifteen-step ahead forecasting was performed.
The results showed that the model trained for forecasting 5 min intervals time
series provides much more accurate results than the model for 2-min intervals.
Figure 5 only corresponds to the results provided by the model trained for fore-
casting 5-min intervals. In this experiment the same forecasting approach is per-
formed for two different time series, the first corresponds to the stock prices from
the last sixty days ending at March 24 and the second corresponds to the last
sixty days ending at March 25, 2021. Figure 5a and 5b shows the model perfor-
mance for fifteen-step ahead forecasting, this experiment shows that the model
trained for 5-min intervals can forecast the trend in which the non-stationary
time series behaves for at least 15 data points ahead.
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Fig. 5. Fifteen-step ahead forecasting for March 24 and March 25, 2021. (Color figure
online)

5 Results

The results of the model for one-step, four-step, and fifteen-step ahead prediction
are shown in Table 1. This table describes the most important parameters used
to achieve these results and the average error rate returned by the models that
performed these experiments. Table 2 shows the experimental results for varying
the window size in order to face the drawbacks of treating with non-stationary
time series and define an optimum period of time long enough to capture a high
diversity in price movements.

The experimental results show that the proposed architecture provides the
best performance for a short period of time, the best performance was achieved
training the model with two-minute intervals time series, in this case, the error
rate of the model is equal to 6.7. By using five minute intervals time series for
training, the model provides an error rate of 9.94, which is higher than the model
trained for two-minute intervals but also provides good performance for a longer
period of time. Figure 3a and 3b shows the forecasted values compared to the
actual values for two and five minute intervals. In the case of four-step ahead
forecasting, the model trained with two-minute intervals time series also provides
a better error rate, 3.49 for two-minute intervals time series and 8.07 in the case
of five-minute intervals time series.
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Table 1. Performance results in terms of mean absolute error (MAE) for one-step and
multi-step forecasting.

Approach Interval Window size Training examples MAE

One-step ahead forecasting 2min 60 3500 6.7

One-step ahead forecasting 5min 108 2000 9.94

Four-step ahead forecasting 2min 60 3500 3.49

Four-step ahead forecasting 5min 108 2000 8.07

Fifteen-step ahead forecasting 5min 108 2000 9.84

Table 2. Experimental results for experiments varying the window size.

Approach Interval Window size MAE

One-step ahead forecasting 2 min 40 11.53

One-step ahead forecasting 2 min 60 5.7

One-step ahead forecasting 2 min 80 9.49

One-step ahead forecasting 5 min 46 11.57

One-step ahead forecasting 5 min 72 10.32

One-step ahead forecasting 5 min 108 9.11

Although the models trained for two-minute intervals time series provides
better performance, the results show that models trained with five-minute inter-
vals time series forecast more precisely the longer period of time than the two-
minute intervals approach. The results show that for fifteen-step ahead forecast-
ing, the model is able to maintain the error rate closer to 9 while the error rate
for models trained with two-minute intervals time series is affected drastically.
These results suggest that models trained with longer intervals time series are
able to forecast the trend in which the market data behaves for at least fifteen
steps ahead.

Regarding the analysis of non-stationary time series, the experimental results
show that defining an optimum window size is fundamental for increasing the
model accuracy. The selection of an optimum window size depends on the inter-
vals of the time series. It was found that for two-minute intervals time series,
the optimal window size is equal to 60 data points. In the case of five minute
interval time series, the optimal window size is 108 data points.

The results show that deep architecture performs accurately when forecasting
stock market prices. In this sense, one-step and four-step ahead forecasting can
be applied to high-frequency trading strategies. Since high-frequency trading
strategies focused on short-term positions, the forecasted values by the model
can be used as an indicator for determining a position. An advantage of using
deep learning models in high-frequency trading is the speed at which the model
provides accurate forecasting, this approach enables the possibility to exploit
trading opportunities that may open up for milliseconds or seconds.
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Since the financial market is a highly dynamic system, the patterns and
dynamics existing within the model will not always correspond to the current
dynamics of the financial market. Therefore, in order to maintain the perfor-
mance of the model, a limitation of this approach is that the model must be
trained constantly to allow the model to learn the current behavior of the finan-
cial market. In this sense, further researches could focus on extending the vari-
ables provided to the model to identify more complex features and increase the
model accuracy.

6 Conclusion

This work has presented a deep learning model that combines a CNN layer with
two LSTM layers and three regular densely-connected NN layers for intraday
stock price forecasting. The model uses as input a batch dataset built from non-
stationary time series. Results presented in Table 1 show that the model can
perform one-step and multi-step ahead forecasting with a low error rate.

The proposed model uses a sliding window approach that shows the impor-
tance of selecting shorter sequences of data points to train the model and thus
helps to overcome the drawbacks when dealing with non-stationary time series.
In addition, the experimental results show that choosing an optimal window size
can improve the model’s accuracy.

Regarding the model architecture, it can be concluded that the combination
of different deep architectures improves the capability of the model for identifying
interrelations within the time series to allow to forecast changes in trends of
the stock market. Furthermore, the results show that deep architectures can be
applied successfully to trading strategies due to the speed at which the model
performs accurate forecasting of stock prices.

Although the proposed model has a satisfactory forecasting performance,
it still has some improvements for future studies. For example, a multivariate
dataset could identify more complex features within the data to improve the
model accuracy. Moreover, since the model must be constantly trained to learn
the current behavior of the stock prices, this process becomes a time-consuming
problem that high-performance computing (HPC) techniques can address.
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Abstract. The integrated security SIS ECU 911 will oversee monitoring emer-
gency situations, video surveillance, and alarm monitoring reported through 911
services throughout the Ecuadorian territory. This research addresses space and
time pattern detection at SIS ECU 911 (Imbabura-Ecuador) using mining data
techniques to support decision-making processes in addition to operating costs.
In 2018–2019, 47.4% of placed calls were ill-intentioned generating significant
unnecessary operating costs. The study was conducted in four phases (i) caller
location and call data gathering (ii) Creation of a Geo-database and hotspots (iii)
Making of data clocks (iv) Prediction model applying a Geo-graphical Weighted
Regression (GWR). Hotspots determined that the largest number of ill-intentioned
came from Ibarra andOtavalo cities. Data clocks showed a temporary pattern in the
months of July and August as they are the most critical months. The GWR model
identified that the rate for this type of phone call partially corresponds to a spatial
predominant pattern that originated in the rural areas of Ibarra and Pimampiro.
Therefore, all ill-intentioned calls respond to certain temporary spatial patterns
that help us understand this problem aiming to pose mitigating alternatives.

Keywords: Mining data · Space-time patterns · Hotspots · Data clock · GWR ·
ECU 911

1 Introduction

The integrated security system (SIS) ECU 911 will be in charge of monitoring emer-
gency situations, video surveillance and alarm monitoring reported through 911 ser-
vices throughout the Ecuadorian territory. The service is performed through specialized
immediate response dispatching systems linked to ECU 911 including the fire and police
departments and ambulance services aiming to efficiently contribute to the population’s
comprehensive safety of [1].
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In 2018 the SIS ECU 911 reported at a national level 12,6 million of emergency calls
from which 6 million (47.4%) were false alarms [2]. Compared to 5′300.000 emergency
calls placed during the first quarter in 2019 and 2′056.000 (40%) were also considered
false alarms causing a mayor economic and social issues in this province. Some of
the difficulties encountered are response time spent by the dispatcher registering false
information and the unnecessary use of emergency resources like ambulances, national
police task force andfire department crewhindering real emergency response procedures.
As far as the economic impact in 2018 caused by unnecessary false emergency calls there
is an estimate of around $12 455 169 USD in contrast to the first 2019 quarter reporting
a $616.800 loss [2].

Specifically at the Imbabura province in Ecuador, where this study took place, in
2017 statistics show that 439.614 calls are equivalent to 3.52% from the national total
emergency callswhereas in 2018434.576 calls represented 3.46% from the national total.
Finally in 2019 402.698 amounted to 3.19%. While 196,898 emergency ill-intentioned
9–1-1 calls in this province during 2019 equate to 48,89%, in 2020 a total of 92.207
amounts to 46,94% of total calls placed [3]. With that in mind, the public entity ECU
911has implemented a campaign called “Make proper use of 911” with the purpose of
raising awareness about the use of this emergency service to lower the number of those
subject to punishment by law. Current legal regulations indicate that every individual
that makes improper use of 911 emergency services which results in the unnecessary
activation emergency service resources will be arrested and penalized from 15 to 30-
day period [4].

ECU 911 manages a great deal of information from public safety activities such as
call records, user data and network communication. Each record must have call time and
date, call origin and duration. Such enormous source of information could be impossible
to manage manually so the use of data mining techniques comes into play to enhance
this process.

Data mining is the technique used for the extraction of useful and comprehensive
information capable of managing massive amounts of data whose fundamental task is
determining intelligible models starting at data entered. Technically speaking, it is the
process of finding a correlation or patterns between stored information in relational
data bases [5] following the process in Fig. 1. Data mining used properly becomes
a strategic tool. For instance, effective decision-making processes rely on the speed
in which crucial information is identified and analyzed so that competitive advantage
is reached. [6]. Such techniques automatically extract and analyze data characteristics
from different application contexts [7–10] compared to Expert Systems [11] based on
extracted knowledge from human experts resulting in a more difficult and expensive
extraction process.

A relevant project for this study [12] where the issue of perturbing calls made either
accidentally or voluntary to the only emergency 911 service line was addressed, focus-
ing on calls under the “system error” category, with no caller and ill-intentioned calls
known as missiles. A software application supporting SIG—Geographical Information
Systems—was created to find calls real-time location, missile calls processing, in addi-
tion to report a temporary and territorial analysis identifying tendency patterns regarding
calls temporal-space at the Imbabura province.
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Fig. 1. Data mining process [13]

Based on previous projects the aim of this study is the application of certain data
mining techniques to the SIS ECU 911 system for time-space pattern detection and
to better identify the most sensitive areas in this province to mitigate the repetition of
ill-intentioned calls.

This study was performed in 4 phases: (i) Data gathering (incoming call points
and geographical positioning) (ii) Geo-database creation and hotspots, (iii) Data clocks
development (iv) Prediction model applying Geographically Weighted Regression.
(GWR) ArcGIS software version 10.2.2 was available and used throughout the process
[14] at ECU 911.

The rest of the manuscript is as follows: Sect. 2 describes how the 4 phases in the
studio were performed in detail. In Sect. 3 the most relevant results are revealed together
with the discussion of current relative projects. Finally, Sect. 4 introduces conclusions
and future projects.

2 Materials and Methods

This project was performed at the SIS ECU 911 agency in Imbabura-Ecuador in charge
of the management of emergency entry calls from the province’s six main cities and
towns: Ibarra, Otavalo, Cotacachi, Antonio Ante, Pimampiro y Urcuquí. As previously
mentioned, the ill-intentioned use of the emergency lines causes significative socio-
economic issues.

Study developed and detailed in 4 phases as indicated in Fig. 2 above:

Phase One: First, data gathering requiredwas performed. Suchdata is found in alphanu-
meric format archived in the Oracle 11g database [15] at the SIS ECU 911 data servers.
Next, the way in which calls are entered in the system was identified along with data
storage and the way in which call entry points are located.

In Ecuador mobile communication is possible by Global System for Mobile Com-
munication—GSM technology, which allows for the location of mobile phones just by
being turned on. Phone operators need to do signal measurements in several network
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Fig. 2. Proposed project phases

reference points to locate calls. Then data is sent to a processing center and so the Mobil
station position is determined. This process is known as Data Triangulation, as seen in
Fig. 3. Once the mobile phone’s global position is identified it is sent to SIS ECU 911
Ibarra.

Data Triangulation process for calls global positioning is summarized in three fea-
tures: the closest antenna captures the call signal from the user’s mobile phone, transmits
positioning data to its phone service provider and in turn, the provider sends data to SIS
ECU 911. The global positioning accuracy depends on factors like the number of radio-
base stations or antennas in the geographical area where the mobile phone is located.
The more antennas available, the more accurate will be the phone’s information location
[17].

Mobile phone positioning is performed by a phone’s built-in Global Positioning
System (GPS) whose function is activated in most smart phones. By using this method
there is a higher level of accuracy regarding location information. Once the operator
sends the location information to the SIS ECU 911emergency services technological
platform, it can be instantly visualized on the Geographical Information System ArcGIS
[14] available at the agency.

SIS ECU 911 has a server called MobileLocator which receives incoming call’s
geographical location through an application as many Mobil operators agreed to. To
do this, an internal procedure that interacts with SMA web services providers. Then
calls’ latitudes and longitudes positioning coordinates are obtained to be stored in an
alphanumeric data base in the server from the Oracle 11g database.
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Fig. 3. Triangulation of a phone call [16]

After the information has been saved in the data base, personalized scripts (queries)
are entered in theOracle data basewith the purpose of obtaining information such as calls
per day, per month, as well as calls latitude and longitude Such information is extracted
in a separate format by commas csv. Similarly, this information is imperative for the
creation of a geo-database with the ability to store geographical information which will
be the basis for the spatial and temporal analysis in this research.

Phase two: This phase dealt with the transformation of data previously obtained into
spatial information resulting in the creation of a spatial-data base (geodatabase).

After that, the correlation technique was applied so that the relation between data
obtained is analyzed, particularly the main connection between attributes. In this tech-
nique there is no assumption of dependent or independent variables, nor there is a
previous model for data. Additionally, models are automatically created from spatial
pattern recognition. For this technique, the ArcGIS Crime Analyst technique was used
with the aim of creating hotspots and detect existing hotspots so a geographical pattern is
determined considering high, mid-high, mean, mean-low, and low visualizing the color
of each hotspot category in the map [18].

Based on KDD –Knowledge Discovery in Databases—data selection took place, in
other words, filtering from January 2018 to December 2019. In this stage, data cleaning
and filtering was performed aiming to have valid data for the objective of this study.With
results from the script ran in the previous step, a separate file by csv commas is obtained.
The scrip is owned by SIS ECU 911 and it is also run by the data base operated in this
agency. In this study, the first step is to eliminate fields from calls containing incomplete
information such as latitude and longitude, namely when a call was not located by the
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system at SIS ECU911 strictly owing to operators’ technical problems. Once the final
file is created in cvs format, ArcGIS tools were used for the creation of a geo-database.

HotSpot are processes used to visualize geographical data with the purpose of show-
ing highest activity concentration [19]. Such processes imply a statistical calculation
Gi* of Getis-Ord [20] and for each agency a dataset is assigned. A dataset is a collection
of related agencies that share a common coordinates system used to integrate spatial
or thematically types of interrelated agencies that generate a topology. Mathematically
speaking, Gi* statistic is represented in Eq. 1:
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χj is the attribute’s value for characteristic j, ωi, j is spatial weight between
characteristics i and j, n is equal to the total number of characteristics.
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Statistic Gi* is score z, are standard variations and P-values represent probability.
For pattern analysis tool, when the P-value is small, it means that the likeliness for
the spatial pattern is the result of random processes. As results are obtained, they show
spatiallywhere entities with high or low values are grouped thus, groups and associations
are formed between entities showing high and low values. This tool works through the
search of each entity within the scope of nearby entities [21].

It must be pointed out that a high-value entity is important, however it is possible
that it is not a statistically significative hotspot which would require a high-valued P
and to be surrounded by other high-value entities. The local sum for and entity and its
neighbors are proportionally compared to the sum of all entities. Alternatively, when
the local sum is quite different from the expected, the discrepancy is critical if in fact,
the result originates from a random option and consequently, a z score is statistically
significative. Table 1 show P values and the z critical score without correction for varied
confidence levels.

Table 1. Information to measure the level of confidence between de P and z values [20]

Score z (Standard Deviations) P value (Probability) Confidence level

< -1,65 o > + 1,65 <0,10 90%

< -1,96 o > + 1,96 <0,05 95%

< -2,58 o > + 2,58 <0,01 99%

StatisticGi* returned for each entity in the datasetmeans a z score. Scores z positive is
significative statistically speaking, the higher the z score, the more intense the clustering
of high values is –hotspot. While z negative scores being statistically significative the
smaller the z score is, the more intense is the low clustering value –cold spot.
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Phase 3: This phase allowed the creation of data clockswhich show a temporal distribu-
tion able to analyze data patterns that might not be easily identifiable. A Crime Analyst
for ArcGIS tool was used since it is widely used by agencies dedicated to crime pattern
analysis, managing special operations and patrolling. Maps at the Geographical Infor-
mation System (SIG) assist in the processing of information so it can be visualized and
analyzed as well as sharing data using interactive maps. Besides, with this information,
personnel may be trained about real-time location and positioning for decision-making
processes. Each decision taken should start with the analysis of information generated
by data clocks since they provide more accurate results compared to hotspots. Therefore,
such information helps to react in time to make sensible decisions thus reducing risks
and improving operations performance based on real data.

In this phase, this tool functions 24/7 so to create data clocks, they are divided into
cells through concentric circles where they days of the week can be visualized and in
the radial lines representing hours of the day. Each color in a cell indicates the number
of events in that time. Data clocks enabled us to look in detail ill-intentioned calls from
each city and town in 2018 and 2019 determining tendencies per area. In the same way,
a rectangular data clock capable of registering days and months was created, so in this
case the use of colors will define and highlight higher values of ill-intentioned calls made
during months and days which is the objective of this study.

Phase 4: In this phase the software ArcGIS—GWR Geographically Weighted Regres-
sion Model tool was used to achieve time and space future predictions based on the
relations between the number of calls and area population. In the GWRModel a depen-
dent variable is represented by ILL-INTENTIONED calls rate while the population
functions as an independent variable. This model delineates ill-intentioned calls geo-
graphical area. Additionally, it serves as a local statistic able to produce a set of local
parameter estimations that show how relations vary in space linked to call origin, cell
phone number, motive, and the like to have a better understanding what lies behind the
motives for this pattern as local parameter-estimation [22].

Values interpretation is based on the R2 local determination coefficient [0, 1] one
being the most suitable value. In this study, credibility ranges described in Table 2 were
used for the analysis of Geographically Weighted Regression.

Table 2. R2 determination coefficient acceptability criteria for regression analysis GWR [23]

R2 Range Acceptability

0–0.25 Very Low

0.25–0.50 Low

0.50–0.75 High

0.75–1.00 Very high
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With the aim of validating this behavior, the 20-year-old time variable was consid-
ered. Such data was accessed from population referential projections by areas from 2010
to 2030 [24] where future population size is estimated.

3 Results and Discussion

As previously mentioned, the duration of this research was from January 1st, 2018,
to December 31st, 2019. The SIS ECU 911 started operating in 2014 but starting
2018 the location of ill-intentioned call process started. Table 3 shows a percentage
of mobile pones incoming calls to the only emergency number –911 in the Imbabura
province. Included are both complete georeferencing information valid records and those
considered incomplete or non-valid because of the lack of location confirmation by
operators.

Table 3. Summary of ill-intentioned calls 2018–2019 in Imbabura

Call type Number Percentage (%)

Recorded ill-intentioned calls 34036 100%

Non-valid records 3728 10.95%

Valid records 30308 89.05%

Once the ill-intentioned calls information has been processed in the Imbabura
province, the identification of Hot Spots is crucial to focus on the concentration of
these types of calls in the territory. Next, the map displays ill-intended calls hotspots
obtained in the second phase in cities and towns—Fig. 4.

It is observed that in red zones there are statistically important high-value groups –
hotspots—ill-intended calls. In this case the highest number of calls come from Ibarra
andOtavalo cities therefore, a higher concentration calls from themedium-high and high
categories is evident, while in towns like Atuntaqui, Cotacachi, Urcuquí and Pimampiro
fall into the medium-low, and medium categories, so these types of calls do not have
significative values.

Furthermore, as evidenced in the phase 3 temporal patters in certain periods related
to information cross-over between 2018 and 2019. From Monday to Friday the hours
in which the greatest number of ill-intentioned calls placed was from 1pm until 9pm,
highlighting the highest concentration of calls from 2pm to 6pm as seen in Fig. 5.
Additionally, between the months of July and August a critical ill-intentioned calls
pattern took place, in consequence the detection of critical patterns on the following days
Monday, Tuesday, Friday and Saturday was also identified during the same months.

Comparative charts 5 and 6 between 2018 and 2019 show the data circular clock
displaying days and hours, while the rectangular clock displays days and months. As
far as days, critical patterns are detected in days 2, 5, 6, 12, 13, and 30 in the most
disconcerting months (Fig. 6).
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Fig. 4. Ill-intended calls Hot Spot by cities and towns in Imbabura

Fig. 5. Ill-intentioned calls comparative chart -circular data clock 2018–2019
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Fig. 6. Comparative of ill-intentioned calls—rectangular data clock 2018–2019

In Fig. 7 results from the GeographicallyWeighted Regression model (GWR) which
were determined in phase 4. The R2 local determination coefficient fluctuated between
0.43248 -- 0.43404. Cities and towns like Pimampiro, Ambuquí, Ibarra, Salinas, Pablo
Arenas and Lita stand out in this model. Besides, the model justified up to 43% variance
of ill-intentioned calls in connection with the population in the Imbabura province.
Despite minimum variability from the R2 local coefficient, spatial dependency is not as
high between variables.

Fig. 7. GWR ill-intentioned calls model in Imbabura by cities and towns 2018–2019
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In Fig. 8 the GWRmodel went through a change related to the independent variable
–population. According to the 2030’s population projection from the National Infor-
mation System [24] the urban area from the towns of Pimampiro and rural areas from
de Ambuquí, Salinas y Lita have 43% variance in connection with ill-intentioned calls
and the population of this area which does not happened in the rural areas of González
Suárez, Pablo Arenas, and Selva Alegre since the model has not geographically focused
on a spatial dependency that determines a significant predictable pattern. In this respect
the ill-intentioned call rate partially responds to a spatial pattern, mainly from Ibarra and
Pimampiro rural areas.

Fig. 8. GWR ill-intentioned calls model in Imbabura by towns and cities until 2030

3.1 Discussion

The contribution of this study is primarily the implementation of certain mining data
techniques to explore and discover relationships between spatial and non-spatial data
fromageographical data base –geodatabase. The collection of patterns/relations between
stored information in relational data bases are not only an index result, a percentage,
value, or number from a simple statistical process, but also a result that implies the
visualization of spatial components through maps which helps in the development of
analysis and interpretation in addition to providing support to the decision-taking process
[25].

In [12] a conclusive spatial pattern was not found, according to weighted regression
between missiles calls and socio-demographic variables unless there is a possible way
to identify a high level of spatial dependency that generate plausible hypothesis for
the reasons behind such calls. In our study, the Geographically Weighted Regression
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model—GWR partially responds to a spatial pattern, mostly in the rural areas of the
Ibarra city and Pimampiro. Both projects used a similar methodology with the help of
SIG, hotspots, data clocks and GWR with the aim to finding and revealing - spatial
patterns and stational tendencies in the long run, trying to focus the limited resources of
the SIS ECU911 on real emergencies.

Thus, the application of Data Mining at SIS ECU 911 becomes a strategic tool
that enhances competitiveness and effectiveness in decision-making processes based on
real data having an inevitable socio-economic impact which will have to be quantified
in future projects. At the same time, the implementation of a data warehouse for the
automation of results-processing with the objective of attaining considerable technical
cost-reduction is desirable.

4 Conclusions and Future Work

This project addresses time and space pattern detection at the SIS ECU 911 integrated
system in Imbabura, Ecuador applying certain data mining techniques for the decision-
making processes. Reviewing the GWR Geographical Weighted Regression model in
Fig. 7, there is 43% variance between ill-intentioned calls and population -related vari-
ables, in other words it is partially confirmed that incoming ill-intentioned calls made
to ECU 911 emergency services reflects a spatial distribution pattern, since spatial
dependence is low.

Data clock determined that there were ill-intentioned calls made 24/7. However,
time behavior focuses on the hours between 2 pm–6 pm, Fig. 5. On the other hand, the
greatest number of ill-intentioned calls were made between 2018 and 2019 during the
critical months of July and August. It is evident that ill-intentioned calls respond to a
time pattern. As far as territorial levels are concerned, there is a high concentration of
this type of calls in the towns of González Suarez and Selva Alegre along with their
points of interest. For instance, in street markets and bus stations there is an evident
spatial relation shown by hotspots.

To sum up, - hotspots determine that the highest number of ill-intentioned calls come
from Ibarra and Otavalo cities. In like manner, Data clocks show a time pattern between
the months of July and August, while the Geographically Weighted Regression model
GWR partly reflects a spatial pattern, for the most part in Ibarra and Pimampiro rural
areas. The socio-economic impact of the Mining data application at SIS ECU 911 will
be quantified in future projects.
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Abstract. Augmentative and Alternative Communication Systems (AACs) is an
important study area for people who need alternative ways to communicate their
ideas. An AAC web system based on pictograms for the elderly VitaApp is pre-
sented in this paper. The system results from the implementation of the last phase of
the UIAACmethod, which guides the design and implementation of AAC systems
aimed at older adults. VitaApp is based on a client-server architecture, divided
into three roles: a) administrator, carer: these oversee customizing the interface
and have dedicated web applications; b) elderly: they use the AAC application
that their caregiver personalizes for them. The graphical interface of the AAC
application is evaluated through a case study that was applied to an older adult,
his caregiver, and a clinical psychologist; in this, the ease of use, usefulness, and
future use of the web application were evaluated. The results show that its users
perceive VitaApp as an alternative communication support tool, useful, easy to
use, and considered to be used in the future.

Keywords: AAC ·Web application · Elderlies · Software engineering · User
interfaces

1 Introduction

At present, the population of older adults has increased and differs from one country to
another. For example, around 16.5% United States population was 65 years or older in
2019; in 2014, 21% of the elderly in Germany and Italy and 20.5% in Greece [1–3]. In
Ecuador, according to the institute of statistics and censuses (INEC), by the end of 2020,
Ecuador had a population of 1.3 million older adults; this would mean 33%more than in
2010 [4]. Due to their vulnerability situation, older adults face various problems linked
to their age. Among the most common are physical, hearing, and visual impairment,
appropriate to their age, and significantly affect how they communicate and interact
with other people [5].

Communication is an essential element throughout human life; it allows the trans-
mission of ideas, feelings, and needs. The primary forms of communication are spoken
and written language [6]. Alternative communication modalities to spoken language
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should be sought and geared towards older adults. Augmentative and Alternative Com-
munication (AAC) is defined by the American Speech-Language-Hearing Association
[7] as "the development of alternative technology or methods to help people to develop
or regain communication skills". AAC systems use a series of techniques, technologi-
cal means, voice generators, eye tracking, signs, gestures, tangible objects, computer-
ized communication systems, voice generating devices, image communication boards,
pictographic symbols [6, 7].

Generally, technological solutions are built considering users’ needs in general, with-
out considering the specific requirements of some groups, such as adults over 65 years
of age [8]. In this context, interfaces focused on this type of user require considering
accessibility and usability aspects based on their needs [9]. Thus, creating methods
and solutions for this vulnerable population segment has become a priority [10]. The
problems that affect technology design can be reduced to [11]:

– A poorly designed interface can confuse how to use the application and, consequently,
make it challenging to adopt the technology.

– Tasks that are simple for a specific age group, such as adolescents, are not immediately
understandable for older adults.

There are several types of AAC systems designed to support people with commu-
nication problems. These include both assisted and unassisted options. Unaided AAC
systems do not need any external equipment or technology, while assisted AAC systems
to require technological means to interact with the user [12].

Several AAC systems available on the market support a wide range of users with
severe communication problems. Some years ago, one of the main problems to imple-
ment an AAC solution was its high cost, and this made it not available to many potential
users [13], but in recent years with the advancement of mobile technology, the costs of
implementing an AAC system have decreased [14]. In addition, the widespread use of
mobile technologies has made more people more aware and accepting of AAC [14, 15].
This advance is reflected in many applications and new forms of interaction, such as
eye-tracking aimed at people with severe motor disabilities [14, 16, 17]. However, the
fact of having several applications is that many have incomplete systems or that they are
oriented to specific users.

On the other hand, it is important to consider quality aspects in terms of the design
of an AAC graphical interface. For this, quality models are used that measure the degree
to which a software satisfies user requirements. According to Abad et al. [18], a quality
model for AAC systems focused on usability is presented; this paper highlights the
importance of measuring metrics based on i) the capacity for recocibility; (ii) learning
capacity; (iii) operability; (iv) protection against user error; v) Aesthetics of the interface.
Usability is an ergonomic approach and a set of techniques for product creation, based
on a user-centred approach [19, 20].

User interfaces should be adapted to this age group, considering their limitations and
providing tools to their caregivers that help them communicate efficiently and effectively
with the elderly [21]. In this sense, this work presents the architecture of the web system
called VitaApp that implements the graphic interface design method for alternative and
augmentative communication (UIAAC) [21], and that is oriented towards creating AAC
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interfaces for older adults. VitaApp differs from other AAC alternatives available as it is
a system created following a method that considers software development processes and
development focused on older adults with communication problems; the result of the
work is a system that allows an elderly adult to use an AAC system and their caregiver
to configure the AAC system.

The rest of the article is organized as follows. It begins with a review of the current
work and explains the method used to build the web application. Next is introduced the
architecture of the VitaApp web system. In addition, the results obtained by conducting
a case study in an older adult, their caregiver, and a clinical psychologist are shown.
Finally, there is a discussion of the results and suggestions for future work.

2 Related Works

This section presents studies that implement and design augmentative and alternative
communication systems (AAC) aimed at different age groups or people with some
disability [13, 17, 22, 23]. Theobjective is to verify theseAACsystems, their architecture,
and results when implementedwith the end-user. In work [13], SymbolChat is presented,
anAAC instantmessaging systemwith assisted technology, based on a grid of pictograms
and aimed at people with intellectual disabilities. SymbolChat is a customizable system
for the end-user and their support staff. Interaction is done through a method of touch
input and voice output. This research shows that people with intellectual disabilities can
improve their communication by creating customizable messaging systems.

On the other hand, in the study [17], a prototype provides alphabetic and pictographic
options to allow end-user communication. This system is aimed at people with severe
motor disabilities who cannot move their bodies. The means of interaction with the
graphic interface is based on eye-tracking. The system was evaluated through previous
training, and it was shown that an expert user requires less than two seconds to select a
pictogram, allowing a 30-character phrase to be formed in less than a minute. Another
example of eye-tracking as a form of interaction can be observed at work [22]. This
work shows both the design and implementation of the AAC system and that it is aimed
at people who have suffered a stroke, cerebral palsy (CP), amyotrophic lateral sclerosis
(ALS). The system tests were carried out with healthy patients in order to analyze the
performance of the system.

Finally, in [23], an AAC tool aimed at people with cognitive disabilities is presented;
this system has a method of mechanical interaction through the use of a special keyboard
or remotely using infrared signals that are activated with themovement of the head. Tests
show that this system is easy to use and transport, with short response times.

The review of different technological implementations for augmentative and alter-
native communication shows various forms of interaction with their graphical inter-
faces and technological systems. In addition, all focus on a design focused on the target
user looking for ease of use, customization by the user or its caregiver. The research
shows the lack of AAC solutions oriented towards older adults in particular and who
have communication problems.



78 P. Cedillo et al.

3 Interface Design for Older Adults

The design of AAC interfaces for older adults is a multi-phase process. It is possible to
start with the three principles of user-centered design [24]: i) The early focus on users; ii)
empiricalmeasurement using prototypes; iii) iterative design. In this sense, it is necessary
to know the possible users’ needs and carry out tests to know if the people’s capacities
coincide with the system to be developed [25]. Before any design, the objectives and
needs of the user must be clear [21, 24]. At the time of design, prototypes or simulations
must be available, and their results must be observed, recorded, and analyzed [24]. Any
problems in the tests should be fixed or redesigned if necessary [24, 25].

Another necessary approach is universal design, a processwhere systems are built and
designed flexible enough to be used by users regardless of their physical or intellectual
limitations [25, 26]. Older adults may suffer certain physical limitations that affect
their sight, hearing, mobility, or cognitive problems, which must be considered when
designing a system [26].

3.1 UIAAC Method

TheUIAACmethod [21] proposes a series of phases to create AACuser interfaces aimed
at older adults. This method integrates the principles of user-centered design, usability
and accessibility criteria, and other ones. The method consists of six phases:

1. Scope phase: obtaining artifacts (user needs, problems, user definition, user profile,
project structure).

2. Analysis phase: obtaining requirements, choosing the pictograms and ideal vocabu-
lary.

3. Prototyping phase: this phase consists of the conceptual design and the prototype of
the AAC interface to be used by the elderly.

4. Evaluation of the prototype phase: the prototype is evaluated and iterated until a final
version is obtained.

5. Implementation phase: A functional AAC interface and the systems that support it
are implemented.

4 VitaApp

VitaApp is a web system that implements the UIAAC method. The design process
began with the first phase, the scoping phase, where the project’s objectives, the client’s
needs, and the possible user profile were defined through a case study. The second phase
consisted of obtaining requirements, choosing the vocabulary and pictograms to make
the interface prototype for the elderly. In the third phase, a prototype was created in the
Figma prototyping tool. In the fourth phase, the prototype was validated. The last phase
uses traditional software engineering methods to design the architecture required for the
functional implementation of VitaApp, which is detailed in subsequent subsections.
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Fig. 1. VitaApp architecture

4.1 VitaApp Web System

VitaApp is made up of a client-server architecture Fig. 1 that communicates through
microservices. VitaApp is divided into three user profiles (admin, carer, elderly); for each
user profile, a web application was created in the Angular web development framework.

VitaApp Admin
The administrator application allows entering a classification of general pictograms
(Fig. 2) divided into categories (e.g., Food), subcategories (e.g., meat, dairy, fruits), and
pictograms within a subcategory (e.g., Apple, pear, grapes). This type of grouping seeks
to enter the largest number of grouped pictograms, which allows the caregiver to choose
and customize the interface of the elderly. However, the pictograms entered and the
messages that complement them seek that the caregiver has to personalize them only if
these are not adapted to the needs of the elderly.

Fig. 2. Example of hierarchical division within VitaApp

Another part is creating aids, pictograms, and messages that help give shape and
meaning to the message created by an older adult; an example of this can be seen in
Fig. 3. In the same way, these aids can be personalized by the caregiver if necessary, so
that the adult can form messages correctly.

Fig. 3. Example of help pictograms within VitaApp
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VitaApp Carer
The caregiver web application is used by prior registration. VitaApp Carer application
allows registering the number of older adults under the care of a caregiver, nurse, and
family member. The application allows customizing the categories, subcategories, pic-
tograms, and aids entered by the administrator. In addition, the caregiver can create and
customize the board that will be used by the elderly; it can:

– Select aids for a board.
– Select the general category to display on the board.
– Change the position of the pictograms.
– Assign a board to an older adult or several older adults.

Finally, the caregiver can receive the messages in real-time, which the older adult
forms in their application. This messaging is unidirectional; that is, the caregiver
only receives the messages, and the older adult sends a message. This to make the
application of the elderly as less complex as possible.

VitaApp Elderly
The application of the elderly adult is the implementation of the prototype created in
phase 3 of the UIAAC method and allows an elderly adult, through a username created
by their caregiver, to enter a personalized panel divided into categories Fig. 4 (area 1).
When an older adult selects a category, a board will be displayed Fig. 5 in the form of a
grid divided into aids (area 1), pictograms (area 2), and subcategories (area 3). The older
adult can form a message by clicking on the pictograms displayed on the board (area 5).
In addition, it is possible to switch between the subcategories contained in the general
category (area 3). Furthermore, the older adult can erase one or all the pictograms (area
4) that make up a message if an error or a new message is to be entered. Finally, by
clicking on send the message, which is sent to the caregiver application to determine
what to do with the information.

It is adapted to support mouse and keyboard input methods and a touch screen to
interact with the user interface. The output of each interaction is visual and audible
through TTS (Text-to-Speech) software. In addition, this application has features of a
progressive web app (PWA), which works in a simulated way to a native application, but
that runs within a web browser. The PWA is compatible with IOS, Android and desktop
environments.

Fig. 4. Main panel of the elderly panel



VitaApp: Augmentative and Alternative Communication System 81

The interface of this application has a usability evaluation carried out as part of phase
3 of the UIAAC method. This evaluation was carried out taking into account metrics of
the quality model proposed by Abad et al. [18], and with the help of quality engineers;
the details of the evaluation and its results are detailed in the thesis of Collaguazo &
Sanchez [27].

Fig. 5. AAC panel that is displayed when clicking on a category

VitaApp Server
The VitaApp server is responsible for providing the different services to be used in web
applications by administrators, caregivers, and older adults. The communication be-
tween the client-server is carried out with HTTP methods through a REST API Fig. 1.
The VitaApp client-server architecture was implemented using the Spring Framework.
Among the primary services there are:

– User registration and authentication.
– CRUD operations (Create, Read, Update, Delete) categories, subcategories, pic-
tograms, aids, general or personalized, created by administrators and caregivers.

The messaging and saving of images are managed by a NoSQL database that allows
the creation and sending of data in real-time. In addition, this database is responsible for
sending notifications to devices where a caregiver has logged in.

5 Case Study

This section shows the case study carried out on the application of the elderly that
resulted from the implementation of the UIAACmethod [21]. The application evaluated
was VitaApp Elderly, and it is the result of the last implementation phase of the UIAAC
method. The evaluation of the design of the graphical interface of theVitaApp application
that is part of the third phase of the UIAAC method can be seen in its published article
[21].
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To carry out the case study, the activities of the methodology proposed by Runeson
[28] are followed. 1) design; 2) ethical considerations; 3) preparation for data collection;
4) collection of evidence; 5) analysis of collected data and reporting; 6) threats of validity
analysis.

5.1 Design

The objective of this case study is to evaluate the use of the VitaApp Elderly application
with healthcare personnel, caregivers, and end-users of the AAC application aimed at
older adults with communication problems. In this context, the research questions were:
1) How does the psychologist perceive the clinical utility of the application? 2) How
does the caregiver perceive the application? Also, 3) How does the end-user perceive
the utility of the application? Thus, the case study method is multi-holistic.

5.2 Ethical Considerations

As noted in [29], a case study is primarily based on the researcher’s confidence and the
case study. Therefore, some measures have been taken to prevent future problems, given
the vulnerability of older adults.

In this case study, the ethical factors considered are 1) consent of both the elderly
and their primary caregivers; 2) the approval of an ethics committee for this type of test;
3) confidentiality; 4) feedback. In addition, due to the global pandemic Covid-19, the
necessary biosecurity protocols have been considered to safeguard the integrity of the
elderly.

5.3 Preparation for Data Collection

Asurveyhavebeendesignedbasedon the technology assessmentmodel (TAM)proposed
in [30]. This model consists of evaluating the Perceived Ease Of Use (PEOU), the
Perceived Usefulness (PU), and the Intention ToUse (ITU) in the future [30]. The survey
design focused on clinical psychologists, caregivers, and older adults. This questionnaire
uses a 5-point Likert scale.

5.4 Collecting Evidence

As a first step, la PWAde la aplicacionVitaAppElderly se instaló en una tableta Samsung
S6 lite, con sistema operativo Android. Later, the clinical psychologist presented the
VitaApp application to the elderly caregiver and taught him how to access and navigate
it. Finally, the caregiver presents the application to the elderly to interact with it by
forming messages.

5.5 Data Analysis and Results Reporting

By analyzing the data obtained, it can provide answers to the questions posed in the case
study. In the open questions, caregivers and older adults conclude that the application
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is a useful tool to support communication. A future proposal proposed by caregivers is
creating a mobile application; in this case, the app has a progressive web app PWA that
simulates this requirement, but in the future, it is not ruled out to implement a native
solution for mobile devices. In the same way as the case study of the UIAAC method
[18] that evaluates the design of the interface of this application, the expert concludes
that other ways should be sought to interact with the interface apart from the traditional
methods of mouse and keyboard or touch screen. In Fig. 6 it can see the results of PEOU,
PU and ITU. As a result, both the caregiver, the elderly, and the clinical psychologist
indicate that the interface is easy to use and valuable as a CAA support tool. Finally, they
conclude that the tool can be considered in the future for use as a form of communication
or support.

Fig. 6. Results of the case study: user perceptions.

5.6 Threats of Validity

Threats to validity are discussed to reveal possible interferences with this study.

Construct Validity
Construct validity refers to the relationship between the theory behind the case study
and the empirical reality; it analyzes whether the operational measures studied represent
what was planned to be investigated and what was investigated. For this, validated
questionnaires were used, which have an ideal Cronbach’s alpha. Finally, the constructs
of the interview questions were interpreted in the same way by the researcher and the
interviewees.

Internal and External Validity
Depending on how the group subjects are selected, the results may vary. In this study,
age, degree of pathology, and previous experience on the part of the elderlymay influence
the ease of use when using the application.



84 P. Cedillo et al.

For external validity, selecting the sample of individuals was carried out at conve-
nience; given the COVID-19 pandemic, it is impossible for the elderly population with
disabilities to access.

Reliability
The chain for data collection was carried out respecting their fidelity, from the inter-
views to the analysis. In addition, the qualitative responses were quantified using a
Likert scale to avoid bias in interpretation.

6 Conclusions and Future Work

This document presents theWeb VitaApp system, a set of applications divided into roles
(admin, carer, elderly); This system helps older adults with communication problems to
solve these problems, allowing them to increase their communication skills. TheVitaApp
creation integrated traditional software engineering methods, web programming, and
aspects of design-oriented to older adults. In particular, VitaApp Elderly integrates ways
of creating AAC graphical interfaces following the UIAAC method. The application is
intended to be used by both the elderly and their caregivers, which can customize the
interface in a way that helps increase their communication skills.

The application architecture allows it to be updated, given its ability to be scalable.
Thanks to this, more content can be integrated into the application (for example, new cat-
egories, pictograms, or aids) and future functionalities such as i) new forms of interaction
(for example, eye tracking, brain-computer interface); ii) machine learning techniques
for text prediction; iii) evaluate other aspects related to the ergonomics and ergonomic
convergence of the graphical interface of the VitaApp Elderly application, which differ
from the usability of the interface; Finally, this allowed new studies to be carried out
with other types of users so that the platform can be launched and used by any user with
internet access.
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Abstract. Currently, there is a boom in introducing Machine Learn-
ing models to various aspects of everyday life. A relevant field consists
of Natural Language Processing (NLP) that seeks to model human lan-
guage. A key and basic component for these models to learn properly
consists of the data. This article proposes a methodological framework
for constructing a large-scale corpus to feed NLP models. The develop-
ment of this framework emerges from the problem of finding inputs in
languages other than English to feed NLP models. With an approach
focused on producing a high-quality resource, the construction phases
were designed along with the considerations that must be taken. The
stages implemented consist of the corpus characterization to be obtained,
collecting documents, cleaning, translation, storage, and evaluation. The
proposed approach implemented automatic translators to take advantage
of the vast amount of English literature and implemented through non-
cost libraries. Finally, a case study was developed, resulting in a corpus
in Spanish with more than 170,000 documents within a specific domain,
i.e., opinions on textile products. Through the evaluations carried out, it
is established that the proposed framework can build a large-scale and
high-quality corpus.

Keywords: Corpus construction · Corpus in Spanish · Large-scale
corpus · Methodological framework · Supplies for NLP

1 Introduction

In 2020, the BBC media published: “Microsoft replaces journalists with robots”
[1]. It details how Artificial Intelligence (AI) will take care of the article curation
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work within the Microsoft News portal carried out by around 50 journalists.
These types of tasks are within the field of Natural Language Processing (NLP),
a discipline that faces one of the oldest and most difficult problems in AI [2],
i.e., human language modeling.

Research carried out within NLP has achieved promising results in recent
years. For instance, generation of complete descriptive articles [3], sentences
within defined categories [4], sets of sentences resulting from interpolating
between two sentences [5]; and even sentences for controlling feelings, tone, time,
voice and humor [7]. Despite using different approaches and architectures, these
investigations have two factors in common: 1) they use Deep Learning (DL) tech-
niques, which is a subfield of AI where complex tasks can be addressed through
neural networks organized in multiple layers [8], and 2) these algorithms are
trained with a vast amount of documents in English. These factors are closely
connected: DL algorithms require huge amounts of data [9], typically through
text corpus; these are defined as large bodies of linguistic evidence composed of
the use of attested language [10] that are mainly written in English [11]. The
predominance of supplies in English results in an impediment to reproduce the
results of cutting-edge research in other languages. [12] mention that the exis-
tence of large-scale corpus in other languages is extremely rare and, if they exist,
contains deficiencies in terms of open access or data quality.

This work presents a framework to build a large-scale corpus to reduce the
complexity of the adaptation of techniques making use of English corpus through
three elements, 1) the retrieval of documents in social networks, 2) the adaptation
of public corpora in the target language, and 3) the adaptation of public corpora
with documents in English to be used in the target language through automatic
translators. The rest of the paper is organized as follows. Section 2 reviews related
works. Section 3 presents the new proposed methodological framework. Section 4
shows the application of the framework and the results obtained in a case study.
Finally, Sect. 5 concludes the paper.

2 Related Works

For the English language, researchers have focused their efforts on creating sup-
plies that feed DL models. In [6] created a large-scale balanced corpus in English
called Stanford Natural Language Inference (SNLI). It has 570 thousand pairs
of sentences written and labeled by people, around 2500 workers hired through
Amazon Mechanical Turk (AMT). The authors in [13] identified limitations in
the SNLI corpus. For instance, the lack of diversity in topics, styles, and degrees
of formality. Therefore, they created a corpus that integrates these aspects to be
used as benchmarks for Machine Learning (ML) models. The result, called the
Multi-Genre NLI Corpus (MultiNLI), contains 433 thousand documents based
on sentences. In [14] the researchers sought to generate automatic justifications
for an opinion given as input. To do this, they built a corpus of more than 1
million documents by combining a subset of the Yelp dataset with the Amazon
Clothing dataset.
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Additionally, several investigations have been conducted to bridge the gap
between supplies in English and other languages. In [15] recognized a lack in
the development of supplies for languages other than English. They proposed
a methodology to build a corpus from the translation of texts using automatic
systems, such as Bing Translator, Google Translate, and Moses. In this manner,
they generated three different corpora in German, Spanish, and French from
a corpus in English with 12 thousand documents. To evaluate the results, they
manually analyzed a set of translated documents, concluding that the translation
systems at that time had a reasonable level of maturity to be used in specific
languages. The work developed in [12] created a large-scale multilingual corpus
from data provided by the private company Amazon. The researchers collected
documents (with a publication between 2015 and 2019) and, through language
detection algorithms, generated subsets for six languages, including Spanish,
each containing 210 thousand documents.

3 Methodology

This section details the design of the framework, as well as the criteria for its
implementation. The general scheme of the model developed for the construction
and evaluation of an objective corpus is depicted in Fig. 1.

Fig. 1. Framework representation for building large-scale corpus.
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3.1 Characterization of the Target Corpus

The main characteristics of the constructed corpus are presented below; thus,
NLP models can generate comments on a specific domain.

Definition of the Corpus Domain. A domain was determined in which
the contents of the documents were related, for example, politics, health, or
industry. A corpus can be of a public domain, which includes documents related
to different topics. However, according to [16], within the field of AI, the best
language models are highly restricted to a specific domain.

Principles of Design. A good domain-specific corpus consists of much more
than a series of randomly collected documents. It requires the documents to be
related in some manner that they can be considered part of the same distribu-
tion. From this distribution, a model learns patterns that it can replicate in new
contexts. Additionally, the corpus guide’s objective includes data privacy and
whether this input will be open to the general public or private. The proposed
principles that constitute a transversal axis within the framework are the charac-
teristics of the original documents, the number of documents, the diversity, the
data anonymity, and the accessibility to the corpus. The characteristics of the
documents to be collected should be detailed, for example, having been written
by people with a professional language domain, having a positive sentiment, or
being validated by other studies.

Regarding the number of documents, there is some ambiguity when referring
to the size that a corpus should have. This framework adheres to [17], who point
out two factors to establish the corpus size, that is, representativeness (the num-
ber of documents capturing the problem) and practicality (the collection time
is under the research resources). Furthermore, according to the research objec-
tives, diversity must be determined by considering a wide range of semantics and
variations in their syntactic structures. Thus, later trained models will be able
to generalize appropriately. About data anonymity and depending on the data
source, personal information about the creators may be collected. This informa-
tion from the original document must be anonymized before being integrated
into the final corpus. Finally, the accessibility to the corpus expresses the type
of license under which the corpus will be distributed.

Document Selection Criteria. Specific criteria are established to collect the
texts from delimiting the scope, e.g., the infrequent texts are eliminated, and doc-
uments with licenses are selected that allow extending functionalities in future
research. Thus, the document selection criteria are the idiom, license, temporal-
ity, and text length. The language or languages in which the data is collected
must be specified. The license types to be taken into account in the data for
the target corpus need to be identified. Authors in [18] mention that the use of
language changes over time. In the experimental design phase, a uniform distri-
bution must be preserved, in terms of temporality, due to the frequency of word
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usage. Therefore, a time interval must be defined to collect documents. Lastly, a
document must exceed a minimum number of words to be considered suitable for
inclusion in the corpus. If necessary, a maximum length is also set. Documents
that exceed this value will be truncated.

Corpus Model. The structural design of the input and the format that the
documents must have been defined as the unit of analysis, data model, docu-
ment format, corpus structure, and means of distribution of the corpus. The
unit of analysis is considered a document within the corpus. It can be a word,
a sentence, a set of sentences, a paragraph, a group of paragraphs, or even a set
of documents. The data model details the attributes and data types linked to
the document text, such as a date, language, original annotations, and source. A
differentiation must be made between required and non-mandatory attributes.
Various types of formats are used to store documents and facilitate their later
retrieval. These formats make up a particular abstract model [19], and in some
cases, they are combined to take advantage of their strengths [20]. The formats to
consider for the documents are the following: Comma Separated Values (CSV),
Tab Separated Values (TSV), JavaScript Object Notation (JSON), JSON Lines,
Extensible Markup Language (XML). The corpus structure consists of the con-
vention for structuring the corpus to be built within the file system. And, there
are two main trends to distribute a corpus: 1) through a private website and
2) through public repositories. In the former, the corpus is available under the
domain and hosting of the party that provides it. In the latter, the corpus is
hosted on third-party services. The means of distribution must be established
for the final corpus.

Selection of Document Sources and Data Model Integration Design.
Every year the number of corpus available to researchers increases. In [17] rec-
ommend that before building a corpus, researchers must carry out an exhaustive
search and verify that a similar corpus does not already exist, in order to take
advantage of existing inputs for its construction. Under this premise, a hybrid
approach to construction is proposed through the collection of documents within
social networks or digital platforms, together with the integration of subsets of
existing corpus documents relevant to the objective of the study. In Annex A
several data sources to consider are presented.

After selecting the relevant sources for the study, the attributes equivalent
to the data model described must be selected for the corpus to be built and then
define how these will be integrated into the proposed data model.

3.2 Document Processing

Cleaning. Document cleaning consists of executing a set of processes to improve
the text quality, aiming to eliminate noise in the data, redundancies, and docu-
ments that do not comply with the design principles established for the cor-
pus. A record is kept of each cleaning to verify the losses occurring during
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the corpus construction. Within the framework, a first cleaning stage, called
pre-cleaning, is executed on the document immediately after its collection and
before being added to the corpus under construction. This cleaning stage con-
sists of completing a minimum length control to verify if the document length
is within the established limit, eliminating Uniform Resource Locators (URLs)
found within the messages through regular expressions, transforming user iden-
tifiers into unique tokens (e.g., account names), transforming platform’s jargon
into unique tokens (e.g., hashtags). Moreover, it includes cleaning up repeated
words to preserve only one word, cleaning repeated special characters to preserve
only one special character, truncating text if it has a length more significant than
the established limit, and converting text to lowercase. It also comprises replac-
ing numeric characters with a unique token, removing emoticons through their
Unicode character, and refining rules. A set of rules is generated to increase the
quality of the document. These rules seek to solve errors such as vowels written
as à or punctuation as word1.word2. Finally, it covers encoding text according
to UTF-8 encoding to facilitate cross-platform and multi-language handling.

Next, the document is stored within the corpus and the collection of doc-
uments continued once the previous tasks have been completed. At the end of
the collection stage, a second cleaning stage is carried out, called post-cleaning,
keeping a copy of the original corpus as a backup. This step consists of elim-
inating duplicate documents (i.e., all records with complete repeated texts are
deleted), uncommon word auto-correction, and cleaning documents with unusual
words. Words that do not exceed a defined frequency are replaced within a word
dictionary built from the same corpus, in which each key is a word, and the value
is the frequency of occurrence. In this manner, words like corect or corrrect are
replaced by correct. Furthermore, after the previous, documents that have at
least one word with a frequency lower than the limit established in the created
dictionary are eliminated.

Translation. The translation phase is carried out after completing the collec-
tion of documents. Within the proposed data model, there has to be an attribute
to indicate the original document language. Due to their extensive availability,
the texts in English are selected for their posterior translation through Cloud
Translation and Translator Text methods. Both APIs are implemented according
to the available quota.

The implementation is carried out through external libraries to obtain the
functionalities without providing payment information. For Cloud Translation,
the googletrans and TextBlob libraries are proposed, and for Translator Text,
the bing-tr library; all written in Python.

Unlike working directly with the official APIs, this methodology has to con-
trol the number of requests made in a time interval; otherwise, the translation
platform would block the IP from which the requests are made. A virtual private
network (VPN) is used to overcome this limitation.
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3.3 Corpus Evaluation

After collecting and processing the documents, the corpus obtained is evaluated
through automatic and human mechanisms. There is a dependency between the
two; through human evaluations, some inputs are brought to serve the automatic
evaluation. This workflow is shown in Fig. 2.

Fig. 2. Scheme for corpus evaluation.

Automatic Evaluation. The metrics to quantify the quality of a text gen-
erated by automatic means are Bilingual Evaluation Understudy (BLEU) and
Distinct-N. The former, presented by [21], consists of a metric to measure the
quality of a translation by automatic methods. Its central idea is to quantify how
similar a translation performed by a model is compared to the same translation
performed by a professional translator (person). The latter, proposed by [22],
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consists of a metric measuring the diversity of a sentence generated by a system.
It analyzes the number of different degrees of n-grams and penalizes sentences
with several repeated n-grams. In its typical form, an analysis is performed in
unigrams and bigrams, Distinct-1 and Distinct-2, respectively.

Human Evaluation. There is no standard regarding the human evaluation of a
constructed corpus. In general, researchers, in addition to automatic evaluations,
generate experimental designs to evaluate the content through human criteria
according to their needs and availability. A compendium of the characteristics
to be assessed by the human component relevant to the framework is presented
by [14] and [24]. It includes relevance, informativity, diversity, semantic fidelity,
and morphology. Relevance measures whether an output text contains informa-
tion relevant to the topic of study. Informativity measures whether an output
text includes information relevant to users. Diversity measures how different
an output text is compared to others. Semantic fidelity determines whether an
output text is semantically related to its original version. Finally, morphology
measures the degree to which the words in an output text retain an appropriate
morphology according to their context.

Since the resulting number of documents can be quite large, this evaluation
is carried out on a random sample and is performed by linguistic professionals in
the language of study. Following [23] for a large corpus, the size of this random
sample could be of 100 documents. For this activity, the suitable instrument is
a questionnaire presented in Annex B.

Within the proposed questionnaire, each dimension was quantified through
closed questions. The Likert scale, a conformity scale [25], was implemented to
obtain an average within the analysis dimensions. The questionnaire was divided
into three sections, translation, automatic translations, and variety. Translation
received the translations carried out by professionals on which the BLEU metric
was obtained. The automatic translations assessed the quality of the transla-
tions made by automated means and the quality of the original English docu-
ments. Variety quantified the perception of the evaluators regarding the type
that existed among their analysis documents.

3.4 Support Systems Design

Except for the human evaluation component, the tasks were designed to be
completely automated through software supporting distributed computing to
parallelize the data collection, processing, and evaluation tasks.

4 Results and Discussion

Through the proposed framework, a case study was developed. It was possi-
ble to generate a large-scale corpus in Spanish whose domain corresponded to
comments from people about textile products. The selected sources consisted of
the social network Twitter, the Multilingual Amazon Reviews Corpus (MARC)
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[12], and the Amazon Customer Reviews (ACR) corpus [26]. Table 1 shows the
conformation of the corpus.

Table 1. Composition of the raw corpus built according to the data source.

Source Documents quantity

Twitter 5312

MARC 8948

ACR 237977

Total 252237

After the collection step, more than 250 thousand documents were obtained,
of which 96% were initially in English. The documents were translated, in par-
allel, through the libraries proposed in the framework and the development of a
support system. The result was integrated into the corpus under construction.
For the post-cleaning phase, an autocorrect was developed based on the editing
distance metric: 1-edit. Subsequently, the comments that still had words consid-
ered as infrequent were removed. The final result consisted of a corpus with more
than 170 thousand documents. The record of how the number of documents var-
ied after each processing phase is detailed in Fig. 3. The initial corpus consists
of the corpus before the post-cleaning step. The value registered in Processing
1 refers to the number of documents after the repeated documents have been
removed from the initial corpus. They were then sent to the translation process.
In Processing 2 are the documents that passed the translation phase resulting
from the translation. The loss that existed at this point is because the automatic
translator returned null values in some cases. In Processing 3 are the documents
that passed the language detection phase, with a loss of 11% compared to the
previous stage. In some cases, the translator returned the same document with-
out translating, an uncontrollable factor by the system which was taken into
account by languages detectors. Lastly, as indicated above, the final corpus cor-
responded to the documents that passed the self-correction phase. There was
elimination of documents with infrequent words, corresponding to 68.7% of the
initial corpus.

The final corpus went on to the phase of evaluation of the translations by
automatic means. For this, the BLEU metric was used in a configuration of
unigrams, bigrams, trigrams, quadgrams, and a weighted configuration where
each n-gram component was assigned a weight of 0.25 as the default value.
These results are summarized in Fig. 4.

Even though the score decreases as the order of the n-grams increases, it
exceeds the value of 0.5 in all configurations. According to [27], a score higher
than 0.5 reflects a good and fluent translation. Although BLEU is a widely used
metric and scored high in the current research, additional evaluations were per-
formed. In [28] stated that this metric has limitations since it is based solely
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Fig. 3. Number of documents in the corpus through different stages.

Fig. 4. BLEU scores.

on the precision of n-grams. Thus, to provide greater robustness to the evalu-
ation, a human assessment was implemented. Figure 5 presents the evaluation
of how adequate the translations were concerning the original text. Only 4%
of evaluators consider that it does not have an adequate translation compared
to the original text, 72% believe it has a satisfactory quality. In comparison,
the remaining 24% maintain a neutral stance towards the translation. This last
value is attributed to the fact that the input texts were confused even in their
original language due to poor writing. Therefore, the evaluators did not have a
clear position on whether the automatic translation was adequate or not.

In addition to the translation quality assessment, verification was performed
on whether the collected texts correspond to the specified domain, which is
depicted in Fig. 6. In this case, 63% of the documents were clearly within the
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Fig. 5. Adequate translation quality.

established field. 12% of the documents did not correspond to the established
domain. And, for the remaining 25%, they were valued in an intermediate posi-
tion. Regarding these documents, it was identified that they consisted of texts
with a generic nature and that their content could be considered from any
domain, such as the text “I loved it, I would buy it again without thinking
twice”.

Fig. 6. Adequate domain of the collected documents.

The final corpus built through the described framework, has high-quality
documents in Spanish and can be implemented to feed NLP Models. This result is
highly relevant because it allows the generation of large-scale inputs in languages
other than English, reducing the gap between research across different languages.
All this at a lower cost than that implied by methodologies such as those of [12]
and [5], and on a scale greater than that described by [15].
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5 Conclusions

The objective of this research was to introduce a framework that allowed the
construction of large-scale corpus in languages other than English and in which
its documents have high quality. The proposed framework was tested through a
case study in which a corpus of more than 170 thousand documents from a spe-
cific domain was generated. Additionally, the corpus mentioned above obtained
a BLEU score higher than 0.5, and more than 60% of the documents were clearly
relevant to the domain.

This framework becomes a highly relevant tool since, in addition to the results
obtained, it allows reducing the gap between the resources found in English com-
pared to other languages. Also, applied in different time frames, it can capture
changes in how people use language. Furthermore, in different contexts, the same
words would have various connotations, giving relevance to the domain-specific
corpus.
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Abstract. In this work, the tourism analysis of Ecuador is carried out based on
data of the accommodations offered through Airbnb (Ecuador) from May to July
2019; Twitter comments on the terms: accommodation, hotel and Airbnb, which
resulted in the creation of a data set for each term; and finally, data extracted
from the National Institute of Statistics and Censuses of Ecuador (INEC) ( INEC
- Inicio, [1].), which refer to the population of the cantons of that country. From
these records, data analysis techniques were applied such as: sentiment analysis,
language analysis and clustering. The analysis of language and feelings is applied
to data extracted from Twitter, to later unify the variable of feelings with data from
Airbnb and the population. Subsequently, three quantitative variables (price, den-
sity, and revisions) of the data set were considered, which facilitated the execution
of the clustering. All this to describe the interaction between users and Airbnb,
as well as to understand the preferences of these users over accommodation and
finally, locate the cities that contribute to tourism through this platform. Consid-
ering that the coronavirus pandemic affected tourism activities in 2020, this paper
provides a basis on which the pre-pandemic context can be understood.

Keywords: Tourism · Twitter · Airbnb · Sentiment analysis

1 Introduction

The heyday of Airbnb in Ecuador, as well as in many countries of the world, has gen-
erated changes in the development of the country’s real estate sector. It has opened new
possibilities for home and apartment owners and allowed them to have an extra source
of income. For many people, “this income has become a source of family support (. . .)”
[2]. This way, in Ecuador, the expansion of the offer of accommodation has been given
through this platform and that, without a doubt, has had an impact on tourism due to
the visibility it grants to the national territory, making it more attractive. In this regard,
it is worth mentioning that until 2018 “tourism contributed to the Ecuadorian economy
with 2,392 million dollars, which maintains it as the third source of non-oil income,
after bananas and shrimp” [3]. This indicates that the contribution that Airbnb gives to
tourism transcends nationally and thus also benefits the country’s economy.

While Airbnb has three clearly identified sections (accommodation, experiences,
and adventures), this work will only focus on the accommodation section. However, it is
necessary to emphasize that each of these sections have a relevant tourist and economic
impact.
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When reviewing the literature to guide the development of this research, it was
discovered that “Airbnb currently competes with traditional hotels for the price” [4].
That is, what makes Airbnb competitive is not only the experience it offers and the
diversity of hosts it has, but also the affordable prices for its users.

For all these changes that Airbnb generates within the economy of a particular place
and because the applicant, user or tourist is one of the main actors in this context, it
was necessary to know in detail how they influence ratings of the accommodations and
the characteristics of their location (in Ecuador) in the degree of user satisfaction. This
leads to some questions such as Q1: what is the affinity or relationship that users have
about Airbnb and its competition (hotels)? Q2: how do users express themselves about
Airbnb and its competition?Q3: Is it possible to discriminate city groups based on certain
parameters?

The main interest in carrying out this study is that there is little information on the
interaction of Airbnb in Ecuador and its users, which is important to determine because it
is possible to explore the new needs of the consumer that other types of accommodation
are not considering to be competitive. In addition, they also do not include an analysis
from the user’s point of view and then fully understand their preference for the use of
this platform.

Finally, considering that the coronavirus pandemic caused an imbalance in the flow
of tourist activities during 2020, this paper explores Airbnb information from the year
2019. Thus, providing a basis on which the pre-pandemic context can be understood.

2 Related Work

Studies recognize tourism as a key development factor in all countries and an important
economic source. In addition, it promotes the image and international perception of a
country, for this reason, analyzing tourism in a particular place facilitates the determi-
nation of important features of that place, being these of any type (social, economic,
cultural and relaxation). Hence, the relevance of this work is also reinforced [5].

When referring to consumer aspects, it is simple to issue the idea of analyzing
their profiles and their influx. However, a well-known method, which greatly optimizes
this analysis, is based on the comments made by such users and on creating networks.
Then, as a metric, a well-accepted measure of non-parametric range correlations is used,
the Kendall range correlation [6], which is based on peer agreements between tourist
locations.

Additionally, another significant measure regarding user comments is visitor satis-
faction, which is an important qualitative indicator from the demand side. Customer
demand is determined by a variety of factors that include the experience and recommen-
dation of others, which in turn play an important role in the decision-making of many
travelers [5]. The declared preferences of the visitors are also important to determine
the probability of repeated visits and, therefore, the future competitiveness to generate
economic benefits [7].
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3 Methodology

This document has followed a series of steps to obtain some results. These are broadly
described by:

• Data extraction
• Preprocessing of the data sets
• Geographical visualizations
• Sentiment analysis
• Language analysis
• Clustering

3.1 Data Extraction

For the purposes of this investigation, three sets of data extracted from three different
sources were used: Airbnb, Twitter, and INEC (National Institute of Statistics and Cen-
sus, Ecuador). FromAirbnb (Ecuador) [8] 5000 records were obtained covering a period
of two months, from May 17 to July 17 of 219. This first database had 25 variables, of
which mainly these were used: location, only price, accuracy, and reviews. Comments
were extracted from Twitter (located in Ecuador) about Airbnb’s hosting service, as
well as mentions of travel, accommodation, and hotels. Finally, from the INEC website,
demographic data from Ecuador (regions, provinces, and cities) such as density, territory
extension and the number of houses with internet access was obtained.

It is worth mentioning that the data extraction process was different for each data
set. For the Airbnb data, a Python tracker called Selenium was used, because the Airbnb
page requires an automatic human click interaction with the website. While the tweet
data set was extracted using a library called GetOldTweets3 [9], as it allows users to
query tweets within a range of specific dates. Finally, the population data from INEC
was downloaded and analyzed within a .lxml file.

3.2 Data Preprocessing

As for the preprocessing stage, data encoded in utf-8 (Spanish chars) was removed, and
NaN type values were replaced by zeros to maintain the consistency. In addition, new
columns were added to some data sets, such as “sentiment” in the twitter comment data
set, which would be used in subsequent analyzes. After these processes, the data sets
were ready to be used with the panda library and later enrich the analysis by grouping
records. Through that, the representation of the data was carried out in scatter diagrams,
histograms, and choropleth maps (as for geographical representation).

All the different data sets (Airbnb, Airbnb sna, hotel sna, hosting sna and population
data of Ecuador) were unified to have in the same set all the variables, especially the
variables of interest and those resulting from the sentiment analysis (later explained).
The problem of having all the variables in the same data set was that not all of them
would contribute significantly to the study and, in turn, the high dimensionality of the data
would require higher computational resources. For this reason, the principal components
analysis was carried out.
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3.3 Geographical Visualizations

Here, a new metric was created: the popularity metric, which determines the degree of
acceptance and consumption of the leases of the accommodations by province (since the
Airbnb data had been georeferenced by province). That is, to know the provinces that
users prefer when renting temporary accommodation and analyze how they contribute to
tourism given their popularity. For a better understanding, this visualization was shown
in a choropleth map of Ecuador. The details associated with the popularity metric can
be seen below:

pi = reviewsi
accommodationsi

Where p is the popularity of a province, and i is the province (each one of the 24
provinces).

3.4 Sentiment Analysis

Once the preprocessed data was obtained, the sentiment analysis was carried out to study
the comments of the users regarding three terms: Airbnb, hotel and lodging. For this pro-
cess, the data set referring to Twitter comments was sectorized by towns and then divided
into the previously mentioned terms, which ultimately resulted in the construction of
three data sets.

To carry out the sentiment analysis [10], the indico.io library was used and was
applied in each data set (Airbnb, hotel, lodging). When obtaining the sentiment for each
tweet, this was added as a new column to the respective data set, then the results of the
average sentiment analysis by city were grouped, thus obtaining a ranking of the cities
with the best results.

3.5 Language Analysis

For the language analysis, the twitter comment data set was used for each term (Airbnb,
hotel, and lodging). To begin, the stop words were removed using the “stopwords” [11]
tool from the Natural Language Toolkit (nltk) library, as well as irrelevant terms such as
numbers, URL, asterisks, among others. Then, by using this same library, the frequency
of each termwas calculated, which was then represented in the same graph. This to know
what the most used terms at the time were when users referred to each type of temporary
leasing service.

Once the frequency of all the terms of each data set was obtained, a top 10 common
expressions between each set was made, to know the similarity of the comments. All
this analysis finally allowed to answer the second question of this investigation, which
refers to the expressions that users use about Airbnb and its competitors (in this case,
hotel, and lodging).
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3.6 Clustering

For theKmeans [12] the variables that were standardizedwere considered: density, price,
and review. Then, data on the results of the sentiment analysis was added in the tweets
about the term Airbnb, in addition to the population density, area and Internet access,
also by city, so it was sought to identify groups between the cities of the country. To
determine the optimal number of classes, the elbow method was used through which it
was identified that the optimum was three. From the groups obtained by this technique,
the provinces and cities that maintained common characteristics were identified, mainly
regarding density, price, and revision. And in this way, clarify the understanding of the
contribution to tourism by said provinces and cities, in congruence with the information
known about them.

4 Results

4.1 Hypothesis and Insights

As a result of the techniques implemented, insights were found regarding the terms
that went together according to the corresponding theme (Airbnb, hotels, and lodgings).
However, there is no relationship between the number of retweets within a city with
respect to a topic and the number of retweets, also with the other variables taken from
the interactions on Twitter: reactions and responses, this was discovered when applying
the correlation Kendall’s tau [6].

The second metric applied in this work is the possibility of locating the cities that
contribute to tourism through Airbnb by applying K-Means based on three parameters:
average price, density, and average popularity. These parameters are considered because
the accommodation price is one of the factors that most influence the user’s preference,
the density corresponds to a measure of the city and finally, the popularity is a referential
measure of the times that the users have stayed in rooms offered on Airbnb.

4.2 User Relationship Between Airbnb and Its Competition (Hotels)

The metric created called ‘popularity’, allowed to determine the provinces that users
preferwhen leasing a temporary accommodation, in this case, an accommodation offered
on the Airbnb platform. It turned out that Guayas and Pichincha are the provinces with
the highest demand or user preference. This is because these provinces, specifically, the
cities of Guayaquil and Quito represent the main tourist points of Ecuador, followed by
the city of Cuenca. However, the preference of the users measured through this metric,
distributes this preference in some provinces of the Coast, Sierra, and Galapagos, and
not precisely in the city of Cuenca. This indicates that it is not only Guayaquil and Quito
that contribute to the tourism level of the province to which they belong, but also other
sister towns. This was later showed using a geographic visualization, (Fig. 1).
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Fig. 1. Popular provinces according to the preference of users when renting temporary accom-
modation on the Airbnb platform.

The sentiment analysis was also divided by cities which later helped to create
rankings for cities with better “feelings” left on the tourist (Figs. 2 and 3).

Fig. 2. Positive perception of tourists towards the cities of Ecuador

Popularity was passed through the Kendall’s rank correlation on the tweets data sets
after applying the sentiment analysis phase and obtained the following results:
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Fig. 3. Negative perception of tourists towards the cities of Ecuador

Table 1. Kendall correlation results for Hotel related tweets

Hotel

sentiments retweets reactions

Sentiments 1 – 0.33 – 0.30

Retweets – 0.33 1 0.066

Reactions – 0.30 0.066 1

Table 2. Kendall correlation results for Airbnb related tweets

Airbnb

sentiments retweets reactions

Sentiments 1 – 0.18 0.05

Retweets – 0.18 1 – 0.29

Reactions 0.05 – 0.29 1
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Table 3. Kendall correlation results for Lodging related tweets

Lodging

sentiments retweets reactions

Sentiments 1 – 0.14 – 0.14

Retweets – 0.14 1 0.87

Reactions – 0.14 0.87 1

The results obtained for every data set of tweets (Tables 1, 2 and 3) mean that there
are no correlations whatsoever between neither of the parameters (sentiments, retweets
and reactions), that means that even if a tweet has high values for positive feelings, it does
not means that it could have a high number of retweets neither reactions and the same
for the other parameters. In this way, Q1 is answered: what is the affinity or relationship
that users have about Airbnb and its competition (hotels)? And in the same context it
can be affirmed that, although the degree of affinity or relationship (feeling) of people
with respect to Airbnb, hotel, and lodging, is positive, this is not reflected in the number
of retweets or reactions of the tweets, but in its own content.

4.3 User Perception of Airbnb and Its Competition (Hotels)

On the other hand, regarding Language Analysis, it was obtained that among the com-
ments regarding hotel and lodging there are several common terms that users use to
refer to these and they are: hotel, better, Guayaquil, fun, enjoy, facilities, among oth-
ers. While, when referring to lodging and Airbnb, they use expressions such as: travel,
lodging, enjoy, direct, among others. Finally, to refer to hotel and Airbnb, the terms in
common are enjoy, week, walk, lodging, better, among others. This indicates that the
comments continue to be positive and reaffirms the use that users give to these types of
temporary leases. These results can be found on Fig. 4.

However, the word frequency graph for each set of comments shows that, when
referring to hotel, users use terms such as: Guayaquil, Mexico, Hilton, better, party,

Fig. 4. Common user comments regarding Airbnb and hosting
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among others (Fig. 5). On the other hand, to refer to lodging use: hotel, reservation,
Guayaquil, services, place, night, food, tours, among others. Finally, to refer to Airbnb,
they use expressions such as: travel, link, discount, register, Uber, and home. This study
allows answering the Q2: how do users express themselves about Airbnb and its compe-
tition? whose response is much broader than expected, then, the comments denote that
Guayaquil and Mexico are the city and country, respectively, of those most commented
when referring to this type of services (temporary lease), even when these Tweets come
from cities and/or provinces of Ecuador.When referring to hotels, the Hilton Colon hotel
appears as the most mentioned, which could be said to represent a strong competition.
And as for Airbnb, it can be said that this is conducive to travel given the discounts it
offers for those who register and, in turn, maintains a relationship with another shared
economy platform: Uber.

Fig. 5. Common user comments regarding hotel

4.4 Popular Cities According to Price, Review, and Density

After applying the clustering algorithm, four groups were obtained as a result. Cluster 0
(purple) represents the cities that are themost popular and have some of the lowest prices,
including cities like Guayaquil, Cuenca, and Salinas, which are known for their touristic
offers on holidays. Cluster 1 (blue) has the most cities and should represent average to
low price-density-popularity cities. Cluster 3 (green) includes the most populated cities
and low popularity, such as Muisne and Esmeraldas. Finally, cluster 4 (yellow) shows
cities with high prices and thus, low popularity, were cities like Montecristi and Patate
are grouped. In this way, it was possible to answer the Q3: Is it possible to discriminate
city groups based on certain parameters? The results of this question can be seen on
Table 4 and Fig. 6.
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Table 4. Composition of the clusters obtained from clustering.

Cluster Reviews Mean price Mean density

0 16.488 48.490 212.381

1 1.332 31.255 101.379

2 1.197 48.241 3124.578

3 0.690 106.036 119.567

Fig. 6. Clusters obtained from the cities of Ecuador.

5 Discussion and Conclusion

In the first instance, the applied popularity metric allowed to locate those provinces
whose contribution to tourism is significant; likewise, those that contribute in an average
level and those that do not have visibility or that are scarcely visited.

The second part is the application of sentiment analysis techniques, which gave us the
fact that in Ecuador the way of expressing about Airbnb has a better means of analyzing
feelings than the tweets about accommodation and hotels.

Then, when applying the word analysis of tweets according to the terms Airbnb,
accommodation, and a new term: hotel, many tweets were expected to be extracted due
to the generality of those terms, but contrary to our prediction the number of tweets was
quite low in contrast to other topics. The language analysis showed us the expressions
most used by users regarding Airbnb, and these were “link” and “discount”, this refers
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to Airbnb has a system to capture users through discount links, which confirms that cost
is an important factor in user preference.

Finally, Kmeans was applied as a clustering algorithm applied in accommodation
by cities considering three parameters (average price, density, and average popularity).
Four clearly differentiated groups were obtained from this: economic-popular, average-
popular-economic, non- popular-economic and non-popular-economic.

Despite the existing challenges, this approach gave us a significant way to describe
the interaction between users and Airbnb, as well as internalize consumer preferences
regarding the accommodation offered on this platform and all this located in cities in
Ecuador.

In this sense, we suggest that the public sector or the hotel sector should consider
this study to understand the new demands or preferences of users and thus be more
competitive.

6 Recommendations

Among the general recommendations are to create a data set as robust and extensive as
possible, preferably to carry out a data extraction planning that covers all the time that
the project will take, when using platforms such as Airbnb that have a system to present
offers where there are thirty results by search, it is best to create specific search criteria,
such criteria can be the price range, the number of rooms available, the number of hosts,
so you can also start categorizing the data by economic factors, characteristics of the
hosting and by characteristics of the hosts.

Regarding tweets extraction, perform the extraction with the objective of having
data with time and, if possible, geolocation so that it is easier to create geographical
visualizations that can give rise to future insights.

Airbnb does not deliver specific latitude and longitude data to georeference the
lodging places, it gives the city name and some descriptions such as the number of the
streets and the position of the property with respect to the city (if it is in the center of the
city, the south, north, east) in addition to the description added by the owner, so for jobs
that require specific locations to be able to detect maps or relationships between nearby
areas of populations regarding objects such as streets or buildings, Airbnb would not be
a good source to get study data.

7 Future Works

In this work it was contemplated to have historical data to be able to define the impact
that Airbnb brought to the national tourist movement, however this would require having
records of the interactions between host and guests for longer, so a research that includes
analysis is proposed of time and the movement that there is at the time of the year on
Airbnb.

Within the techniques of exploratory data analysis, the movement of foreign tourists
to Ecuador was reviewed. A future work is to determine the areas towards which for-
eigners arrive and moves next to in Ecuador, so it could be possible to map the traveling
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patterns inside Ecuador of foreign tourists by country of origin and place of destination
by season.

The analysis of tweets served to measure the degree of satisfaction on some issues
by users in geographical regions of the country, but the maximum degree of precision
counted in this work was the city of origin of the tweet, not only this entails problems
because it is not completely certain that the location of the tweet is the one that the
Twitter API gives us, yet the creation of a data set with geolocated Twitter data to relate
them is considered with the areas of the Airbnb lodgings.

Each city has activities that attracts tourists and those have a different range of public
interest which could be designated by the number of lodgings nearby, this could help in
the detection of new points of interest for tourists, so a future work is to define a method
to find the possible new areas of interest and the reason for an attractive touristic point
to appear.

Airbnb shows recreational options available near the areas, these recommendations
also have their own ratings and comments from other users by which in future work the
impact of nearby recreational areas on lodgings and the tourist attraction’s type that get
more attention.
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Abstract. Theobjective of the studywas to determine the satisfactionwith respect
to the information received about health care and the prevention of medical fake
news onFacebook during theCOVID-19 pandemic in Peru, identifying differences
with respect to gender and age. A cross-sectional investigation was carried out
with 290 people who previously participated for 5 months on a voluntary basis in
a Facebook group managed by health professionals. Data collection and analysis
was performed using an online questionnaire and the SPSS program, respectively.
The Chi square test was applied. A majority proportion of people satisfied with
the information received was evidenced, with an average score of 4.14 on a scale
of 1 to 5. Young people and women presented higher satisfaction values. It was
concluded that there were high levels of satisfaction with the information received
on health care and the prevention of medical fake news on Facebook during the
COVID-19 pandemic in Peru. The promotion of netiquette or rules of cordiality
on Facebook is an aspect that needs to be improved.

Keywords: COVID-19 · Health care · Medical fake news · Social network

1 Introduction

The massive use of social networks has meant worldwide the possibility of improving
communication between people, thus overcoming the barriers that for so long limited
access to important information sources for the development of human activities [1, 2].

In the medical area, the use of social networks has favored not only the work of
health professionals in general, but also the care of patients themselves [3]. Various
studies carried out in countries in Europe, the United States and Asia, have revealed the
different activities that can be carried out for the benefit of the population through these
social networks. Among the activities that stand out are telemedicine, telemonitoring
and training in health issues [4, 5].

However, along with the benefits mentioned in the preceding paragraphs, there have
also been problems of insecurity and danger to the health of patients [2, 6]. In this way,
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the abundant information on social networks implies in many cases an overwhelming
situation for people, for whom it is very difficult to identify the most appropriate sources
of information for their needs [1, 7, 8]. This aspect is still very little addressed in existing
research, not finding a consensus on how to face this situation [1, 9, 10].

The declaration of the global health emergency due to COVID-19 and the restrictive
measures applied by the authorities have affected the face-to-face care of people in
general, with the consequent reduction in medical appointments [11–13]. Faced with
this reality, social networks have become an alternative to try to make up for this lack of
attention, among which the use of Facebook has stood out [6, 14].

The situation described above has had a different context in developing countries such
as Peru, especially in the cities furthest from the interior of that country, where the scarce
access to modern technological means and the little training of the general population on
the use of Facebook for educational purposes in the medical area, have brought different
complications. An example of these complications is the disproportionate increase in
fake news during the COVID-19 pandemic [7, 8], whose repercussions have been even
more negative in the Peruvian population, not only due to the previously described
context, but also due to the disinterest of the authorities and the lack of legislation that
sanctions such practices [1, 15].

On the other hand, existing research in this regard has been primarily focused on
the application of Facebook as a means of disseminating information, but with very
little emphasis on the medical area [16, 17]. Thus, there is little knowledge about the
particularities of the Facebook application during a health emergency situation such
as the pandemic that currently affects the entire planet, especially in South American
countries such as Peru. The aspects that have been studied so far have been basically
focused on the repercussions that the inappropriate use of said social network may
have, which is why its usefulness and the satisfaction of people are unknown when it is
applied by properly trained health professionals, as well as the aspects in which some
improvements can be made.

In this sense, the questions that have been sought to be resolved in this research have
been the following:

What is the level of satisfaction of people regarding the information received on health
care and the prevention of medical fake news on Facebook during the COVID-19
pandemic in Peru?
Are there differences in the level of satisfaction of people with the information received
about health care and the prevention of medical fake news on Facebook according to
gender?
Are there differences in the level of satisfaction of people with the information received
about health care and the prevention of medical fake news on Facebook according to
age?

In order to address the aforementioned questions, it was considered as a general
objective to determine the satisfaction with respect to the information received about
health care and the prevention of medical fake news on Facebook during the COVID-19
pandemic in Peru, identifying differences with respect to gender and age.
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In this way, at the end of the research it has been possible to determine a majority
proportion of people satisfied with the information received, with an average score of
4.14 on a scale of 1 to 5. Young people and women presented higher values of satis-
faction. These results demonstrate the existence of high levels of satisfaction regarding
the information received on health care and the prevention of medical fake news on
Facebook during the COVID-19 pandemic in Peru. Likewise, the promotion of rules of
cordiality on Facebook is an aspect that should be improved and whose analysis may be
the subject of research in future studies.

2 Methodology

2.1 Research Design and Characteristics of the Population

A cross-sectional investigation was carried out with 336 people who previously par-
ticipated for 5 months on a voluntary basis in a Facebook group managed by health
professionals such as doctors, obstetricians and nurses. The population under study was
made up of people of Peruvian nationality, over 18 years of age and whose participation
or interaction in the Facebook group had to be at least 2 times a week.

Of the 336 people who are members of the Facebook group, 40 people agreed
to participate in a pilot test in order to evaluate the suitability of the data collection
instrument. Of the remaining 296 people, only 6 refused to answer the questionnaire,
which resulted in a voluntary response from 290 people, who completed the final version
of the online questionnaire.

2.2 Research Variables

First, the demographic variables of the population under study were considered, such as
gender (male, female), age (18–39years,≥40years) andoccupation (student, housewife,
salaried worker).

Next, the main variable of the research was addressed, which was related to satisfac-
tion with the information received about health care and the prevention of medical fake
news on Facebook during the COVID-19 pandemic in Peru. In this sense, as a result of
the review and analysis of the theoretical bases and antecedents regarding the subject, the
study of 6 dimensions was considered, such as the diversity of topics covered, thematic
relevance, application of information in daily life, perception of veracity of information,
quick response to inquiries and netiquette or rules of cordiality on Facebook.

A Likert-type scale was applied to the response alternatives to each of the aforemen-
tioned dimensions, with values from 1 to 5, where option 1 meant total dissatisfaction
and option 5 total satisfaction. Within this scale, option 3 meant “indifference”. All this
information was properly recorded in the online questionnaire form.

2.3 Characteristics of the Data Collection Instrument

Based on the information described in the previous section, an online questionnaire
was prepared, consisting of 9 questions, which were referred to the research variables.
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The wording of the initial questions was modified as a consequence of the process of
evaluating the validity and reliability of said questionnaire.

In this sense, for the validity of the questionnaire, the participation of 8 experts
in telemedicine and telemonitoring in social networks was requested. In addition to the
suggestions made regarding the content of the instrument, their responses were analyzed
usingKendall’s concordance test, with a result that demonstrated its validity (p= 0.001).

On the other hand, regarding the evaluation of the reliability of the questionnaire,
as described above, the voluntary participation of 40 people was requested within the
Facebook group, who participated in a pilot test. Suggestions made regarding the doubts
raised about the wording of some questions were recorded. Likewise, after the use of the
test-retest techniquewith an interval of 4weeks, the analysis of the results of the pilot test
was carried out using the intraclass correlation coefficient and the kappa index, through
which the reliability of the instrument was demonstrated (0.843 and 0.894, respectively).
The Cronbach’s alpha index was also applied at the end of said process (0.891).

After complying with the suggested corrections, the final version of the question-
naire was applied in February 2021, after requiring the virtual filling of the respective
authorization. It should be noted that the entire process was carried out virtually through
the use of Google Forms and Messenger applications.

2.4 Statistical Analysis Procedures

The processing and analysis of the data collected was carried out through the statistical
package SPSS, V. 23.0. In order to accurately analyze the responses of the study partic-
ipants, descriptive statistics was applied to determine frequencies and percentages, as
well as to calculate the mean and standard deviation.

Regarding the identification of differences in satisfaction according to gender and
age, theChi-square testwas applied, forwhich95%confidence intervalswere determined
with a significance level of p < 0.05.

2.5 Ethical Principles

Regarding the ethics of the research, it was complied with the timely presentation and
approval of the research protocol by the Ethics Committee of the Santiago Antúnez of
Mayolo National University, institution of affiliation of most of the authors of this study.
In this way, in the development of the research, the ethical principles published by the
World Medical Association [18] were scrupulously followed, especially those related to
respect for the confidentiality of the data and the privacy of the participants.

Another aspect considered was the requirement of voluntary acceptance by regis-
tering data in an online form created with the Google Forms application, in which the
respective declaration of informed consent was included.

3 Results

Table 1 shows that of the total of 290 people who answered the final version of the online
questionnaire, most of them were young people (55.5%) of the female gender (62.4%)
and whose main occupation was being housewives (38.6%).
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Table 1. Characteristics of the population.

Characteristic n %

Gender:

- Male 109 37.6

- Female 181 62.4

Age:

- 18–39 years 161 55.5

- ≥ 40 years 129 44.5

Occupation:

- Student 87 30.0

- Housewife 112 38.6

- Salaried worker 91 31.4

The averages of the satisfaction responses of the people who are members of the
Facebook group managed by health professionals are reported in Table 2, where it is
observed that the dimension that received the lowest rating was that of netiquette or
rules of cordiality on Facebook (3.08), which means a position of indifference. How-
ever, despite the above, all the other dimensions received a satisfaction score, especially
regarding the perception of the veracity of the information (4.52) and the quick response
to inquiries (4.47), with a score overall average of 4.14 on a scale of 1 to 5.

Table 2. Averages of people’s responses according to the dimensions of satisfaction.

Dimensions Mean Standard deviation

Diversity of topics covered 4.11 0.372

Thematic relevance 4.39 0.461

Application of information in daily life 4.25 0.497

Perception of the veracity of the information 4.52 0.584

Quick response to inquiries 4.47 0.506

Netiquette or rules of cordiality on Facebook 3.08 0.432

In order to identify the possible differences that could exist in people’s satisfac-
tion responses with respect to gender and age, these responses were grouped into 2
sets according to whether they expressed their satisfaction (scores of 4 and 5) or their
indifference or dissatisfaction (scores of 1, 2 and 3).

In this sense, Table 3 shows that the female gender presented higher satisfaction
values in all the dimensions evaluated, with the exception of the netiquette or rules of
cordiality on Facebook, where the responses were mostly indifference or dissatisfaction.
In relation to the statistical analysis, the existence of statistically significant differences
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was found between the satisfaction results of women and men in all dimensions (p <

0.05).

Table 3. Gender of people according to the dimensions of satisfaction.

Dimensions Male Female Total P-value* IC 95%

n % n % n %

Diversity of topics covered:

- Satisfied 91 31.4 172 59.3 263 90.7 0.002 3.2–19.9%

- Indifferent or
dissatisfied

18 6.2 9 3.1 27 9.3

Thematic relevance:

- Satisfied 89 30.7 170 58.6 259 89.3 0.002 3.5–21.1%

- Indifferent or
dissatisfied

20 6.9 11 3.8 31 10.7

Application of information in daily life:

- Satisfied 94 32.4 171 58.9 265 91.3 0.028 0.2–16.2%

- Indifferent or
dissatisfied

15 5.2 10 3.5 25 8.7

Perception of the veracity of the information:

- Satisfied 90 31.0 168 57.9 258 88.9 0.012 1.5–19.0%

- Indifferent or
dissatisfied

19 6.6 13 4.5 32 11.1

Quick response to inqucxiries:

- Satisfied 92 31.7 175 60.3 267 92.1 < 0.001 4.3–20.3%

- Indifferent or
dissatisfied

17 5.9 6 2.1 23 7.9

Netiquette or rules of cordiality on Facebook:

- Satisfied 46 15.9 52 17.9 98 33.8 0.026 1.4–25.6%

- Indifferent or
dissatisfied

63 21.7 129 44.5 192 66.2

Total 109 37.6 181 62.4 290 100
* Chi square test
IC: confidence interval.

Regarding the age of the members of the Facebook group administered by health
professionals, it is observed that the youngest people presented higher satisfaction values
in 5 of the 6 dimensions evaluated; while in the netiquette the highest percentage corre-
sponded to the responses of dissatisfaction or indifference (Table 4). The application of
the Chi-square test allowed to identify the presence of statistically significant differences
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between the results of the youngest people and those with an age equal to or greater than
40 years (p < 0.05).

Table 4. Age of people according to the dimensions of satisfaction.

Dimensions 18–39 years ≥ 40 years Total P-value* IC 95%

n % n % n %

Diversity of topics covered:

- Satisfied 156 53.8 107 36.9 263 90.7 < 0.001 6.2–21.7%

- Indifferent or
dissatisfied

5 1.7 22 7.6 27 9.3

Thematic relevance:

- Satisfied 154 53.1 105 36.2 259 89.3 < 0.001 6.1–22.4%

- Indifferent or
dissatisfied

7 2.4 24 8.3 31 10.7

Application of information in daily life:

- Satisfied 153 52.7 112 38.6 265 91.3 0.024 0.8–15.6%

- Indifferent or
dissatisfied

8 2.8 17 5.9 25 8.7

Perception of the veracity of the information:

- Satisfied 155 53.4 103 35.5 258 88.9 < 0.001 8.2–24.6%

- Indifferent or
dissatisfied

6 2.1 26 9.0 32 11.1

Quick response to inquiries:

- Satisfied 157 54.2 110 37.9 267 92.1 < 0.001 5.0–19.5%

- Indifferent or
dissatisfied

4 1.3 19 6.6 23 7.9

Netiquette or rules of cordiality on Facebook:

- Satisfied 41 14.1 57 19.7 98 33.8 0.001 7.1–30.3%

- Indifferent or
dissatisfied

120 41.4 72 24.8 192 66.2

Total 161 55.5 129 44.5 290 100
* Chi square test.
IC: confidence interval.

4 Discussion

The results found in the present research constitute evidence in favor of the usefulness
and good use that can be given to social networks for the dissemination of valuable and
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important information for the lives of human beings. In that sense, the main objective
of the study, aimed at determining satisfaction with respect to the information received
about health care and the prevention of medical fake news on Facebook during the
COVID-19 pandemic in Peru, has been fully met, having demonstrated the existence of
high levels of satisfaction in a Facebook group managed by health professionals.

The aforementioned findings show similarity with the results reported by other
research carried out in countries of America and Asia [15, 19], with the difference
that in said research, the activities were oriented to other areas of knowledge other than
care of health and the prevention of medical fake news [17, 19]. On the other hand, there
are antecedents that highlight the usefulness of social networks, including Facebook,
for the training of human resources in health and the publication of messages aimed at
preventive campaigns for specific pathologies [3, 14]. However, the general care activi-
ties that can be developed through good guidance to people are left aside, together with
the timely identification of harmful practices based on fake news [2, 8], aspects that, as
has been found in the present study, received high percentages of satisfaction from the
population.

On the other hand, an aspect that is interesting to highlight and on which the main
contribution of this study falls is that it was carried out in a context of global health emer-
gency caused by the COVID-19 pandemic. Therefore, it stands out the perception that
people have regarding the most important dimensions that must be taken into account by
health professionals when they carry out health promotion activities through Facebook.
Knowledge of this perception is a contribution to the research area, which could later
be compared in non-emergency contexts, or even to mean new care modalities based on
information and communication technologies.

In this regard, the perception corresponding to the diversity of topics addressed, the
thematic relevance and the application of the information in daily life, obtained satis-
faction scores higher than 4 on a scale of 1 to 5. These results would be explained by
the perceived usefulness by the members of the Facebook group, who could access a
variety of information from different medical specialties [3, 15, 20]. Likewise, the theme
developed arose from the prior planning carried out by consensus of the health profes-
sionals administrators of the Facebook group, who based on their own experiences and
the prevalence of pathologies, established a schedule of activities, which were important
for people and their families.

Regarding satisfaction with the aforementioned dimensions, other authors have
found positive results when government authorities take part in the development of
educational activities through, for example, their official Facebook pages. Therefore,
the motivation and coordinated work of the authorities with community organizations
is necessary for the dissemination of varied and relevant information for the population,
as part of public health policies [14].

On the other hand, with regard to the perception of the veracity of the information
and the quick response to inquiries, high satisfaction scores were also evidenced, which
would be related to the positive effect of the participation and continuous monitoring of
health professionals properly trained. The COVID-19 pandemic has meant restrictions
on patient care; so many people have had to turn to sources of information whose
origin cannot be verified. The knowledge of the identity and academic preparation of
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the responsible professionals allows the establishment of a relationship of greater trust
[21, 22], which is valued positively as evidenced in the present study.

Research carried out in India and Australia [2, 23] has shown that people’s trust in
the administrators of social media pages is a very important factor not only to ensure
participation, but also their permanence in the initiatives that may be proposed, together
with the ability to be critical of the content that is shared [21]. The opposite can lead to
mistrust, which can later turn into panic and severe mental health impairment [2].

Another aspect that is related to what is mentioned in the preceding paragraphs is
that in many countries such as Peru, the participation of professionals has not been taken
into account for the dissemination of truthful information through the use of information
and communication technologies. Thus, to date in Peru there is no corresponding legal
framework that effectively sanctions the dissemination of fake news, especially in areas
as sensitive as medicine and health in general [24]. This situation has led health pro-
fessionals to approach their patients independently and on their own initiative, through
resources at their disposal such as social networks.

Special attention deserves the problemof training the general populationwith respect
to information security and the timely identification of fake news, especially when until
before the pandemic; people had not received sufficient training on such topics [1, 7,
8]. This reality is very common in Peru, where the digital divide is still very marked,
especially the digital divide in technological skills, which increases the chances of being
a victim of medical misinformation on the Internet.

The dimension corresponding to the Netiquette or rules of cordiality on Facebook,
was the only one in which the majority of people expressed an indifferent position or
dissatisfaction. These results undoubtedly show that this is an aspect that still needs
to be worked on, not only by those who as in the present case, are in charge of the
administration of a Facebook group, but also by the entire community on the Internet
[25, 26]. In this way, new areas of research remain pending where intervention initiatives
can be addressed to improve the rules of cordiality in social networks in general, for
example through the participation of other professionals related to psychology.

Regarding the differences found in the satisfaction responses according to gender
and age of the members of the Facebook group administered by health professionals;
this is due to the fact that, according to what has been concluded in previous studies,
women show greater interest in the health care issues [27, 28]. This behavior in turn,
would be related to the fact that in many countries such as Peru, women are the ones who
are mostly in charge of caring for the health of their children at home [27], as evidenced
in the present research where the majority of participants were housewives.

About the differences foundwith respect to the age of the participants, which favored
young people with higher satisfaction scores, this is due to the fact that it is easier for
them to access and use social networks, which allows greater interaction and therefore
better opportunities to satisfy their information needs [29]. Quite the opposite would
happen in the case of older people, who despite the interest they may have in the issues
raised about health care, show greater problems for virtual participation, which would
affect their perception in general. Likewise, it is important to highlight that according to
the findings made known in other studies, older people have better abilities to recognize
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and face medical fake news [29, 30], which could be considered in new research with
certain age groups.

Finally, it is important to state the presence of several limitations in the development
of this study, such as the non-identification of other aspects related to satisfaction with
information on social networks and their variations according to the time of intervention,
especially in a context of sanitary emergency, due to the cross-sectional design applied.
Likewise, no external and internal factors were identified that could have affected the
perception of the members of the Facebook group administered by health professionals,
so the results could be different in other contexts and with professionals from other
areas of knowledge. However, despite these limitations, it is important to highlight
the importance and contributions of this research, which can serve as a basis for the
development of new studies.

5 Conclusions and Future Steps

5.1 Conclusions

Itwas concluded the presence of high levels of satisfactionwith respect to the information
received on health care and the prevention of medical fake news on Facebook during
the COVID-19 pandemic in Peru, after voluntary participation for 5 months in a group
of said social network administered by health professionals. Likewise, it was concluded
that there were statistically significant differences with respect to the gender and age of
the participants, whose respect for netiquette or rules of cordiality on Facebook should
be improved. What has been stated constitutes evidence in favor of the responsible use
of social networks for the benefit of the population, through the participation of trained
professionals.

5.2 Future Steps

The findings disclosed in this research can be taken into account for the realization of
new studies that address the problem of medical fake news. In this way, it is suggested
to address the influence of external and internal factors that could be affecting the dis-
semination of such fake news, as well as satisfaction with the information provided and
its variations over time. The participation of other health professionals and specialists
in other areas of knowledge could allow the study of other aspects and applications
that make it possible to improve the dissemination of truthful information, especially in
health emergency contexts.
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Abstract. The application of educational digital games (EDG) requires multiple
perspectives for an optimal adaptation. This study shows how relevant feedback
is presented in simple outcome reports of EDG-based learning for teachers and
parents in Natural Language (NL). NL as a Machine Learning process also can
represent quantitative data sets in consumable Spanish language statements. The
objective is to improve outcomes of EDG platforms using a cloud-based dash-
board used to evaluate student EDG application behavioral efficiency. A novel
tool is proposed to provide simple language explanations rather than statistical
representations of feedback to parents and teachers in marginal areas of develop-
ing economies. With fuzzy logic, the researchers present verbatim explanations of
student behavior towards educational EDG. Results reveal comprehensive, sim-
ple, or colloquial Spanish language information for parents and teachers to pro-
vide improved evaluation keys to enhance student learning via EDG related to the
school curricula.

Keywords: Educational technology · Spanish language · Serious games ·
Artificial Intelligence ·Machine learning · Learning Analytics · Fuzzy logic ·
MIDI-AM · PQM-Metrics · Game-based learning · Usability · Playability

1 Introduction

The growing acceptance of digital games or serious games brought the interest in its use
for learning purposes [1]. Thus, multiple perspectives must be considered to apply edu-
cational digital games (EDG) and evaluate their usefulness and playability in learning
environments in simple ways as is possible. The application of using common Spanish
language or colloquial language as Natural Language (NL) to interpret EDG’s statistical
results is a challenge, primarily when dealing with a low academic level audience who
requests to understand such results. Serious game platforms used as a teaching and learn-
ing process strategy can monitor statistically usage behavior and playability factors of
EDG storing and monitoring data through a dashboard [2]. However, according to Bahi
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andNecibi [3], many teachers stay skeptical regarding the objectivity of automatic scores
given by computer applications, even with highly advanced scoring statistic methods.
This observation, together with the matter that in developing economies like Ecuador,
several teachers in low-incomeprimary schoolswith only undergraduate degrees, statisti-
cal interpretation is a gap in knowledge among this population [4]. This study contributes
to overcoming these limitations using fuzzy logic in developing a novel tool to provide
written simple language explanations rather than a statistical representation for teachers’
and parents’ understanding.

The preliminary finding of this study [5], with an extended discussion of the out-
comes in this article, indicates that in the past two decades, several studies have identified
the importance of using ludic videogames (defined as serious games) or EDG for mobile
applications as educational tools for children and adolescents. Computer advancement
and mobile technologies have supported these games’ development and dramatic learn-
ing growth [6, 7]. The games design with meaningful content and challenges accom-
plished an objective impacts social interaction, learning communities, and culture [8].
Some authors explain that EDG has great positive potential to address specific problems,
educate about global issues, or teach particular skills [6, 7]. In addition to their enter-
tainment value, these games provide a mental test for any consumer [6, 9]. Furthermore,
observational studies have revealed that videogames or EDG are a preferred learning
tool that effectively motivates and encourages proactivity among children [7].

However, a gap in the games market is evident regarding considerations of inclusion
of educational values and academic content that follow and support the curricula for
children. In addition, very few applications allow data exportation to track gaming results
for measuring children’s behavioral use and other usability factors, except for the game
playability studies such as Playability Quality Model (PQM-Metric) research proposed
González and Gutiérrez [10]. The possibility of measuring academic sense using EDG
as teaching tools could provide useful information to demonstrate how EDG stimulates
children’s cognitive development [11].

Furthermore, academic experts in Learning Analytics (LA) explain applications’
existence to build dashboards from data collected by users on the network (Siemens
[12]. The dashboard helps monitor users to get the necessary data on their interests and
obtain indicators for planning interactive games used in classes. The content is related
to the data stored in a cloud and shown on the dashboard about children’s behavioral use
and playability. Usually, the dashboard administration option results show descriptive
statistic values, graphics, and tables [13]. However, the problem arises when people who
interpret the results have limited knowledge of statistics and graphs.

Natural Language (NL) process is the ability of a computer program to understand
spoken and written human language. Computer machinery can develop a dataset of
machine learning capabilities to carry out a cognitive structure that flares up in NL
process tasks, both in data collection and annotation. According to Powers and Turk
[14], for more than thirty years of research made with NL processing, smart programs
demonstrate how it emulates the actual process of understanding a language as a concept
of the Machine Learning (ML) method. NL application can be applied as anML process
using Artificial Intelligence (AI) for interpreting quantitative data produced and stored
in a system. An AI technique that allows making decisions for handling imprecision is
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fuzzy logic [15]. The research question is how to apply fuzzy logic to interpret statistics
EDG using simple Spanish language presented as a textual explanation suitable for
understanding any audience lacking statistical knowledge?

The testing case used is the series of EDG “Children’s Interactive Didactic Multime-
dia,” MIDI (acronym in Spanish) applied to mobile devices, identified as the MIDI-AM
series [2, 13]. The objective is to propose an alternative method of showing statistical
data administered in a MIDI dashboard to be emulated in NL as qualitative assessments,
more understandable for users. This work’s focus involves using artificial intelligence
through fuzzy logic to explain the statistical graphs results in theMIDI dashboard in col-
loquial or straightforward Spanish. The metrics determined allow analyzing the degrees
of playability and usability of the MIDI-AM mobile application games series. Accord-
ing to Plass, Homer, and Kinzer [1], moving beyond simple play-by learning goals aims
to prepare future learning measurable within games and incorporate playful learning
principles as part of the design, rather than adding to existing structures.

1.1 Theoretical Framework

In Ecuador, academia has driven some initiatives to design and encourage monitored
“serious game” with academic content for the primary school. Researchers have devel-
oped “Children’s Interactive Didactic Multimedia” mobile applications with animated
cartoons and EDG identified asMIDI-AM (Spanish acronym). This EDG generates con-
trol data for usability in a JavaScript Object Notation (JSON) stored in a database in
a cloud for usability and playability measurements manage in a dashboard. The dash-
board framework provides statistical feedback to parents and teachers about the content’s
progress and the game level [2, 13].

Nevertheless, teachers and parents who can use the dashboard as a tool to control
theMIDI-AM series videogames outcomes may not have sufficient technical knowledge
about statistics to interpret the metrics used to analyze playability and usefulness. For
example, several low-income primary school teachers, subsidized by the government,
have undergraduate degrees in Ecuador. Hence, statistical interpretation is a gap in
knowledge among the population [4].

Concepts, Techniques and Fuzzy Logic Applied on NL Process
For this study, the researchers applied LA and used AI through fuzzy logic as a technique
of AI that allows tomake decisions [15] and to predict results base on the outcomes of the
decisions of the game players [16]. Furthermore, this case aims to explain numeric values
in NL, which were previously shown in statistical graphs and figures as the dashboard
outcomes.

In the last decade, LA emerges as a growing area of Technology-Enhanced Learning
(TEL) with a secure connection among various fields, including business intelligence,
educational data mining, recommender systems, and web analytics [17]. LA is the col-
lection, analysis, measurements, and presentation of data collected in learning sessions
to understand and improve it from various perspectives. According to Elias [18], the
typical phases of LA are four. These phases start with obtaining raw data. Secondly, the
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data obtained give meaningful information. Thirdly, information accomplishes knowl-
edge from its analysis and synthesis, and finally, it achieves objectives from the use of
knowledge considered a Wisdom stage.

The technology used in a dashboard is the rebirth of Executive Information Systems
(EIS) to enhance a manager’s ability to process information and act [19]. Its usefulness
relies on aspects of business intelligence [20]. With dashboard use, the extent of specific
data can be analyzed and measured to overview what is going on clearly and rapidly
[20, 21]. Besides, the dashboards are rising in popularity, structured into different types
according to their functional and visual features. However, they face the challenge of pro-
viding the right information to the right people at the right moment [18]. The dashboard
structure chosen for the developed module is like the Klipfolio type, which facilitates
comparisons and readings of large monthly or time-period data for knowing aspects that
should or can be corrected in an analysis that visualizes all open issues for a specific
project [22, 23].

Fuzzy logic is a technique of AI with the capacity to handle imprecisions to make
decisions [15]. According to Bahi and Necibi [3], fuzzy logic promotes soft frontiers that
would make more consensus between scores obtained, overcoming limitations related
to the rating disparities that can make teachers more comfortable with automatic scores.
This technique also provides a mechanism of inference that simulates human reasoning,
imprecise by nature, based on a knowledge system [24]. The purpose is to systemati-
cally apply fuzzy concepts by considering human thought elements that do not manage
numbers but concepts. For example, concepts expressed as fuzzy sets are: “brilliant,”
“very attractive,” “more successful,” “less successful,” and more others intermediate
rages such as “little less than hot” or “too cold” or “more or less warm” [24, 25].

In Fig. 1, the process starts with crisp numeric values entered as a discrete input.
Next, these values go through the fuzzifier for providing a qualitative appreciation. Next,
qualitative evaluation values are processed through the inference engine and the fuzzy
or linguistic rules that compose the knowledge base. Hence, the result becomes another
qualitative value, and it goes through the process of defuzzification that converts the
qualitative values to quantitative [26].

Fig. 1. The general structure of fuzzy logic. Adapted from [26]

The fuzzy logic is related to fuzzy set theory, where a membership function provides
themost appropriate level for an element and follows a human reasoning pattern [24, 26].
In this regard, it is possible to supply more element conditions including not only “low,”
“medium,” and “high” but also “very low,” “relatively high,” “slightly low,” among others
[2]. Besides, different ranges of values between 0 to 1 can be assigned to identify, for
example, “satisfactory,” “unique,” or “necessary” conditions for membership functions
in a selection case [27].
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Furthermore, these functions allow knowledge representation applies to Fuzzy Infer-
ence Systems (GIS) as human thought does. This system defines a non-linear correspon-
dence between input variables and output variables from the determined fuzzy set. Thus,
since creating fuzzy algorithms, there is a criterion for making decisions [24, 28]. The
steps that comprise a fuzzy inference system summarized in Solorzano, Loor, Gonzabay,
and Vintimilla [5] are:

• The definition of input and output variables with their linguistic values and their
membership functions.

• The definition of the rules specifying the relationship between the input and the output
variables.

– The case of If–Then rules “specifies the relationship between the entry and output
variables of the system. The diffuse relationships determine the degree of presence
or absence of association or interaction among elements of 2 or more sets” [28].

– The impersonation of IF–Then rules, usually defined from experts’ knowledge
through interviews, involves two steps. First, the researchers evaluate the antecedent
by applying any diffuse operator. The second step is applying the antecedent result
in the consequent [28], assuming the form as follows:

• If X1 is A1 and X2 is A2 and… Xk is Ak, Then Y is B
• WhereA1,A2,…,Ak, andB are linguistic values defined in fuzzy sets for linguistic
variables X1, X2, …, Xk, and Y, respectively.

• The outputs of the rules are combined to obtain a single fuzzy set with determined
ranges. This process is commutative mining in that the order in each adding rule’s
output does not matter.

2 Materials and Methods

In a pragmatic and pluralistic approach, all the existing research methods and tools are
relevant for guidingmultidisciplinary research to solve a problemwithout compromising
any specific method [27, 29]. This mix-method quantitative-qualitative research focuses
on using artificial intelligence through fuzzy logic, explaining inNL the statistical graphs
of a dashboard that show results about the level of efficiency, effectivity, flexibility,
satisfaction, and playability EDG.

For the testing process, we obtain the data from the dashboard of the MIDI-AM
games played by any children freely and for groups of children. The target children were
those attending the first, and second-level classes in primary schools of low-income areas
of Guayaquil monitored as pilot schools for this study. All the children were monitored
with the corresponding ethical consent and permission from the school authorities and
parents. The data obtained from the EDG played is sent through a JSON to the database
tables, operated by a dashboard stored in the cloud. The dashboard’s quantitative data
is tested and alternatively processed using fuzzy analysis applied to NL. The outcomes
written as simple statements are qualitative assessments more understandable for any
user.
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The MIDI Data Process. The raw data is obtained by employing previously developed
games in research studies [2]. The data are collected through a JSON from four MIDI-
AM series games created as beta applications. These games’ objective is to examine
the degrees of efficiency, effectivity, flexibility, and satisfaction and measure the games’
use and playability levels. All the data collected are stored in a cloud database linked
to an implemented dashboard [2, 13]. The EDG apps are available through the MIDI1 a
webpage or as a direct download from the Google Play Store.

When a child plays with these apps, related information is stored in a database.
The information is related to the behavior and performance of the child using an EDG.
The data reception structure designed shows the level of content by chapter related to
a specific topic, animated story (content), and testing games by level. Then, the data
recorded through a JSON is uploaded in a database implemented in PostgreSQL with
the dashboard [2].

With the production of theMIDI-AMseries, the process and structure used to develop
EDG need to be documented to give continuity to support games for early childhood
education in their different areas of knowledge. Thus, new games’ creations can follow
this methodology and use the same data structure to generate control data in JSON.

MIDI-AM games are specially instrumented to work with the proposed EDG games
designed. If any other type of videogame applications need to be used to collect initial
raw data, this could be done by including a JSON routine structuredwith the same design
for MIDI-AM apps. A bridging connection can then be created to post generated data
stored in a cloud database operated by the MIDI dashboard.

The required components for implementing a fuzzy interpretation system are the
linguistic variable and the fuzzy sets. In an initial stage developed for this project, the
technical researchers selected the linguistic variables from the metrics table. The quality
table of metrics was obtained by combining the measure of quality in the development
of the videogames or EDG, entitled Playability Quality Model (PQM-Metrics), and
expanding the concept of Effectiveness and Efficiency with the Technology Acceptance
Model (TAM) [2, 30].

Amodule to be implemented uses the same platform and tools previously applied for
the existing dashboard. The dashboard is developed in Sailsjs with a section in Angular.
The language that handles these frameworks is JavaScript [2]. The module converts the
metrics or linguistic variables (Low, Medium, High) into NL using linguistic criteria.
The meaning of each valuation is defined as a conclusion rule for pedagogical review.
These rules added in a database table are part of the Postgresql database architecture
used with a dashboard application.

The linguistic variables are the quality parameters measured in a fuzzy interpreta-
tion system, where fuzzy values define their valuations. The determining variables are
Efficiency - Time that takes to complete the levels; Effectivity - Completed levels; Flex-
ibility - player interaction in different scenarios; and Satisfaction - Preference of one
level compared to others.

1 http://midi.espol.edu.ec/.

http://midi.espol.edu.ec/
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3 Data Analysis and Results

3.1 Definition of Linguistic Input/Output Variables

The system model’s implementation process, linked to the dashboard as a component of
the current research, comprises the input variables used through the inference system to
obtain the output variable results defined as follows:

Efficiency – As an input variable, represents the degree to which variables can accom-
plish the proposed goals by investing an appropriate number of resources to achieve
effective use. It has five linguistic variables: a. Goal time; b. Target efficiency for cor-
rect answers; c. Target efficiency for incorrect answers; d. Efficiency relative to the best
player results; e. Efficiency is relative to players with difficulties in the level. Finally, a.
Efficiency is its output variable.

Effectivity –As an input variable represents the degree towhich the variables can achieve
the proposed goals precisely and completely. It has three linguistic variables: a. Effec-
tiveness of the goal; b. Completeness of the goal; c. Frequency of attempts to reach the
goal. B. Effectivity is its output variable.

Flexibility – As an input variable represents the degree to which the conditions can vary
by test. It has two linguistic variables: a. Accessibility by goals; b. Accessibility by time.
C. Flexibility is its output variable.

Satisfaction – As an input variable represents the degree to which players feel good
when reaching a goal. It has only one linguistic variable: Preferences of use concerning
the level versus the rest of the levels. D. Satisfaction is its output variable.

Playability – As an input variable, receive a set of properties that allow describing the
player’s game experience. This variable obtains its input of linguistic variables results
from the outputs variables in the previous processes of A. Efficiency, B. Effectiveness,
C. Flexibility, and D. Satisfaction. Therefore, the A, B, C, and D variable becomes the
input variables for the final evaluation to measure Playability. Thus, E. Playability is the
overall output variable of the entire process.

Finally, the list of values assigned for the fuzzy set and each variable’s initials ranges
describe the maximums and minimums obtained. Each input variable is necessary to
provide a fuzzy set such as low, medium, and high (see Table 1). The values for each
variable have a dynamic change concerning the data produced each time a user plays.
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Table 1. Fuzzy input/output sets of linguistic variables with maximum and minimum

Inputs variables process

Variables Fuzzy set Initial ranges (max. & min.)

Efficiency input Low, medium, high a. [70, 110], b. [5.45, 8.57], c. [0, 3.85],
c. [0, 100], d. [0, 100]

Efficiency output Low, medium, high A. Efficiency

Effectivity input Low, medium, high a. [0, 100], b. [0, 100], c. [1, 4]

Effectivity output Low, medium, high B. Effectivity

Flexibility input Low, medium, high a. [0, 100], b. [0, 100]

Flexibility output Low, medium, high C. Flexibility

Satisfaction input Low, medium, high a. [0, 100]

Satisfaction output Low, medium, high D. Satisfaction

Outputs variables process

Playability input Low, medium, high A. Efficiency, B. Effectiveness, C. Flexibility,
and D. Satisfaction

Playability output Low, medium, high E. Playability

3.2 Fuzzy Rules and Linguistic

A table with interpretation criteria for each linguistic variable is coded, using composed
statements for each variable’s conclusion. In other words, the linguistic criteria are
written as statements for Spanish speakers linking rules for combining cases. For coding
the linguistic rules, the fuzzy set of numeric equivalences used are 0 = Low, 1 =
Medium, 2= High, and 3= Inconsistent. For example, in a combination of the linguistic
variables’ value, as a conclusion rule determined for efficiency in a, b, c, d = 0 and e
= 2. Then, the A-Efficiency outcome will be 3. Thus, for the linguistic criteria of a
‘Conclusion Efficiency Rule,’ the composed statement is stated as follows “Inconsistent
results (A = 3). If the target efficiency for correct answers is low (c = 0), the incorrect
answers’ target efficiency should be high (c = 2) and never low (c = 0).”

A database table of conclusion variables rules statements is generally defined from
their fuzzy set, considering the metrics and the parameters involved. Continuing with
Efficiency values example, if the valuation that takes “a. (goal time)” is “low,” it does
not necessarily mean that this variable negatively affects the overall efficiency. On the
contrary, it is convenient that the goal time or the average time children use to complete
a level is low. In this case, to understand why the final efficiency assessment (A) receives
the value it takes, it is first defined whether the valuations of a, b, c, d, e mean something
good or bad, as described in Table 2.

In each case, the number of fuzzy rules is related to the number of inputted linguistic
variables. The formula to obtain the total number of rules in A= Efficiency is 35= 243;
for B = Effectivity is 33 = 27; for C = Flexibility is 32 = 9, and for D = Satisfaction
is 31 = 3. In playability as the output variable result, a total of rules is 34 = 81.
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Table 2. The real contribution of the Efficiency example [5]

Variables Assessment Contributions Assessment Contributions Assessment Contributions

a High Bad (low) Medium Medium Low Good (high)

b High Good (high) Medium Medium Low Bad (low)

c High Bad (low) Medium Medium Low Good (high)

d High Good (high) Medium Medium Low Bad (low)

e High Bad (low) Medium Medium Low Good (high)

3.3 Outcomes Evaluation

Testing processes were carried out after implementing the proposed modules as simple
Spanish language-translation tools of statistical results. The application processed data
records stored in a previous stage of this study, and new data was collected. The data
stored in the cloud included 699 children using the EDG freely at home and monitored
by teachers at school. The EDG tested were used in the second semester of the year
academic calendar between 2019–2020 to complement the learning process about the
content of Natural Environment teaching to children between 4 to 7 years old who were
attending the first and second level of primary school. With this data, we undertook
several tests for analyzing favorable and unfavorable cases completed. For example,
Fig. 2 shows a MIDI-dashboard view presenting the number of children monitored and
statistic graphs of the Story game time view (yellow bars) and gaming completed and
abandoned (Green bars) of the entire series ’Natural Environment.’

Games

Children Number 

Fig. 2. MIDI-dashboard view -number of children monitored and EDG story statistic graphs-
(Color figure online)

The testing was primarily done examining the data from the MIDI-dashboard about
the game series “En mi Entorno Natural” (In my Natural Environment), with the chap-
ters named in Spanish “Los Seres” (The Beings), “Animales” (Animals), and “Plantas”
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(Plants) see Fig. 3. These game series are continually used in schools selected to be
favored with this project as a pilot school in low-income sectors in Guayaquil, Ecuador,
encouraging the use of technology and education using active learning. The EDG used in
tablets andmobile phones as part of an active learning process complements the academic
curriculum content in the Spanish language determined by the Ministry of Education
of Ecuador for primary education. These EDG tested are part of the MIDI-AM apps
available in beta versions in the Google Play Store.2

Fig. 3. MIDI-Dashboard statistic results (Using the games showing correct and incorrect answers
(blue and pink stoked bars), time by games -yellow bars-, and level of the game completed and
abandoned -green bars-). (Color figure online)

For each of the game levels, metrics of each usability and playability factor are
calculated. Figure 4 is an example showing a Spanish results table with a qualitative
valuation between low, medium, and high for each factor range obtained for the case of
Natural Environment – Beings-Activity-4.

Finally, general evaluation statements of Playability metrics are shown to assess each
factor evaluated through fuzzy analysis. See Fig. 5, presenting an example of assessment

2 http://midi.espol.edu.ec/descargaproductos/.

http://midi.espol.edu.ec/descargaproductos/
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outcome cases evaluated. The results can be favorable (high, medium), unfavorable
(low), or inconsistency detected (when data identified was incomplete) to finally obtain
the Playability outcomes from themetrics calculated. In this case, a lowPlayability result
is shown. These factors help end-users to evaluate the dashboard outcomes, presenting
more precise results based on the metric.

Fig. 4. MIDI-Dashboard screen showing n fragment assessing table of Efficiency, Effectivity,
Flexibility, Satisfaction, and Playability metrics in Natural Language outcomes (translated).

Fig. 5. General evaluation of Metrics in Spanish Natural Language statements (translated).
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4 Discussion Results and Conclusion

Teachers from the three selected schools and 130 parents (related to children who used
theMIDI-AMgames series in schools placed in low-income areas)were invited for focus
groups and interviews for the undertaken tests. The first focus group began explaining
to them the use of the games, how children can play the games on tablets and mobile
phones. At the end of the scholar year, we undertake another activity by doing a new
focus group with six of the teachers and around 30 of the most committed parents to
monitor the use of the game, showing them a statics graphic outcome. Then, a Spanish
written summary statement report. One of the outcome examples used was the Natural
Environment – The Beings game used (see Fig. 6).

Fig. 6. MIDI-Dashboard results in a statistic graph (Spanish NL report translated)
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We noted that all of them remain just observing the statistic graphic (Fig. 6, frame
above), expecting us an explanation about them. However, Teachers and parents read
the report when we showed them the information translated to NL using simple Spanish
explaining the same graphic outcomes (Fig. 6, frame below). After reading the LN
report, they gave us their opinion. Also, they provided feedback about what they think
concerning the outcome obtained and what they can do to encourage the game to use
better (if the reading results were not okay). Besides, the teachers were motivated to
recommend improvements for the game to obtain better results.

Additionally, using the fuzzy NL application adapted to the MIDI dashboard and the
teachers’ evaluation based on the written Spanish report, we detected some inconsis-
tencies in the data that need to be removed periodically. For example, the limit of time
and abandoned games occurs because they leave the game open, causing inconsistencies
in the time game. Parents and teachers also recommended more NL reports containing
written information about children’s game usage and playability individually and by
level.

From the interviews and focus group observation results, we identify that primary
school teachers and parents understood the Spanish NL information presented in the
reports and, in some cases, on the screen. However, they did not make much comment
about the possible understanding of statistical graphics. Thus, it was verified that fuzzy
logic could be applied to interpret educational video gamesmetrics statistics using simple
Spanish language presenting results as a textual explanation, suitable for understanding
any audience with a lack of statistics knowledge.

4.1 Conclusions

The proposed solution results meet the objective of moving beyond simple play by
learning goals to prepare future learning measurable within games with feedback easy to
understand to any audience, facilitating incorporating playful learning principles as part
of the design. Fuzzy logic converts crisp numeric values of metrics obtained frommobile
game applications into a narrated common Spanish language to NL easy-to-understand
answer the research question.We conducted several qualitative tests using the developed
module with observation techniques to gather adults’ opinions on children’s education.
Also, a quantitative analysis of various cases was taken from 728 records of users playing
the games, at home, or attending one of the three primary schools of low-income areas
in Guayaquil, Ecuador (used as pilot groups). We extracted the minimum and maximum
of each of the metrics used from the data.

Moreover, we identified the level and number of players who completed several
games with their level to be played. Both favorable and unfavorable cases showing
relevant information or inconsistency are presented in NL as written Spanish sentences
that are easy to understand for parents and teachers at primary schools. Besides, unusual
data uploaded and monitored in a dashboard can be debugged and corrected after any
inconsistent review period. However, more evaluation from primary schools’ teachers
and parents needs to refine the NL results.

The outcomes and the developed tools provided more reliable results of EDG mon-
itored in a dashboard, focusing on people without statistical knowledge. Thus, we have
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expanded the scalability concept of using any application to understand different users
involved in primary education who might not have technical skills.

4.2 Future Work

The linguistic rules generated for EDGSpanish language feedback are static for three lev-
els (low, medium, high). The improved tool to be developed to evaluate EDG, especially
measuring their usefulness and playability in learning environments, should keep as sim-
ple as is possible but more flexible to increase the outcomes options for stakeholder’s
analysis. For games learning interpretation of outcomes feedback in NL intermediate
conclusions, rules for the metric evaluated with the dashboard are recommended. How-
ever, conclusions must be more dynamic regarding the results in an expanded fuzzy
system set of inferences. In this regard, it is also essential to consider revising the Span-
ish compositions statement’s structure based on more experts’ professional criteria in
psychology, pedagogy, and copywriters to expand fundamental linguistic rules for the
feedback’s outcomes generated.
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Abstract. Gentrification is a worldwide phenomenon that generates
population displacement due to various economic and social factors that
change the way of life of residents in a geographical space. It also has a
greater incidence in urban areas that have a Historic Center, as is the
case for many Latin American countries that preserve these spaces as part
of their cultural heritage. Quito stands out as an important case study
of the gentrification phenomenon in its Historic Center. The increase
in tourism and economic activity in the sector has generated the right
environment for its development, elevating the cost of living by increas-
ing the capital gain, thus promoting population displacement.

Currently, information on the gentrification phenomenon in Quito is
scarce and it is not feasible to examine the phenomenon and how it has
been developing over the decades. Therefore, the purpose of this research
was to create a web system that employs geographic tools to analyze and
visualize gentrification. The use of GIS in particular provides a better
representation of the model used for the study and a different visual-
ization of the data, making the user experience much more interactive.
Based on this premise, the web system was created in such a way that it
will allow the local government to better identify, visualize, and analyze
the phenomenon. This will motivate the local government to generate
public policies to reduce gentrification in the study area.

Keywords: Gentrification · Web application · GIS · Historical
center · Decision-making

1 Introduction

The term ‘gentrification’ goes back decades. It was first proposed in 1964 by
researcher Ruth Glass [10], who investigated the relationship between housing
and social class problems in central London. These problems were caused by the
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rapid changes and renovations taking place in Victorian buildings, leading to a
substantial increase in price that meant these houses were now bought by people
with a higher income, resulting in the eviction of the working class. Glass used
the term ‘gentry’ as this was the name of the British landowning class [33]. In
Latin American countries, the gentrification phenomenon has been observed and
studied for several years. This phenomenon results in the displacement of the
original residents of a specific neighborhood, who are usually on a low income
and located in the center of the city due to a strong real estate investment in the
sector [4]. Real estate investors look for cheap properties in central neighborhoods
and purchase them with the aim of redeveloping and selling them to high-income
consumers [18]. The government also gentrifies by rehabilitating public spaces,
which generates an increase in capital gain in the area and therefore in the
rent, forcing people to sell their properties due to the high cost of living [8,19].
Previous studies have demonstrated that the maintenance of historic centers
makes the area a much more attractive space for gentrifying agents [20,27,32].

Latin American cities such as Buenos Aires, Santiago de Chile, and Mexico
have undergone territorial modifications that have influenced population move-
ments [2]. For instance, Cuenca’s remodeling and relocation of informal jobs
improved the visual appearance of the city, which opted for tourism develop-
ment following its recognition as a world cultural heritage site [14,18,30]. In
Quito’s Historic Center, this is evidenced by the growth of tourism, which pro-
motes the conservation and rehabilitation of antique buildings and urban spaces
declared as part of the Cultural Heritage of Humanity by UNESCO [35].

This study aims to demonstrate the usability of Geographic Information
Systems (GIS) in contributing to methodologies that permit the identification
and analysis of gentrification. It also facilitates an exploration of socioeconomic
characteristics associated with gentrification, with an emphasis on generating
useful information for local governments.

To identify the phenomenon, a model based on similar studies conducted
elsewhere in the world will be applied and adapted to the context of the Historic
Center of Quito. Once the model and its results have been identified, they will be
visualized and demonstrated through the use of GIS. In this way, the usefulness
of these systems can be exhibited via the representation of data through maps,
making them a useful tool to support decision making in the creation of policies
that will help reduce the incidence of gentrification.

2 Related Works

Gentrification has previously been studied in other countries, which have evi-
denced the existing population displacement in the areas studied. In a global
context, gentrification has different consequences according to the dimensions of
the research. For instance, some researchers consider the phenomenon to be a
social and economic issue [18] while others believe that gentrification is a result
of the development of cities [2]. In either case, defining the phenomenon spatially
for the purpose of urban planning is essential.



144 J. P. Zambrano et al.

Proper urban planning takes into consideration the socioeconomic, territorial,
environmental, transportation, and demographic factors that contribute to city
planning, which is usually projected for future years. This planning relies on large
amounts of data that can be collected through the use of GIS, and analyzed,
represented, or modified to generate a spatial relationship through maps [23].
Therefore, GIS has become a tool for urban planners that enhances the value of
the information they possess and utilize for decision making [17].

The ongoing changes in cities makes visible the presence of gentrification,
especially when they have a colonial center, as is the case for many cities in
Latin America. As an initial approach to the topic, a review was conducted of
previous studies on the phenomenon that have identified similar characteristics
between metropolitan cities. This served to identify an analytical model that
allows gentrification to be identified in the Historic Center of Quito. Several
studies have measured gentrification based on census data. For example, Gal-
ster and Peacock (1986) analyzed Philadelphia census variables using regression
models [9], while other research has explored the relationship between eviction
and gentrification; for example, Desmond and Gershenson in the USA in 2017,
or Reades in London in 2019 [7,31].

The use of census data led to the use of the model proposed by Dr. David
J. Hammel, which identifies gentrification based on population and housing cen-
suses, thus facilitating its analysis [11]. An example of the analysis of gentrifica-
tion is provided in a thesis developed by Dr. Li which explored the phenomenon
from 1900 to 2000 in Chicago. This thesis used as its basis a model similar to that
developed by Hammel and Wyly in 1996, Freeman in 2005, and Headlamp and
Lucas in 2006. This provides an approximation of how the study should be devel-
oped, especially in terms of how the variables describe the phenomenon using
a methodology that defines a neighborhood as gentrified through calculations
based on census data.

Specifically, Hammel performed a Principal Component Analysis (PCA) of
several individual income variables; tenant ratios; socioeconomic status based on
employment; and percentage of artist residents. In addition, Freeman conducted
work on the gentrification of New York using variables related to downtown
location, low income, older homes, higher educational attainment, and a steeper
rise in house prices [13].

Because an analysis involving GIS has been proposed for decision making,
the online system developed by the University of California Berkeley for the
study of gentrification was used as an example of prototyping. This identifies
gentrification and its impact through the use of interactive maps, facilitating an
understanding of the phenomenon over time and the variables that describe it
[34]. This system aims to enhance knowledge and understanding of gentrification
and neighborhood transformations (see Fig. 1).

Based on previous works, this research in the Historic Center of Quito uses
the model proposed by Hammel [11]], drawing on census data to identify gen-
trification. The data were obtained through a collaboration with the National
Institute of Statistics and Census (INEC), whose demographic data are publicly
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Fig. 1. University of California Berkeley web system for the gentrification phenomenon
visualization using GIS.

available on their website. To conduct the analysis, information from the 1990,
2001, and 2010 censuses was collected as this enabled a comparison to be made
between several decades.

Subsequently, the data obtained for the statistical analysis in maps was col-
lated to provide a better visualization of gentrification in the Historic Center
using GIS. Such visualization was performed on a web application to ease access
to and enhance comprehension of the information for users and competent gov-
ernmental entities. This will help to motivate the creation of public policies that
reduce gentrification.

3 Method

To perform this study, the following process was implemented. The first step
was to select a method to calculate and quantify the gentrification phenomenon
so that it could be visualized through the use of GIS. Once the method was
selected, the data were collected – which involved obtaining census data – and
the variables were selected in accordance with the method. Data analysis was
then performed, which involved cleaning the data, obtaining map layers, and
uploading them as a web service. Finally, the results were obtained and displayed
in the web application and visualized using GIS tools, as depicted in Fig. 2.

3.1 Method Selection

The decision to select Hammel’s method was based on a comparison of existing
methods employed to study the phenomenon of gentrification.

For instance, Freeman’s model [8] proposes the use of two methods: the first
is to obtain data from the population and housing census to identify the area in
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Fig. 2. Process used to develop the method.

which gentrification occurs and the second is a Panel Study of Income Dynamics
(PSID), which consists of a longitudinal survey of a representative sample of U.S.
individuals and the families with whom they reside [15]. The PSID has become
a powerful tool as it contains geo-coded information on the same families since
1968. This model was not considered in the research as its primary source of
information was the income of the family nucleus, which is not available in
Ecuador.

An alternative model proposed by Nesbitt [28], was based on the collection of
a large amount of data that provide indicators relating to the representation of
gentrification through the use of GIS, adding geocoding so that the statistics can
be visualized on maps. These indicators encompass multiple variables relevant to
the study area, such as the average income, the number of occupied dwellings,
the proximity of the dwellings to commercial sectors, and even the proximity
to sectors of historical value. However, the Nesbitt model was not considered
because the Ecuadorian government does not elicit all the information required
within its census to develop the proposed variables, and some of the information
necessary for its development is not publicly available.

The Hammel method [11], was derived as an alternative to the existing
dichotomy between field work, using surveys of public officials [3] or surveys
of published accounts [1], and population censuses. This method makes it pos-
sible to reduce the information gap in gentrified areas by using census data,
which provides concise information on the local population. The method works
by creating variables that help to identify gentrification by taking into consider-
ation local changes in housing, a topic that has been proposed by several authors
[6,12,21,22,24,29]. Therefore, the Hammel method was adapted to the data that
exist within the population and housing censuses of Ecuador, thus allowing the
variables to be matched.
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3.2 Data Collection

The 13 neighborhoods that make up the Historic Center were selected as the
study area as they are characterized by a high level of commercial activity, a
high population density with wide age ranges, and the constant recovery and
maintenance of historic sites. All the above-mentioned causes were added to
factors such as tourist investment and urban improvement by the government,
which has transformed the spatial aspect to attract real estate investment, gen-
erating an ‘artificial landscape’ [14,26].

The census data analyzed in this study were taken from the years 1990, 2001,
and 2010. This is because censuses in Ecuador are conducted every 10 years and
INEC only possess digitized information from the 1990 census onwards. Table 1
compares the Hammel variables with the variables used for this study.

Table 1. Comparison of model and census variables.

Hammel variables Selected variables

Socioeconomic Socioeconomic

1. Median household income Not considered

2. Change in median household income Not considered

3. Percentage of workers in managerial,

professional, or technical occupations

1. Percentage of workers in managerial,

professional, or technical occupations

4. Change in percentage of workers in

managerial, professional, or technical

occupations

2. Change in percentage of workers in

managerial, professional, or technical

occupations

5. Percentage of persons age 25 and over with

4+ years of college

3. Percentage of persons age 25 and over with

4+ years of college

6. Change in percentage of persons age 25 and

over with 4+ years of college

4. Change in percentage of persons age 25 and

over with 4+ years of college

Housing Housing

1. Median rent Not considered; instead, the variable ‘Improved

Structures’ was calculated2. Change in median rent

3. Change in median house value

Population Population

1. Persons 1. Total persons

2. Employed persons 2. Employed persons

3. Workers employed in managerial professional

or technical occupations

3. Workers employed in managerial professional

or technical occupations

4. Persons age 25 and over with 4+ years of

college

4. Persons age 25 and over with 4+ years of

college

The variable “Improved structures”, was calculated on the basis of census
questions about the structure and condition of the house, such as walls, roof,
floor, water supply, connection to the sewage network, electrical connection,
telephone connection, garbage collection, and other variables that have changed
continually over the years such as internet connection.

Table 2 presents the population-type variables selected from the 2010 census.
It presents the model variable, the census question code, the question content,
and the score obtained for each question.
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Table 2. Population questions selected for variable measurement in 2010 census.

Populationa

Selected variables from

Hammel model

Census question code Census question Score

Total persons TP1 Total persons 1 Number

Employed persons TIPOACT Activity type Activities described

on census

Workers employed in

managerial, professional

or technical occupations

RAMACT Recoded branch of activity Branches described on

census
GRUOCU Recoded occupation group Occupations

described on census

P23 Highest level of instruction SUPERIOR

Persons age 25 and over

with 4+ years of college

P24 Highest grade, course, or year 4

P03 Age ≥25
aData obtained from the 2010 INEC Population, Home and Housing Census - Population Section

In this particular case, the score obtained was calculated using a code devel-
oped in Python which takes the different values each question can yield and
assigns a Boolean-type value that identifies the population that meets the char-
acteristics of gentrification. This table also presents the socioeconomic informa-
tion considered in the variables for the study; this was achieved by calculating
the percentage changes between each census period.

According to INEC, a census housing is defined as: “A structurally separate
housing enclosure with an independent entrance built or arranged to be inhabited
by one or more persons, provided that at the time of the census it is not used
entirely for a different purpose.”. Similarly, INEC defines a census home as: “...
made up of one or more persons, who are not necessarily related, sleep in the
same housing, cook their food together and share the same expenses for food, i.e.,
they eat from a common pot.” [16].

Although the terms have different definitions, the set of questions in both
sections allows the creation of the “Improved Structures” variable. For this vari-
able, the research team calculated a score according to the response options the
question may have; the higher the score obtained, the greater the change in the
housing structures.

Tables 3 and 4 present information obtained for the housing and home sec-
tions of the 2010 census. These contain the census question, the question code,
the different response options, and the score assigned depending on the type of
response. It is important to specify that INEC’s interpretations of census terms
means several homes may be included in the same housing, i.e. when two families
live in the same housing but they have separate expenses. When this was the
case, an average of the “Improved Structures” variable was calculated. It should
also be noted that the housing and home sections appear separately in the 2010
and 2001 censuses; whereas in the 1990 census they are represented as one single
section.
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Table 3. Housing questions selected for variable measurement in 2010 census.

Housinga

Census question Census question code Census answer options Score

Type of housing VTV 1= Home, 2= Apartment in house or building,
3= Rental room, 4= Unfinished construction,
5= Ranch,6= Hovel,7 = Hut, 8 = Other private,
9= Hotel/guesthouse/residential/hostel,
10= Military barracks/police/firefighters,
11= Jail/social rehabilitation center,
12= Child/woman/indigent shelter,
13= Hospital/clinic, 14= Convent, 15 = Nursing
home/orphanage, 16 = Other collective, 17 = No
housing

1 = 17pts, 2= 16pts, 3 = 15pts, 4 = 14pts,
5 = 13pts,6 = 12pts, 7= 11pts, 8 = 10pts, 9 = 9pts,
10 = 8pts, 11= 7pts, 12 = 6pts, 13 = 5pts, 14= 4pts,
15 = 3pts, 16= 2pts, 17 = 1pt

Predominant material of the
roof or deck of the house

V01 1= concrete(slab, cement), 2= asbestos, 3 = zinc,
4= roofing, 5= palm leaf/straw/leaf, 6 = other
materials

1 = 6pts, 2= 5pts, 3 = 4pts, 4 = 3pts, 5= 2pts, 6 = 1pt

Predominant material of the
exterior walls of the house

V03 1= concrete, 2= brick/block, 3= adobe,
4= wood,5 = coated cane, 6 = uncoated cane,
7= other materials

1 = 7pts, 2= 6pts, 3 = 5pts, 4= 4pts, 5 = 3pts,
6 = 2pts, 7= 1pt

Predominant material of the
housing floor

V05 1= parquet/plank/floating floor, 2 = untreated wood,
3= ceramic/vinyl/marble, 4 = brick/cement, 5= rod,
6= earth, 7 = other materials

1 = 6pts, 2= 5pts, 3 = 7pts, 4= 4pts, 5 = 3pts,
6 = 2pts, 7= 1pt

Condition of the roof of the
house

V02 1 = good, 2= regular, 3 = bad 1 = 3pts, 2= 2pts, 3 = 1pt

Condition of the walls of the
house

V04 1 = good, 2= regular, 3 = bad 1 = 3pts, 2= 2pts, 3 = 1pt

Condition of the floor of the
house

V06 1 = good, 2= regular, 3 = bad 1 = 3pts, 2= 2pts, 3 = 1pt

The water that the house
receives is?

V08 1= pipe inside the house, 2 = pipe outside the house
but inside the building/batch/land, 3= pipe outside
the building/batch/land, 4 = no piped water

1 = 4pts, 2= 3pts, 3 = 2pts, 4= 1pt

Where the water that the
house receives mainly comes
from?

V07 1= public network, 2 = well, 3= river/spring,
4= delivery cart, 5= other(rainwater)

1 = 5pts, 2= 4pts, 3 = 3pts, 4= 3pts, 5 = 1pt

The toilet service of the
house is?

V09 1= connected to public sewage system, 2 = connected
to septic tank, 3 = connected to cesspit, 4 = discharge
to sea/river/lake, 5= latrine, 6 = no toilet

1 = 6pts, 2= 5pts, 3 = 4pts, 4 = 3pts, 5= 2pts, 6 = 1pt

The service of electric
light(energy) of the housing
comes principally from?

V10 1= utility grid, 2= solar panel/light generator,
4= other, 5 = no power

1 = 5pts, 2= 4pts, 3 = 3pts, 4= 3pts, 5 = 1pt

The house has an electricity
meter?

V11 1= exclusive use, 2= common use to several houses,
3= no meter

1 = 3pts, 2= 2pts, 3 = 1pt

Primarily how is the garbage
disposed?

V13 1= collecting cart, 2 = waste ground, 3 = burn,
4= bury, 5 = throw into river/canal, 6 = other

1 = 6pts, 2= 5pts, 3 = 4pts, 4 = 3pts, 5= 2pts, 6 = 1pt

aData obtained from the 2010 INEC Population, Home and Housing Census - Hous-
ing Section

Table 4. Home questions selected for variable measurement in 2010 census.

HOMEa

Census question Census question code Census answer options Score

Exclusive room for cooking H02 1= YES, 2 = NO 1 = 3pt, 2 = 0pt

Home hygiene service H03 1= exclusive use, 2= shared with several households,
3= does not have

1 = 3pts, 2= 2pts, 3 = 1pt

Does this home have a space
with facilities and/or shower
for bathing?

H04 1= exclusive use, 2= shared with several households,
3= does not have

1 = 3pts, 2= 2pts, 3 = 1pt

What is the main fuel or
energy this home uses for
cooking?

H05 1= gas (tank/cylinder), 2 = centralized gas,
3= electricity, 4= wood/carbon, 5 = vegetable and/or
animal waste, 6 = other (gasoline, kerex), 7= no fuel

1 = 5pts, 2= 6pts, 3 = 7pts, 4= 4pts, 5 = 3pts,
6 = 2pts, 7= 1pt

Primarily, the water that the
members of the home drink
is?

H06 1= drink it as it comes, 2 = boil it, 3= chlorinate it,
4= filter it, 5 = buy purified water

1 = 1pt, 2 = 2pts, 3 = 3pts, 4= 4pts, 5 = 5pts

Does this home have a
telephone service?

H07 1= YES, 2 = NO 1 = 3pt, 2 = 0pt

Does any member of this
home have cell phone service?

H08 1= YES, 2 = NO 1 = 3pt, 2 = 0pt

Does this home have Internet
service?

H09 1= YES, 2 = NO 1 = 3pt, 2 = 0pt

Does this home have a
computer?

H10 1= YES, 2 = NO 1 = 3pt, 2 = 0pt

Does this home have cable
television service?

H11 1= YES, 2 = NO 1 = 3pt, 2 = 0pt

aData obtained from the 2010 INEC Population, Home and Housing Census - Home
Section
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3.3 Data Analysis

Once the census questions related to the research were identified, Python code
was developed to extract and clean the data obtained from the SPSS databases,
and then transform it into CSV format. Once the data had been transformed,
it was filtered and then separated according to the following census sections:
population, housing and home. Each of these sections was cleaned using codes
that removed the columns containing questions not considered and generated
new columns with result information, such the sector code column that originates
from the union of the following columns: province, canton, parish, and sector.

After obtaining the data for each neighborhood, we proceeded to perform
the analysis with GIS. Each item of data was loaded into the GIS in order to
match the sector codes obtained with the polygons containing the geographic
coordinates. The polygons of the geographic layers contain the areas delimited
for the census execution; these layers include the neighborhoods and sectors,
representing the levels at which the study was carried out. Also, the geographic
layers were acquired from various sources, including INEC, the Municipality
of the Metropolitan District of Quito (MDMQ), and the Military Geographic
Institute (IGM) in SHP format.

Once the population, housing, and home values were matched in the geo-
graphic layers, we generated the ‘gentrification’ attribute for each neighborhood.
Subsequently, the final layers with the information were uploaded to the GIS
cloud as a ‘Feature Layer’, transforming it into a web service that can be con-
sumed by other applications. Figure 3 presents the architecture of this process.

Fig. 3. Architecture of layer creation and deployment.
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4 Results

The geographic layers are made up of the polygons of the census mapping of
neighborhoods and sectors and the generated statistics as a result of the research.
The scale is set by default to a zoom value of 15 at the coordinates [−78.5155452,
−0.2220584] that represent the set of neighborhoods and sectors that constitute
the Historic Center. All layers stored in the cloud were created using INEC
census cartography and the results obtained, so these are unique layers created
by the authors and publicly available as a reference for future research.

The results obtained in the geographic layers stored in the cloud were used
as a service for the web application created to visualize them. The web appli-
cation allows the data to be visualized through interactive maps that display
the information according to the conditions selected in the panel by the user. In
addition, the user also selects which statistical information to present.

Figure 4 presents a screenshot of each of the panel options and the informa-
tion displayed. The panel displays the following options:

– Census results: Contains the results obtained from the 2010, 2001, and 1990
censuses, respectively.

– Gentrification - Sectors: Presents a comparative map of the sectors and their
gentrification status for 2 consecutive years.

– Gentrification - Neighborhoods: Presents a comparative map of neighbor-
hoods and their gentrification status for 2 consecutive years.

Table 5 presents the results of the gentrification phenomenon for each neigh-
borhood. Here we identify the neighborhood; the status of the phenomenon as:
Gentrifiable (G), in the Process of Gentrification (GP), or Not Gentrifiable (NG);
the percentages by which each of the variables that influence gentrification have
changed for each period: the percentage of People aged 25 or above (%P25);
People with employment (%EP); People with managerial, technical, or admin-
istrative employment (%MEP); People identified as gentrifiable (%GP); People
with higher education (%PHE); and Changes in Infrastructure (%IC).

Positive values indicate an increase in the variable while negative values
indicate a decrease.

The results obtained for the neighborhoods were calculated by averaging
all the sectors that constitute each neighborhood. As explained previously, the
distribution of sectors that form part of each neighborhood changes for each
census measurement, therefore a generalized measure had to be used.
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(a) Census results

(b) Gentrification - Sector Level

(c) Gentrification - Neighborhood Level

Fig. 4. Display of information and results in the web application.
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Table 5. Results of the gentrification phenomenon for each neighborhood.

Neighborhood Period Status Gentrification variables

Y1 Y2 %P25 %EP %MEP %GP %PHE %IC

Gonzales Suarez 1990–2001 G G −19.15 146.68 117.56 32.91 −5.73 5.8

2001–2010 G G −2 12.59 59.82 −37.14 −6.17 31.8

La Loma 1990–2001 G G 0.48 172.47 99.04 −10.70 −3.04 7.03

2001–2010 G G −12.27 0.48 45.26 −14.06 −0.46 28.24

La Merced 1990–2001 G G −2 195.4 178.43 −10.91 0.97 11.88

2001–2010 G G −31.85 −14.92 18.31 −26.53 −14.7 35.03

La Recoleta 1990–2001 G G −1.94 265.05 146.94 57.69 −3.33 1.32

2001–2010 G G 19.97 41.53 65.29 −82.93 14.78 30.06

La Sena 1990–2001 G G −42.54 38.21 115.91 −21.98 −29.96 7.82

2001–2010 G G 1.76 13.2 43.68 −15.49 10.84 38.85

La Tola 1990–2001 G G 35.84 283.65 230.49 52.59 27.46 8.66

2001–2010 G G −22.95 −9.06 6.27 −31.07 −15.82 32.67

La Victoria 1990–2001 G G −33.81 83.39 130.85 19.51 −46.34 5.17

2001–2010 G G 19.20 49.63 54.38 26.53 16.91 29.14

Panecillo 1990–2001 NG GP −15.99 102.52 202.69 5.29 −13.92 8.24

2001–2010 GP G −11.36 8.52 5.86 −2.51 1.64 36.87

San Blas 1990–2001 NG GP −22.04 129.8 114.34 −3.31 −18.37 9.72

2001–2010 GP G −16.45 1.54 17.46 −6.29 −15.54 35.15

San Diego 1990–2001 G G 4.58 169.76 170 41.67 −22.9 3.24

2001–2010 G G 21.22 53.14 69.84 55.88 47.37 40.26

San Marcos 1990–2001 G G −29.73 92.69 77.96 −20.47 −29.25 8.19

2001–2010 G G −6.3 0.76 23.56 −26.73 −2.95 34.88

San Roque 1990–2001 G G 17.11 267.21 272.34 113.59 −7.61 5.14

2001–2010 G G −2.7 16.57 51.71 5 5.32 32.65

San Sebastián 1990–2001 G G −8.01 206.33 283.65 50 −4.63 7.68

2001–2010 G G −4.85 18.29 41.6 −20.11 5.01 28

5 Discussion

In 2015, the Municipality of the Metropolitan District of Quito (MDMQ) pub-
lished a document entitled the ‘Metropolitan Plan for Development and Land
Use Planning’ that contains a section dedicated to ‘Historic Areas’ [25]. The
explanation provided in the document regarding gentrification is based on the
geographical phenomena observable at first sight, such as the scarce mobility
that exists in the Historic Center because the space when it was created was not
designed for the current volume of traffic and mobility. The document identi-
fies the development of social and economic factors that have had an impact on
the incidence of gentrification, such as drug micro-trafficking, prostitution, and
homelessness, which are some of the causes of depopulation in this area.

The document proposed by the MDMQ recognizes the existence of gentrifica-
tion in the study area, but does not quantify it because no research projects have
been conducted to gather more information on the phenomenon and substantiate
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the social, cultural and economic factors mentioned. Therefore, the dimensions of
the phenomenon and how it has or may affect the local population are unknown.

The use of a model such as Hammel’s enables urban planners and local
governments to visualize the current situation regarding gentrification and how
it has changed over time. In this way, GIS is a support tool for strategic decision
making in territorial planning that takes into consideration the development of
gentrification and thus proposes policies to mitigate or halt its advance. Although
the data used for the study were not all proposed by the model, the existence of
gentrification in the study area was clearly demonstrated.

It is clear that the visualization through the use of GIS allows the process of
change the area has undergone in terms of gentrification to be observed. It also
provides the authorities with a way to identify the spaces that require greater
attention to prevent depopulation in these areas. The conducted research allows
observing the incidence of the gentrification phenomenon in the studied area over
the years. In addition, it becomes a contribution to the development of digital
documentation about the phenomenon through the use of a model, thus allowing
the generation of a space for future research. A periodic study of the evolution
of gentrification can be maintained as this investigation provides a model that
allows it to be calculated over time and displayed using GIS.

6 Conclusions

Evidence for the continuation of gentrification over the years in the study area
demonstrates how little information local governments have at their disposal to
address the phenomenon. The MDMQ, despite having a dedicated section in the
‘Metropolitan Plan for Development and Land Use Planning’, has not been able
to reduce the incidence of gentrification.

Territorial planning considers the economic development of the study area as
a space with tourist potential, but at the same time has not taken into consider-
ation the repercussions of the increase in the value of public space, which is one
of the main causes of depopulation. As indicated in the results obtained from
the research, these changes in structures play a fundamental role in determining
the existence of gentrification in the study area.

The use of a model that quantifies gentrification ensures it is taken into
consideration for subsequent territorial planning. Similarly, in the case of INEC,
the census questions could cover more information, thus allowing studies carried
out on the subject to be much more complete.

The contribution of GIS as a data visualization tool allows users to better
understand the data. Using geo-coded information also facilitates the identifica-
tion of a correlation between demographic data and the geographic position of
these data, which gives added value to this information. It also enables demo-
graphic phenomena such as gentrification to be measured over time and thus
generates new opportunities for research.

The application presents the information obtained as a result in the geo-
graphic layers, the reports generated from the information obtained, and a pro-
jection of the data for the year 2020. The projection was calculated using the
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methodology proposed by the University of California, Berkeley, taking into
account the limitations of the data for the historic center of Quito [5].
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Abstract. The lack of Internet access increases the digital divide in the
educational sector of developing countries, specifically in marginal and
remote sectors, limiting universal access to Information and Communica-
tions Technology (ICT). This research aims to present a local educational
resources access system for improving the Internet browsing experience,
enhancing the user learning process (i.e., students, teachers, and admin-
istrative personnel) in the distance learning education system. Thus, this
solution reduces the access time to digital content and broadband data
consumption based on a low-cost web technology solution, affording two
Internet browsing modes when there is a low or null Internet connection
in the last mile. This proposal combines a multipurpose mini local server
with a Learning Management System (LMS) platform of a higher educa-
tion institution on the Internet, distributing educational resources (i.e.,
open e-books, videos, audios, images, among others) through secondary
Uniform Resource Locators (URLs). Besides, the solution uses the exist-
ing small-scale Local Area Network (LAN) infrastructure available in
a remote associate center in the Galapagos Islands. Finally, technical
results submit the access system performance after the pilot test in the
second term of an academic period (October 2019 - February 2020). The
information provides evidence of the cached requests made by the devices
(i.e., desktop computer, laptop, smartphone, or tablet) connected to the
network.

Keywords: Educational resources access system · Low latency ·
Satellite link · Offline e-platform

1 Introduction

In an expanding digital age, Internet access promotes internationalization, trans-
ferring knowledge between societies [1]. The usage of different technological solu-
tions encourages the economic performance of developing countries [1,8], mak-
ing it possible to reduce the digital divide in remote areas [7,12]. The lack of
Internet access is due to low investment, poor infrastructure, lower revenue, and
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foreign location [2,4,8,18]. Therefore, the inequality access to an Internet connec-
tion increases the disparities in the education sector in remote zones [12,14,15],
avoiding the development of digital territories [14,15]. These scenarios include
all levels of education (i.e., primary, secondary, and higher education).

Universal access to ICT has to be promoted in marginal urban sectors, con-
sidering Internet access as a primary service [6]. The continuous digitalization
process depends on the infrastructure and policies of each region [3], where
telecommunication infrastructure is one of the pillars of pedagogical progress
[7]. ICT inclusion reduces digital illiteracy, fomenting new learning and teaching
methods. Therefore, ICT integration with society does not only depend on the
Governments [3]. Other non-governmental organizations (i.e., foundations, com-
panies, and universities) play a significant role, enhancing learning experiences
[3]. Promoting new initiatives encourages the democratization of education based
on web technologies [14,15], creating opportunities for vulnerable users that live
in areas with low broadband speed [5].

There was a fixed and mobile Internet density of 66.18% per 100 inhabitants
in Ecuador in the last quarter of 2019 [13]. Each city has a different broad-
band speed, depending on the location. However, there is a poor connection
level in the Galapagos Islands [5]. Today, there is not yet an optical fiber con-
nection with continental Ecuador. The telecommunications infrastructure is not
homogeneous due to the poor investment projects in remote areas. In the same
quarter, the islands used to have a fixed Internet accounts density of 0.20% per
100 inhabitants [13]. Besides, mobile Internet service depends on the technol-
ogy and coverage area of the service providers. Therefore, broadband speed is
deficient around the city. This service depends on the connection type to the
Internet on the Internet Service Providers (ISPs).

In developing countries, ICT integration has a significant social impact,
encouraging equality among minorities. This research presents a local educa-
tional resources access system that solves the low Internet connection issue to
a high cost in distant zones. This work allows the strengthening of the distance
learning education system in a remote associate center of the Universidad Téc-
nica Particular de Loja (UTPL) [17]. The technological solution combines the
access system that provides access to local educational resources through the
LMS platform of the UTPL on the Internet, improving the Internet browsing
experience of the users. Furthermore, the solution uses the existing small-scale
LAN infrastructure available in the remote associate center of the Galapagos
Islands. This study validates the access system performance after the pilot test
in the second term of the academic period (October 2019 - February 2020). The
information provides evidence of the cached requests made by the devices con-
nected to the network. However, this research does not influence the conduct of
the users on the Internet.

The remainder of this paper exhibits the following sections. Section 2 presents
an overview of relevant literature. Then, Sect. 3 describes the access system
design. Section 4 submits the technical results. Finally, Sect. 5 exhibits the con-
clusions and future research works.
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2 Related Works

This section presents an overview of the relevant literature. These investigations
reveal some implementations of different technologies in remote areas, showing
the social impact on the community that permits the reduction of the inequali-
ties.

In [4], the work presents a design of a radio link to promote Internet access
in rural zones in Colombia. Besides, the authors deploy a telecommunication
infrastructure between a broadcasting station and a radial production center.
By focusing on indigenous people, ICT inclusion promotes cultural conservation
through courses in the LMS platform. The results show that remote indigenous
communities access e-learning web 2.0 tools based on Moodle as an LMS platform
on the Internet, promoting the integration of minorities. Moreover, the LMS
platform implementation uses cheap and open web applications.

In [9], the research presents some cases of ICT implementation in the last mile
for the benefit of marginal communities. The solutions include productive sec-
tors, such as governance, education, finance, and agriculture. ICT management
reduces costs in the daily activities of the community. Therefore, technology
kiosks decrease the digital divide, access costs, illiteracy, and lack of infras-
tructure. These solutions propose scenarios where private institutions can help
marginal sectors. Consequently, different stakeholders in society have to partic-
ipate in the ICT deployment, suggesting sustainable solutions that benefit all
parties.

Furthermore, in [14], the author shows the findings of a user perspective study
on the impact of ICT in rural India. Besides, the investigation explores ICT
inclusion in the enhancement of opportunities in the rural sector. The research
focuses on a computer network deployment to provide access to a remote zone,
identifying the direct and indirect benefits of the ICT project. Consequently,
ICT inclusion has a positive effect on the development process of a society. The
results show that the reduction of the digital divide incentives equality. More-
over, ICT impacts the economy in remote sectors, fomenting new employment
opportunities.

Finally, in [18], the investigation provides a survey of the literature of tech-
nologies for connectivity implementation in remote areas. The authors present
different rural scenarios worldwide. Depending on the reality of each country,
there is not a single solution to solve a connectivity problem. However, tech-
nological proposals have to be simple in rural areas. New projects have to
reduce implementation costs, focusing on open-source. The connectivity schemes
must consider the integration of fronthaul and backhaul networks. Besides, non-
governmental organizations have to support various connectivity initiatives.

Therefore, the relevant literature shows the feasibility of implementing a
local educational resources access system for improving the Internet browsing
experience.



160 D. Valarezo et al.

3 Access System Design

This section describes the local educational resources access system for improving
the Internet browsing experience that strengthens the distance learning educa-
tion system in a remote associate center of the UTPL. Thus, this defines the
background, architecture, and deployment of the developed device.

3.1 Internet Connection in the Galapagos Islands

Internet users in the Galapagos Islands have frustrating connections experiences
due to low Internet service [5]. This barrier creates a learning disadvantage com-
paring with users in the urban sectors of continental Ecuador [1,4,12]. Therefore,
broadband speed is an essential factor that influences the digital divide [5]. The
UTPL provides tablets to all their students allowing them access to the Internet.
However, due to the low Internet service, the UTPL incentives the innovation
to enhance the Internet browsing experience in the remote associate centers,
providing facilities to realize academic activities.

The UTPL has two remote associate centers in the Galapagos Islands [17].
In this case, the university administrates the small-scale LAN infrastructure
available at each distant associate center. Each of them has a different network
diagram and broadband speed. However, broadband speed depends on the avail-
ability installed by the national or international ISP. The ISP administrates a
satellite link connection in the backhaul network that allows access to the Inter-
net. Besides, the Internet service cost depends on the ISP plans and broadband
speed.

In the Galapagos Islands, there are over 229 students in the Distance Learning
Education Modality of the UTPL (MAD-UTPL, abbreviation in Spanish) [17].
However, the new modality of Law Degree in Spanish of the MAD-UTPL is
one of the three careers with more than ten students, decreasing the sample to
test the access system. In this career, there are 30 students distributed in 46
different courses. On the other hand, the university in the new curriculum uses
the virtual learning environment canvasUTPL, powered by Instructure, as the
new LMS platform, replacing the Moodle platform gradually. Besides, the UTPL
administrates the canvasUTPL.

The existing deficiency in Internet access shows the need to implement inno-
vative technologies based on low latency solutions, increasing ICT inclusion in
the distance learning education system [3,6,9,18]. Hence, this work proposes a
technological solution to improve Internet browsing at the UTPL remote asso-
ciate centers located at the Galapagos Islands. This research focuses on the public
policies recommended by the Ministry of Telecommunications and Information
Society (MINTEL, abbreviation in Spanish) [10,11]. Besides, this work focuses
on the Sustainable Development Goals (SDGs) four and nine proposed by the
United Nations (UN) [16], reducing education inequality and promote telecom-
munication infrastructure in marginal urban sectors [2,18]. On the other hand,
this investigation is an innovative initiative linking academia and entrepreneur-
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ship with society. This study stimulates the Research and Development (R&D)
of new technology solutions in the country.

3.2 Architecture

There is no specific technology to provide a unique connectivity solution. Con-
sequently, the technology proposal depends on the scenario and available sup-
plies [18]. The local educational resources access system implements a devel-
oped device in the last mile, enhancing the LAN infrastructure capacity through
an offline e-platform [4,9,18]. Therefore, the access system affords two Internet
browsing modes when there is a low or null Internet connection [4]. The online
mode permits users to browse using an acceleration system through a Domain
Name System (DNS) caching server. In contrast, the offline method allows the
user the local browse through a local web server. Both modes enhance the brows-
ing perception of the users. Besides, the access system is a low-cost solution to
solve connectivity problems only in the remote associate center of the UTPL
[14,18].

The access system solution uses a developed device known as the “KAMU
Server” powered by the Research Group in Wireless Communications of the
UTPL (GCOMIN-UTPL, abbreviation in Spanish) and the YAKOTT startup,
as shown in Fig. 1. The KAMU Server uses universal hardware Next Unit of Com-
puting (NUC) to create a multipurpose mini local server in the network. The
technical characteristics of the motherboard, Random-access memory (RAM),
and storage driver depend on the manufacture. On the other hand, the devel-
oped device uses a GNU/Linux distribution, providing a primary DNS caching
server and a local web server for the small-scale LAN that improves the Internet
browsing experience. Furthermore, the Operative System (OS) storages the dif-
ferent events of the services in several logs. All digital services are transparent
to the users.

The developed solution comprises five major software components, as shown
in Fig. 1:

– The DNS service that storages each DNS request made by the devices.
– The traffic manager service is in charge of forwards the network traffic between

subnetworks.
– The Web service that implements the local web server.
– The network manager service is responsible for storing all the information

related to the network traffic.
– And the Internet access service that affords access to the Internet.

DNS Service: The developed device works as a primary DNS caching server to
resolve requests of the devices. The DNS Server resolves petitions to the Internet
and the local web server. The DNS log storages each DNS request made by the
users. Therefore, the access system first searches the domain names locally and
then on the Internet. Moreover, the DNS server implements a local DNS cache
to reduce Internet browsing time between recurrent requests. On the other hand,
there is no content restriction to promote universal access to knowledge.
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Traffic Manager Service: The KAMU Server forwards the network traffic
using defined Internet Protocol (IP) table rules. The traffic manager provides
Internet access to the devices connected to the LAN. Therefore, the developed
device redirects the users between the two Internet browsing modes. In the online
method, the users can access the educational resources available on the Inter-
net. However, in the offline system, the users can access the local educational
resources stored on the local web server.

Web Service: When the users select the offline mode, they access the main
page of the local web server. Hence, the main page has the same corporate brand
colors as the canvasUTPL. The developed device provides access to the local
educational resources linked to the canvasUTPL through the local web server.
The web service uses a specific URL for each subject and educational resource.
The Web log storages information of the browser of the devices and claims to the
local web server. The internal storage drive storages the educational resources,
where the access system packages the local educational resources corresponding
to each course. The users can download the educational resources. Moreover,
each package is uploaded to the Internet to facilitate the massive installation
process.

GNU/Linux
OS

DNS Server

IP Tables

DNS Cache

LAN

KAMU Server

Ethernet Network
Interface Drivers

Internet Access
Service

Network
Analysis

Speed Test

Online/Offline
User Behavior

Network Manager
Service

Web Server

Captive Portal

Local
Educational
Resources

Web
Service

In / Forward / Out

Traffic Manager
Service

DNS Service

DNS Logs
Network Logs

Web Logs

Online

Offline

Software

Universal
Hardware Storage Drive

Hardware

Motherboard RAM

Fig. 1. Developed device architecture.
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Network Manager Service: The KAMU Server has an automatic network
management system with multiple real-time services. The execution of the dif-
ferent real-time services is every six hours. The Network log storages information
related to in/forward/out network traffic. The online/offline user behavior ser-
vice monitors when a user opens or closes an Internet connection. The speed test
service watches the broadband speed of the Internet connection. The network
analysis service continuously monitors the DNS request cached.

On the other hand, a remote access service facilitates the foreign manage-
ment of the developed device. Furthermore, the access system has an update
service that upgrades each packet corresponding to each course. However, the
access system performs this process on weekends, avoiding interrupting Internet
browsing.

Internet Access Service: The KAMU Server has one Network Interface Con-
troller (NIC) that uses a Gigabit Ethernet (GbE) network interface, affording
high-speed local services to the devices connected to the LAN. This network
interface provides Internet access through a LAN connection, offering the online
mode to the users. This service adapts to the available broadband speed of the
Internet connection.

3.3 Deployment

As a scenario to implement the access system, this work used a remote associate
center of the MAD-UTPL [17]. The remote associate center is located in Puerto
Baquerizo Moreno, San Cristóbal Island, Galapagos Islands. On the other hand,
the career selected was the new modality of the Law Degree in Spanish of the
MAD-UTPL. There were 14 recurring students on the Island. The pilot test
needed the current participation of the users [6,18]. All the users that visited
the remote associate center had access to the access system, not only the 14
recurring students. Furthermore, there were 16 different subjects distributed in
various courses.

The successful integration of the fronthaul and backhaul network enhances
the connectivity initiatives [18]. Implementation of the local educational
resources access system was possible thanks to the collaboration of the different
departments of the MAD-UTPL [17]. The study took advantage of a small-scale
LAN infrastructure available in the remote associate center of the UTPL, as
shown in Fig. 2. A router, a switch, three desktop computers, a printer, and
access points (APs) made up the LAN infrastructure. Hence, the Wireless Local
Area Network (WLAN) coverage area depends on the power radiated of the
APs, under the Institute of Electrical and Electronics Engineers (IEEE) 802.11
standard.

The KAMU Server used a free port of the switch, as shown in Fig. 2. The LAN
ports are not available to the public. The developed device used a fixed IP address
accessible in the IP addresses reserve range of the LAN. This option prevents
the Media Access Control (MAC) filtering in the Dynamic Host Configuration
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Protocol (DHCP). On the router, the primary DNS server sets the IP address
of the KAMU Server. This configuration permits resolving the requests of the
devices connected to the LAN.

192.168.48.254/24

192.168.48.12/24

WLAN

Associate Center of the UTPL

www.kamu.lan KAMU Server
192.168.48.5/24

Offline

Switch

APs

Router
192.168.48.1/24

Local Multimedia
Resources

192.168.48.11/24

Network Internet
High

Latency
Connection

LMS UTPL

www.utpl.instructure.com

Offline
URL

Online
URL

LAN

IEEE
802.11

Online.
.
.

User n

Fig. 2. Network design.

In the online mode, the access system resolves all the requests to the Internet.
This method integrates the LMS platform with the local educational resources
to reduce the access time, using a secondary URL for access to each educa-
tional resource, as shown in Fig. 2. The developed device is independent of the
ISP network and the high latency satellite link connection to the Internet. This
technological solution changes the meta course (template of each subject) in the
virtual learning environment, independent of the number of virtual classrooms.
Therefore, that permits linking the KAMU Server with the virtual learning envi-
ronment canvasUTPL on the Internet.

In the offline mode, the access system only works within the WLAN coverage
area. If there is no Internet connection available, the access to the local educa-
tional resources is independent of the LMS platform, as shown in Fig. 2. In this
case, the users access directly to the local web server.

To make use of the access system, a user n has to connect his device to the
WLAN. Then, the user n accesses his account in the virtual learning environment
canvasUTPL with normality. On the main page of each course, the LMS platform
presents an informative message indicating that if the user n is in the associate
center, the user n can use another secondary URL to access the local educational
resources linked throughout the course, as shown in Fig. 3a. On the weekly course
distribution, the LMS platform presents another informative message indicating
that if the user n is in the associate center, the user n can use another secondary
URL to access the local educational resources linked in that week of study, as
shown in Fig. 3b. In both scenarios, the access system redirects the user n to the
local web server, as shown in Fig. 3c.

In this case, the users can choose how to access educational resources. The
users perceive only one LMS platform with additional services. Furthermore, the



An Offline Educational Resources Access System for the Galapagos Islands 165

Fig. 3. Combination of the local educational resources and LMS platform.
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local educational resources are the same stored in the virtual learning environ-
ment canvasUTPL. The users have a better Internet browsing experience due to
the browsing speed of the local educational resources. However, the ICT inte-
gration process does not only depend on telecommunication infrastructure [7,9].
This process needs the socialization of the access system to the users [18]. After
the developed device deployment, the technical team socialized the access sys-
tem to the users. Besides, the MAD-UTPL used marketing campaigns through
institutional e-mail [18].

4 Results

This section submits the technical results after the pilot test in the second term
of the academic period (October 2019 - February 2020). The information helps
to identify the characteristics that describe the performance of the access system
[7]. However, there is not possible to obtain the data of the DCHP service. This
service is independent of the KAMU Server.

After filtering information from the DNS log, an additional filter counts and
removes the duplicate entries. This process obtains the daily DNS requests, as
shown in Fig. 4. The DNS server resolved 925330 claims. The activities proposed
in the academic calendar of the MAD-UTPL relate to the usage of the access sys-
tem. The claims increase when there is send of activities and evaluation period.
However, the requests decrease when there is a holiday or a break in the aca-
demic calendar. During the last week, the mandatory containment generated by
the global pandemic causes a continuous decrease.

The analysis of the daily DNS requests provides information on the behavior
of the users. Where 3.08% corresponds to governance sites, 2.46% matches to
e-mail services, 2.35% corresponds to social networking sites, 2.25% matches
to subdomains of the university, 1.54% corresponds to the speed test service,
1.42% matches to the LMS platform, 1.35% corresponds to search engine sites,
and 0.49% matches to the OS services of the access system. Therefore, the rest
of the claims correspond to other individual searches. The users use the Internet
access to different actions, such as download files, send works, review activities,
attend video conferences, personal activities, and others.

The 18.25% of the DNS requests corresponds to the cached claims, as shown
in Fig. 5. Where 14% corresponds to cloud services, 11% matches to Google ser-
vices, 8% corresponds to governance sites, 7% matches to university services (i.e.,
LMS platform, e-mail service, academic services, and administrative services),
1% corresponds to social networking sites, and 0.05% matches to the local web
server requests. The number of requests to the local web server is the variable to
identify if the users browse through the offline mode. The reduced percentage of
claims to the local web server is because the users can download the educational
resources.

The speed test service monitors the state of the Internet connection. Satellite
link latency average is over 500 milliseconds (ms), as shown in Fig. 6a. The
latency of the Internet connection increases when the ground links between the
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Fig. 4. DNS requests.

Fig. 5. DNS claims cached.

Galapagos Islands share the same satellite link connection. Although, the latency
to access the local educational resources is less than 1 ms. On the other hand,
broadband speed requirement increases, according to the simultaneous number
of users [5]. Broadband speed depends on the plan contracted by the UTPL in
the remote associate center, as shown in Fig. 6b. The Internet plan (2:1) acquired
is 1 Megabit per second (Mbps) of Download and 512 Kilobit per second (kbps)
of Upload. An online application on the Internet measures an approximation of
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broadband speed. The Upload speed is constant compared with the Download
speed.

The power of the Alternating Current (AC)/Direct Current (DC) adapter
determines the maximum electric energy consumption of the access system. The
average monthly electric energy consumption is 47.45 Kilowatt-hour (kWh) per
month. On the other hand, the memory service shows the developed device

Fig. 6. Speed test service.
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performance, as shown in Fig. 7. The access system has 8032 Megabytes (MB)
of RAM.

Fig. 7. RAM availability.

5 Conclusions

The access system presented in this paper provides access to local educational
resources through the LMS platform of the UTPL, improving the Internet brows-
ing experience of the users. An ICT solution in the last mile has to be simple,
reducing cost using open source projects.

A primary DNS caching server and a local web server improve the Internet
browsing experience, reducing broadband consumption. The organization of the
access system and the virtual learning environment canvasUTPL avoids that
the users have to enter two different platforms. This process is transparent to
the users. However, the current broadband speed is not optimal for updating
the packets through the Internet. This problem is noticeable when increasing
the number of educational resources. On the other hand, the ICT integration
process does not only depend on telecommunication infrastructure. Furthermore,
this initiative reduces the digital divide between the insular and the continental
users, enhancing the distance learning education quality.

In the long-term, this work proposes the deployment of the developed device
in the local networks of the ISPs, providing access to educational resources to
the users in their homes in the Galapagos Islands. On the other hand, the future
study considers other remote associate centers of the UTPL with a low Internet
connection to implement the access system. Later investigation suggests the
access system expansion to other careers of the MAD-UTPL. Furthermore, future
research could include the impact on the users.
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Abstract. Considering the historical trajectory and evolution of image
captioning as a research area, this paper focuses on visual attention
as an approach to solve captioning tasks with computer vision. This
article studies the efficiency of different hyperparameter configurations
on a state-of-the-art visual attention architecture composed of a pre-
trained residual neural network encoder, and a long short-term memory
decoder. Results show that the selection of both the cost function and
the gradient-based optimizer have a significant impact on the captioning
results. Our system considers the cross-entropy, Kullback-Leibler diver-
gence, mean squared error, and the negative log-likelihood loss functions,
as well as the adaptive momentum, AdamW, RMSprop, stochastic gra-
dient descent, and Adadelta optimizers. Based on the performance met-
rics, a combination of cross-entropy with Adam is identified as the best
alternative returning a Top-5 accuracy value of 73.092, and a BLEU-4
value of 0.201. Setting the cross-entropy as an independent variable, the
first two optimization alternatives prove the best performance with a
BLEU-4 metric value of 0.201. In terms of the inference loss, Adam out-
performs AdamW with 3.413 over 3.418 and a Top-5 accuracy of 73.092
over 72.989.

Keywords: Image captioning · Visual attention · Computer vision ·
Supervised learning · Artificial intelligence

1 Introduction

Image captioning is a branch of computer vision whose main objective is the
generation of accurate and organic text descriptions of any type of scenario por-
trayed in an image or frame [17]. Traditional approaches (i.e., before the neural
network’s era) tackled the image captioning problem using classical image pro-
cessing methodologies that usually relied on the generation of templates together
with object detection to produce the caption given an input image [10,20].
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As a consequence, joined to the usage of neural structures, visual attention
has emerged as a high potential alternative, proposing to replicate human vision
by enabling an emulation of attention by the neural network on the most rele-
vant sections of an image [21]. Several researchers have replicated the benchmark
implementation proposed by Xu et al. for further study [19]. The latter convolu-
tional architecture can be broadly divided into two well-defined structures. On
the one hand, a convolutional network, which takes as input the raw images to
be processed, while it outputs a set of feature vectors, each of which represents
a D-dimensional part of a section of the illustration. Thus, the decoding part of
the model will be able to selectively focus on specific parts of the image by mak-
ing use of subsets of the feature vectors. On the other hand, a long short-term
memory (LSTM) network makes use of the previous output to generate a word
at each time instant in dependence on a context vector, previously generated
words, and the previous hidden state.

Modern artificial intelligence models provide promising results for the cap-
tioning problem. However, one of the remaining challenges is the optimization of
hyperparameters which is far from trivial and remains a challenge for captioning
and other applications [3].

In this paper, we study the performance impact of different hyperparameters
of the model during the training and testing stages. More specifically, we conduct
a comparative study to select the cost function that minimizes the training
error over a certain number of epochs for our specific application. In addition,
and using the leading cost function as an independent variable, we execute an
optimizer sweep to appoint the best possible hyperparameter configuration for
our captioning task. Based on our results, we can confidently claim that the
arrangement of the cross-entropy as a cost function along with the gradient-based
Adam optimizer, have led to superior results in terms of the top-5 accuracy and
BLEU-4 metrics.

2 Related Works

According to the historical summary presented in Table 1, one of the pioneer-
ing research works incorporating an attention system is the one proposed by
Larochelle & Hinton, based on a variant of the restricted Boltzmann machine
(RBM) mainly used for digit classification. They used the benchmark MNIST
dataset, where a limited set of pixels is provided from which the architecture
collects both high- and low-resolution information about neighboring pixels [11].
Moving forward in the timeline, Bahdanau et al. reused the notion of attention
applied to different convolutional architectures. In this case, a much more novel
model such as an encoder-decoder makes use of a reduced but visible attention
system to take into consideration certain parts of a sentence when performing
the translation of a specific word [2]. The idea of taking advantage of the benefits
offered by recurrent architectures was a common factor that persisted in later
works, among which stand out research-oriented to digit classification such as
that presented by Mnih et al. [14], and the one proposed by Ba et al. [1].
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In order to substantiate the evolution within the area of image captioning,
a brief historical review of relevant works is presented in Table 2. Throughout
this summary, we can find contributions such as the one proposed by Kiros et
al., using a multi-log bilinear model for exploiting the characteristics of images
to generate a biased version of this architecture [9]. Followed this research, the
same author incorporated recurrent structures within an encoder-decoder model,
a common factor among image captioning proposals. This fact is mainly due to
the nature of human speech that is sought to be incorporated into the learning
algorithm. Furthermore, authors such as Mao et al. [13], Vinyals et al. [18], and
Donahue et al. [5] have reused this idea in their respective research efforts.

Fig. 1. Overall representation of the convolutional encoder-decoder architecture built
to generate real captioning. The model uses a pre-trained ResNet architecture as the
encoder backbone, along with recurrent LSTM operations for the decoder. The objects
with discontinuous contours are only used during the training stage.

3 System Model and Design

The convolutional model employed for this study is built following an encoder-
decoder architecture supported by a visual attention model. The proposed neural
architecture is schematized in Fig. 1, where an instance of the dataset is outlined
in order to show its operation.

On the one hand, the encoder makes use of transfer learning by borrowing
the convolutional architecture of Resnet [6]. This incorporation aims to generate
an encoded version of the input RGB image, with an output dimensionality of
2048 × 14 × 14. On the decoder side, given the sequential nature of the problem
to be solved, an LSTM recursive architecture is constructed [7]. Up to this point,
the description of the input image is generated in a word-by-word basis. At each
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decoding step, the attention network uses the output generated by the encoder
together with the previous hidden state, generating averaged weights for each
pixel of the encoded image. Therein, the network is told “where” to look by
assigning higher weights to pixels of upward relevance. Using this outcome and
the previously generated word as references, the LSTM network generates a
definitive caption for the input image.

On the other hand, the objects in Fig. 1 denoted with discontinuous contours
are groundtruth components extracted from the dataset. Notwithstanding, those
objects are only used during the training phase of the model. Their nature is
described in the next section of the paper.

3.1 The Dataset Structure

The dataset used for training the network was the 2014 version of the MS COCO
variant oriented to image captioning tasks [12]. Three inputs are structured in
the dataset to be used by the neural network during the training stage. It should
be noted that these three components are prepared for the training, testing, and
validation sets.

Input Images. The set of images obtained from MS COCO must have pixels
values in the domain b ∈ {0, 1} to be compatible with the pre-trained con-
volutional model used as the encoder block. For the effect, a normalization of
the RGB channels is applied using the values of μ = [0.485, 0.456, 0.406] and
σ = [0.229, 0.224, 0.225], where μ and σ represent the mean and the standard
deviation of the ImageNet dataset [4], respectively. Each image in the dataset
is represented as X(i) ∈ R

256×256, where X(i) is a matrix of 256 × 256 pixels.
We let m be the total number of images on MS COCO dataset, and represent
the entire dataset as X{X(1), . . . ,X(m)}, where each image X(i) is mapped
to a ground truth caption Y (i) that represents the corresponding ground-truth
encoded caption.

Encoded Captions. In order to be able to manipulate the descriptions asso-
ciated with each image in the dataset, the model uses a .json mapping file.
Within this file, each word used in the captioning of the entire dataset has an
identification number. Thus, the complete vocabulary supported by the network
and its numerical equivalents can be visualized in this file. This new .json file
will contain an array where each of its elements will correspond to the word-by-
word captioning of each image using the numerical equivalences defined within
the mapping file.

In addition, the inclusion of three special characters within the mapping file
is required. On the one hand, the neural network requires a start and end signal
to delimit the extension of the descriptions. On the other hand, since not all
the descriptions occupy the same sentence size, it is required to fill the missing
spaces of the encoded caption with a padding character. Consequently, taking
the longest ground-truth as referral, the content of the rest of the captions is



Hyperparameter Tuning over an Attention Model for Image Captioning 177

updated to match the reference length by incorporating the padding operator.
The proposed methodology normalizes the MS COCO dataset in arrays of 52
elements.

Fig. 2. Image taken from the training
set with an associated groundtruth
caption: “a man with a red helmet

on a small moped on a dirt road”.

Table 3. Mapping system used to
encode the caption the example image.

Original word Encoded version

a 1
man 2
with 3
red 4
helmet 5
on 6
small 7
moped 8
dirt 9
road 10
... ...
<start> 9488
<end> 9489
<pad> 0

As an example, in Fig. 2 it can be seen an instance included in the val-
idation group. This image is associated with a corresponding C description:
“a man with a red helmet on a small moped on a dirt road”. Referring
to the file, which contains its encoded description EC , one can find an encoding
of the form:

EC = [9488, 1, 2, 3, 1, 4, 5, 6, 1, 7, 8, 6, 1, 9, 10, 9489, 0, 0, ..., 0],

considering that it has been generated from the equivalences contained in the
mapping file, the contents of which are presented in Table 3.

Caption Lenghts. Finally, the last file is generated whose purpose is to house
an array, whose elements represent the number of words that make up the
description associated with each of the images.

3.2 Hyperparameter Tuning

Cross-Entropy Loss Function. To describe the loss function of our attention
model, we let a be the function parametrized by θ, the caption output of the
network is represented as C = a(X,θ), where C is the collection of words
inferred from the MS COCO dictionary. The loss function measures the inference
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performance of our attention model when compared with its respective ground
truth. In order to measure the difference between the ground truth distribution
and the distribution of the caption outcome, we define J(θ) as the cross-entropy.
The cross-entropy loss function penalizes the attention model when it infers a
low probability for a given caption. Our attention model works by updating the
values of θ, moving the loss towards the minimum of J(θ) [15].

For our training set of (X(i),Y (i)) for i ∈ {1, . . . , m}, we estimate the param-
eters θ = {θ(1), . . . , θ(n)} that minimizes J(θ) by computing:

J(θ) = − 1
m

m∑

i=1

L(X(i),Y (i),θ)

= − 1
m

m∑

i=1

Y (i)log
(
p̂(i)

)
,

(1)

where Y (i) represents the expected caption C of the ith image, and p̂(i) consti-
tutes the probability that the ith image outcomes the intended value of C.

Adaptive Moment Optimizer. In order to optimize our attention model
through a gradient-based optimization method, we express the gradient vector
of (1) with respect to θ as

g = ∇θJ(θ)

=
1
m

∇θ

m∑

i=1

L(X(i),Y (i),θ)

=
1
m

m∑

i=1

(
p̂(i) − Y (i)

)
X(i).

(2)

To locate the minimum of J(θ), the proposed optimization algorithm moves
to the negative direction of (2) iteratively. Our model computes individual adap-
tive learning rates for different parameters from estimates of first and second
moments of g [8].

4 Experimental Settings

This work proposes two experimental scenarios. First, we maintain all the default
hyperparameters of the model to study the impact of the different cost functions.
Since the cross-entropy cost function was used to train the benchmark model, we
contrasted the performance of the architecture using the negative log-likelihood,
mean squared error, and the Kullback-Leibler Divergence cost functions.

Once the first experimental phase is completed, the aim is to keep the cost
function as an independent variable to sweep different optimizers. Once again,
in addition to the optimizer used in the benchmark implementation (Adam), we
examined the effect of AdamW, RMSprop, SGD, and Adadelta optimizers.
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Both experimental phases were applied over one training epoch, using a work-
station with 8 GB of RAM and an NVIDIA GTX1650 graphical processing unit
(GPU).

The criterion used to contrast the performance of the different hyperparame-
ter settings consisted in the interpretation of the top-5 accuracy, loss value, and
BLEU-4 as a way to compute the similarity between the predicted captions and
the available ground-truths (based on 4-grams modified comparisons) [16]. In
addition, and in a non-quantitative way, we have considered the quality of the
generated captions for specific unseen images.

5 Results

From Table 4, it is possible to highlight an evident improvement in the perfor-
mance of the model when using the cross-entropy as a loss function. Although
the mean squared error (MSE) loss is positioned as the second-best alterna-
tive throughout the experimental process, a difference of 31.584 in the Top-5
accuracy indicator and 0.187 in BLEU-4 metric shows a large gap between the
cross-entropy function and this alternative. Considering this significant differ-
ence, the results obtained by the Kullback–Leibler divergence (KLDIVLOSS)
and the negative log-likelihood loss (NLL), position them as unsuitable alterna-
tives for the model to be trained on.

Table 4. Experimental results using Top-5 accuracy and the BLEU-4 performance
metric for each one of the loss functions under study.

Top-5 Accuracy† BLEU-4†

Cross-entropy 73.092 0.201

MSE 41.508 0.014

KLDIVLOSS 32.186 1.173e-155

NLL 32.186 1.173e-155

†Trained using a workstation with 8 GB of
RAM and an NVIDIA GTX1650 GPU.

In addition to the quantitative results, Fig. 3 illustrates a captioning example
generated using each one of the loss functions under study. The outcomes prove
that the cross-entropy loss function is positioned not only as the one with the
best results, but also the only loss function capable of generating a complete
and meaningful description for an illustration that has never been seen by our
model.

Proceeding with the second experimental scene, the results offered in Table 5
reveal a tighter situation when defining an optimal alternative. In the first
instance, the optimizer Adam is positioned with the best results according to
the three defined metrics. However, its variation, AdamW, not only returns the
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Fig. 3. Image captioning results using an attention model with: (a) cross entropy loss,
(b) MSE loss, (c) NLL loss, and (d) KLDIVLOSS. The results reveal an inadequate
inference of MSE, NLL and KLDIVLOSS functions. By far, cross entropy is the only
loss function that allows a proper training of our attention model.

same BLEU-4 value as Adam, but it is only 0.005 and 0.133 of difference in
the loss and Top-5 Accuracy indicators, respectively. This closeness in terms
of results can be visualized using Fig. 4. In this illustration, each optimizer is
tested by predicting the captioning for an image consisting of a child in front of
a laptop computer. When contrasting both variations of the Adam optimizer,
it is observed that the predictions only differ when mentioning the gender of
the person in the image. It is worth highlighting the performance of the root
mean square propogation optimizer (RMSprop), which ranks as the third-best
alternative, presenting a loss value of 3.663, along with 71.444 and 0.192 for Top-
5 accuracy and BLEU-4, respectively. RMSprop shows promising results when
comparing the output caption with the example image shown in Fig. 4. This
optimizer is capable of generating a fully meaningful captioning by portrying to
the content of the image. However, it missed minor details like not including a
reference to the elderliness of the person in the illustration.

Finally, the stochastic gradient descent (SGD) and the Adadelta optimizers
provided the worst results. Although both optimizers presented slightly different
metrics, it is observed that neither of them were able to create a model capable
of generating meaningful captions.
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(a) Image captioning result using
SGD and Adadelta optimizers.

(b) Image captioning result using RM-
Sprop optimizer.

(c) Image captioning result using AdamW
optimizer.

(d) Image captioning result using Adam
optimizer.

Fig. 4. Image captioning results using: (a) SGD and Adadelta optimizers, (b) RMSprop
optimizer, (c) AdamW optimizer, and (d) Adam optimizer. The image illustrates the
inadequate inference results of SGD and Adadelta when compared with their alterna-
tives. Also, note that Adam optimizer yields the finest result over the test image (a
recurrent outcome obtained for further experiments using images from the test set).

Table 5. Experimental results using the training loss, the Top-5 Accuracy, and the
BLEU-4 performance metrics for each one of the optimizers under study.

Loss† Top-5 Accuracy† BLEU-4†

Adam 3.413 73.092 0.201

AdamW 3.418 72.989 0.201

RMSprop 3.663 71.444 0.192

SGD 7.011 33.606 1.273e-155

Adadelta 7.133 33.045 1.272e-155

†Trained using a workstation with 8 GB of RAM
and an NVIDIA GTX1650 GPU.
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6 Conclusions and Discussion

During the experimental stage, it was possible to determine that the cross-
entropy was the loss function with the best results, returning Top-5 accuracy
and BLEU-4 metrics of 73.092 and 0.201, respectively. On the other hand, once
the loss function is set as an independent variable, the Adam optimizer returned
the best indicators, completing the first training period with a loss value of
3.414, a Top-5 Accuracy of 73.092, and a BLEU-4 of 0.201. However, the results
obtained are tight close to the outcomes obtained with the AdamW optimizer,
sharing the same BLEU-4 value. The training time required for each epoch was
six hours, i.e., a total of 48 h was required for the generation of all the results.

Although we have proved that the three optimizers offer feasible results for
this architecture, future works can benefit from the individual training epoch to
further study the convergence pace of the model under limited computational
resources. In addition, future works can study the viability of using a differ-
ent encoder architecture than ResNet, together with an extended investigation
on the architectural framework. Finally, another alternative to foster this work
would be to include further hyperparameters to the study (e.g., dropout rate,
batch size, different types of stride and pooling, size of the kernels, weight initial-
ization methods, model depth, weight decay, etc.), enabling an in-depth research
of the attention architecture.

Acknowledgments. This research was partially supported by the Ecuadorian Cor-
poration for the Development of Research and Academia (CEDIA), under the project
“Divulga Ciencia 2021”, grant No.: JLE-CN-2021-0105. This research was partially
supported by NVIDIA Corporation under the program “NVIDIA Jetson Nano 2GB
Developer Kit”.

References

1. Ba, J., Mnih, V., Kavukcuoglu, K.: Multiple object recognition with visual atten-
tion. CoRR abs/1412.7755 (2014). http://dblp.uni-trier.de/db/journals/corr/
corr1412.html#BaMK14

2. Bahdanau, D., Cho, K., Bengio, Y.: Neural machine translation by jointly learning
to align and translate. In: 3rd International Conference on Learning Representa-
tions, ICLR 2015, 07–09 May 2015 (2015)

3. Carrión-Ojeda, D., Fonseca-Delgado, R., Pineda, I.: Analysis of factors that influ-
ence the performance of biometric systems based on EEG signals. Expert Syst.
Appl. 165, 113967 (2021) https://doi.org/10.1016/j.eswa.2020.113967. https://
www.sciencedirect.com/science/article/pii/S095741742030748X

4. Deng, J., Dong, W., Socher, R., Li, L.J., Li, K., Fei-Fei, L.: ImageNet: a large-scale
hierarchical image database. In: 2009 IEEE Conference on Computer Vision and
Pattern Recognition, pp. 248–255 (2009). https://doi.org/10.1109/CVPR.2009.
5206848

5. Donahue, J., et al.: Long-term recurrent convolutional networks for visual recogni-
tion and description. In: Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR) (2015)

http://dblp.uni-trier.de/db/journals/corr/corr1412.html#BaMK14
http://dblp.uni-trier.de/db/journals/corr/corr1412.html#BaMK14
https://doi.org/10.1016/j.eswa.2020.113967
https://www.sciencedirect.com/science/article/pii/S095741742030748X
https://www.sciencedirect.com/science/article/pii/S095741742030748X
https://doi.org/10.1109/CVPR.2009.5206848
https://doi.org/10.1109/CVPR.2009.5206848


Hyperparameter Tuning over an Attention Model for Image Captioning 183

6. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.
In: 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
pp. 770–778 (2016). https://doi.org/10.1109/CVPR.2016.90

7. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8),
1735–1780 (1997). https://doi.org/10.1162/neco.1997.9.8.1735

8. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization. In: 3rd Inter-
national Conference for Learning Representations (2015)

9. Kiros, R., Salakhutdinov, R., Zemel, R.: Multimodal neural language models. In:
Xing, E.P., Jebara, T. (eds.) Proceedings of the 31st International Conference on
Machine Learning. Proceedings of Machine Learning Research, vol. 32, pp. 595–
603. PMLR, Bejing (2014). https://proceedings.mlr.press/v32/kiros14.html

10. Kulkarni, G., et al.: Baby talk: understanding and generating simple image descrip-
tions. IEEE Trans. Pattern Anal. Mach. Intell. 35(12), 2891–2903 (2013). https://
doi.org/10.1109/TPAMI.2012.162

11. Larochelle, H., Hinton, G.: Learning to combine foveal glimpses with a third-order
Boltzmann machine. In: Lafferty, J., Williams, C., Shawe-Taylor, J., Zemel, R.,
Culotta, A. (eds.) Advances in Neural Information Processing Systems, vol. 1, pp.
1243–1251. Curran Associates, Inc. (2010)

12. Lin, T.-Y., et al.: Microsoft COCO: common objects in context. In: Fleet, D.,
Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV 2014. LNCS, vol. 8693, pp.
740–755. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-10602-1 48

13. Mao, J., Xu, W., Yang, Y., Wang, J., Yuille, A.L.: Deep captioning with multimodal
recurrent neural networks (m-RNN). In: International Conference for Learning
Representations (2015). http://arxiv.org/abs/1412.6632

14. Mnih, V., Heess, N., Graves, A., et al.: Recurrent models of visual attention. In:
Advances in Neural Information Processing Systems, pp. 2204–2212 (2014)

15. Morocho-Cayamcela, M.E., Lee, H., Lim, W.: Machine learning to improve multi-
hop searching and extended wireless reachability in V2X. IEEE Commun. Lett.
24(7), 1477–1481 (2020). https://doi.org/10.1109/LCOMM.2020.2982887

16. Papineni, K., Roukos, S., Ward, T., Zhu, W.J.: Bleu. In: Proceedings of the 40th
Annual Meeting on Association for Computational Linguistics - ACL 2002 (2001).
https://doi.org/10.3115/1073083.1073135

17. Rennie, S.J., Marcheret, E., Mroueh, Y., Ross, J., Goel, V.: Self-critical sequence
training for image captioning. In: Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR) (2017)

18. Vinyals, O., Toshev, A., Bengio, S., Erhan, D.: Show and tell: a neural image
caption generator. In: Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR) (2015)

19. Xu, K., et al.: Show, attend and tell: neural image caption generation with visual
attention (2016)
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Abstract. Nowadays, CloudIoT is used in several domains. Among them, AAL
applications, where it can support the monitoring of certain variables related to the
wellbeing of older adults at real-time. They store and manage personal informa-
tion about users and vital signs, which are essential to be transmitted securely and
reliably. Then, this paper presents a quality model focused on the CloudIoT layers
in Ambient Assisted Living. It evaluates security, usability, and reliability, applied
on the AAL domain, and focused on each of CloudIoT layers: Cloud Computing,
Fog Computing, and Edge Computing. Also, an empirical evaluation of the AAL
applications evaluation process in CloudIoT is presented. This method was evalu-
ated using the Method Evaluation Model (MEM), 15 experts in computer science
participated in the evaluation, the obtained results show that people find that the
method is useful, easy to use, and allows to evaluate the viability of CloudIoT
applications in AAL.

Keywords: Quality model · CloudIot · Ambient Assisted Living · ISO/IEC
25010 · ISO/IEC 25040 · Reliability · Usability

1 Introduction

Cloud Computing has become a new technology that improves information systems’
computational complexity [1]. As stated by the National Institute of Standards and
Technology (NIST), cloud computing is a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable computing resources. It
can be rapidly deployed and shared with minimal administrative overhead, including
flexibility, scalability, and dynamic provisioning [2, 3].

Moreover, the Internet of Things (IoT) is a computer environment that seeks the
integration of several devices or sensors of the same infrastructure, using both public and
private networks; also, they are capable of interacting with each other, while autonomous
reactions are created [4–6]. The first implementation based on IoT was done with radio
frequency identification systems; this transmission was performed so identification and
management could be considered intelligent [7, 8]. Today, IoT is part of all aspects of
people’s lives, being applied in many domains [6].
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Although IoT is a reliable technology, it also has some technological constraints like
storage, processing, and energy. Therefore, it can benefit from the virtually unlimited
capabilities and resources of cloud computing. Also, cloud computing can extend its
scope within IoT [8]. To accomplish this, the integration of cloud computing with IoT,
also known as CloudIoT or Cloud of Things, presents a flexible, less complex, and
cost-effective solution [9].

The World Health Organization states that by using assistive technologies, like IoT,
people with disabilities are equal beneficiaries of any development process [10]. Fur-
thermore, as estimated by the same organization, 15% of the world’s population live
with some form of disability [10]. For this reason, the use of the CloudIoT paradigm in
the healthcare field can bring several opportunities to medical information technology,
and experts believe that it can significantly improve healthcare services and contribute
to its continuous and systematic innovation [11].

Moreover, Ambient Assisted Living (AAL) also encompasses technical systems to
support older adults and people with special needs in their daily routine; maintaining the
autonomy of those people and, increasing safety in their lifestyle and home environment
[12, 13]. Then, according to the ISO/IEC 12207 standard, quality is defined as the degree
to which a system component or process meets the specified requirements and the users’
needs or expectations [14].

According to [15], the usage of CloudIoT in AAL scenarios could potentially present
problems that could quickly and dramatically cost lives. Therefore, it is important
to emphasize the following quality characteristics: reliability, security, and usability,
according to ISO/IEC 25010 [16].

These characteristics have been chosen because, the authors of [17] considered them
as critical characteristics of the entire AAL domain. These properties can be evaluated
in the layers of AAL, as presented by [18], they can be related to the CloudIoT structure
presented by [19]. The structure of CloudIoT contains three principal layers: Cloud
Computing, Fog Computing, and Edge Computing.

This work presents a quality model to evaluate the usability, portability and security
of the CloudIoT applications. Also, a method to assess quality of CloudIoT applica-
tions in the AAL domain, which was presented by [28] and is based on the ISO/IEC
25040 standard [31]. Finally, the method was evaluated, through the use of the Method
Evaluation Method (MEM). This was presented to 15 Computer Science students and
professionals. After the application of the MEM, the results show that the method is
feasible and can be used to evaluate any CloudIoT application.

This paper has the following structure: Sect. 2 discusses relatedwork; Sect. 3 presents
the proposed quality model. Section 4, presents the development of the method that was
used to evaluate a CloudIoT application. Section 5 presents the experimental process
applying MEM to validate the method. Section 6 presents the analysis of threats to
validity, and Sect. 7 shows the conclusions and future work.

2 Related Work

In this section, contributions related to the study area are mentioned. Some of them
present quality models to evaluate reliability, security, and usability. In terms of relia-
bility, the authors of [20] present a quality model using characteristics from ISO/IEC
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25010 and also based on ISO/IEC 25023. The performance and reliability are analyzed.
Also, evaluations are carried out through simulators on IoT. They are tested in several
applications since none can evaluate all the specified metrics. Otherwise, Zheng et al.
[21] proposed CLOUDQUAL, a general model for cloud services. Six quality attributes
are analyzed: usability, security, reliability, tangibility, responsiveness, empathy. The
proposed model is an extension of the ISO/IEC 25010 model. Besides, the authors of
[22] developed a quality model that studies the reliability of devices for mobile environ-
ments. They are based on the ISO 9126 standard and work with four external metrics
that directly influence mobile devices. In addition, they carry out a study to measure the
influence that this characteristic has concerning the other seven characteristics, according
to ISO/IEC 25010, within these environments.

In the security environment, the authors of [23] present a quality model based on
the ISO/IEC 25000 standards, specifically in 25010, 25021, 25023, to measure security
in web applications during their design phase. They focus solely on the authenticity of
protocols and rules. However, it is shown that it is possible to measure web applications’
security characteristics in the early stages of the software development cycle using
the presented metrics. Likewise, [24] present a quality model in encryption as a service
domain,which can be considered a part of cloud computing. It is based on ISO/IEC25010
to evaluate four characteristics: efficiency, reliability, security, and maintainability.

Security is one of the most critical attributes due to the confidentiality that data
must have. In [25] and [26], the authors proposed evaluation methods based on the
Goal Question Metric (GQM) approach [27], where it can be analyzed the quality of
the software product in terms of its security. These two works are general methods that
can be applied to software in any domain. Then, the authors of [28] propose a security
quality model designed for CloudIoT, which is an extension of the model presented in
the standard ISO/IEC 25010. This work employs a method of quality evaluation aligned
with ISO 25040. A use case is used to test the approach in an e-health product that
supports AAL.

Finally, a quality study is carried out, considering the usability as it is presented in
[29], based on the ISO/IEC 25000 SQuaRE standard. A quality assessment for frame-
works was created, which defined sixty-six quality measures for product quality and
seventeen for quality in use. It presents that a higher functional adequacy score tends
to indicate a lower usability score, and; a higher portability score tends to indicate
higher usability scores. The authors of [30] present an excerpt of a usability model with
the most related attributes and metrics associated with the social network sites domain
when used by older people. It has been considered the SQUARE ISO/IEC 25010 for
the quality model. The development of the quality model is presented by evaluating five
sub-characteristics reliability, security, and usability, they focus only on one of them;
instead, in this work, a joint study is carried out. Also, just one of them focused on the use
of CloudIoT on the AAL domain but did not combine all the proposed characteristics.

3 Quality Model

A quality model of reliability, security, and usability is proposed, in order to evaluate the
CloudIoT applications applied to AAL These characteristics have been chosen because,
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according to the literature review, they are pretty important within each CloudIoT layer:
Cloud, Fog and Edge.

The main objective is to have attributes within each proposed characteristic, spe-
cific for each layer, therefore, each of the three characteristics are applied in the three
mentioned layers. For this quality model, it has been considered the sub-characteristics
aligned with the SQUARE ISO/IEC 25010 [31].

Then, the model is divided into three sections, each one corresponds to the CloudIoT
layers:

1. Metrics for Cloud Computing: the security feature is made up of a sub-feature, con-
fidentiality, which covers the handling of critical information and data, their clas-
sification and storage. Based on the values of the data, its storage location and the
form of encryption used, security can be measured [32]. Regarding to the usability,
the use of protection against user errors was proposed as a sub-characteristic. This
included the recovery of said errors through the warning messages and troubleshoot-
ing forms that the system sends to the user [33]. On the other hand, the reliability
characteristic has two sub-characteristics: fault tolerance and data recovery. The first
sub-characteristic was sought to measure the handling of failures by detecting and
resolving them, for which the formulas proposed in [8, 22] were used. Finally, the
second sub-characteristic, data recovery, measures the recovery through the backups
that are made in the system [2].

2. Metrics for Fog Computing: within this layer, security has two sub-characteristics:
confidentiality and integrity. They are measured through the transmission of data and
its synchronization or concurrency. It seeks to measure how secure these processes
are within the layer, through the use of cryptographic algorithms, similar to the
processes described by the authors of [32, 33]. The usability feature has the sub-
features of the ability to recognize suitability and the ability to be used. The first one
is measured by the user guides or the layer initiation messages, so it can be verified
that the user does not have to memorize processes. The second sub-characteristic
seeks to measure the portability of the system through the independence of the
devices or platforms that are used. Finally, the reliability characteristics also has two
sub-characteristics that are maturity and availability within this layer. This is done
by measuring the validity and stability of the connections, and the availability of the
devices. The forms presented in [3, 33, 34] were used for these values.

3. Metrics for Edge Computing: in this last layer, the security feature has two sub-
features, which are confidentiality and accountability. They seek to measure pass-
wordmanagement and authentication, respectively.According to [32], they are based
on the security of passwords and protocols for the authenticity of users. The usability
feature has two sub-features: user interface and aesthetics interface [35]. The first
focuses on the way the user is able to customize the system and if it has minimal-
ist designs. On the other hand, the aesthetics of the interface focuses on the visual
consistency and integrity of all its functions. Lastly, the reliability characteristic has
maturity and recoverability as sub-characteristics. They focus on error prediction and
device recovery, respectively. According to [2, 36] for its measurements, the way in
which possible errors are dealt with and the persistence of the data after pauses will
be verified.
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After explaining themodel and its characteristics andmetrics, it should bementioned
that newsub-characteristics havebeen addeddue to the research carried out by the authors
of [28, 29]. These authors define the importance of analyzing the monitoring of quality
sub-characteristics, because the software must detect and record all attempts by the user
and the program to modify unauthorized access [26].

Tables 1 and 2 present the information more detailed of the characteristics of mature
and comprehensibility, that are part of security and usability respectively.

Table 1. Security quality model: mature sub-characteristic.

Attributes Meaning

Audit level What are the contains of audit trail record?

Security breach detection How long does it take to report after any security violation?

Failed login attempts How does fail login attempt count?

Malicious activity handle How do virus, worms or other malicious code are detected, report
and stop?

Table 2. Usability quality model: comprehensibility sub-characteristic.

Sub-Sub-Sub characteristic Attributes Meaning

Contrast between the text and the
background

Brightness Is there a brightness difference
between text and background?

Color Is there a color difference
between text and background?

Character set Text font Does the text have a simple font
and allows the understanding of
what is written?

Text size Does the size of texts limit their
optical visibility, including
disabilities that appear for the
advanced age?

Need to scroll the text Minimal scrollbars Is it necessary to use scrollbars
during the navigation?

4 Evaluation Method

It is necessary to consider that the evaluation will be multi-layered, working with the
Cloud, Fog, and Edge Computing layers separately. In each layer, the corresponding
metric to each characteristic will be evaluated, having reliability, security and usability.
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The steps established in the evaluation method are suggested by the ISO/IEC 25040 [28,
31].

To establish a specific domain for the evaluation, it is important to use the method as
proposed by [28]. Moreover, according to the established approach for the evaluation,
additional steps have been added within the first four tasks of the method. These steps
seek to separate the evaluation so it is easier to identify which is the quality characteristic
that fails in each layer.

To establish the evaluation requirements, it is required to enter as new artifacts the
specific application to evaluate, and the GQM guide which will be filled out during the
establishment of the evaluation purposes, and the architecture of the application. Into
this architecture, it will be explained the layers that were previously described.

Then, during the specification of the evaluation it is obtained the metrics’ classifi-
cation as a new artifact and one of the results of this step. This document contains the
metrics that will be separated according to the layer in which they are applied.

The CloudIot Quality Model is used as a guideline on the evaluation design task;
where two new artifacts were also added as an input to the constraint definition step:
evaluation specification and the CloudIoT quality model. These provide the constraints
to design the evaluation plan and obtain the evaluation design.

Finally, the evaluation execution task begins with the evaluation of the three tradi-
tional CloudIoT layers, where three evaluators are needed, who are an expert for each
evaluated layer.

5 Empirical Evaluation

This section presents the experiment carried out to empirically evaluate the execution
phase of the quality method. The Method Evaluation Model (MEM), proposed by [20]
was applied. MEM measures two constructs which are:

• Current effectiveness based on User performance: Efficiency and effectiveness.
• Perceived efficacy based on user perceptions: Perceived Ease of Use (PEOU), Per-
ceived Usefulness (PU), Intent to Use (ITU). These constructs are based on the
Technological Acceptance Model (TAM) proposed by [37].

Then, the experimental process proposed by has been applied to evaluate the exe-
cution phase of the presented method. The process has the following phases: (i) defini-
tion of the scope, (ii) planning, (iii) operation, (iv) analysis and interpretation, and (v)
presentation and packaging, which are described below:

5.1 Definition of the Scope

According to [27], the paradigm GQM seeks to define the goal of the evaluation. In this
context, the goal of the evaluation has been defined as follows:

• Evaluate: execution phase of the method.
• With the purpose of: evaluate the method with respect to perceived efficacy.
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• From the point of view of: Software quality professionals and/or students with enough
quality and emergent technologies knowledge.

• In the context of: a group of students of the last year of systems engineering career of
the Universidad de Cuenca, in Ecuador.

For this, the following research questions have been posed:

• RQ1: the method is perceived as easy to use and useful? If so, are users’ perceptions
the result of their performance when using the method to measure the quality of the
Cloud, Fog and Edge Computing layers?

• RQ2: Is there an intention to use the method in the future? If so, are these usage
intentions the result of the participants’ perceptions?

To respond to RQ1, the hypotheses H1, H2, H3 and H4 have been proposed and to
respond to RQ2, the hypotheses H5, H6, H7 and H8.

• H10: the method is perceived as difficult to use H10 = ¬ H11.
• H20: the method is not perceived as a useful method, H20 = ¬ H21.
• H30: Perceived ease of use cannot be determined by the current efficiency, H30 = ¬

H31.
• H40: Perception of utility is not determined by effectiveness current. H40 = ¬ H41.
• H50: There is no intention to use this method in the future, H50 = ¬ H51.
• H60: Perceived utility is not determined by perceived ease of use, H60 = ¬ H61.
• H70: Intent to use is not determined by perceived ease of use, H70 = ¬ H71.
• H80: Intent to use is not determined by perceived utility, H80 = ¬ H81.

5.2 Planning the Experiment

The experiment has the objective of evaluating the reliability, security, and usability,
characteristics of LivingWith application. This application is described on [38], its pur-
pose is to help manage some of the daily challenges faced by people living with cancer.
In addition, it provides an attendance control panel to manage daily tasks and coordinate
those of family and friends.

The execution phase of the method consists of two tasks:

• The first one consists on calculating the scores of the metrics of different quality
attributes. It is carried out according to the quality model, the metrics of each layer,
and the limitations included in the evaluation design for each of the layers.
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In the second task, the scores are grouped by a characteristic of each layer, each
score is multiplied according to the weight considered for the quality characteristic in
the Evaluation Design phase. Here, a questionnaire was proposed that measures each
MEM construct (See Table 3).

Table 3. Questionnaire used to measure MEM metrics.

Question Positive declaration (5 points)

PEOU1 The method in the execution phase has seemed complex and difficult to follow

PEOU2 In general, the method in the execution phase is difficult to understand

PEOU3 The steps to follow to carry out the evaluation are clear and easy to understand

PEOU4 The execution phase is difficult to learn

PEOU10 I think it would be easy to use the execution guide in the method

PU5 In general, I find the evaluation phase in this method useful

PU6 I think that the process of weighting the quality characteristics of each layer is
useful for the execution phase in the method

PU8 I think the method is NOT expressive enough to define how the formulas
provided will be used in the execution phase

PU9 Using this method would help me evaluate the quality of CloudIoT products in
AAL

PU11 In general, I think that with this method I can NOT properly quality assessment
of CloudIoT applications in AAL

ITU7 If I were to use an evaluation method for CloudIoT oriented in AAL, I think I
would consider this method

ITU12 I would not recommend using this method for quality assessment of CloudIoT
applications in AAL

Then, to measure each MEM construct, in a similar way as [39] and [20], a
questionnaire was proposed; it can be found on the URL: shorturl.at/jpPT6.

The answer to these questions is defined on a scale of 1 to 5, where one means totally
agree and five, totally disagree, this depends on how the question was formulated. The
variables are also based on the yield of interest and the measurement function used to
determine their values. For this, effectiveness (1) and efficiency (2) are used.

Effectiveness =
∑n

i=1 Taski successfully executed

n
(1)

Efficiency =
∑n

i=1
Taski execution time (2)

5.3 Operation

The evaluation was carried out on 15 students and professionals in Computer Sciences
who participated in a previous training session. For both, training and evaluation, the

https://www.shorturl.at/
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description of the AAL application was explained to the participants. The proposed
quality model was also shown, which presented the characteristics located in its cor-
responding layer. After that, they were asked to look for these characteristics in the
description presented to perform their evaluation.

The characteristics presented were measured according to their metrics, being these
subjective or by means of formulas.

This evaluation was made for each layer and finally weighted to find the quality mea-
sure for each layer. The formulas that were used were also presented to the participants
along with the values or percentages necessary to use them.

5.4 Analysis and Interpretation

In this section, the analysis of user perceptions, performance analysis and analysis of
causal relationships are carried out to verify compliance with the hypotheses.

Analysis of User Perceptions. Figure 1 shows the box plot of each variable, here it can
be seen that the mean is higher than the number 3 value of the Likert scale.

Fig. 1. Box plot for the PEOU, PU and ITU variables.

The Shapiro-Wilk test has been applied to determine if the sample has a normal
distribution, this for hypotheses H1, H2 and H5. The results are shown in Table 4. For
the variables with p > 0.05 (PEOU, PU) the t test has been applied, for the variable
with p < 0.05 (UTI) the Wilcoxon test has been applied with a test value of 3 (neutral
value of the Likert scale of 5 points). With this, the hypothesis has been rejected and the
alternative hypothesis accepted.

Performance Analysis. The results obtained in the effectiveness and efficiency of the
participants when using thismethod are: the total effectivenesswas 70%,which indicates
that a high percentage of participants were able to develop the method execution stage
and calculate the quality of the different Cloud-IoT layers in AAL applications. On the
other hand, it is shown that the participants’ efficiency was 40 min.
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Table 4. Shapiro-Wilk test for subjective variables.

Var Min Max Mean Std. Dev. Shapiro–Wilk test p-value

PEOU 2.40 5.00 3.61 0.74 0.362

PU 3.10 5.00 4.05 0.56 0.751

ITU 3.50 5.00 4.37 0.64 0.004

Analysis of Causal Relationships. In this analysis, the causal relationships of the
MEM constructs will be validated, in this context the hypotheses H3, H4, H6, H7 and
H8 have been raised. For this, the significance levels mentioned in [40] were used.

H3 refers to the relationship between the variable’s efficiency and PEOU, for this it
was carried out in linear regression analysis where it was determined that the regression
model is not significant with a value of p = 0.181 with 4.2% variance of the efficiency
regarding PEOU. Hence, hypothesis H3 is accepted.

The regression model applied to the variables of effectiveness and PU was found to
be non-significant with p= 0.442, the effectiveness is capable of explaining 4.6% of the
variance with PU. With this, hypothesis H4 is accepted.

H6 is made up of the PEOU and PU variables. The regression model was determined
to be of low significance with p= 0.075. PEOU can explain a 22.4% variance with PU.
With this hypothesis H6 has been rejected.

The regression model related to the UTI and PU variables is of low significance with
p = 0.074. UTI can explain the 22.5% variance with PU. This rejects hypothesis H7.

H8 has been rejected because the linear regression model of the UTI and PEOU
variables is of medium significance with p= 0.049. UTI can explain the 26.5% variance
with PEOU.

5.5 Presentation and Packing

The following global conclusions were obtained from each research question:

• RQ1: Most participants found that this method is very useful and easy to use at the
time of the execution stage, which is directly related to user interaction due H1 and
H2 have been rejected. This is supported by its effectiveness when directly related to
user interaction, where it has a value of 70%. Furthermore, user perceptions are not
determined by user performance because H3 and H4 have been accepted, that is, user
perceptions do not depend on efficiency and effectiveness.

• RQ2: It was determined that users intend to use the method in the future because the
H5 hypothesis was accepted with a mean value of 4.3 that is above the neutral value.
Furthermore, the intention of use is determined by the user’s perceptions since H6, H7
and H8 have been rejected with low significance. The result of the causal relationships
of MEM are in Fig. 2.
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Fig. 2. Relationship between the PEOU, PU and ITU variables.

6 Threats to Validity

In this section, the main problems that can weaken the quasi-experiments’ validity are
explained, considering the four types of threats proposed by [41].

6.1 Internal Validity

Themain threats to internal validity were: the experience of the participants, the author’s
biases, and the understandability of the material. To reduce the threat related to the
participants’ experience, a training session was prepared, which shows each step of the
stage that was evaluated, and provides users with a high understanding of the method.
Both the author’s biases and those produced by the understandability of the material
were reduced by working with a group of expert researchers in the area, where they
evaluated the experimental material to reduce possible errors.

6.2 External Validity

Here, the main threat is the representativity of the results that may be affected by the
design of the evaluation and the context of selected participants. AnAALapplicationwas
chosen in the design of the evaluation that is available on different platforms oriented to
a common domain where AAL is needed. Regarding the context of the participants, the
quasi-experiment was conducted with students and professionals on Computer Sciences,
who also attended the Software Quality course and have a good knowledge of quality
models and metrics.

6.3 Construct Validity

Themain threat to construct validity is the reliability of the questionnaire. TheCronbach’s
alpha test was applied to validate the questionnaire of the questions related to each
variable. Values greater than the minimum accepted threshold were obtained α = 0.70,
where Cronbach’s alpha of PEOU = 0.806, PU = 0.841 and ITU = 0.721. This means
that the questionnaire was reliable.



Quality Model for CloudIot Applied in Ambient Assisted Living (AAL) 195

6.4 Conclusion Validity

One of the statistical conclusions’ main validity problems is the size of the sample in
the quasi-experiment. A sample of 15 participants was taken, which could result in a
problem of the validity of the conclusion. It can affect the issue of causality between the
different variables; however, the participants were able to perform the tasks proposed in
the experiment successfully. A homogeneous group of participants has been selected to
control for the risk of variation due to individual differences.

7 Conclusions and Future Work

This work presented a quality method that aims to evaluate the different CloudIoT
layers of AAL applications. Therefore, an experimentation was presented to evaluate
the method in its execution phase, the results have made it possible to know that the
method is easy to use, useful and that users intend to use it in the future. To carry out the
experiment, the quality model and the experimental process of Wohlin et al. [42] had to
be applied. Finally, the threats that could affect the validity of the experiment have been
taken into account and these have been covered.

As future work, the validation of the quality method will be expanded with experts
in the area and obtain a more significant sample with more participants. In addition,
to validating the quality model, a case study will be carried out applying the proposed
method to evaluate some AAL applications.
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Abstract. The development of this document is focused on the analysis of two
types of soil: greenhouse substrate and earthworm humus mixed with the green-
house substrate, which have been used to measure important factors, such as tem-
perature, humidity, light, water irrigation, in the germination of Solanum lycoper-
sicum (tomato) seeds, then stored this information in a database, the period of time
for evaluation is the fifteen days. To acquire this information, sensors are used,
capable of transforming variables such as temperature, environmental humidity,
soil humidity, amount of ambient light, into electrical signals that are processed
by an electronic microcontroller. This microcontroller is in charge of handling
this data, it is also in charge of controlling the use of water irrigation pumps in
a closed environment and later storing, in a database, its behavior. In the field
of agriculture, the use of electronic hardware is implemented as a tool that helps
in this area, presenting sensors to capture data and actuators that are useful for
automating conditions such as water irrigation in closed environments.

Keywords: Tomato · Solanum lycopersicum · Germination · Soil moisture ·
Greenhouse substrate · Earthworm humus · Agricultural parameters · Sensors ·
Actuators ·Microcontroller · Python · C++ ·MySQL

1 Introduction

Within the area of agriculture, specifically in the measurement of variables such as
temperature, humidity, light, the use of sensors has increased with greater frequency. In
some cases, the same sensors have participated in more than one field of study, a clear
example of this, Margret Sharmila shows us when using a temperature sensor (DHT11)
as monitoring of an intelligent window [1], this window is combined with a stepper
motor, it manages to open or close according to the behavior of the temperature, its
action varies according to the temperature. Another example of this, it is presented by
Fathima Dheena with the use in her intelligent system based on IoT for street lamps [2],
she uses theDHT11 sensor as a complement to know the temperature of the environment,
taking the data and store it. Demonstrating the utility and versatility provided by this
type of sensor.
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In the area of agriculture, temperaturemeasurement is necessary to improve decision-
making, because with this variable is a better solution to control of crop quality, for this
Meili Liu proposes the use a set of sensors [3] that are combined with microcontrollers,
its generate a better management of the information acquired. This is also present by
Temesegan Waleling, he uses the DHT11 temperature sensor to make weather predic-
tions using algorithms that employ long-term memory [4]. There is a high number of
examples for this sensor, one of them in the area of agriculture, sensors are used to provide
additional information such as soil moisture meters, Nagaraja in his research proposes
the use of these two sensors complementing them in an intelligent agriculture system
based on IoT [5], these systems are very useful because makes easier the maintenance
of crops. Another example of this type of sensor is presented by Alessandra Dutra in the
monitoring soil moisture using IoT [6], she used to get more accurately and extract the
information provided by this sensor. Applications like these are carried out day by day
and presented to contribute with tools of use either individually or together, as is the case
of Prahlad Bhadani by using soil moisture, ambient temperature and ambient humidity
together with a microcontroller [7], this microcontroller is in charge of managing the
information and present it on a 16 × 2 lcd screen, making easier the understanding and
visualization of the information.

The soil moisture sensor, like the rest of the sensors, can be produced from scratch,
Matti Satish [8] has shown by using the resistivity of materials to obtain this information,
it is also possible to use sensors that use capacitive reading methods, this is the case
of Radi [9] that presents the calibration of the capacitive humidity sensor. With the
information collected by the sensors, actions such as irrigation are taken, this example
is presented [10–15], using automatic irrigation with smarts watering systems, many of
this methods and algorithms use electronic components is as their hardcore.

The use of these sensors allows to development of electronic tools, which is the
objective of this study, to implement these sensors in a closed environment to evaluate
the behavior generated when are planted tomato seeds in two different types of soil,
extracting information in variables such as temperature, thermal sensation and humidity
of the closed environment, those variables are combined together with soil humidity.
So with this information, the microcontroller will make irrigation decisions, using a
submersible motor that will pump water to the seedbeds.

2 Research Framework

2.1 Characteristics of Tomato

The tomato known as Solanum lycopersicum is a food that contains a variety of nutrients,
vitamins A, B and C, phosphorus, iron, calcium, potassium, lycopene among others. It
is recommended in a balanced diet, in addition this type of vegetable has gone from
being medicinal in the past, to being a culinary ingredient, since several dishes include
tomato, for its color, flavor and versatility when is used to cook. The tomato seed has
a diameter of 3 to 5 mm, the surface of the seed is covered by villi and small scales.
The development time of these seeds varies between five to nine days depending on the
temperature in which it is found, since it is considered a hot climate vegetable, having
an ambient temperature range between 20 to 24 °C.
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2.2 Sensor

The sensors are elements capable of measuring physical variables such as temperature,
humidity, distance, amount of light, etc. They are used in industries, homes, large-scale or
small-scale projects, depending on their use. The sensors can be classified into different
types, depending on the physical magnitude to be measured, these can be temperature,
force, distance, position.

2.2.1 Sensor DHT11

TheDHT11 sensor (see Fig. 1) is a low cost temperature and relative humidity sensor, the
sensor presents digital values ranging from 3.3 v to 5 v depending on the power supplied
to the sensor, at its output it. This sensor has a capacitive component for humidity and
a thermistor to measure the air that circulates through it.

Fig. 1. Sensor DHT11 (Color figure online).

The range is from 0 to 50 °C in temperature, while in relative humidity it has a range
of 20% to 90%. Its presentation is in a blue encapsulation and the sensor can take a
sample per second, having a maximum sampling frequency of 1 Hz.

2.2.2 Sensor Soil Moisture

The capacitive soil moisture sensor (See Fig. 2) generates changes in the capacitance
according to its charge and discharge, this sensor has a copper plate in the center and
another ground plate that surrounds the first plate.

Fig. 2. Sensor capacitive soil moisture.

The voltage that the sensor uses can be 3.3 v to 5 v, since the sensor has an internal
regulator to operate with 3.3 v. When the sensor voltage decreases, it means that the soil
around it is humid and when its voltage increases the soil has less humidity.
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2.2.3 Sensor TCS34725

The TCS34725 sensor (see Fig. 3) has a voltage regulator, so it can use 3.3 v to 5 v to
work with it, the sensor communicates through I2C communication. This sensor is used
to acquire ambient light and transform it into a measure of color temperature, amount
of lux and with measure in red, green and blue of the environment.

Fig. 3. Sensor TCS34725.

The sensor has a white light that exposes the surrounding light to a filter which
detects the colors red, green and blue with better sensitivity.

2.3 Actuators

Actuators are those devices that make changes in the environment by interacting, these
changes represent physical forces such as temperature, humidity, pressure, among others.
The actuators are classified according to their operation, they can be electric, hydraulic
and pneumatic.

2.3.1 Water Pump

This actuator is a submersible motor (see Fig. 4), it is designed to extract water from its
exterior and pump it. This actuator works with voltages from 3 to 9 v, the fluid enters the
motor and the internal propellers generate a circular movement, that pushes the water
inside to its outlet, which is connected to a transparent hose in charge of directing the
fluid to the space to be used. This method is the most efficient way to pump water.

Fig. 4. Water pump.

To control themotor voltage, it is complementedwith themodule IRF520 (see Fig. 5),
this module has an electronic component call Mosfet which can use up to 100 v with a
maximum of 9.7 A, if it is working with temperatures of 25 °C.
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Fig. 5. Module IRF520.

The IRF520 module will be connected to a microprocessor to use pulse width
modulation (PWM), in this way the water pump will be controlled.

2.4 Microcontrollers

2.4.1 Microcontroller ATMEGA2560

The 8-bit Atmega2560 microcontroller (see Fig. 6), is a low-power microcontroller
whose manufacturer is Microchip, it contains 54 digital inputs and outputs for general
purpose, in addition to having 6 timers, a 4Kbyte memory in its EEPROM and 8Kbytes
in its SRAM, it also has 16 channels of 10bit ADC.

Fig. 6. Microcontroller Atmega2560.

This microcontroller has 11 ports that go from port A to port L that can be used
bi-directionally with 8 bits and internal pull up and pull down resistors. It uses AVR
structure which maximizes its speed and minimizes the power consumption.

2.5 Data Base

To understand the concept of a database, it is first necessary to know what is a piece of
data, this can refer to a simple fact relating to any object that is considered, for example, a
name, age, weight, height, etc. Images, files, audio that could be disorganized, can also be
considered data. While a database is a systematized or organized collection of data that
has entities, attributes. For the database management system (DBMS) is implemented
MySQL (see Fig. 7), because its provide a free research platform for data storage.

The SQL language is known for being a structured query language, it is the standard
language of relational databases, this language allows inserting, searching, updating and
deleting information from database records.
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Fig. 7. MySQL Data Base.

3 Implementation of the System

3.1 Structure Design

The dimensions of the structure are: 90 cm wide, 60 cm high and deep, it is made up of
light and resistant material (see Fig. 8), its lower part is reinforced in this way it provides
a wide space to observe the behavior of tomato seeds.

Fig. 8. Physic structure and seedbeds.

In this structure transparent material is placed around it, closing the environment
against air currents that may interfere with the measurements, also seedbeds are placed
inside, these seedbeds contain different types of soil, that contents one hundred seeds
each, in this way the growth of the plants is evaluated through the passage of time.

3.2 Hardware Design

The hardware used is characterized by having of twelve temperature sensors, twelve soil
moisture sensors, a light sensor, a motor actuator and a microcontroller, which form the
electronic set for data extraction.

3.2.1 Sensors Design

The use of sensors for the acquisition of information has been used in various areas. This
information is transformed into data, which is stored in the relational database for later
analysis. A set of threeDHT11 sensors has been placed on each pillar, of the structure, for
the acquisition of ambient temperature, ambient humidity and sensation data. Forming
a total of twelve DTH11 sensors divided into low, medium and high sections for each
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Fig. 9. Sensors DHT11 on the Structure and Capacitive soil moisture sensors in seedbeds.

column. This acquisition is complemented with capacitive soil moisture meters (see
Fig. 9).

These sensors are placed on the seedbeds to determine the humidity of the two types
of soil for a period of fifteen days. Each type of floor has six sensors cataloged in three
different front, middle and rear areas.

3.2.2 Actuators Design

The submersible motor, used to irrigate the seedbeds, is connected to the base of the
trays using transparent hoses (see Fig. 10), these hoses are placement on the four sides
of the structure of each seedbed.

Fig. 10. Hose irrigation mechanism in seedbeds.

Theuseof the irrigation is determinedby twodifferent studies, thefirst is an automatic
irrigation every twenty-four hours, an irrigation will be on until the soil moisture sensors
present values of 70%, and the second study is one irrigation every time the soil moisture
sensor reaches values below 50%.

3.2.3 Microcontroller

The electronic components are connected to the ATmega2560 microcontroller (see
Fig. 11), this microcontroller acquires the data from each sensor, saves them in momen-
tary variables and sends them by serial communication to a computer, this computer will
be the one in charge of storing the information in the database. The microcontroller is
also in charge of irrigation for each seedbed.

A distribution of electronic components is made in the structure (see Fig. 12), dedi-
cating three temperature sensors in each corner of the closed environment, a light sensor,
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Fig. 11. Information flow graph.

six capacitive soil moisture sensors in each seedbed, in addition of an irrigation system
that use an IRF520 module and a pumping water motor for each seedbed.

Fig. 12. Distribution of electronic components in a closed environment.

The connection of electronic components is carried out of four blocks (see Fig. 13),
the first one uses the digital input pins that the microcontroller has for the temperature
sensors, in this block twelve digital inputs were used. The second block is represented
by the humidity sensors, these sensors are connected to the analog reading pins that the
microcontroller has, using twelve capacitive soil humidity sensors in total.

The third block is represented by the light sensor, which uses I2C communication,
connecting through the SCL and SDA pins of the microcontroller, and the last block
uses the IRF520 module, which is in charge of controlling the speed of the propeller that
pumps the irrigation motor.
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Fig. 13. Electronic scheme.

3.3 Software Design

3.3.1 Algorithm

Three types of algorithms are generated, the first two are focused on the ATMEGA2560
microcontroller and the last one for the computer. The first algorithm (see Fig. 14) for
the microcontroller presents automatic irrigation every 24 h, this algorithm enters the
variables of temperature, thermal sensation and humidity, continues with the process
acquiring the values of the soil sensors, after this process its verified if the automatic
irrigation time has reached to activate the pumping motor, otherwise it continues with
the reading of the ambient light sensor to finish the loop sending data to the computer.
If irrigation is activated this generates an active flag to send it to the computer until it
reaches 70% humidity in the soil, once it reaches this percentage the flag is removed and
automatic irrigation is configured for the next 24 h.

The second algorithmgenerated (see Fig. 15) is similar to the firstwith small changes,
it could be observed after taking soil moisture information, by asking if the moisture
variable is less than 50%. The same way as the first algorithm, activating a flag to send
to the computer in charge of storing the information in the database.

The last algorithm is used by the computer (see Fig. 16), which takes the information
from the microcontroller and inserts it into the database. For this, the information is
received through text-type strings with initial, final and intermediate separators. Once
the information is separated into short text strings, it is inserted into the database and
stored it.

The experimental methods that are carried out below in the two types of soil are
focused on checking ambient temperature, thermal sensation, humidity of the environ-
ment, in addition to measuring soil humidity in the greenhouse substrate and in the
mixture of greenhouse substrate with earthworm humus. In them one hundred seeds
are introduced, for each soil, this seeds are collected naturally from tomatoes that are
distributed by local markets.
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4 Results

Data is extracted in a total time of fifteen days; in the seedbeds the tomato seeds are
planted using the one hundred sample seeds in each tray. Data collection is separated into
seven days with automatic irrigation every twenty-four hours and the second proposed
algorithm is used for the remaining days.

4.1 Sending Data from the Microcontroller

The algorithm is implemented using the Arduino company’s integrated development
environment (IDE), because it is open source, to initialize the sensors and prepare the
irrigation actuator under the conditions described by the algorithm (see Fig. 17).

Fig. 17. Sending data through the microcontroller
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The information from the closed environment is retrieved in a data chain, using serial
communication between the microcontroller and the computer.

4.2 Data Reception

Using the data strings sent by the microcontroller, the data entry algorithm is generated
in the computer, it is programmed using the Spyder IDE, this integrated development
environment uses python language, in charge of recovering the information and dividing
these strings data using the separators previously assigned in the chain (see Fig. 18).

Fig. 18. Data extraction, string separation and storage

Once the data has been extracted and separated, the information obtained is inserted
into the database.

4.3 Insertion Check in MySQL Database

The insertion of information for the computer is checked, to do so the integral
development environment of MySQL Workbench is used (see Fig. 19).



Design of an Electronic System for the Exploration of Agricultural Parameters 213

Fig. 19. Validation of insertion of information in MySQL Database

The total amount of data entered for the elapsed time reached 239,626 records sent
by the microcontroller.

4.4 Seedbeds

At the end of the evaluation, it presents a total of one hundred seventy-four tomato plants
(see Fig. 20), this represents 87% of the total sample, divided into the two types of soil
used. In the greenhouse substrate, 95% of the sample germinated, starting with 6% on
the sixth day and in the mixture of greenhouse substrate with worm humus, 79% was
obtained at the end of the data collection time, starting with 3% after nine days.

Fig. 20. Closed environment after the evaluation period

The use of the second irrigation algorithm kept the two types of soil with higher
humidity, producing a white layer on the greenhouse substrate (see Fig. 21).

While worm humus mixed with the greenhouse substrate absorbed more humidity
without generating this layer of mold on its surface.
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Fig. 21. Comparison of the presence of a layer of mold due to humidity in a greenhouse substrate
with a mixture of a greenhouse substrate with worm humus

4.5 Behavior of Temperature, Humidity and Light in the Closed Environment

At the end of the period of information collection, the database, in CSV format, is
entered into the IDE RapidMiner to obtain graphs of the behavior of the variables in
the evaluation time. One of the first graphs is the set of ambient temperature, thermal
sensation, ambient humidity, soil moisture type 1, soil moisture type 2 and irrigation
using the colors orange, black, blue, light blue, green and red respectively (see Fig. 22).
This graph shows the increase in temperature and decrease in humidity between the
hours of 10am to 4 pm. Being the time in which the closed environment is exposed to a
higher concentration of heat.

Fig. 22. Variables of temperature and humidity vs time

To better understand the graph, the records are taken from day three until day ten,
since the behavior of the data presents a frequent pattern. The change between day and
night is presented in the graph of humidity of the environment (see Fig. 23), lowering the
humidity on sunny days and increasing it at night. In addition to this graph, the change
in humidity of the environment is presented, together with the humidity presented in
the two types of soils, for this graph light blue, green and orange colors are used to
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represent the variables of ambient humidity, soil humidity type 1 and soil humidity type
2 respectively.

Fig. 23. Graphs ambient humidity and soil humidity vs time

In the same way, comparative graphs of temperature and thermal sensation are gen-
erated (see Fig. 24) with blue and green colors, observed show similarity between them,
tending to increase their value in the hours of 10am to 12pm and decrease in the night
reaching the minimum point of 20C before 8am to continue with their behavior pattern.

Fig. 24. Graph temperature and wind chill vs time
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The set of lux variables, clean, color temperature, red, green and blue (see Fig. 25) are
graphed, using the colors of light blue, green, orange, black, blue and red respectively.
This graph, like the previous ones, presents a pattern of behavior; its intensity levels are
high at the same times when there is lower humidity and higher temperature, as well as
the temperature and humidity graphs.

Fig. 25. Light vs time variables

Separating the graphs in luxe by time of blue color in the graph and the values
of colors red, green, blue, represented by celestial, green and orange (see Fig. 26), the
pattern of behavior tends to a daily frequency, the sunny days presents high levels, cloudy
days its average levels and the night presents low levels.

Fig. 26. Graphs of Luxe vs time and Red, Green, Blue vs time components

A zoom is made on the data obtained, between day three and day ten, highlighting
the high levels presented by the luxe variable, which are very continuous with those
presented by the blue color. By placing the two graphs in a single one, using celestial,
green, orange and black colors for the lux components, red, green and blue (see Fig. 27),
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it is possible to observe the pattern that consists of greater light intensity that has had the
day, it is represented as a sunny day, having a direct relationship with the temperature,
since it has shown an increase in those periods of time.

Fig. 27. Graph Luxe, Red, Green, Blue component vs approach time

The following graph represents the behavior of the closed environment in the evalu-
ated periodof time (seeFig. 28), representing each element such as temperature, humidity
and light with its respective subcomponents.

Fig. 28. Graph of global representation temperature, humidity, light vs time
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These data have been processed and stored using electronic tools as well as hardware
and software in the area of agriculture.

4.6 Comparative of Soil Types with Irrigation Algorithms

The behavior acquired using the first irrigation algorithm from the closed environment,
shows that the humidity levels in the soil are maintained during the night until 8am,
which presents an increase in the temperature of the closed environment until 10am.
The humidity of the soil types drops drastically, showing the greenhouse substrate with
a mixture of worm humus is the best to retain the humidity of the environment (see
Fig. 29).

Fig. 29. Graph of soil moisture vs. time for automatic irrigation every twenty-four hours

When implementing the second irrigation algorithm, its activation occurs more fre-
quently, especially in the greenhouse substrate represented in light blue (see Fig. 30),
while the mixture of earthworm humus with greenhouse soil does not require a constant
watering.

On the other hand, in the second algorithm the irrigation is shown active at the
times when the closed environment has the highest temperature. Indicating a high waste
of water by maintaining constant the level of humidity that is evaporated by the sun’s
rays, being the greenhouse substrate the one that retains moisture for the shortest time
generating the greatest waste of water. To do this, a graph is generated, which indicates
how many times the algorithm has been used in each type of soil (see Fig. 31). The
graph showed the soil containing earthworm humus as green with 358 times and the
greenhouse substrate as light blue with 439.
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Fig. 30. Soil moisture vs time graph with second irrigation algorithm

Fig. 31. Irrigation activation frequency graph of the second algorithm

The collected data are presented with the number of times that the algorithm was
activated is shown (see Table 1), in the first case the algorithm had an activation of seven
times in each soil while the second algorithm had an activation of a greater number of
times, in the greenhouse substrate soil with 439 and in the greenhouse substrate mixture
with earthworm humus of 358.

In the seven days, that the first algorithm was used, the minimum humidity of the
environment was 45% and its maximum of 80%, while theminimum humidity presented
by the greenhouse substrate was 31.36%, its maximum of 84.37% and the mixture of
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Table 1. Activation count of the two types of algorithm.

Greenhouse substrate Greenhouse substrate mixture with
earthworm humus

Irrigation Algorithm 1 count 7 7

Irrigation Algorithm 2 count 439 358

greenhouse substrate with earthworm humus presented was 34.52% and its maximum
was 86.04% (see Table 2).

Table 2. Table of data of ambient humidity and soil humidity with first irrigation algorithm.

Greenhouse substrate Greenhouse substrate mixture with earthworm
humus

Min ambient humidity 45% 45%

Max ambient humidity 80% 80%

Min soil moisture 31,36% 34,52%

Max soil moisture 84,37% 86,04%

On the other hand, in the remaining days inwhich the second algorithmwas executed,
the minimum humidity of the environment was 57%, its maximum to 85%, while the
minimumsoil humidity presented by the greenhouse substratewas 42,40%, itsmaximum
of 74.26% and the mixture of greenhouse substrate with earthworm humus presented a
minimum humidity of 50.50% and a maximum of 75.35% (see Table 3).

Table 3. Table of ambient humidity and soil humidity data with second irrigation algorithm.

Greenhouse substrate Greenhouse substrate mixture with earthworm
humus

Min ambient humidity 57% 57%

Max ambient humidity 85% 85%

Min soil moisture 42,40% 50,50%

Max soil moisture 74,26% 75,35%

Once the humidity parameter has been evaluated, it is possible to analyze the ambient
temperature and the thermal sensation presented in each algorithm, in the first algorithm,
the minimum temperature presented in the closed environment was 20.40 °C with a
thermal sensation of 20.45 °C and itsmaximumparameters appear at 29.20 °Cof ambient
temperature and 30.61 °C in thermal sensation (see Table 4).
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Table 4. Table of ambient temperature and thermal sensation data with first irrigation algorithm.

Greenhouse substrate Greenhouse substrate mixture with
earthworm humus

Min temperature environment 20,40 °C 20,40 °C

Max temperature environment 29,20 °C 29,20 °C

Min thermal sensation 20,45 °C 20,45 °C

Max thermal sensation 30,61 °C 30,61 °C

While in the time that the second algorithm was executed, it presents a minimum
ambient temperature of 18.27 °C with a minimum thermal sensation of 18.30 °C, its
maximum ambient temperature was 26 °C with a maximum thermal sensation of 26.
93 °C (see Table 5).

Table 5. Table of ambient temperature and wind chill data with second irrigation algorithm.

Greenhouse substrate Greenhouse substrate mixture with
earthworm humus

Min temperature environment 18,27 °C 18,27 °C

Max temperature environment 26 °C 26 °C

Min thermal sensation 18,30 °C 18,30 °C

Max thermal sensation 26,93 °C 26,93 °C

With this, the data collected by the sensors of temperature, thermal sensation, humid-
ity of the closed environment and the humidity presented in the two types of soil are
reviewed.

5 Conclusions

Analyzing the two types of soils, the conclusion is the one that presents the greatest
advantages is the earthworm humus soil with the greenhouse substrate mixture, since it
presents greater moisture retention, this result can be verified in Fig. 29 in the irrigation
established every twenty-four hours, in addition this soil presenting a lower amount of
irrigation using the second algorithm. Another advantage that it presents is the high
amount of nutrients for its high organic content and also the soil is compact, for that it is
possible to control the growth of unwanted plants, a disadvantage that it has presented
compared to the greenhouse substrate is the germination time of the seeds. Showing
results three days longer than the greenhouse substrate. While the green house substrate
presents a germination in less time, but a high content of germinated plants unwanted
such as clovers, grass, among others, also presents less amount of nutrients.
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The temperature generated in the closed environment is higher than 19 °C, being
a suitable environment for sowing food plants such as tomato seeds. The number of
germinated seeds was one hundred and sixty-four tomato plants, representing 87% of
the two hundred seeds sown, these were divided in one hundred seeds for the greenhouse
substrate with 95% reached starting with 6% on the sixth day and in the mixture of worm
humuswith greenhouse substrate 79%was obtained at the end of the data collection time,
starting with 3% after nine days. Implementing electronic hardware for the acquisition
of information is essential for this job, the records collected were 239,626 in fifteen days
of storage, being the best way to store information and thus record larger amounts over
long periods of time.

It is verified that the first proposed irrigation algorithm is adequate for closed envi-
ronments, since it presents a better performance with respect to the second algorithm, in
addition the irrigation time given in the first algorithm could be doubled, if worm humus
is used per retainmoisture for long periods of time.When the second algorithm is applied
in the greenhouse substrate, it presents high humidity, generating a white layer of white
mold, while the worm humus with greenhouse substrate retains more humidity without
showing signs of excess like this white layer. However, the second algorithmwill depend
on the plant that is placed, the type of soil used and the environmental conditions.

A limitation to this experimental method is in the irrigation, being necessary to
expand the variables analyzed, for example, ventilation conditions since it was devel-
opment in a closed environment. Proposing as future work a greater number of sensors
and actuators that measure the air quality of the environment according to the oxygen,
carbon dioxide or other element that is found and in turn can intervene by improving the
ventilation of the planted space. In addition, the irrigation algorithm has a lack of robust
control, having this as a limitation, requiring a more precise control.

Thiswork it is a preliminarywork, it is proposed in the future to incorporate computer
vision [16, 17], with these techniques it is proposed to generate an analysis to the seeds,
to identify possible complications in their germination and select seeds with a greater
probability of germination, also to use artificial intelligence techniques in conjunction
with an automated system [18–20], with the future works a higher quality product can
be obtained for export, favoring the agricultural sector of Ecuador.
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Abstract. Business intelligence (BI) is a set of techniques and prac-
tices to extract, transform and handle large volumes of data from a busi-
ness, for analyzing and turning them into actionable business insights,
to improve the profit and the most important is getting to know the
customers better. Market segmentation (MS) is one of the BI strate-
gies which converts the heterogeneous market into homogeneous sub-
groups, with similar characteristics that will define the marketing strate-
gies. There are machine learning techniques that allow the most efficient
segmentation in the market. One of these techniques is the k-means,
which is an unsupervised learning technique that allows the segmenta-
tion of a data set from the Euclidean distances between each data and
the centroids established by the method. This research aims to segment
the customers of a web service based on the behavioral characteristics
of the users. A company dedicated to helping small businesses and new
entrepreneurs increase their customer base through the use of digital
marketing strategies provides a database, which registers user behavior
through events on their web application. A k-means method was applied
to segment our client’s list based on their interactions with the appli-
cation. The k-means performed segmentation of 15 clusters that were
organized into four groups, the most important group reported a very
varied behavior pattern of usage of the web service, the 64.38% of clients
are within this group, which suggests that the client’s profile could be
attached to the characteristics of this group.

Keywords: Google analytic · User segmentation · K-means clustering

1 Introduction

Business intelligence (BI) is a set of techniques and practices to extract, trans-
form and handle a large volume of data from a business. BI transforms unstruc-
tured information from internal and external sources into structured informa-
tion for analyzing and turning them into actionable business insights, in order
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to improve the profit and the knowledge of customers or possible customers [13].
One of the most used BI techniques is the market segmentation (MS) [10].
According to William Pride, “Market segmentation is the process of dividing
a total market into groups of consumers who have relatively similar product
needs” [24]. It can be summarized that segmentation consists of dividing a
market made up of consumers with diverse characteristics and behaviors into
homogeneous segments that contain people who respond in a similar way to
the marketing effort of a company. E-commerce web pages have increased their
market position in the last 20 years [15,23].

The structures of e-commerce websites usually revolve around item listings,
item characteristics, and online payment processes [6]. In this process of searching
and purchasing items, users request to leave the usage or behavioral profile which
may concern the type of customer that characterizes that user [16].

Therefore, market segmentation is possible based on these usage profiles [27].
Data mining is a set of techniques used for exploring datasets and extracting
insights, also referred to as knowledge management or knowledge engineering
in the past [9]. Machine learning is one of those techniques used for extracting
information from large data sets or databases. Among the machine learning
methods used in data mining are clustering methods. These methods take a set
of data and divide it into groupings of the data elements based on similarity
metrics or probability density models [12,22]. The k-means is one of the most
used data mining techniques in market segmentation [7,28].

Kansal et al. [11] applied the k-means method to a database of 200 customers
who reported the number of customer purchases and the frequency of customer
visits to the store on an annual basis. By applying k-means it was possible to
identify two more market segments that enriched the vision of potential cus-
tomers of the business. Similarly, Ghosal et al. [3] used customer segmentation
from data collected by a retail company that has many branches in Akwa Ibom
State (Nigeria). The algorithm designed in MATLAB succeeded in segmenting
95% of the customers. The company then used this result to design a market
strategy tailored to each customer segment, as well as to identify the products
associated with each segment. Some studies have used k-means for segment-
ing the web users based on their browsing activities [20], the pattern of use
for recognizing fraud users on a Bitcoin exchange platform [8] and clickstream
information of the transaction-related shopping behavior [26].

This research aims to present a strategy to segment users of a website based
on the clickstream information of the users when interacting with the website.
For this, this work describes a performance of a k-means algorithm. Each iden-
tified group separates them according to the type of website interaction and
recurrence in the use of the services.

2 Background

Imolko is a service company whose main purpose is to help businesses to increase
their profits, keep clients, increase their sales, automatize the process of keeping
the client well informed about the sale products in a smart way, and decreasing
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the Churn Rate. A Churn Rate is a term in marketing used as a measurement of
customers who have abandoned or unsubscribed an entity. In order to improve
their service, they would like to include in their process artificial intelligence
techniques for better service for their clients. As a first task they want to know
more about the behavior of their clients using their services, thus there are
two mains tasks they want to analyze: i) segment the customer based on their
behavior using the services offered, and ii) classification between recurring and
non-recurring customers

3 Methodology

3.1 Database Preparation

The database used for this research came from a company involved in e-commerce
marketing and e-mail service. The database consisted of customer interactions
with the e-commerce site, which had 71,682 total action events recorded by users.
The database was composed of 33,496 instances with six columns; the customer
ID, the event category, the event action, the number of times the user performed
the event action, and the time in months the user was connected and performed
the event action. For all of these events, 846 different customers who interacted
with the e-commerce company for a year registered the event.

The first transformation consisted of transforming a table whose instances
are interactions by another whose instances are users and their interactions. The
behavior of the user reflected in interactions was the object of our study [1].

The main idea is to segment the customer based on the action events they
are performed. Therefore the data was to be transformed in a way where every
instance represent a client ID and its correspondent number of event actions
performed, and the time in month the user performed each event action. Then
every column is formed by: eai, and teai, where eai correspond to the event
action i and teai the time in month the customer performed x number of time
the event action i.

3.2 Customer Market Segmentation

In this work, a behavioral segmentation will be carried out based on the inter-
actions made by customers with the services page of a business that offers mar-
keting and email services. For this, a methodology that consists of the following
steps will be executed [29]:

– Step 1: The database will be pre-processed with the stipulations described in
the previous section.

– Step 2: The pre-processed database was analyzed with k-means performed
with different cluster numbers to determine the initial number of segments by
the elbow method. A principal component analysis then helped to determine
the variables that provide the most information [17].

– Step 3: A clustering analysis with the k-means algorithm was carried out
with the chosen interactions and the initial number of determined segments
to determine the final number of market segments [18].
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3.3 K-Means Implemented

k-means [5] is a method that divides n observations into k clusters. In the k-
means algorithm, each observation is assigned to the nearest centroid cluster by
a distance function, and then the centroids of each cluster are recalculated. This
process repeats until the centroids are equal at each step and until all possible
clusters get formed.

This study applied a k-means method to the pre-processed database; the
number of groups was set by the elbow method which uses the mean distance
of the observations from their centroid [2,19]. The larger the number of clusters
k, the intra-cluster variance tends to decrease [14]. The smaller the intra-cluster
distance the better, since it means that the clusters are more compact. The
elbow method searches for the value k that satisfies that an increase in k does
not substantially improve the mean intra-cluster distance [30]. The Euclidean
squared distance was used to calculate the distance between each variable of the
data set with centroids, and the process was replayed 10 times to prevent local
minima [4]. The silhouette coefficient (SC) was used to assess the assignment of
the data set in the respective cluster [25].

4 Results

Fig. 1 shows the graph between the numbers of clusters (k) and the sums of the
distances of each of the points or subjects and their centroid. The greater the
number of clusters assigned, the smaller the distance from the points to each of
the centroids. The number of optimal clusters will be found by the elbow method
from Fig. 1. In this case, the point where the graph stops having significant
differences in the sums of the distances to the centroids is when k = 15, that is
the number of clusters chosen for the k-means analysis.

Additionally, Fig. 2 shows the contrast of the mean of the SC and elbow
method. It exhibits that clustering with a k between 10 and 20 is acceptable for
this data set [21] with a SC greater than 0.65.

In Tables 1, 2, 3 and 4 it is possible to see the percentage of events for each
type of event, in addition to the mean and standard deviation of the number
of events per person, the time in which these events took place, the number
of clients in the cluster and the time taken for each interaction reported. The
Table 1 shows the clusters with the highest number of events per person and
having more than three subjects per cluster. The Table 2 shows the clusters
with a lower number of events per person than the Table 1 and with more than
three subjects per cluster. Table 3 shows clusters that have two or three subjects
per cluster, and Table 4 shows clusters that have only one subject per cluster.

5 Discussion

Table 1 shows the clusters (clusters 1, 2, 14, and 15) that had several events
per person between 10.039± 12.250 and 1,272.333± 507.572 and are also made
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Fig. 1. Number of clusters vs. the sum of the distances from each of the points to the
centroids (elbow method).

Fig. 2. Number of clusters vs. the average of the SC in that number of clusters.
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Table 1. Percentage of the events of clusters 1, 2, 14 and 15.

Type of event Cluster 1
n=279

Cluster 2
n=8

Cluster 14
n=117

Cluster 15
n=12

Approvals task done[%] 2.00 4.39 9.69 13.55

Complete profile[%] 3.71 0.07 0.47 0.01

Content task done[%] 8.25 4.71 10.78 13.99

Create Draft from Gallery[%] 11.25 1.49 8.68 8.86

Create Iform from Gallery[%] 10.00 0.57 0.82 0.05

Create Order[%] 2.21 6.36 8.84 6.82

Header task done[%] 10.46 6.18 13.78 16.03

Login[%] 27.81 35.66 14.68 7.07

Logout[%] 5.25 23.70 5.43 2.57

Order task done[%] 7.71 4.41 10.25 13.44

Publish Draft[%] 6.07 4.20 9.45 12.80

Save profile[%] 0.46 2.50 3.85 1.93

Others[%] 4.82 5.76 3.27 2.88

% of clients in the cluster/% of
clients according of total
amount of clients in dataset

12.30/5.37 91.67/9.02 47.86/45.90 62.5/4.09

Average of events 10.039 ±
12.250

705.625 ±
284.649

126.068 ±
144.960

1,272.333 ±
507.572

Event time [month] 1.448 ±
1.695

10.875 ±
3.944

4.932 ±
4.664

12.000 ±
1.809

Hours per event 109.867 ±
24.691

13.499 ±
9.657

37.835 ±
16.988

7.845 ±
3.082

up of more than two subjects. These clusters are characterized by having a
varied interaction in types of events, the types of events that are repeated the
most in the four clusters are: Approvals Task Done, Complete Profile, Content
Task Done, Create Draft from Gallery, Create Iform from Gallery, Create Order,
Header Task Done, Login, Logout, Order Task Done, Publish Draft and Save
Profile. Cluster 1 has a higher percentage of events in Login (27.81%), Create
Draft from Gallery (11.25%) and Header Task Done (10.46%). Cluster 2 has
a higher percentage of events in Login (35.66%), Logout (23.70%) and Create
Order (6.36%). Cluster 14 has a higher percentage of events in Login (14.68%),
Header Tasks Done (13.78%) and Content Task Done (10.78%). Cluster 15 has a
higher percentage of events in Header Task Done (16.03%), Content Task Done
(13.99%) and Approvals Task Done (13.55%).

The subjects in Table 1 (n = 416) have a time between events of 7.845 h per
event and 109.867 h per event. The percentages of every event type are lower
than 36%, suggesting that the subjects of these clusters do not have a particular
preference for an event type and have a varied usage pattern of the website.

Table 2 shows the clusters (clusters 3, 4, and 11) that had an average between
1.459± 1.531 and 5.006± 6.045 events per person and that have more than two
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Table 2. Percentage of the events of clusters 3, 4 and 11.

Type of event Cluster 3
n= 109

Cluster 4
n= 171

Cluster 11
n = 136

Complete Profile[%] 3.77 5.14 2.16

Content task done[%] 0.63 3.86 0.48

Create Draft from Gallery[%] 1.89 13.55 13.67

Create Iform from Gallery[%] 5.03 15.19 15.11

Create Order[%] – 4.44 1.68

Header task done[%] 1.26 6.89 0.96

Login[%] 78.62 38.08 51.32

Logout[%] 3.14 4.56 7.43

Others[%] 5.66 8.29 7.19

% of clients in the cluster/%
of clients according of total
amount of clients in dataset

2.75/2.45 5.84/8.20 8.08/9.02

Average of events 1.459 ±
1.531

5.006 ±
6.045

3.066 ±
3.830

Event time [month] 1.486 ±
1.636

1.538 ±
1.944

1.544 ±
1.873

Hours per event 725.670 ±
72.221

220.549 ±
28.756

363.144 ±
22.787

subjects per cluster (between 109 and 171 subjects). In general, these clusters
are characterized by having a higher percentage of events in a reduced group of
types of events such as Complete Profile, Content Task Done, Create Draft from
Gallery, Create Iform from Gallery, Create Order, Header Task Done, Login,
and Logout. Cluster 3, 4, and 11 have a higher percentage of events in Login
(78.62%, 38.08%, and 51.32%) and Create Iform from Gallery (5.03%, 15.19%
and 15.11%).

The subjects in Table 2 (n = 416) have a time between events of
363.144± 22.787 h per event and 725.670± 72.221 h per event. The subjects of
Table 2 use the website with a limited amount and type of events and have a
very high preference for some particular event.

Table 3 shows the clusters (6, 7, 9, 10 and 12) that had an average of
events per person between 767.000± 203.647 and 3,181.667± 579.532 and a time
between events of 12.649± 3.359 h per event and 2.259± 1.229 h per event, but
only less than three subjects per cluster. In these clusters, two groups with a
different patterns of website usage are identified. The groups that had a high per-
centage of events in a reduced type of events such as cluster 7, 10, and 12, whose
higher event percentages are Send Email (78.06%) and Save Profile (9.19%) for
the case of cluster 7; Save Profile (49.84%) and Header task done (8.57%) in the
case of cluster 10; and Create Order and Delete flow in the case of cluster 12.
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Table 3. Percentage of the events of clusters 6, 7, 9, 10 and 12.

Type of event Cluster 6
n = 2

Cluster 7
n = 2

Cluster 9
n = 3

Cluster 10
n = 2

Cluster 12
n = 2

Approvals task done[%] 6.90 0.96 12.93 6.84 0.85

Content task done[%] 6.86 0.90 13.19 7.33 0.85

Create Order[%] 11.21 0.37 22.16 2.04 70.08

Delete Flow[%] – 0.03 1.95 – 10.82

Header task done[%] 7.62 1.24 16.34 8.57 0.98

Login[%] 26.19 4.81 6.33 5.86 5.28

Logout[%] 22.88 0.68 2.26 4.62 2.02

Order task done[%] 6.90 0.96 11.47 7.20 0.52

Publish Draft[%] 6.70 0.96 11.05 6.66 0.52

Save Profile[%] 3.40 9.19 – 49.84 0.20

Send Email[%] – 78.06 0.01 – –

Others[%] 1.34 1.84 2.30 1.02 7.89

% of clients in the
cluster/% of clients
according of total amount
of clients in dataset

100/1.63 50/0.82 66.67/1.63 100/1.63 100/1.63

Average of events 1,529.500 ±
203.647

1,768.500 ±
526.795

3,181.667 ±
579.532

1,125.500 ±
178.898

767.000 ±
731.8564

Event time [month] 9.000 ±
5.657

13.000 ±
0.000

9.333 ±
3.512

13.000 ±
0.000

13.000 ±
0.000

Hours per event 4.065 ±
0.718

5.538 ±
1.650

2.259 ±
1.229

8.423 ±
1.339

12.649 ±
3.359

These groups seem to have a usage pattern like the clusters of Table 2. And the
clusters 6 and 9 that have not a high percentage of events in a particular type
of event, these clusters have similarities of usage like clusters of Table 1.

Table 4 shows clusters with a single person, these are subjects that have a
very high average of events (between 3,790 and 4,101). These subjects have a
limited variety of types of events, as is the case of cluster 5 (Send Email) and
cluster 8 (Create Order and Save Profile). In cluster 13, there are varied types
of events with a high percentage.

Out of 846 users, 122 users are customers, of which 5.37% are in cluster
1, 9.02% are in cluster 2, 45.90% are in cluster 14, and 4.09% are in cluster
20, indicating that 64.38% of the customers are in the Table 1, which are users
who use the platform with a variable pattern. Cluster 3 has 2.45%, cluster 4
has 5.84%, and cluster 11 has 9.02%, indicating that users who tend to use a
small group of event types, which are those in the Table 3 have 19.67% of the
customers. Only 15.95% of the clients are in the clusters of Tables 3 and 4.



Users Segmentation Based on Google Analytics Income Using K-Means 233

Table 4. Percentage of the events of clusters 5, 8, and 13.

Type of event Cluster 5 n = 1 Cluster 8 n= 1 Cluster 13 n = 1

Approvals task done – 7.05 15.62

Content task done[%] – 7.02 15.57

Create Draft from Gallery[%] – 0.12 4.46

Create Order[%] – 22.99 –

Header task done[%] – 8.68 16.65

Login[%] 0.20 3.51 0.37

Order task done[%] – 6.17 16.23

Publish Draft[%] – 5.83 15.51

Save Profile[%] 2.44 32.04 13.85

Send Email[%] 97.33 – –

Others[%] 0.03 6.58 1.74

% of clients in the cluster/%
of clients according of total
amount of clients in dataset

– 100/0.82 100/0.82

Average of events 3,969.000 4,101.000 3,790.000

Event time [month] 13.000 13.000 13.000

Hours per event 2.358 2.282 2.470

6 Conclusions

The results obtained suggest that the k-means method performs clustering based
on event uniformity and event mean. The k-means performed segmentation of
15 clusters organized into four groups. Cluster 1 has the subjects who reported
events with the page every 7 to 109 h, being subjects with a very varied web-
site usage behavior pattern. It is worth noting that 64.38% of the customers
are within this cluster, suggesting that the customer profile could stick to the
characteristics of this group.

Cluster 2 reported events with the website every nine days, two weeks, or one
month. The usage pattern of this group is limited to a few types of events with
a very high percentage of the mean number of such events. Cluster 3 reported
events with the website every 2.26 h to 12 h. In cluster 3 there were two different
usage patterns identified. Clusters 7, 10, and 12 are similar to cluster 2, and
clusters 6 and 9 are similar to cluster 1. The main activities of cluster 3 are
focused on sending emails and saving the profile. Cluster 4 has only one subject
this is due to the subject have an exaggerated amount of events.

As future work supervised machine learning techniques will be explored to
enable the design of algorithms that predict the probability of customer engage-
ment or customer churn based on website clickstream information.
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References

1. Alasadi, S.A., Bhaya, W.S.: Review of data preprocessing techniques in data min-
ing. J. Eng. Appl. Sci. 12(16), 4102–4107 (2017)

2. Cui, M., et al.: Introduction to the k-means clustering algorithm based on the
elbow method. Account. Audit. Financ. 1(1), 5–8 (2020)

3. Ghosal, A., Nandy, A., Das, A.K., Goswami, S., Panday, M.: A short review on dif-
ferent clustering techniques and their applications. In: Mandal, J.K., Bhattacharya,
D. (eds.) Emerging Technology in Modelling and Graphics. AISC, vol. 937, pp. 69–
83. Springer, Singapore (2020). https://doi.org/10.1007/978-981-13-7403-6 9

4. Gupta, M.K., Chandra, P.: An empirical evaluation of k-means clustering algo-
rithm using different distance/similarity metrics. In: Singh, P.K., Panigrahi, B.K.,
Suryadevara, N.K., Sharma, S.K., Singh, A.P. (eds.) Proceedings of ICETIT 2019.
LNEE, vol. 605, pp. 884–892. Springer, Cham (2020). https://doi.org/10.1007/
978-3-030-30577-2 79

5. Hartigan, J.A., Wong, M.A.: Algorithm as 136: a k-means clustering algorithm. J.
R. Stat. Soc. Ser. C (Appl. Stat.) 28(1), 100–108 (1979)

6. Hernandez, S., Alvarez, P., Fabra, J., Ezpeleta, J.: Analysis of users’ behavior in
structured e-commerce websites. IEEE Access 5, 11941–11958 (2017)

7. Hung, P.D., Ngoc, N.D., Hanh, T.D.: K-means clustering using ra case study of
market segmentation. In: Proceedings of the 2019 5th International Conference on
E-Business and Applications, pp. 100–104 (2019)

8. Jain, N., Ahuja, V.: Segmenting online consumers using k-means cluster analysis.
Int. J. Log. Econ. Glob. 6(2), 161–178 (2014)

9. Joseph, S.I.T., Thanakumar, I.: Survey of data mining algorithm’s for intelligent
computing system. J. Trends Comput. Sci. Smart Technol. (TCSST) 1(01), 14–24
(2019)

10. Kamthania, D., Pawa, A., Madhavan, S.S.: Market segmentation analysis and visu-
alization using k-mode clustering algorithm for e-commerce business. J. Comput.
Inf. Technol. 26(1), 57–68 (2018)

11. Kansal, T., Bahuguna, S., Singh, V., Choudhury, T.: Customer segmentation using
k-means clustering. In: 2018 International Conference on Computational Tech-
niques, Electronics and Mechanical Systems (CTEMS), pp. 135–139. IEEE (2018)

12. Li, C., Kulwa, F., Zhang, J., Li, Z., Xu, H., Zhao, X.: A review of clustering
methods in microorganism image analysis. In: Pietka, E., Badura, P., Kawa, J.,
Wieclawek, W. (eds.) Information Technology in Biomedicine. AISC, vol. 1186, pp.
13–25. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-49666-1 2

13. Liang, T.P., Liu, Y.H.: Research landscape of business intelligence and big data
analytics: a bibliometrics study. Expert Syst. Appl. 111, 2–10 (2018)

14. Liu, F., Deng, Y.: Determine the number of unknown targets in open world based
on elbow method. IEEE Trans. Fuzzy Syst. (2020)

15. Liu, J., Liao, X., Huang, W., Liao, X.: Market segmentation: a multiple criteria
approach combining preference analysis and segmentation decision. Omega 83,
1–13 (2019)

https://doi.org/10.1007/978-981-13-7403-6_9
https://doi.org/10.1007/978-3-030-30577-2_79
https://doi.org/10.1007/978-3-030-30577-2_79
https://doi.org/10.1007/978-3-030-49666-1_2


Users Segmentation Based on Google Analytics Income Using K-Means 235

16. Lu, L., Reardon, T.: An economic model of the evolution of food retail and supply
chains from traditional shops to supermarkets to e-commerce. Am. J. Agric. Econ.
100(5), 1320–1335 (2018)

17. Maneno, K.M., Rimiru, R., Otieno, C.: Segmentation via principal component
analysis for perceptron classification: a case study of kenyan mobile subscribers.
In: Proceedings of the 2nd International Conference on Intelligent and Innovative
Computing Applications, pp. 1–8 (2020)

18. Manero, K.M., Rimiru, R., Otieno, C.: Customer behaviour segmentation among
mobile service providers in kenya using k-means algorithm. Int. J. Comput. Sci.
Issues (IJCSI) 15(5), 67–76 (2018)

19. Nainggolan, R., Perangin-angin, R., Simarmata, E., Tarigan, A.F.: Improved the
performance of the k-means cluster using the sum of squared error (SSE) optimized
by using the elbow method. In: Journal of Physics: Conference Series, vol. 1361,
p. 012015. IOP Publishing (2019)

20. Nasser, M., Salim, N., Hamza, H., et al.: Clustering web users for reductions the
internet traffic load and users access cost based on k-means algorithm. Int. J. Eng.
Technol. 7(4), 3162–3169 (2018)

21. Nawrin, S., Rahman, M.R., Akhter, S.: Exploreing k-means with internal validity
indexes for data clustering in traffic management system. Int. J. Adv. Comput.
Sci. Appl. 8(3), 264–272 (2017)

22. Oktar, Y., Turkan, M.: A review of sparsity-based clustering methods. Signal Pro-
cess. 148, 20–30 (2018)

23. Pomarici, E., Lerro, M., Chrysochou, P., Vecchio, R., Krystallis, A.: One size does
(obviously not) fit all: using product attributes for wine market segmentation.
Wine Econ. Policy 6(2), 98–106 (2017)

24. Pride, W.M., Ferrell, O., Lukas, B.A., Schembri, S., Niininen, O., Casidy, R.: Mar-
keting Principles with Student Resource Access 12 Months. Cengage AU (2017)

25. Rousseeuw, P.J.: Silhouettes: a graphical aid to the interpretation and validation
of cluster analysis. J. Comput. Appl. Math. 20, 53–65 (1987)

26. Schellong, D., Kemper, J., Brettel, M.: Generating consumer insights from big data
clickstream information and the link with transaction-related shopping behavior
(2017)

27. Sondhi, N.: Segmenting & profiling the deflecting customer: understanding shop-
ping cart abandonment. Procedia Comput. Sci. 122, 392–399 (2017)

28. Syakur, M., Khotimah, B., Rochman, E., Satoto, B.: Integration k-means clustering
method and elbow method for identification of the best customer profile cluster.
In: IOP Conference Series: Materials Science and Engineering, vol. 336, p. 012017.
IOP Publishing (2018)

29. Tleis, M., Callieris, R., Roma, R.: Segmenting the organic food market in lebanon:
an application of k-means cluster analysis. Br. Food J. (2017)

30. Yuan, C., Yang, H.: Research on k-value selection method of k-means clustering
algorithm. J-Multidiscip. Sci. J. 2(2), 226–235 (2019)



Evaluating the Precision and Security of Data
in Middleware Applications

Priscila Cedillo(B) , Edwin Narvaez-Miranda, Mauricio Calle-Morales,
Wilson Valdez , and Paul Cardenas-Delgado

Universidad de Cuenca, Av. 12 de abril s/n, Cuenca, Ecuador
{priscila.cedillo,edwin.narvaez,mauricio.calle,wilson.valdezs,

paul.cardenasd}@ucuenca.edu.ec

Abstract. A Middleware is a software product that constitutes a fundamental
part of distributed systems since they facilitate the development and integration of
applications in those heterogeneous environments. Besides, distributed systems
consider the quality of data in terms of precision and security. AsMiddlewares are
essential for many solutions, developing a quality model that meets the essential
characteristics of accuracy and security and creating an efficient evaluationmethod
since there are nomodels in the current literature solutions that specifically evaluate
their characteristics. Thus, this paper presents a quality model for Middleware
oriented to the precision and security of the data based on specific characteristics
and sub-characteristics of ISO25012 and amethod to evaluate said quality, aligned
with the ISO 25040. In addition, a case study is presented to demonstrate the
feasibility of the evaluation method.

Keywords: Quality of software · Data quality ·Middleware

1 Introduction

Internet of Things (IoT) is an emerging paradigm that provides an intelligent environment
for the communication and interconnection of various devices (sensors and actuators)
[1, 2]. IoT provides new services to citizens, companies, and public administrations in
general areas such as smart cities, transport, industry, healthcare, and farming. Here, a
significant challenge is coordinating the synchronism and connection between devices
which sometimes is a slow and delicate, errable process [3, 4].

In this sense, Middleware has become a necessary component in any distributed
system, such as the wireless sensor networks typical of IoT. It unifies the data collection,
processing, and showing to users by integrating heterogeneous devices, software, and
services [3, 5].

Due to the importance of an efficient operation of Middlewares in any of their appli-
cation fields, determining the quality of these components and primarily those related to
data becomes essential to achieve it; however, the view of quality presents different per-
spectives. For instance, when talking about data-centric Middlewares, reference is made
to decide to deliver and store the data where the data quality is intrinsically found [6].
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Nevertheless, several studies, such as [6–8], treat data quality from a ubiquitous com-
puting point of view. On the other hand, others address it from the Quality of Service
(QoS) [9–14].

Consequently, this paper presents a data-centered quality model aligned to the
ISO/IEC 25,012 data quality standard to support the evaluation of Middlewares [15].
The model primarily addresses precision and safety features, breaking them down into
sub-features and attributes. Furthermore, an evaluation method is presented based on the
ISO/IEC 25,040 [16] evaluation guidelines. Finally, to assess the proposed method, a
study case is applied to a Middleware oriented to the healthcare field that gathers several
data sources [17].

The remaining of this document is structured as follows: Sect. 2 analyzes the
related work, considering the previous quality models used for evaluating Middlewares.
Section 3 presents the quality model; Sect. 4 presents the precision and security-focused
evaluation model on Middleware; Sect. 5 presents a study case applied to the Healthcare
domain. Finally, Sect. 6 the conclusions and future work.

2 Related Work

This section briefly addresses some studies related to the quality of the data applied in
Middleware through proposals and applications of various quality models and others
that apply the use of quality standards.

First of all, the research presented in [6] focuses on a comprehensive development
process based on models for distributed applications enabled for quality of service on
Middleware platforms enhanced with QoS. This paper relies upon the importance of
quality models for assessing Middlewares. Nevertheless, it does not address the data
quality but the quality of service.

Giough et al. [7] present a technique for evaluating quality features in an RFID
Middleware based on ISO/IEC 9126 standard. The study uses the Analytic Hierarchy
Process (AHP) technique to simplify the metric selection. Also, it presents an interesting
evaluation method to assess quality criteria. However, although the study uses a quality
standard and an evaluation method, it does not assess the data quality.

Besides, Kim Yung et al. [8] present the COSMOSMiddleware platform. The study
is made within the Ubiquitous Sensor Networks (USN) domain and addresses some
quality features for the Middleware, such as accessibility and data quality. However, this
paper does not present any quality model aligned to a standard.

Moreover, the QoS is one of the most valuable characteristics of Middleware. In
this sense, the studies presented in [9–14] address it differently, such as frameworks,
tolerance to a fault, publication/subscribe. However, most of them lack research because
they do not address it to a standard or present an organized evaluation model.

Concerning IoT applications, Rausch et al. [18] propose EMMA Middleware of
publication/subscription enabled for Edge Computing. It can address the challenges
presented by the Cloud Computing approach, such as customer mobility and high
availability, without neglecting QoS. However, it does not address the data quality.

Regarding data quality in data-centralization platforms.Moraga C. et al. [19] present
a data quality model for web portals derived from ISO/IEC 25,012 standard and the data
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quality model for portals (PDQM). The model aims to provide quality to data generated
in web portals; it is focused on 42 characteristics aligned with the mentioned standards
and covers many features. However, a very general model is obtained, which can hardly
be applied in specific contexts.

In [20], a basis for the detection of characteristics and sub-characteristics is presented
in the definition of the quality model focused on security. Therefore, the study serves
as a guide to define the characteristics considered more suitable to generate the data
quality model. This study is aligned with the ISO/IEC 25,012 standards and obtained
the metrics from the ISO/IEC 25,024.

Consequently, after reviewing several investigations, it is verified that many of these
are focused on creating quality models for supporting the evaluation of quality for Mid-
dlewares. However, no research was found that focuses on both simultaneously; that is,
no study deals with data quality in Middleware.

3 Quality Model

In this section, a quality model is presented. It is focused mainly on the precision and
security characteristics of data for Middleware applications assessment.

A quality model is a guide between the implemented applications and the end-users
to identify if the product in question complies with the agreed quality standards [21].
ISO proposes the ISO/IEC 25,012 standard to define the characteristics of a data quality
model. This qualitymodel was designedwith twomain characteristics inmind: precision
and data security.

3.1 Precision Model

Precision is the degree to which data have accurate attributes or provide insights in a
specific context [22]. Hereof, the domain-relevant sub-characteristics analyzed by the
proposed model were extracted from the ISO/IEC 25,012 standard (see Table 1).

Table 1. Precision model: sub characteristics and definition

Sub characteristics Definition

Accuracy The degree to which the information is reliable in the sense of being free
from errors

Credibility Degree to which the data has attributes that are considered true and
credible in a specific use context. Credibility includes the concept of
authenticity (the veracity of data sources, attributions, commitments)

Actuality Degree to which the data has attributes that are the correct age in a
specific usage context

Traceability Degree to which the data has attributes that provide an audited path to the
data or any other changes made to the data in a specific use context
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3.2 Security Model

ISO/IEC 25,012 proposes several characteristics for data quality assurance in terms of
security, which is why several of these characteristics have been analyzed to propose
the security model. Security is defined as: “The degree to which a product or system
protects information” [22]. Besides, to complement the attributes from the standard, it
has been considered the trust module algorithm in order to enhance the authentication to
verify that the data source is correct [23]; this was considered in the responsibility sub
characteristic. In this context, the sub-characteristics of the proposed quality model are
shown in Table 2 as follows.

Table 2. Security model: sub characteristics and definition

Sub characteristics Definition

Confidentiality The data is accessible only to those who have authorized access

Integrity Prevent unauthorized access or modification of computer programs or data

Responsibility Actions taken by any given entity can be traced back to the entity itself

4 Evaluation Method

As presented in the quality model, aMiddleware is an application that brings importance
to several quality characteristics such as precision and data security [7]. Here, those
characteristics have a subset of quality factors or attributes that influence theMiddleware
performance. On the other hand, ISO/IEC 25,040 standard shows a process divided into
five activities to evaluate a software product [16]. Therefore, this section presents an
adaptation of this process into the Middleware evaluation domain and the use of the
quality model within it (Fig. 1). The process is represented by using SPEM (Software
Process Engineering Metamodel) specification [24]. Besides, to correctly obtain the
evaluation requirements, it is necessary to determine theMiddleware application domain
(e.g., Smart Cities, Health, Industry, etc.) as defined in the ISO/IEC 25,040; this is
addressed through the input remarked in a red square (Fig. 1) where the selection of the
Middleware application domain is the first step before starting the process.
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Fig. 1. Product evaluation process for Middlewares

4.1 Establish Evaluation Requirements

The first stage is to establish the evaluation requirements. As shown in Fig. 2, the first
step is to establish the purpose of the evaluation; here, it is essential to know about the
Middleware application domain to make comparisons and review required documents
such as ascertain service level agreements. Second, the product quality requirements are
obtained from the ISO/IEC 25,010–25,012 standards [25, 26], and specific requirements
from the Middleware domain.

Afterward, the product components to be evaluated must be identified, especially
the entity-relationship diagrams (ERD) and any data model diagram that makes up the
Middleware. Also, the quality model proposed (Sect. 3) is considered.

Finally, the rigor of the evaluation is defined based on determining aspects such as
security and economic risk. Then, it is possible to establish which techniques must be
applied and thus the evaluation requirements document.
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Fig. 2. Establish evaluation requirements

4.2 Specify the Evaluation

The second stage of the process is to Specify the evaluation. Figure 3 indicates this
sequence, where the first step is to select and define the metrics used for the evaluation;
for this, the ISO standards [10] and [15] are used, together with the evaluation and quality
requirements, in addition to considering precision and security of data.

Secondly, is to define the decision criteria for the metrics, which were selected from
the ISO/IEC-25024 standard [27], which are summarized in the quality model proposed
in this paper. The result of this is a document with the thresholds for the assessment,
along with their metrics.

Finally, the decision criteria for the evaluation are defined by using metrics and
documents previously defined. The outputs of this stage are, on the one hand, the
quite complete evaluation criteria, which includes the attributes, characteristics, and
sub-characteristics proposed by this method, and on the other hand, the template for
evaluating security and precision in Middlewares.
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4.3 Design the Evaluation

The third stage is to Design the evaluation, whose process is shown in Fig. 4. it needs
the intervention of the “evaluation designer” who defines the parameters and constraints
required for the evaluation.

The first two steps are to define the activities to address the evaluation and to specify
the limitations that the product evaluation will have due to human resources, materials,
budget, and methodologies. Then, the evaluation activities plan is designed.
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Fig. 4. Design the evaluation

4.4 Execute the Evaluation

After defining the activities and processes necessary for the evaluation, the next stage is
to Execute the evaluation. This process consists of 4 activities (Fig. 5).
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The evaluation is executed by the evaluator, who performs themeasurementswith the
indicators previously established for each metric, characteristic and sub-characteristic
defined in the scope of the evaluation. Besides, the data generated in each step is recorded
and stored for analysis. After obtaining all the values, themetrics and decision criteria are
applied. The final results are compiled in a document with the results of the evaluation.
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Fig. 5. Execute the evaluation

4.5 Conclude the Evaluation

The evaluation process ends at Conclude the evaluation stage, which is shown in Fig. 6.
This process needs the intervention of the evaluator and the requester, who reviews the
results of the evaluation.

Then, it is created the evaluation report using the data obtained from the previous
steps; Additionally, this report must have the specification of the requirements, prob-
lems encountered, limitations or restrictions present, and the data of the evaluator. It is
recommended a review of this report by a domain expert, to guarantee its validity.

Finally, all data must be processed properly. The report and data must be stored,
returned, archived or deleted as appropriate and then it is obtained the final evaluation
results document.
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5 Study Case

This section presents a study case to analyze the methodology to apply a quality model
for Middleware. It follows the methodology proposed by Runneson [28]. The activities
for executing the study case are: (i) design, (ii) preparation for data collection: procedures
and protocols for data collection are defined, (iii) collecting evidence: execution with
data collection on the studied case, and (iv) analysis of collected data and reporting.
Below, these activities are described.

5.1 Design

Themain objective is knowing the perceptions of domain experts likeMiddleware quality
engineers. The context to evaluate is IoT Middleware. In this sense, two subjects were
chosen as a convenience sample; they consist of two software engineer who are experts
in IoT applications and Middleware.

The Middleware under which the evaluators provided their criteria within the preci-
sion and security about data characteristic consisted of one for managing the heterogene-
ity of data provining from IoT devices in Ambient Assisted Living (AAL) Environments
[17]. The domain experts were able to assess theMiddleware by following both the eval-
uation model and the quality model. For it, the evaluators used Node-Red to simulate
sensors and an AAL scenario both sending data to the Middleware.

The evaluation’s objectives and scope were established with Goal Question Metric
(GQM) approach proposed by Basili et al. [29], who proposes a paradigm that defines
the evaluations’ scope and objectives. The proposed GQM is presented in Table 3.

In this context, the research questions are:

– Does the quality model evaluate the precision and security of Middleware?
– What is the perception of Middleware experts on the usefulness of a methodology
that allow evaluate the precision and security of Middleware?

According to Runneson et al. [30] recommendations, this case study method is
holistic-unique, and the units of analysis are presented in Fig. 7.
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Table 3. Goal question metric (GQM) scope

Sub characteristics Definition

Analyze The evaluation analyzes the inputs for the methodology proposed
by the quality engineers

Whit the propose of The objective is evaluating the perceptions of Middleware experts
regarding the usefulness of the information resulting from the
methodology

From the point of view of Informatics engineer

In the context of The study is carried out in an IoT Middleware

Context: IoT Middleware

Case: Perception of utility of the methodology to apply 
the quality model.

Analysis unit: Middleware experts.

Fig. 7. Holistic-unique method

5.2 Preparation of Data Collection

In order to collect data about the domain experts experience by using the evaluation
method and quality model, one survey has been designed based on the technology eval-
uation model (TAM) proposed by Davis [31]. This model consists of evaluating three
constructors: the Perceived Ease of Use (PEOU), the Perceived Usefulness (PU), and
the Intention to Use (ITU) [31]. The questionnaire is presented in Table 4.

5.3 Collecting Evidence

After using both the Middleware tool for sending data from several IoT devices and the
evaluationmethod to assess the data precision and security in twohours, the questionnaire
presented in Table 4 was applied to the domain experts. Each question was evaluated
on a Likert scale from 1 to 5 to gather the impressions, as proposed by Bangor et al.
System Usability Scale (SUS) [32]. Here, the key is how to present the questions since
when using the Likert scale, a rating of 5 in a cheerful question is not the same as in a
negative question. For this reason, SUS weights the results of each query as follows:

– Positive questions score: (obtained score) - 1
– Negative questions score: 5 - (obtained score)
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Table 4. Technology acceptance model (TAM) questionnaire

Constructor Question

PEOU1 Has been the evaluation model complex and difficult to use?

PEOU2 Would evaluation model reduce time and effort to evaluate data precision and
security quality in Middleware?

PEOU3 Overall, do you consider the evaluation model difficult to understand?

PEOU4 Are the steps to follow the evaluation model clear and easy to understand?

PEOU5 Overall, do I find the evaluation model useful?

PU1 Is the evaluation model difficult to learn?

PU2 Do you think that the evaluation model is useful to evaluate the data precision
and security in Middlewares?

PU3 If you need to use an evaluation model for assessing data precision and security
in Middlewares, would you consider this?

PU4 Do you think the evaluation model is NOT expressive enough to evaluate data
precision and security in Middlewares?

PU5 Do you think that using the evaluation model regularly, you would improve your
performance when evaluating the data precision and security in Middlewares?

PU6 Do you think you could be proficient using the evaluation model for assessing
data precision and security in Middlewares?

ITU1 Overall, do you think that with evaluation model, you can NOT evaluate data
precision and security in Middlewares?

ITU 2 If you need to evaluate data precision and security in Middlewares, would you
consider this evaluation model?

ITU 3 Would you NOT recommend using the evaluation model to assess data precision
and security in Middlewares?

Where “obtained score” is the score assigned by the participant for each question.
Hence, the same process is appliedwithin evidence collection process. The questionnaire
has 14 questions, where questions 3, 6, 9, 12, 14 are negative and questions 1, 2, 4, 5, 7,
8, 10, 11, 13 are positive. Then, the next stage is analyzing and report the data.

5.4 Data Analysis and Results Reporting

As presented in SUS [32]. the result is assessed over 100.With this, the following results
are obtained (Table 5):

Since the presented results (Table 5), themean is an indicator of the subject’s satisfac-
tion with using the proposed task method; therefore, the obtained value allows verifying
the validity of the method with 70.35. On the other hand, the minimum value obtained
is 43.45. Thus, overall, the perceptions of the two domain experts about the evaluation
method and quality model are satisfactory.
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Table 5. Experimental results.

Metric Obtained values

Mean 70.3586752145

Minimun 43.4565848

Maximun 100

Standard deviation 16.86508457

Mode 75

6 Conclusions and Future Work

Although there are quality models used in Middleware, there is no one that focuses
particularly on the precision of the data; Hence, the model generated in this research
works for a wide range of Middleware regardless of their domain. In addition, the pro-
posed evaluation method is a tool to assess data quality characteristics since it provides
a structured mechanism, both in terms of data precision and safety characteristics, and
thus, a complete understanding of the domain.

The study case section was determinant to prove the model’s applicability because
domain experts addressed it by following an organized sequence of steps to use the
tool adequately. Results determined a 70.35 of validity since the assessor’s satisfaction.
Hereof, it was found that the method allows identifying certain shortcomings in terms
of security characteristics in the early stages. In more mature stages of development, it
allows checking that the data meets certain precision levels.

Finally, as future works, experimentation with groups with more domain experts is
needed to expand feedback and enhance themodel to theMiddleware quality assessment.
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Abstract. The detection of incipient faults in three-phase induction motors is a
fundamental pillar in the preventive maintenance at the industrial level. Three-
phase motors are used in most industrial processes, and thus it is essential to know
in advance the fault being generated by the motor, with the objective of avoiding
a production stop, there are in the market equipment that help to detect incipient
faults, but their cost is very high and it is necessary to process in a computer the
information obtained from the equipment to determine the fault. The proposed
prototype is a low-cost and easy to use system which detects two types of electric
faults, broken bars and short circuits in the windings. Authors describe the general
architecture of the prototype, parameters for determining the fault and give details
about the implementation and tests of the prototype inWEGW22HighEffmotors.
The results obtained show that when the amplitude of the power spectrum in the
sidebands varies at particular frequencies, an incipient fault is determined.

Keywords: Incipient faults · Preventive maintenance · Three-phase motors ·
Low-cost system

1 Introduction

The world as it is known today would not exist without one of the most important
technological advances of the nineteenth century, the electric motor, the technological
development experienced during all these decades, would not be possible without the
electric motor, which can be found in small, medium and large applications. In industry,
the electric motor has always been and will be fundamental since it transforms electrical
energy into mechanical energy [1], which means specific and significant production
force. However, as any type of mechanism they are susceptible to different types of
faults. In recent years, research studies about fault monitoring and prevention have
arisen as a challenging topic in the scientific community [2]. The different research
studies have focused in the diagnosis of faults of induction motors, mainly due to the
economic and technical consequences that may appear if problems are not detected in
time. The “squirrel cage” three-phase induction motors are the machinery mostly used
in industry, representing about 85% of the energy consumption in industrial plants [3].
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This type ofmotorsmay present different types of faults, there are about 50 faults that
may affect the operation of electricmotors [4], but themost common faults are: mechani-
cal unbalances, asymmetry in the stator or rotor windings, overload faults, bearing faults,
among others [5]. Nevertheless, the most frequent problems are breakdown of the bars
in the rotor cage and short circuit in the motor windings. A motor with broken bars will
apparently work well, but this fault may produce overheating, undesired vibrations or
may force the breakdown of the healthy bars of the motor [6].

At present, most small and medium size companies that use three-phase electric
motors do not have processes for detecting incipient faults in these motors, which may
generate production losses in the companies [7]. Nowadays, there are mathematical
analyses that use the stator current of the motor [8], the instruments employed for mon-
itoring such currents often have an extremely high cost, are of invasive nature or require
a process for extracting information using current sensors, and a subsequent analysis
of harmonics by means of a numerical computation software [9]. The development of
the non-invasive prototype will enable fixing these problems, by performing an analysis
with a low-cost device accessible to small andmedium size companies, without requiring
additional elements such as a computer and a specific software.

Today, low-cost devices are called to carry out experimentation, training at various
levels and developing prototypes of different nature; due to the wealth of information,
user support andversatility [10], they are preferred by researchers and educational institu-
tions for teaching different subjects, their importance day to day is takingmore relevance
due to the ease for acquiring them and for the technological advance implemented by
the newest low-cost devices.

The main objective of this research is the development of a prototype for detecting
incipient faults in three-phase squirrel cage inductionmotors, using a non-invasive probe
and a single-board computer. The first step is to determine the power spectrum of the
motor, bymeans of the fast Fourier transform (FFT) using the “Flattop”window function,
then define the sidebands of frequencies that will show the faults caused by broken bars
or short circuit between loops of the same phase, further analyze the amplitude of the
variation in the sidebands and, finally, the incipient fault is determined based on the
band where the variation and the amplitude difference occur. In the tests performed, a
variation greater than 10 dB in the first sideband is detected as an incipient fault due to
short circuit in loops of the same phase, and for the case of broken bars the fault will be
determined by a variation of 15 dB in the first general band.

The document is organized as follows: Section 2 presents a brief literature review
about faults in motors, Section 3 describes the concepts and methodology used in the
research, Section 4 illustrates the hardware and software components that constitute
the prototype, Section 5 shows the implementation and the results obtained, and finally
Section 6 establishes some conclusions and future work.

2 Literature Review

Induction electricmotors are the base of industrial processes: low cost, easymaintenance
and robustness among other features, have made them fundamental for any process. As
any machine they have limitations, and if these are exceeded an early fault will occur in
the stator or in the rotor [11].
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Table 1. Chance of faults occurrence in induction motors [13, 14]

Studied by Bearing Fault (%) Stator Fault (%) Rotor Fault (%) Other (%)

IEEE 42 28 8 22

EPRI 41 36 9 14

Table 1 shows the main faults in induction motors, found in a study sponsored by the
IEEE [Institute of Electrical and Electronics Engineers] and the EPRI [Electric Power
Research Company], and carried out by the General Electric Company. According to this
study, faults may be categorized as follows: Electrical faults, mechanical faults and faults
related with the environment. Electrical faults include supply of unbalanced voltage or
current, overvoltage, grounding fault, internal short circuit, phase fault. Within the clas-
sification of mechanical faults there are broken bars, unbalanced load, bearings damage,
faults in the rotor and stator windings. At last, the faults related with the environment are
due to external factors such as temperature, a bad installation of the machinery, which
may produce vibrations, a manufacturing defect, among others [13].

In an induction motor, multiple faults may occur simultaneously, and in such a case
determining the initial problemmay be difficult. These faultsmay increase themagnitude
of particular harmonic components in the voltage and current signals [15]. Any of the
aforementioned faults may alter the efficiency of the motor, and here lies the importance
of a timely detection [16]. This document will focus in the diagnosis of two types of
faults: short circuit in the loops of the same phase and broken bars.

For detecting faults in induction motors, it may be applied different analytical tools
such as motor current signature analysis (MCSA), vibration analysis, temperature anal-
ysis, among others [17]. This document is based on the detection of faults from the
analysis of currents, this technique has an advantage with respect to other tools previ-
ously mentioned, since for other processes it was necessary to connect transducers or
elements that may interrupt the motor operation, not to mention their high cost.

The authors of [18] conclude that the motor current signature analysis (MCSA)
is a non-invasive detection method and the information of the current signal may be
acquired in real time, if necessary, which also implies that it is not necessary to stop the
motor to perform the diagnosis tests. The method comprises three main steps, the data
acquisition through non-invasive sensors such as Hall effect or a current transformer,
monitoring the three phases is not necessary, and this is the reason why in this research
work it was chosen to analyze only one phase. The information obtained is digitized and
filtered to remove undesired components, these data are stored for further analysis. The
second step is processing the information by means of any mathematical tool, namely
fast Fourier transform (FFT), Wavelet transform (WT), Hilbert transform (HT), discrete
Fourier transform (DFT), etc. [19].

The aforementioned mathematical tools detect the presence of harmonic compo-
nents, which are generated by faults in the motor. The last step is fault diagnosis, which
is generally performed comparing the frequency spectrum of a healthy motor with the
motor under study, it is necessary a precise knowledge of the motor to be analyzed [20].
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The MCSA technique is applicable for detecting some faults such as (i) broken
bars, (ii) load unbalance, (iii) short circuit in the stator winding. The current analysis in
the state is non-invasive, precise, low-cost and is a highly efficient technique. The data
necessary may be obtained from a running motor at any moment, and various studies
have successfully used this method for the diagnosis of motors, such as Bonnet [21] who
detected damage in bearings by monitoring the stator current. Thomson and da Silva
[22, 23] detected broken bars and short circuit in the stator windings using the MCSA
through online current monitoring.

3 Materials and Methods

3.1 Analysis of Stator Current of the Motor

The analysis of stator current of the motor, also known as Motor Current Signature
Analysis (MCSA), is based in the waveform consumed by the motor, which is subjected
to the Fast Fourier Transform to obtain the power spectra, where the amplitude of the
different frequencies is evaluated [24, 25].

The MCSA is capable of detecting faults such as: short circuit in windings, broken
bars, eccentricity and bearing faults, this method uses mathematical processes; besides
the fast Fourier transform, it may be carried out using: Hilbert transform, new techniques
that have a high computational cost have been developed, for example:Wavelet,Wigner-
Ville, MUSIC, Empirical Mode Decomposition, Hilbert, Hilbert-Huang, to name only
a few [6].

3.2 Main Faults in Three-Phase Motors

Faults caused by broken bars, most of which start with a small crack in one rotor bar,
in the short circuit ring or close to it; due to the continuous operation, this produces
faults in multiple bars, a broken bar produces magnetic and electric asymmetry in the
rotor, which introduces components in the lower sideband in the stator current, and for
this reason the stator current signal undergoes changes because it reflects the harmonics
of the fundamental component of the fault together with the noise. When the motor
has a broken bar fault, asymmetric or unbalanced conditions are created that generate a
delayed rotating magnetic field, which turns at the slip speed and produces short circuits
in the stator windings, and consequently a voltage and a current are induced with the
same frequency of the rotating field, the frequency at which the fault is perceptible is
given by Eq. (1) [25].

fsb = f1(1 ± 2ks) (1)

Where:

fsb = Frequency of sidebands due to broken bars
f1 = Frequency of the supply network connected to the motor
k = Integer value (1, 2, 3 …), which depends on the frequency band obtained
s = slip of the motor
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Faults caused by short circuit between loops of the same phase, is one of the most
critical faults in three-phase motors, because it starts with a small imperceptible short
circuit, which becomes more severe over time and may cause a severe damage to the
motor; the short circuit between the loops cause a modification of the electric circuit of
the motor, which changes the flux density since a coil different to the original is created
that has a small resistance, the current generated tends to be very high and to produce
heat. The harmonics of interest for this fault at frequencies below 400 Hz are given by
Eq. (2) [25].

fcc = f1

(
m

p
(1 − s) ± k

)
(2)

Where:

fcc = frequency of sidebands due to short-circuited loops
f1 = Frequency of the supply network connected to the motor
m = Integer value (1, 2, 3 …), which depends on the frequency band obtained
p = number of pair of poles of the motor
s = slip of the motor
k = Integer value (1, 2, 3 …), which depends on the frequency band obtained

4 Proposed System

This section presents the design of the proposed system at two levels, hardware and
software. All elements can be observed in Fig. 1, the components used are described
as well as their function in the prototype; diagrams of unified modeling language have
been used for the description.

4.1 Hardware Architecture

The Hardware architecture consists in the design of a system that enables obtaining the
data of current from one of the phases of the motor, and sends them to a single board
computer, a Raspberry Pi, to be processed by means of software. For the interaction
with the user, it is employed a touchscreen that enables showing the graphical interface
with which the device will operate and will provide the user the control, as well as the
information of the analysis and the diagnosis of the motor. The screen communicates
with the Raspberry single board computer through the DSI (Display Serial Interface)
port, which groups the video, supply and communication elements in a single connector
[26]. The Arduino is connected to a conditioning circuit through a YHDCmodel 3TA17-
200 three-phase transformer, which is in charge of obtaining the current signal from one
of the phases of the motor, when there is a current in the primary winding, a time-varying
magnetic field is created that induces a current in the secondary winding. This current
is proportional to the current in the primary winding according to the transformer ratio,
for the case of the prototype this ratio is 1000/1 [27].

The current signal is subjected to a correction by means of the conditioning circuit,
which consists of a set of capacitors and resistances, such that three tasks are carried
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Fig. 1. Architecture of the prototype

out: convert the current signal into a voltage signal, enable the reading of the voltage
signal increasing the values acquired to only positive values to eliminate reading errors
in the Arduino, and protect against noise.

4.2 Software Architecture

Consists of two levels, the first is made in the Arduino IDE which uses an adaptation
of the C++ programming language, for reading and sending the data acquired to the
single board computer. Data reading should be carried out at a high speed such that it has
enough information to be subject to Fourier analysis. The proposed device has a sampling
frequency of 50000 Hz. At this level it is also configured to send the data constantly
through the serial port of the development board. The second level was developed in the
Raspbian Python IDLE, which is a development environment for the Python language
in which the instructions for receiving information, Fourier analysis, comparison of
spectra, diagnosis and graphical interface were programmed.

Data Reading. This level was developed in an adaptation of the C++ programming lan-
guage in the Arduino IDE, due to the requirements of the device, such as a high sampling
rate, it is necessary to change the default configuration of the ATMEGAmicrocontroller,
to perform a change in the ADCSRA register, specifically in its last 3 bits which deter-
mine the division factor between the frequency of the AVR clock and the frequency of
the ADC clock. The data samples acquired are stored in a data vector of size 3900 data,
considering the SRAM memory of the microcontroller; a vector of this size uses 97%
of such memory, and extending the use of this memory of the device may result in false
readings or in an inappropriate behavior [29].
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Graphical Interface. This level was developed in the Python programming language,
in the environment of the Raspbian Python IDLE. Python is an open license program-
ming language, which enables using libraries created by multiple users for the purposes
required; for the case of the prototype, the following libraries were used: serial, Mat-
plotlib, Numpy, Pandas, Scipy, PyAstronomy and Tkinter [30]. Once the diagnosis is
started and it is performed the process of analysis of the information obtained from the
phase, a window is presented with graphical information of the power spectrum of both
the test motor and the healthy motor, whose data was loaded previously.

Data Processing. When the device receives from the user the command for starting the
diagnosis, the signal found should have enough data to perform Fourier analysis. For
the case of diagnosis for detecting a fault due to broken bars, 2 periods of the signal are
analyzedwith a total of 1024 data, while for detecting short-circuited loops, 3 periods and
2048 data are analyzed. These data are subjected to the fast Fourier transform and then the
power spectrum is determined. This data vector is compared with the one corresponding
to a healthy motor, which have been previously loaded to the program, the data of the
sidebands for each of the faults are analyzed, and if anomalies are found in the spectrum,
significant differences in amplitude, a flag is raised to indicate the diagnosis depending
on the anomaly detected (Fig. 2).

Fig. 2. Different diagnosis windows available in the prototype together with the power spectrum
for each test. a) Windows for the healthy motor, b) Windows for broken bars fault, c) Windows
for short-circuited loops fault

Figure 3 shows the UML (UnifiedModeling Language) diagram of the classes of the
main program written in the Python programming language; there is the main program
that executes the graphical interface and all the existing subprocesses, besides there are
4 classes, each representing a window existing in the program, which will superimpose
to the others depending on the conditions of the execution.
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Fig. 3. Class diagram of data analysis

5 Implementation and Analysis of Results

For the implementation of the prototype, a test benchwas usedwhere the tests of incipient
faults were applied and analyzed, as can be seen in Fig. 4.

Fig. 4. Implementation of the prototype

The test bench consists of: a magnetic power braking unit and a controller to con-
figure the torque required to test motors up to 10 Nm, a current transducer up to 20 A, a



258 F. Méndez et al.

differential probe from 3 V to 500 V, an oscilloscope for acquiring the current signal to
contrast it with the one obtained by the prototype, and finally two WEG W22 High Eff
squirrel cage asynchronous motors with features illustrated in Table 2. The motors used
for the tests are new, i.e., they have 0 h of service, and thus they fulfill the international
standard IEC 60034 of the International Electrotechnical Commission for rotating elec-
trical machines and standard IEC 60072 about dimensions and output series for rotating
electrical machines [31].

Table 2. Features of the motors.

Type Data

Number of Phases 3

Power 0.37 Kw-0.5 Hp

Rated Voltage 220/380–440 v

Rated Current 1.87/1.08–1.12 A

Speed 1700/1725 rpm

Frequency 60 Hz

Number of poles 4

For the fault by broken bars, it was made a perforation of approximately 7 mm of
diameter and 13mm of depth, for the fault by short circuit in the loops of the same phase,
the insulation of the coils was removed and a short circuit was produced by means of
tin welding in four points. For validating the prototype, tests were conducted on a motor
without fault, in all tests themotor was configured at nominal current and nominal speed,
at 1.87 A and 1700 RPM; two tests were performed of the motor without faults, it was
determined the power spectrum and the relative amplitude at all frequencies, resulting
in a variation of 2.84 dB (decibels) in the 1024 samples, which may be due to the time-
varying noise component of the signal analyzed. Once a reference signal is determined
and taking into account the average variation of the readings, the test is conducted on
a motor without fault, the prototype does not detect any variation in the sidebands for
broken bars (53.33Hz and 66.66Hz) or short circuit in loops of the same phase (74.18Hz
and 148.35 Hz), and thus the system detects it as a healthy motor; the results of the tests
are observed in Fig. 5, showing the power spectrum, where it can be seen that there is
no alteration in the sidebands analyzed, and determines that the motor examined by the
prototype does not have any fault. For validating the results, the power spectrum was
compared with the one obtained in the oscilloscope, it may be observed in Fig. 6 the
power spectrum where it is not distinguished a considerable variation at the frequencies
under analysis.

When carrying out tests to the motor with short circuit in loops of the same phase,
it was observed that the nominal speed and current are different, and consequently tests
were first carried out at nominal speed, which had a current of 1.2 A at 1700 RPM,
and then at nominal current, in which it was reached 1619 RPM at 1.87 A. In order to
determine a fault by short circuit there should be a variation greater than 10 dB [25] in
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Fig. 5. Tests to the healthy motor

the first sideband (74.18 Hz) and a difference of at least 8 dB in the second sideband
(148.35 Hz), which was determined experimentally, the frequencies at which the peaks
appeared were: 95 Hz and 130 Hz, the variation of the sidebands is due to the slip of the
motor [32], Fig. 7 displays the results of the test showing the power spectrum, where
it can be observed that there is an alteration in the first and second sideband analyzed,
and determines that the motor examined by the prototype has a fault due to short circuit
in loops, for validating the results the power spectrum was compared with the one
obtained in the oscilloscope, it may be observed in Fig. 8 the presence of sidebands in
the oscilloscope.

For the failure of broken bars, several measurements were taken, at nominal current
and nominal speed, a failure due to broken bars being determinedwhen there is a variation
greater than 15 dB, in the side bands of 53.33 Hz and 66.66 Hz, the frequency where the
peaks were presented were: 53Hz and 67Hz, this small displacement of the lateral bands
occurs due to the sliding of the motor [32], having a relative error of less than 0.66%, in
the Figs. 9 and 10, shows the power spectrum of three tests carried out on the motor, it

Fig. 6. Power spectrum obtained in the oscilloscope of the healthy motor
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Fig. 7. Tests to a faulty motor with short-circuited coils.

Fig. 8. Power spectrum obtained in the oscilloscope of the faulty motor with short-circuited coils.

can be clearly seen that in the side bands in the analysis there is a variation greater than
15 dB, in addition it is observed that 46 Hz and 74 Hz, there is a considerable peak due
to the second sideband, the average variation in the first sideband is 17.73 dB over the
reference reading of a healthy motor, which establishes that the three tests detected that
the failure was due to bars broken in the motor rotor.

Fig. 9. Test of a faulty Motor with broken bars in the rotor.
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Fig. 10. Power spectrum obtained in the oscilloscope of the faulty motor with broken bars in the
rotor.

6 Conclusions and Future Works

The prototype for detecting incipient faults in three-phase motors through the analysis
of stator currents, is capable of detecting two faults, which are the most common in
industrial environments. For detecting broken bars, the sidebands of 53 Hz and 67 Hz
are analyzed, and for detecting short circuit in loops of the same phase the first and second
sidebands, 95 Hz and 130 Hz, respectively, are analyzed; it is necessary a variation of
15 dB with respect to the measurement in the frequencies of the sidebands for a fault
by broken bars, and a variation of 10 dB in the first band and 8 dB in the second to
determine a fault by short circuit in loops of the same phase.

For conditioning the signal sent by the current transformer, it was used the principle
of Shunt resistance, to determine the current that goes through the transformer, and a
coupling circuit that filters theDC component and conditions it from0 to 5V,which is the
voltage allowed by theArduino; thiswas achievedwith an arrangement of resistances and
capacitors, the input signal is analyzed by the Arduino ADC, which stores in engineering
units, and sends it in a buffer to the Raspberry through the serial interface.

The prototype is capable of detecting faults by broken bars and short circuit in
loops of the same phase, and motor without faults, various tests of the different fault
conditions were conducted, detecting in all of them the fault to which the motor was
subject; for validating the results it was compared the frequency spectrum obtained with
the prototype with the one of an oscilloscope, verifying that amplitude variations are
generated in the two elements, in the sidebands expected for each case.

The Raspberry Pi single board computer is one of the most developed in different
projects today, for this reason for future researchers it is feasible to implement wireless
communications in the prototype, to achieve remote communication through a smart-
phone. There are also sensors with better performance than the current transformer, such
as the Rogowski probe or Rogowski coil, its main advantage compared to other types of
transformers is its design, which is open and flexible, allowing measurements without
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disturbing the conductor cable, given Since the Rogowski coil does not have an iron
core, but an air core, this allows it to have a low inductance and response to rapidly
varying currents.
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Abstract. The consumption of drinking water in the populations in the last
20 years has varied for different reasons, thus, it is necessary to determine its
behavior for sustainable use of the resource. The objective of this work was to
present the variation in drinking water consumption during the Sars-Cov-2 health
emergency through dynamic modeling in the city of Macas in the Amazon region
of Ecuador. The integrated moving average autoregressive model was used for the
study (ARIMA), predicting the behavior of drinking water consumption for the
year 2021 in the different neighborhoods of the city and relating this result with
socioeconomic variables. The prediction for the year 2021 presented a decrease
of 0.21% in the volume consumed compared to 2020, in April 2021 an increase
of 85.21% was observed compared to the consumption of 2019, which can be
attributed to the effects of the pandemic. The highest water consumption occurred
in the cluster of neighborhoods with the highest population density, medium-high
socioeconomic status, and high availability of basic services. The study aims to
provide a valid alternative for decision-making in the framework of a health crisis,
as well as possible conflicts in vulnerable areas in the face of the pandemic that
affects the entire world.

Keywords: Water consumption · ARIMA · Pandemic · Forecast ·
Socioeconomic variables

1 Introduction

The stable supply of drinking water plays an important role in ensuring the public health
of a population [1], especially during the outbreak of epidemic diseases, when security
measures that require the use of water, such as constant hand washing, food cleaning,
among others, are essential to prevent the spread of a virus [2]. In the context of the
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SARS-CoV-2 pandemic (COVID-19), several ways of mitigating the spread of the virus
have emerged, such as UV light to disinfect surfaces [3], ionized air [4], among others;
but the vast majority of prevention actions make use of water resources.

Drinking water and sanitation services are essential in society as a human right;
however, in a pandemic situation, its importance and necessity become more evident
[5].

The impact of water consumption by the population during the time of pandemic
has been studied in several cities worldwide, where it is pointed out that actions such as
government restrictions on population displacement, the adoption of telework, activities
cleaning and feeding, influence the demand for residential water [6]. There have been few
studies in theAmazon region of Ecuador that analyze the dynamics ofwater consumption
in the population, giving greater emphasis only to the spatial modeling of consumption
[7], however, the possible underlying relationships of this water use with socioeconomic
variables that may help to understand and explain the reason for the aforementioned
event have not been considered. In addition, there has been little interest in investigating
the behavior of water consumption in relatively small cities and municipalities, although
these represent the highest percentage of those existing in Ecuador and South America
in general, therefore, the proposed study also aims to supply that shortage of experiences
on the subject.

On March 11, 2020, the State of Sanitary Emergency was declared in Ecuador in the
National Health System, where six days later a State of Exception was decreed due to
Public Calamity throughout the national territory due to COVID [8]. Despite this, the
Autonomous Decentralized Municipal Governments (GADM) had to guarantee by law,
the provision and maintenance of the drinking water system permanently, complying
with the National Constitution of Ecuador and according to the necessary protection
measures.

The adoption of an integrated approach to water resources management, combined
with spatialized cartographic information from socio-economic data and dynamic mod-
els of water consumption, can help the countries of the region, especially the small
GADMs, to improve the allocation of water resources in these times of pandemic [9].
Understanding the impact of disease containment actions onwater consumption provides
a solid foundation for policymakers to plan and prioritize to successfully overcome this
challenge [7]. In addition, it is important to take into account that the growth of the
human population has created a constant demand for the supply of drinking water in all
the cities of the planet [10].

In the context of the COVID-19 pandemic, some works have modeled water con-
sumption through various methods, such as water demand models [11], or regression
models [12]. The present study proposes the use of an unconventional technique, such
as the model ARIMA for the dynamic study of water consumption. This technique is
considered one of the most used approaches for studies of climatic and hydrological
variability since it considers non-stationary data records [13]. ARIMA allows the mod-
eling of the recent and remote values of the variable and also includes terms for the
recent and remote noises, which guarantees that all the components of the series can be
included and analyzed integrally [14].
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The objective of this study was to analyze and predict drinking water consumption
in the city of Macas, Ecuador’s Amazon region by the year 2021, through the dynamic
model ARIMA based on data from 2018 to 2020, and contrast with socio-economic
information to identify underlying relationships of consumption levels during the health
crisis of COVID-19 and the characteristics of its population, as a tool in the sustainable
management of the water resource of the city.

2 Methods

2.1 Study Area

The city of Macas has geographically located 2°18′12′′ of South Latitude and 78°07′03′′
West Longitude. It is the capital of the Morona canton and in turn of the Morona Santi-
ago province in the Amazon region of Ecuador [15, 16]. It sits on the left bank of the
Upano River, surrounded by lush vegetation that is conserved by several natural reserves
[17, 18].

The urban area of the city has an area of 1054 ha, adjacent to the parishes of General
Proaño to the North, Río Blanco to the South, Sevilla Don Bosco to the East, and 9
de Octubre to the West [19] (Fig. 1). Macas city has an urban population projected to
2021 of approximately 28035 inhabitants, distributed in 23 neighborhoods that make up
the urban land of the city, where the highest concentration of facilities and services is
concentrated in the center of the city [20].

Fig. 1. Location of the study area, Macas City
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2.2 Information About the Study Area

The drinking water consumption data and the geographic information necessary to spa-
tialize the consumption were provided by the Directorate of PotableWater and Sewerage
Management of the GADM of Macas, in the period from January 2018 to December
2020, through the information of water consumption for the city.

This consumption information was tabulated and classified according to the month,
year, and neighborhood to which they belong, through the meter code and measurement
route established in the cadastre (Table 1). With the help of a GIS, the values of water
consumption in each neighborhoodwere represented, in which it was possible to identify
the dynamics of use during the three periods of time.

Table 1. Monthly-annual drinking water consumption of Macas city

Month 2018 Consumption (m3) 2019 Consumption (m3) 2020 Consumption (m3)

January 171,488 203,688 178,981

February 215,081 171,753 168,991

March 117,432 167,638 168,991

April 137,694 134,880 249,950

May 243,507 178,601 195,803

June 170,139 158,403 161,325

July 163,221 173,554 138,518

August 199,750 173,292 201,844

September 151,516 154,623 137,441

October 181,156 204,889 180,131

November 176,231 156,249 163,839

December 133,606 159,832 172,982

Total 2,060,821 2,037,402 2,118,796

2.3 Integrated Autoregressive Moving Average Model, ARIMA

In this study, a script of the model was developed ARIMA in the free software R, with
the use of the tseries libraries, MASS, mlogit, stats, astsa, among the most prominent. To
apply a model ARIMA, a stationarity test must be performed first [21], since the model
works on data with normal behavior. In this case, the test was used de Dickey-Fuller
which seeks to determine the existence or not of unit roots in a time series [22].

Once the test of Dickey-Fuller, the data for most neighborhoods have an initial p-
value greater than 0.05, which suggests that the time series is not stationary [23], There-
fore, to achieve the stationarity of the time series of water consumption, it was necessary
to replace by the difference between the current observation and that corresponding to the
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previous seasonal period to obtain a regular differentiation or differentiation of order 1.
With the second difference, a p-value of less than 0.05 was reached in the neighborhoods
that exceeded this threshold, so that the prediction of the time series could continue [14,
24] (Table 2).

Table 2. Annual consumption by neighborhoods

Neighborhood Dickey-Fuller test

Normal Diff Diff2

(p-value) (p-value) (p-value)

27 de febrero 0.08023 0.01 –

5 de Octubre 0.2783 0.06347 0.03373

Amazonas 0.4501 0.03594 –

Centro 0.06543 0.01 –

El Mirador 0.02793 – –

El Rosario 0.4386 0.1145 0.0161

Jardín de Upano 0.3644 0.04578 –

Juan de la Cruz 0.06103 0.02164 –

La Alborada 0.03881 – –

La Barranca 0.03158 – –

La Florida 0.2085 0.01 –

La Loma 0.01 – –

La Unión 0.2709 0.03833 –

Los Canelos 0.6315 0.02152 –

Los Vergeles 0.06319 0.01 –

Naranjal 0.09942 0.01334 –

Norte 0.01 – –

Remigio Madero 0.143 0.02722 –

Sangay 0.118 0.01683 –

Tinguichaca 0.309 0.01326 –

Universitario 0.1111 0.01 –

Valle Upano 0.3687 0.01 –

Yambas 0.1237 0.01 –

The models ARIMA were created by adjusting different parameters for each neigh-
borhood, such as the number of autoregressive, number of differences used, and the
number of moving averages for the time series. Finally, to guarantee that the prediction
of the values of the new water consumptions in the city to the year 2021 is correct and
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does not present anomalous quantities, the test was performed Ljung – Box, to show the
presence of white noise in the time series [25].

2.4 Relationship with Socioeconomic Variables

The socioeconomic variables thatwere considered are: population density, level of access
to basic services, and socioeconomic level of the population These data were collected
by the Ecuadorian Space Institute (IEE) for the project “Generation of geospatial infor-
mation at a scale of 1: 5000 to determine the physical fitness of the territory and urban
development through the use of technologies”, which were spatialized at the neighbor-
hood level in the city. The data of the variableswere converted to heatmaps, to graphically
represent the various ranges of values in territorial units (neighborhoods), and in this
way visually relate and contrast with the prediction models of water consumption.

3 Analysis, Results, and Discussion

Using the model ARIMA was possible to predict the behavior of drinking water con-
sumption in the urban area of the Macas city for the year 2021. One of the advantages
of using this method is that it generates confidence ranges of the predicted values, both
at 90% and 95%; In addition, a graph of the error of the time series is generated with
which the behavior of the data can be graphically analyzed, in which it is mean must be
close to zero (white noise), (Fig. 2) for the neighborhood 27 de Febrero.

Fig. 2. Time series error and prediction of water consumption using ARIMA

The presence of white noise in the resulting series is checked with the standardized
residuals, as well as the values of the coefficients of the autocorrelation function that
do not exceed the tolerance threshold, and which are finally evidenced by the results of
the test of Ljung – Box whose p-value values are greater than 0.05 in all cases. As an
example, Fig. 3 shows the information from neighborhood 27 de Febrero.

The values obtained by the model ARIMA for the year 2021 are presented in Table 3
for each neighborhood, in which it is evidenced that for the 5 de Octubre neighborhood
there will be an increase of 39.8% compared to the previous year, while for the Rosario
neighborhood a reduction in consumption of 49.8% is expected compared to 2020.
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Fig. 3. Statistics calculated from the resulting time series

Table 3. Annual consumption by neighborhoods 2021

Neighborhood 2021 Consumption
(m3)

27 de Febrero 200,273.79

5 de Octubre 54,200.24

Amazonas 142,074.83

Centro 396,243.40

El Mirador 56,899.18

El Rosario 11,495.75

Jardin de Upano 88,521.57

Juan de la Cruz 120,867.61

La Alborada 21,318.03

La Barranca 113,197.09

La Florida 105,814.36

La Loma 184,833.35

La Unión 23,319.40

Los Canelos 48,911.63

Los Vergeles 60,016.16

Naranjal 51,397.01

Norte 94,546.09

(continued)
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Table 3. (continued)

Neighborhood 2021 Consumption
(m3)

Remigio Madero 2,106.03

Sangay 67,587.85

Tinguichaca 41,119.95

Universitario 100,158.99

Valle Del Upano 11,182.94

Yambas 118,313.98

Total 2,114,399.246

If the variation in water consumption in the city between the years 2018, 2019, 2020,
and 2021 is analyzed graphically (Fig. 4), It is observed that between themonths ofMarch
and April 2020 there was an increase in consumption of 0.81% and 85.31% respectively
about themonths ofMarch andApril of the year 2019, and 43.91%and 81.53%compared
to March and April of 2018, evidencing an unusual behavior in consumption patterns
within the study area. Comparing March and April 2018 to 2019, years that were not
affected by the pandemic, there was an increase of 29.9% and a decrease in water
consumption of 2.09% respectively. The United Nations World Water Development
Report states that globalwater demand continues to increase at an annual rate of 20–30%,
driven by a combination of population growth, socio-economic development, and the
economic and social development of theworld’s poorest andmost vulnerable populations
[26].
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Fig. 4. Variation of drinking water consumption, period 2018–2021

The increase in water consumption in the homes of the population coincides tem-
porarily with the appearance of COVID-19 cases in the city of Macas, since the outbreak
in March and which continues to increase in the following months [27] (Fig. 5), and that
to date it continues with certain restrictions to avoid crowds of people dictated by the
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national authority [8]. This change in the normal behavior of water consumption can be
attributed to the practice of protection measures against the coronavirus, as well as to
activities within homes (disinfection, personal hygiene, food, telework, among others),
which lead to an increase in the use of water per household [28] and [29].
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Fig. 5. Number of positive COVID-19 cases in Macas City

Despite this, according to the results of the prediction ARIMA, for 2021 a decrease
of 0.21% is expected over the average consumption of the previous year, while in 2020
therewas an increase of 4%over the average consumption of drinkingwater in 2019. This
may be related to the fact that after a year of pandemic, the population is adjusting to the
“new normal” and normalizes its consumption after the first months of total restriction
(March–August 2020) (Table 4).

Table 4. Mean water consumption

Year Mean water consumption
(m3/year)

2018 171,735.08

2019 169,783.50

2020 176,566.33

2021 176,199.94

Additionally, the spatialization of consumption allowed to represent the volume of
water at the level of the 23 neighborhoods within the urban area of the city of Macas,
where it is observed that the neighborhoods present a greater increase in the consumption
of drinking water during the month of April of 2018 – 2021 (Fig. 6). In this way, it
was possible to identify that the neighborhood Centro, La Loma, 27 de Febrero, and
Amazonas have a higher consumption compared to the rest of the neighborhoods (Table
2).

When comparing the values of water consumption in April 2020 for April 2019, it
was identified that the neighborhoods: La Loma, 27 de Febrero, Centro, Yambas, Juan de
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Fig. 6. Drinking water consumption, 2018–2021.
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la Cruz, and La Barranca, increased their consumption of vital fluid by 54%, 166%, 91%,
87%, 130%, and 125% respectively. This can be attributed to the fact that the pandemic
modified the drinking water consumption patterns in the population, thus having an
increase in its use due to issues of personal hygiene, domestic activities, disinfection,
and others carried out within the confinement of the population in their homes. On
the other hand, in April the Centro neighborhood recorded the highest consumption of
drinking water in the city throughout, with a value of 46,211 m3, whose values gradually
decrease until the end ofMay, and which correspond to the beginning of the confinement
of the pandemic.

In several studies, it has been determined that the main dimensions that influence the
vulnerability of the population to COVID19 are demography, socioeconomic conditions,
and health [30, 31], which denotes an underlying relationship between the characteristics
of the population and its behavior during the times of the SARS-CoV-2 pandemic, and
therefore, the importance of its analysis in the population of the study case.

The population density is related to the agglomeration of people, and therefore a
greater risk of contagion due to the intrinsic mobility of the population in these sectors
[32]. Regarding access to basic services, it is directly related to the population’s conta-
gion prevention efforts, mainly with the clean water service, which is a challenge faced
by several countries during the COVID-19 pandemic [33]. On the other hand, the socioe-
conomic level of the population has made it possible to relate the housing conditions
and even the relationship with the degree of education of its inhabitants, with the lower
strata being the ones that tend to be more vulnerable to the current pandemic [34].

In the city of Macas, the population density is located in the central neighborhoods
(Amazonas and Centro principle, followed by Juan de la Cruz, El Mirador, and La
Loma). Regarding basic services, the peripheral neighborhoods of both the North and
South sectors present limitations to access these services, and therefore, they would be
more vulnerable to COVID-19, with 39.13% of neighborhoods in average availability
to basic services, 56.52% have high availability of basic services, and only 4.34% (1
neighborhood) show a low availability, so it can be inferred a good state in the provision
of basic services in the entire urban area of the city.

Finally, according to the information on the socioeconomic level of the population,
it suggests that 69.57% of the neighborhoods of Macas have middle and lower class
conditions, which could lead to a greater risk of contagion due to the characteristics of the
population itself (characteristics of housing, educational level, economic sectors) [35].
In Fig. 7 the socioeconomic variables of each neighborhood are presented, inwhich it can
be identified that the central neighborhoods of the city encompass a cluster expressed in a
medium-low and medium-high socioeconomic level, a concentrated population density,
a high economic stratumwhere finds the highest economic capacity, which is also related
to higher drinking water consumption [36].

If the neighborhoods that have greater availability of basic services are contrasted,
with a medium-high socioeconomic level and high population density, there is a direct
relationship with the history of high water consumption values in the neighborhoods
considered central, such as La Loma, Amazonas, Centro, and Juan de la Cruz; However,
according to the results of the prediction to 2021, the neighborhoods Jardín del Upano,
La Florida, Sangay, and Los Vergeles maintain significant water consumption, which
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Fig. 7. Socioeconomic variables

could suggest a vulnerability of the population to COVID-19, and that goes hand in hand
with the socioeconomic conditions of these sectors.

4 Conclusions

The model ARIMA allowed modeling a non-linear behavior of water consumption in
the city of Macas at the level of each neighborhood, whose prediction results for 2021
suggest a decrease of 0.21% in the volume consumed to the average consumption of
2020 on the other hand, It was also determined that between 2019 and 2020 there was
an increase of 4% in the consumption of drinking water.

When analyzing the variation in the monthly consumption of drinking water in the
study area, it was concluded that the month of April 2020 presented an increase of
85.21% compared to the consumption of April 2019, which can be attributed to the
effects of the pandemic.

By comparing the socioeconomic variables and the spatialization of the results of the
prediction of water consumption in the different neighborhoods of the city, a persistent
behavior was evidenced in the time studied, where the cluster of neighborhoods with the
highest density population, medium-high socioeconomic level, and high availability of
basic services, present the highest water consumption.

The results of this study provide a valid alternative for decision-making in the frame-
work of the health crisis that the city is going through, as well as to identify possible
conflicts in vulnerable areas in the face of the pandemic that is going through the whole
world, and mainly Ecuador.

Climatic variables: temperature, humidity, precipitation, can also generate changes
in drinking water consumption, and it would be of great importance to study them in the
future so that water resource management is comprehensive.
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Abstract. Ozone is the most harmful secondary pollutant in terms of negative
effects on climate change and human health. Predicting ozone emission levels has
therefore gained importance within the field of environmental management. This
study, performed in the Andean city of Cuenca, Ecuador, compares the perfor-
mance of two methodologies currently used for this task and based on machine
learning and quantile regression techniques. These techniques were applied using
cross-sectional data to predict the ozone concentration per city block during the
year 2018.Our results reveal that ozone concentration is significantly influencedby
nitrogen dioxide, sedimentary particles, sulfur dioxide, traffic, and spatial features.
We use the mean square error, the coefficient of determination, and the quantile
loss as evaluation metrics for the performance of the ozone prediction models,
employing a cross-validation scheme with a fold. Our work shows that the ran-
dom forest technique outperforms gradient boosting prediction, neural network,
and quantile regression methods.

Keywords: Ozone · Pollutants · Ensemble models · Neural networks · Quantile
regression

1 Introduction

The quality of life in any city is strongly linked to environmental and health conditions,
such as air quality, water, waste treatment, and the environmental noise that citizens
regularly experience [1]. The impacts of these factors are reflected in people’s physical
and mental health. In particular, health is highly exacerbated by air pollution, causing
chronic and fatal diseases such as pneumonia, lung cancer, ischemic heart disease, and
others [2]. Air pollution has increased considerably in recent years. Worldwide, fossil
fuel consumption rose significantly and NO2 emissions increased by 0.9% each year
between 1996 and 2012 [1]. When NO2 is combined with radiation and other compo-
nents, ozone (O3) is created [3], forming one of the most important secondary pollutants
in the atmosphere [4]. Ozone not only causes severe damage to human health [5] but also
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contributes to global warming [4]. Therefore, it is not surprising that the global number
of deaths attributed to low air quality reaches 7 million people annually [6].

Nowadays, air pollution affects large metropolises and many other cities considered
to be medium or small in size; this is due to rapidly increasing urbanization [7], vehi-
cles on the road [8], and greater industrialization [9]. Moreover, the problem worsens
with flawed environmental regulatory systems and institutional frameworks, govern-
ment corruption, and greater population purchasing power, issues commonly observed
in many Latin American, Asian, and African countries. Therefore, monitoring and mea-
suring pollutant emissions is highly relevant [9] for sustainable city planning and policy
generation. Furthermore, the prediction of the levels of these pollutants plays a funda-
mental role in environmental management [10] and health [11] decision-making. Several
methods have been used to predict pollutant concentrations, including machine learning
techniques, time-series models, linear and non-linear regression, and principal compo-
nent analysis, among others [12]. Currently, machine learning methods (e.g., artificial
neural networks) and quantile regression [13] have gained importance because of the
non-linear characteristics of contaminant behavior [14].

In this context, this article’s main objective is to test and compare several techniques
widely used in the literature for ozone (O3)-level prediction, such as quantile regression
and machine learning, using data from the city of Cuenca, Ecuador. The Municipal
Public Company for Mobility, Transit, and Transportation of Cuenca (EMOV by its
acronym in Spanish) collects information on ozone levels and other pollutants in the
city through the Air Quality Monitoring Network. This study focuses on estimating the
average ozone level per block during 2018, using a cross-sectional dataset that contains
information on pollutant covariates, vehicle traffic, and spatial characteristics. The article
is organized into six sections. The next section presents background information on
the city of Cuenca and the current problems concerning pollution, as well as related
work. In the third section, we describe our data and variables. The fourth and fifth
sections specify the methods for forecasting and evaluating the predictions—including
the training criteria—and the main findings regarding the evaluation and comparison of
these methods. Finally, the conclusions derived from the results and future research are
discussed.

2 Background and Related Work

This section is divided into two parts. The first offers some context regarding pollution in
the city of Cuenca, Ecuador, and the second presents a brief review of studies addressing
contamination analysis and the methods they employ.
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2.1 The City of Cuenca, Ecuador

Cuenca is the third most populated city in Ecuador, with 625,775 inhabitants in 2019
according to INEC (Instituto Nacional de Estadísticas y Censos); and around 65% of
the population inhabits the Cuenca canton’s urban area [15], an area of 72.23 km2;
this implies a density of 5,654 inhabitants per square kilometer, compared to 72
inhabitants/km2 in the rural area.

In Ecuador, the number of vehicles increased from 1.0 to 2.4 million between 2008
and 2018 [16]. Azuay province has 18.1 vehicles per 100 inhabitants, higher than other
provinceswith higher population density [16]. InCuenca (the capital ofAzuay province),
the annual growth rate for the non-commercial vehicle fleet since 1975 is almost 12%
[17]. The relatively small size [18] of roads has led to significant traffic congestion and,
potentially, more concentrated noise and air pollution, especially within and around the
city center. Moreover, the colonial architecture found in this city, featuring two- to four-
story buildings, in addition to particular topographic characteristics with high reliefs,
do not allow the flow and dispersion of contamination. As a result of these factors,
the architectural, topographic, geographic, demographic, and mobility characteristics
exacerbate the contamination problem in Cuenca.

The most dangerous secondary pollutant for the ecosystem and for human health
is tropospheric ozone (O3), the concentration of which depends on meteorological and
climatic conditions, transportation or vehicular traffic [19], land use, the spatial distribu-
tion of the population, and emissions that influence the greenhouse effect, which in turn
increases the temperature because of solar radiation absorption. O3 arises from nitrogen
oxide (NOx) and volatile organic compounds (VOCs) when these components react to
solar radiation [20].

The spatial distributions of O3 and its precursor NO2 in Cuenca are shown in Fig. 1.
High levels of O3 are concentrated in three main areas. The first is the historical center
towards the south, where high commercial activity is evident (Fig. 1b), the second is a
region ranging from a residential area to the commercial and health area, and the third
zone extends to the northern border and includes an industrial park and residential areas.
NO2 emissions (Fig. 1a) are concentrated in three main areas: the historical center, the
industrial park, and the public market, called Feria Libre (Free Market). The latter is
the largest commercial supply area in the city, with a high flow of public transportation.
Smaller contamination levels are evident in the rest of the historic center, where there
are shopping centers and various services. Finally, the peripheral urban area exhibits low
or moderate pollution.

When O3 and NO2 emissions are compared, the areas where NO2 is concentrated
do not necessarily overlap with the areas where O3 is high. O3 formation and transport
complexity are observed because high emissions can occur in areas located far away
from where emissions are generated [20].
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2.2 Related Work

In the empirical literature, several techniques have been applied to measure various
pollutants, including traditional methods such as linear regression models, machine
learning techniques, or combinations of these methods. For example, Arsić et al. [21]
applied traditional methods such as a multiple linear regression model to measure ozone
concentrations in Zrenjanin, Serbia. They compared the results against those of a neural-
network-based method, which demonstrated better predictions since it considers non-
linear relationships and does not make assumptions such as normality and linearity.

(a) NO2

 (b) O3

Fig. 1. Spatial distribution of mean NO2 (µg/m3) and O3 concentrations in Cuenca’s urban area
in 2018. Zone 1 is the historical center, zone 2 is the industrial park, and zone 3 is the Feria Libre.

Arce et al. [10] proposed an approach to identify the incidence of and correlations
among five harmful air pollutants in the Andean region using the time moving corre-
lations method. Experiments were conducted using x-means and k-means algorithms
[22, 23] over a dataset obtained from an air quality monitoring and measuring station
in Cuenca, Ecuador. Samples were taken every second, acquiring O3, CO, SO2, NO2,
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PM2.5, and temperature data, in addition to other variables such as precipitation level,
radiation, wind direction and speed, temperature, and humidity. Results showed that O3
has more significant repercussions on other pollutants.

Different studies have attempted to estimate air pollutant concentrations using pure
statistical and machine-learning-based techniques and different sets of environmental
or temporal features. For example, Singh et al. [6] aimed to predict air quality indices
(AQIs) in a city Lucknow in India using air quality and meteorological databases, with
measurements taken over five years and containing a total of 1,407 air quality features:
SO2, NO2, SPM, RSPM, as well as meteorological parameters such as air temperature,
relative humidity, wind speed, evaporation, and daily sunshine period. The authors iden-
tified vehicular emissions and fuel combustion as significant air pollution sources and
proved that ensemble-based models are good urban ambient air quality estimators.

Bashir et al. [7] experimented with different machine learning models such as sup-
port vector machines (SVMs), model trees (M5P), and artificial neural networks (ANNs)
to predict average concentrations of urban air pollutants (e.g., SO2, NO2, O3). Different
timeframes in a three-month (uni/multi) variate time series data set containing different
features (air pollutants, temporal features, temperature, humidity, and wind speed) were
collected from multi-gas sensing devices. The results showed that the M5P model out-
performed other approaches for all gases in all horizons, whereas a shallow ANNmodel
showed the worst performance due to overfitting.

Kamińska [8] proposed a probabilisticmodel for NO2 concentration prediction using
approximately 26,000 h of records containing traffic flow, wind speed, temperature, air,
and temporal features captured on themain intersection of a cityWrocław in Poland. Zhu
et al. [9] predicted the hourly air pollution concentration based on meteorological data
from previous days using a multi-task learning (MTL) model. The dataset comprised air
quality data (O3, PM2.5, SO2) and 10-year meteorological data (air temperature, relative
humidity, wind speed and direction, wind gust, precipitation accumulation, visibility,
dew point, wind cardinal direction, pressure, and weather conditions) from a monitoring
station. Rybarczyk et al. [11] carried out a systematic literature review of the field,
concluding that air quality estimation problems tend to implement ensemble learning and
regression, whereas forecasting uses ANN- and SVM-based models. Furthermore, these
studies aim to predict the amounts of pollutants and identify non-linear relationships
between meteorological, atmospheric, and temporal features as relevant predictors.

In Xu and Lin [12], the authors used quantile regression to explore the driving forces
of the difference in PM2.5 levels using features such as total population, economic
growth, energy efficiency, urbanization level, industrialization level, and energy struc-
ture. Faced with the problems of non-linear associations common in pollutant behavior,
Xu andLin [12] applied the quantile regression approach to analyzing the determinants of
PM2.5 concentrations in China. Finally, hybrid techniques have also emerged to model
pollutants; for example, Flores-Vergara et al. [3] apply recurrent neural nets (RNNs)
and the quantile regression method to forecast O3 in Chile. Unfortunately, RNNs led to
underestimates of the concentration peaks of O3. This bias was reduced by using the
quantile-regression-based learning method.

There are no previous studies pertaining to the city of Cuenca that allow predicting
health-threatening pollutant levels and could thus serve as a basis for a regulatory policy
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with preventive measures. Moreover, the articles reviewed above cannot determine if O3
prediction ismore accurate usingmachine learningmethods or quantile-regression-based
methods. This article aims to provide decision-makers with a basis for implementing
actions seeking to improve environmental quality.

3 Process for Pollutant Data Prediction

This section presents the data and the explanatory variables used in the models to predict
O3, the information sources, and data processing. We describe the machine learning
processes and the quantile regression technique that used the above data to predict air
pollution via O3. Moreover, we describe the process used to evaluate the performance of
the prediction methods through the calculation of the root mean squared error (RMSE)
and the (pseudo) coefficient of determination (R2) obtained through cross-validation.

3.1 Dataset and Preprocessing

The data set considered in this study pertains to the city of Cuenca (Ecuador) and
contains cross-sectional empirical evidence from 4,172 different city blocks, captured
during 2018. City blocks are generally heterogeneous in size and are defined by the
local government based on human settlement or city planning. However, in the center of
the city the blocks are more homogeneous, with a size of approximately 100 m2. Data
include traffic, pollutants, population, and space-based features. The data originate from
several sources, as explained below.

To predict air pollution, we use data on ozone (O3) emissions obtained from the
Air Quality Monitoring Network, which currently has 20 monitoring points at different
city locations (Fig. 2). The natural logarithm of O3 is used as a dependent variable to
measure air pollution in the city. O3 concentrations are expected to be higher in the late
afternoon and lower in the morning [24].

The model also considers noise valley and noise peak indices, built by applying
principal component analysis (PCA). The noise valley index includes the decibel level
at times of 10 am, 3 pm, and 9 pm. The noise peak index includes the decibel level at
times of 7 am, 13 pm, and 6 pm.

Characteristics of the Space. Other elements of the city of Cuenca may influence
ozone concentrations. For example, higher pollution levels are expected when block
i is located in the city’s historic center (HC) since this area experiences the highest level
of travel. Similarly, a positive relationship is expected when block i is located in or
around an industrial zone (IZ) because industrial activity is considered the second most
polluting activity in the city. In addition, studies performed in the neighboring country
of Colombia found that the acceleration, deceleration, and displacement for starting and
stopping vehicles in traffic-light-controlled areas also leads to an increase in air pollution
[25]. Therefore, the variable traffic light (S) is also incorporated into the model. HC and
IZ were provided by the local government and S by EMOV.

Pollution intensifies with population density [26]. In this study, the job density per
block is used since, for example, only 7.5% of the population lives in the historic center
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[18] but this is an areawith high travel intensity. Therefore, job density (JD) is considered
appropriate to capture the effect of both population and business intensity. This variable
was constructed based on the number of companies and the number of Cuenca employees
in an area, information provided by the Internal Revenue Service (SRI). Data extraction
is carried out in two steps: (1) companies are located on a map of the city, and (2) the
number of employees in each block is obtained by summing theworkers of all companies
that are located in the same block.

Temperature and wind speed are meteorological variables widely used in the empir-
ical literature since they are positively and negatively related to the level of O3, respec-
tively [8]. In addition, humidity and solar radiation have negative and positive effects,
respectively [4]. However, these are not used in the current study because the data are
difficult to access and could not be obtained.

Variables are listed in Table 1. All features are considered as predictors for our
models. Prior tomodel definition, an exploratory data analysis of the continuous variables
was performed. Table 1 shows a summary of the descriptive statistics for the variables
included in the dataset. Almost 99% of the records correspond to non-industrial urban
areas; one out of ten are located in the city center, whereas 4% of all blocks have a
park within their area. In terms of traffic rates, 50% of blocks registered low traffic
during a complete day. Table 2 shows the correlations between variables. As previous
studies indicate, a negative correlation is observed between ozone (O3) and its precursor,
NO2. The relationship between O3 other pollutants, namely PS and SO2, is positive and
negative, respectively. Noise pollution and work density are positively correlated with
O3 levels. Finally, there is no evidence of high correlations between the explanatory
variables, except for noise at off-peak and peak hours.

Fig. 2. Locations of monitoring stations

3.2 Estimation and Forecast Methods

The present study explores different techniques to estimate the concentration of O3
pollution per blocki; that is, we focus on finding a regression function f(yi) capable of
predicting the pollutant concentration as the logarithm of O3 levels. We experimented
with two approaches: machine learning models (random forest, gradient boosting, and
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a neural network model) [27–29] and quantile regression, described in the following
paragraphs.

Quantile Regression. A quantile regression model is considered an extension of the
classical least-squares estimation of conditional mean models [30]. This model is more
robust as it does not require fulfillment of the strict assumptions of ordinal least squares
(OLS) regression (e.g., normality and no heteroskedasticity) [3]. Additionally, it can
reveal the effects of the explanatory variables at different quantiles of the explained vari-
able. Therefore, it allows considering the non-linear associations between the variable
response and explanatory variables [31]. The quantile regression model is presented in
Eq. 1.

yi = xiβ
(q) + εi

(q); q = 0.25, 0.5, 0.75, (1)

where yi is the response variable (O3 concentration) in city block i, xi is the explana-
tory variable, β(q) is the coefficient that measures each covariate’s effect on the qth
quantile of ozone, and εi

(q) represents the error term for qth quantile [31].

Ensemble Learning Approaches. Ensemble learning models use multiple algorithms
(e.g., decision trees) to obtain better performance and more generalizable results than
using a single instance of such algorithms. Techniques such as bagging and boosting are
usually used during ensemble construction [32].

Artificial Neural Networks. Inspired by the human nervous system, artificial neural
networks (ANNs) can learn non-linear relationships between input variables and out-
comes. The most straightforward neural network (NN) architecture is called the mul-
tilayer perceptron, usually considered a shallow network that consists of at least three
layers (input, hidden, output layer), with a smooth activation function applied at the
output of each layer (except the layer that feeds the model). The model is then trained
using a stochastic gradient descent optimization algorithm with backpropagation [14].

3.3 Validation Method

The predictive performance of the models described above is evaluated through indi-
cators commonly used in the literature [3, 33]. Evaluating a model’s fit and predictive
ability using the complete sample set would probably lead to an overly optimistic assess-
ment of its performance. A cross-validation technique is usually applied to avoid the
overestimation problem and is commonly employed in non-linear models with some
complexity. Although authors such as Watson et al. [34] use a leave-one-out cross-
validation technique, this usually involves very high computational costs for relatively
large sample sizes. However, this method does not provide significantly better results
than other cross-validation methods (e.g., K-fold cross-validation).

The K-fold cross-validation method divides the data into K groups of the same size
after a random mixing of the data. Subsequently, one group is taken as a test set and
the remaining (K–1) groups comprise the training set. The performance of the model
estimated with the training set is evaluated with the test set. The process is repeated K
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Table 1. Dataset metadata description and statistics

Variable Data type Units of
measurement

Description Mean St.d Min 50% Max

Pollutant covariates

NO2 Real µg/m3 Nitrogen
dioxide

24.384 1.567 18.508 24.375 31.127

PS Real µg/m3 Sedimentary
particles

0.202 0.038 0.111 0.194 0.398

SO2 Real µg / m3 Sulfur dioxide 4.847 0.721 3.240 4.608 7.562

Vehicular traffic

Bus weight Ordinal 0–4 Index of bus
traffic

1.955 1.162 0 2 4

RushHourMorning Ordinal 0–4 Index of traffic
in the morning

1.408 0.729 1 1 4

RushHourNoon Ordinal 0–4 Index of traffic
at noon

1.457 0.774 1 1 4

RushHourNight Ordinal 0–4 Index of traffic
at night

1.468 0.805 1 1 4

Noise valley Score Index PCA Noise factor in
valley hours
(10 am, 3 pm,
and 9 pm)

0 1 −7.441 0.236 2.042

Noise peak Score Index PCA Noise factor in
peak hours (7
am, 1 pm,
6 pm)

0 1 −4.876 0.157 2.582

Spatial characteristics

HC Boolean 0–1 If block is
located within
the city center

0.114 0.318 0 0 1

IZ Boolean 0–1 If block is
located in an
industrial zone

0.004 0.063 0 0 1

S Boolean 0–1 If a semaphore
is installed

0.024 0.154 0 0 1

JD Real number of
workers

Job density.
The log1p
function is
applied

−5.380 7.192 −11.512 −11.512 8.121

Park Boolean 0–1 If block is
located in a
park

0.0439 0.204 0 0 1
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Table 2. Dataset metadata description and statistics

Variables [1] [2] [3] [4] [5] [6]

[1] O3 1.0000

[2] NO2 −0.0044 1.0000

[3] PS 0.0276 −0.2812 1.0000

[4] SO2 −0.2981 −0.5321 0.3182 1.0000

[5] Noise valley 0.1284 0.3160 −0.0718 −0.4735 1.0000

[6] Noise peak 0.2100 0.1985 −0.0055 −0.4217 0.9285 1.0000

[7] JD 0.0254 0.2435 −0.0723 −0.2630 0.1227 0.1204

times to finally obtain a global measure of fitting and the model’s predictive capacity
with new data. The value K = 10 was used because this number allows each test–train
data to be large enough to be statistically representative. Given the sample of 4,172
elements, there were 3,755 observations in each training set and 417 in each test set.

The model’s predictive performance was evaluated using three measures: the root
mean squared error (RMSE), the (pseudo) coefficient of determination (R2), and finally,
the quantile loss. The latter corresponds to an optimization function for all models,
defined as the loss associated with a specific quantile q.

lossquantile = max(q ∗ e, (q − 1) ∗ e) | q ⇒ quantile, e = (yi − fi) (2)

Where f i represents the estimate ozone level. Table 3 lists the hyperparameter settings
used in the experiments. To avoid bias in the experiments, each model was run ten times
and results were averaged.

Table 3. Hyperparameter configuration for each model

Model Quantile
Regression

Random Forest Gradient Boosting Neural Network

Hyperparameters Quantiles:
[0.25, 0.5,
0.75]

n_estimators =
100
min_samples_leaf
= 1
random_state = 42
max_features =
0.5

n_estimators =
1000
max_depth = 40
learning_rate =
0.01
min_samples_leaf
= 1
min_samples_split
= 2
max_features =
‘’log2’

learning_rate =
0.001
patience = 20
epochs = 100
batch_size = 128
hidden_layers = 2
hidden_units =
512
validation_split =
0.2
activation
function = ReLU
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4 Results and Discussion

This section presents O3 concentration results on an explanatory and a predictive level.
The first includes the coefficients estimated by quantile regression and aims to explain
the factors influencing ozone variation. Next, we describe four techniques we used to
predict O3 concentrations, evaluated in terms of the RMSE, R2, and quantile loss at the
predictive level.

4.1 Influencing Factors for Differences in O3 Concentrations in Cuenca

The results of the quantile regression model are presented in Fig. 3. The O3 quantiles are
shown on the abscissa axis, whereas the ordinate axis contains the value of the effect of
the explanatory variable on O3 levels. The dashed line in the center represents a constant
effect of the explanatory variable on the average value ofO3 concentration, obtainedwith
OLS. The result shows that the explanatory effect of variables is different depending on
the O3 quantile level analyzed; consequently, the constant effect exhibited by OLS does
not adequately explain the non-linear effects of factors.

The quantile regression results are shown in Fig. 3,which provides the 25th, 50th, and
75th quantile results. It can be seen that O3 air pollution decreases as NO2 concentrations
increase. However, higher NO2 levels imply an increase in O3; thus, a U-shaped relation-
ship between O3 and NO2 is evidenced. Awang et al. [24] state that this is explained by
the differences between the NO2 photolysis rate and NO titration rate; when the former
is higher than the latter, variation in the chemical reaction rate, then O3 increases. This
U-shaped relationship was observed in the 50th and 75th O3 concentration quantiles but
not at low O3 levels (i.e., in the 25th quantile).

Other pollutant covariates such as SPs positive influence O3 levels when there is
low contamination (quantile 25th, though they have the opposite effect when there is
high contamination (quantile 75th). We also note that SO2 negatively influences O3
levels in all quantiles analyzed, with a p-value < 0.001. The positive or negative effects
depend on phenomena such as photolysis and the catalyzing process [35]. Additionally,
while environmental noise in valley hours induces a decrease in O3, noise in peak hours
increases this type of pollution when ozone concentrations are already high (quantile
75th), with a p-value < 0.001 in both cases.

Regarding the traffic variables, the model indicates that bus and motorized vehicle
traffic decrease and increase the levels of O3, respectively (with a group of significance
of 1% or 5%). Furthermore, the historic center and areas subject to traffic lights control
have higher ozone levels, mainly when pollution is low (quantile 25th), with a p-value
< 0.001. Finally, maintaining everything else constant, with a higher density of workers
and in areas cataloged as industrial, pollution levels decrease.
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4.2 Prediction of O3 Concentrations and Evaluation

The performance indicator results for the four models in q quantiles (0.25, 0.5, and 0.75)
are summarized in Table 4 and Fig. 4. Cross-validation is developed with ten folds using
a training dataset. The three measures that assess the model’s predictive performance
are calculated as the average result for the ten-fold cross-validation. The random forest
technique shows the best performance for predicting ozone concentration, with a smaller
RMSE value and a higher R2 coefficient (Table 4) than the other techniques. In terms
of accuracy, gradient boosting exhibits the second-best performance, followed by the
neural network and quantile regression.

The quantile loss indicator confirms the accuracy of the random forestmodel (Fig. 4).
Furthermore, ensemble-based models outperformed the other models, and all models
report better results than the quantile regression. These results are congruent with the
research of Watson et al. [34], who concluded that the gradient boosting and random
forest models are the best models for ozone-level prediction, compared to elastic net
regression, linear model, neural network, support vector machine (SVM), and other
approaches. In addition, Jumin et al. [36] found that boosted decision trees outperform
linear regression and neural network algorithms for ozone concentration prediction.

These results were expected becausemost of the features included in the input dataset
X are categorical (ordinal). The gradient boosting (GB) model results can be improved
by applying a further grid search on the hyperparameters; this is true for the shallow NN
model, as a larger number of hidden layers and different numbers of hidden units could
lead to better empirical results. Nevertheless, these models could suffer from overfitting
and not generalize well. This can occur for the following reasons: a) the dataset used does
not include enough examples; b) there are not enough continuous variables to capture
the non-linear relationship between the concentration of air pollutants and their sources
of emission and dispersion.

Fig. 3. Effects of the determinants of air pollution according to quantiles
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Table 4. Results of 10-fold cross-validation in terms of mean RMSE and coefficient of
determination, R2

Method Gradient Boosting NN Quant. Reg Random forest

q 0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75

RMSE 0.0095 0.0073 0.0073 0.0312 0.0285 0.0316 0.0376 0.0337 0.0358 0.0058 0.0029 0.0063

R2 0.9359 0.9531 0.9526 0.2399 0.3987 0.2552 0.1401 0.2268 0.2549 0.9739 0.9739 0.9739

 a. Model performance in terms of quantile loss           b. Model performance per quantile 

Fig. 4. Model performance in terms of quantile loss

5 Conclusions and Future Work

The predictive performance of the random forest model is the best in terms of RMSE and
R2 indicators, compared to the other models. The model exhibits high precision, with an
R2 greater than 0.97 and an RMSE smaller than 0.007 for all quantiles. In explanatory
terms, the ozone concentration in Cuenca during 2018 is explained by its precursor, NO2,
and other pollutants. There are particular chemical reactions that can explain its positive
or negative effects on the ozone. Furthermore, the traffic and spatial characteristics of the
analyzed city blocks also influence ozone concentrations. However, additional studies
are needed to improve the model proposed in this research.

As a limitation to this study, certain input parameters such as meteorological fac-
tors commonly used in the literature have not been used in the models, we considered
to predict ozone concentrations since access to such information is very restricted. In
addition, we conclude that the spatial relationships of pollution should be excluded from
any future research, as it shows a significant correlation with the spatial distribution of
ozone. This result can help policymakers identify areas of the city with harmful ozone
levels. Note that new hybrid techniques may be an interesting avenue for future research
as they make it possible to take advantage of the particular benefits of distinct methods,
for example, by combining neural networks with quantile regression. We leave this type
of analysis for subsequent investigation. Our results show that spatial characteristics,
such as industrial land, particular features of the historic center of the city, and labor-
population density, may significantly influence ozone concentrations. This suggests that
environmentally sustainable city planning must take into account these aspects in order
to generate strategies that reduce environmental pollution.
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We believe that this and related future research results are useful for policymakers
to achieve two fundamental environmental objectives: 1) an early warning mechanism
that allows identifying the moment and the geographical area where high levels of ozone
pollution can occur, and 2) scientific proof to motivate citizen support for environmental
policy proposals aimed at reducing pollution levels. Within these policies, we can men-
tion the following: a) improvements in transport planning, such as the regulation of the
entry of highly polluting vehicles to certain areas of the historic center, b) improvements
in planning for the use of public spaces and specific spaces designated as industrial zones,
c) stricter control of vehicular and industrial polluting emissions, and c) promotion of
the use of alternative means of transport, among others.
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Abstract. Proton therapy, an external radiotherapy using proton beams to treat
some type of tumours with outstanding benefits, is in continuous ever evolving
to improve its performance. Some prominent current trends involve cutting-edge
delivery methods or raise compact building. Compact centers take in specific
features to reduce their size while achieving more affordable facilities and new
developments have direct impact in radioprotection. This work is framed into
the research project Contributions to operational radiation protection and neu-
tron dosimetry in compact proton therapy centers (CPTC), which is focused on
designing, assessing, and commissioning their operational radiation protection.
The main goal is to present and collect the activities developed from 2018 in fields
as checking shielding, comparing ambient dose yielded by neutrons in several
facilities, analyzing activation in shielding with different types of concrete, char-
acterizing wide range Rem-meters to measure neutron fields, studying new proton
delivery techniques and their neutron fields, or assessing personal dosemeters suit-
able for these centers, among others. The results reached show that future highly
compact centers will have a relevant impact on the radiation protection.

Keywords: Compact proton therapy centers · Neutron radiation area
monitoring · Neutron dosimetry

1 Introduction

The advantages of proton therapy (PT) in some treatments against cancer have led to
a significant expansion of proton therapy centers around the world, with almost one
hundred in operation and over fifty at different stages of development. Current trends in
PT are to build small compact and standard facilities, along with the renovation of large
multiple room proton therapy centers (MPTC), laid down in the early stages of PT [1].

Based on International Basic Safety Standards and Regulatory Principles [2], main
radiological risks in proton centers (PTC) have been widely stated and summarized [3]:
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1. External exposure to secondary radiation (neutrons and photons) from beamline.
2. External exposure from activated equipment, materials of the facility, water and air.
3. Internal exposure for inhalation of radioisotopes in activated air.

Nevertheless, proton therapy is in continuous ever evolving to improve its perfor-
mance, and some prominent current trends involve cutting-edge delivery methods or
building compact proton centers [4]. New developments have a direct impact in radi-
ation protection of proton facilities and actions should be continuously developed to
update the new requeriments of centers [5]. Remarkable works about operational radia-
tion protection design inMPTCare collected elsewhere [6–10]. Compact ProtonTherapy
Centers (CPTC), act out latest advances in particles therapy and have specific features
to reduce their size while achieving more affordable facilities [11]. Consequently, from
the point of view of operational radioprotection, CPTC face significant challenges [12]:

1. Usually these centers have one single room (sometimes two) and small footprint.
2. They have a higher radiation density in Sievert per square meter (Sv/m2).
3. They have a standard geometry and configuration worldwide.
4. There is an intensive use of new materials and technology.
5. They use the most advanced equipment and machinery to reduce their size.
6. The usual delivery mode of protons is Pencil Beam Scanning (PBS).
7. There is a narrow mix of professional exposed workers (clinical and technical staff).

The present work is framed into the project Contributions to operational radiation
protection and neutron dosimetry in compact proton therapy centers (CPTC), which
is focused on assessing the impact of these innovations on the operational radiation
protection and commissioning of the compact proton facilities [13]. Thus, several tasks
have been carried out over the last three years, as checking and evaluation of shielding
[14], comparing ambient dose equivalent of several CPTC [15], analyzing activationwith
different types of concrete, and activation in machinery, air and water of the facility [16],
characterizing wide range rem-meters and neutron area monitors to measure neutron
fields [17], studying new proton delivery techniques and their neutron fields [18], or
assessing personal dosemeters [19], among others. The aim of the work is to present
outcomes achieved in the aforementioned areas. As a result, a commissioning process
of the operational radiation protection in CPTC will be suggested, lined up with the
requirements by the Spanish Regulatory Body [20].

2 Material and Methods

2.1 Compact Proton Therapy Centers (CPTC) Considered in the Work

Although there are a wide range of commercial models of CPTC developed by different
vendors, CPTC considered in this work are the standard version of the two centers in the
first years of operation in Spain, being compact size both [13]. The first one, working
fromDecember 2019, has a cyclotron accelerator with extraction energy at 230MeV and
a footprint close to 360 m2. The second one, working fromMay 2020, has a synchrotron
accelerator, with extraction energy adjustable between 70 and 230 MeV and a footprint
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near 800 m2. The standards CPTC modelled are made up of accelerator room (AR),
treatment room with a compact rotating gantry (GTR) and the maze. Lay-out of the
CPTC are shown in Fig. 1 for synchrocyclotron (SC), and Fig. 2 for synchrotron (SY).
Further details are collected in [14, 15].

Fig. 1. Main features of CPTC with synchrocyclotron (SC)

Fig. 2. Main features of CPTC with synchrotron (SY)
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Both centers have three key elements: firstly, the accelerator, secondly the beamline
(BL), and finally the Gantry Treatment Room (GTR). The general features of CPTC
studied in this project are collected in Table 1.

Table 1. General features of CPTC considered in this work

Manufacturer Model Type of accelerator Number of rooms Footprint (m2)

IBA ProteusOne® Synchrocyclotron
(SC)

1 400

Hitachi Expandable One
Gantry System
(EOGS)

Synchrotron (SY) 1 + (1) 800

From a point of view of generation of neutrons fields, considering the energy of
proton beams, the delivery system of proton, the angle of rotation of the gantry and the
type of beam, the main features or CPTC linked with stray radiation are collected in
Table 2.

Table 2. Main features of CPTC with influence in neutron fields

Type of
accelerator

Energy of
protons

Beam delivery
system

Gantry rotation Proton field

Synchrocyclotron
(SC)

Fixed 230 meV PBS Pencil Beam
Scanning

220º Continuous
(virtually, KHz)

Synchrotron (SY) Adjustable 70 to
230 meV

PBS Pencil Beam
Scanning

360º Pulsed
(Hz)

2.2 Monte Carlo (MC) Codes and Settings

Facility Design, Equipment, and Materials. The study of shielding verifications,
activation in barriers, characterization of rem-meters and personal dosemeters, and com-
paring the neutron fields with different delivery methods, were carried out using the MC
code MCNP6® versions 6.1 and 6.2 [21, 22]. The process to validate the shielding with
the MCNP6.2 Monte Carlo code was developed in three main stages [23]: (1) Defining
geometry, equipment, and radiation sources; (2) Modelling sources through a conden-
sation process; (3) Shielding verification by estimating the ambient dose equivalent,
H*(10) behind the enclosures of the CPTC. Features of main materials employed in
MCNP6 were collected from [24]. In enclosures with influence in the shielding (walls
and roofs), regular concrete, density, 2.3 g/cm3 was tested. Calculation and hypothesis
were based in data and information published in research works about synchrocyclotron
systems [25] and synchrotrons systems [26].Modelling all the components of the facility
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is neither viable nor useful from the point of view of the radiation sources. The method
followed was the point neutron-equivalent in which the radiation sources are the points
where proton beam losses interacting with matter [9]. A water phantom, with dimension
of 40 × 40 × 40 cm3, was considered as a patient, irradiated with a beam proton equal
to the global efficiency at each energy [27]. The workload was estimated in agreement
with data, in nA·h per year in each energy, at the exit of accelerator, assuming a con-
servative approach of 16-h workday in two 8-h shifts, six working days per week, and
fifty weeks per year, 450 patients/year, 17.000 sessions, with 2 Gy/session, considering
the clinical data about number of patients and typical treatment plans [28]. Occupancy
factors were obtained from international recommendations by choosing the most con-
servative options [29]. The MCNP6 physics models chosen were the default options,
the CEM03.03 model for intranuclear cascade (INC) followed by the GEM model for
evaporation process (EVP), because the computation time is shorter, and the results are
more conservative [30].

AreaMonitoringMagnitude and Personal DosimetryMagnitude. In agreement with
ICRU/ICRP, the operational quantity chosen was the ambient dose equivalent, H*(10),
along the enclosures of the center, because is a conservative magnitude [31]. H*(10)
was obtained through the convolution of neutron fluence, �(E), in cm−2, and the ICRU
fluence to ambient dose equivalent conversion function, h(E), in Sievert per square
centimetres, Sv·cm2 [32], and its expansion above 201MeV [33]. These coefficients vary
strongly with neutron energy as shown in Fig. 5, because of the differences between the
interactions that dominate for different energy regions: dose deposition by fast neutrons
is mainly by elastic scattering whereas capture reactions dominate dose deposition for
lower energies.

In personal dosimetry, the operational quantity used for external irradiation is the
personal dose equivalent, Hp(d), which provides a reasonable overestimation of the
limiting quantities and can be measured with relatively simple instrumentation. Hp(d),
is the soft tissue equivalent dose at an appropriate depth, d, below a specified point in
the human body. For strongly penetrating radiation, as neutrons, the assumed value of d
is 10 mm. Personal equivalent dose strongly depends on both, neutron energy and angle
[31].

MCNP6 Settings and Calculations. Simulations were carried out considering 20
energy groups (from 10–9 to 230 MeV), with a number of histories quite enough to
achieve statistical uncertainties under 3%, verifying the ten statistical checks in MCNP
[22]. ENDF/B (version VII.1), evaluated nuclear data libraries, La150n library, were
used up to 150 meV [34, 35], and nuclear models above that energy. GEM03.03 Model
for INC reactions, and GEM Model for EVM process. To study the sensitivity of sim-
ulations and results to nuclear data, some works have been reached using three further
libraries: (1) JEFF (version 3.3), which is jointly managed by the Joint European File
(JEF) and the European Fusion File (EFF) groups [36]. (2) TENDL 2017 and 2019
libraries, Talys Evaluated Nuclear Data Library [37]. Thermal treatments, designed by
S(α, β) in the MCNP code, have been used in all the simulations for all neutron energies
[38]. All rooms were considered air-filled and void in the proton beam. The results were
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computed using superposed mesh tallies inside the facility, along the walls and roofs
and outside the enclosures. As variance reduction in cells of the walls, roof and air in
vaults, biasing methods and weight factors were used based on geometry splitting and
Russian roulette [22].

3 Results

3.1 Shielding Design and Ambient Dose Equivalent, H*(10)

Effectiveness of shielding in CPTC was verified by calculating the ambient dose equiva-
lent,H*(10) in uSv/year, due to secondary neutrons, outside the enclosures andwalls. The
facilities modelled had a standard configuration, and width of walls based on dimensions
proposed a priori by the vendors. Results are collected in Fig. 3.

In all cases, assuming the worst scenario, the values reached in both facilities were
well below 1 mSv/year (millisievert per year), which is the legal limit internationally
accepted for the general public. Although in both facilities, using different accelerators,
the ambient dose equivalent to the public reached with the shielding considered is less
than 0,5 mSv/y, a 50% under the maximum limit, the results are achieved with different
wall thickness, approximately 2.8 m in Synchrocyclotrons, while in Synchrotrons the
thickness of typical wall is 2 m. Several models of radiation sources and type of concrete
in walls were simulated, starting from a conservative assumption (radiation sources in
accelerator, energy selection system and phantom), followed by more realistic hypothe-
sis. The simulations were carried out using Monte Carlo (MC) code MCNP6® version
6.2, computing the fluences of secondary neutrons produced by interaction of the beam
of protons in different points of the facilities. Full details of study in CPTC with syn-
chrocyclotron are set out in [14], while details of the study in compact center with
synchrotron, and benchmarking of both facilities, are collected in [15].

3.2 Neutron Activation and Materials in Barriers

The next task was to carry out a comparative analysis of neutron activation in CPTC
facilities with synchrocyclotron, using the MCNP6 code [16]. Five different types of
concrete were studied: conventional Portland concrete, hormirad® (high density con-
crete with magnetite), colemanite (concrete with a high percentage of hydrogen), and
finally two new different low activation concretes (LAC), called LAC1® and LAC2®,
respectively. Attenuation plot reached with different concretes is shown in Fig. 4.

Characteristics and composition of the materials studied are collected in [14–16] and
[39, 40]. Considering the energy reached by neutrons, up to 230 meV, four different neu-
tron cross-section libraries were used, ENDF/B VII.1, JEFF-3.3 and TENDL2017/19,
in order to study the sensitivity of results to nuclear data.
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Fig. 3. H*(10) behind walls of CPTC, (a) Top, with SC, (b) Bottom, with SY

From the point of view of activation, the most recommended concretes are those
with the lowest content of impurities that can be activated and generate radioactive
waste. From an attenuation point of view, however, concretes of high density (with mag-
netite) or with high hydrogen content (with colemanite) are more efficient. Conventional
Portland-type concrete has an intermediate activation and attenuation behaviour, and its
building cost is more profitable than with special concretes. The comparative summary
of performance with different type of materials are collected in Fig. 5.
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Fig. 4. Attenuation plot with different concretes

In summary, it would be advisable to use different concretes for each area, depending
on the neutron fluence expected neutron fluence in each wall, optimizing the selection
with criteria based on attenuation, activation and the cost of building. The barriers with
the highest fluence are those around the accelerator and the wall in front of the beam,
in the treatment room. Further results, and studies of activation in metallic parts and
mechanical elements of the facility, water and air are reported equally in [16].

3.3 Rem-Meters and Neutron Area Monitors

The radiological monitoring of proton therapy centers requires using appropriate neu-
tron measurements instruments of extended energy range. The analysis and response
evaluation of several extended range neutron rem-meters and neutron area monitors
were carried out, andWENDI-II, LUPIN-II and PRESCILA devices were characterized
through the Monte Carlo code MCNP6, for their application in shielding and radiation
area monitoring in CPTC facilities.
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Fig. 5. Comparative summary of global performance with different concretes

WENDI-II [41], Wide Energy Neutron Detection Instrument, is a rem-meter, type
Anderson-Braun (A-B). LUPIN-II [42], Long Interval, Ultra-Wide dynamic, Pile-up
free, Neutron rem-counter, is also a rem-meter, type Anderson-Braun (A-B). Finally,
PRESCILA, Proton recoil Scintillator-Los Alamos [43], is a device, type scintillator,
developed by losAlamosNational Laboratory. Further details of the process are included
in [17, 18]. The fluence-to-Ambient dose conversion coefficients, h(E), and the Ambient
dose equivalent responses of these rem-meters are shown in Fig. 6.

Once characterized, thesemonitors were used in several proton therapy facilities [17,
18]. Likewise, to characterize the neutron spectrum is such facilities, it would be useful
to use extended-range Bonner Sphere systems (BSS); the response of one of such BSS
was carried out as described in [44].
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Fig. 6. Dose response of REM-meters characterized in the work

3.4 Comparing Neutron Fields of New Delivery Methods in Proton Therapy

Proton monoenergetic arc therapy (PMAT) is a new delivery modality, currently at
development stages by Prof. Carabe-Fernández [45], which aims to take advantage of
irradiation of the tumour volume under fields with a full 360º angle, usingmonoenergetic
protons and optimizing the LET (Linear Energy Transfer) inside the target [46].

Experimentalmeasurements, using a PRESCILAdetector, of neutronic fields yielded
with PMAT were compared with those generated with the conventional intensity-
modulated proton therapy (IMPT) treatment, at different distances and angles of the
circular phantom used in the radiobiological experiment [46]. The measurements were
carried out at the Fixed Beam Treatment Room (FBTR) of the Roberts Proton Ther-
apy Center (RPTC) in the Hospital of the University of Pennsylvania (UPenn). The
experimental set-up is shown in Fig. 7, with fully details collected in [18].

Results show that inside the treatment room,H*(10)with bothmadalities iswithin the
same order of magnitude, however, the dose with PMAT is almost three times lower than
with IMPT. Likewise, simulations carried out with MCNP6.2 code were compared with
experimental measurements. To conclude, PMATwould have dosimetric advantages and
optimization of LET, at the same time that would achieve a not negligible reduction of
secondary neutrons [18].



Design of Operational Radiation Protection 307

Fig. 7. Experimental set-up at FBTR (Fixed Beam Treatment Room) of RPTC

4 Discussion and Conclusions

Despite of the large and exhaustive studies developed in the implementation of radio-
logical protection measures in proton therapy facilities, some of them mentioned in this
project, proton therapy discipline is constantly evolving and incorporating new devel-
opments that pose a great challenge for radiation protection of patients, medical staff,
exposed workers and the general public.

Therefore, when it is come to speak about the design of the operational radiation
protection in moderns CPTC, based on the main results achieved in the several tasks
mentioned above throughout this survey, some basic premises could be established, as
a summary of the work, collected below in ten recommendations:

1. Suitable barriers and shielding against neutron and gamma stray radiation are essen-
tial in both, accelerator and treatment room (or rooms in facilities with compact
synchrotron), and control rooms, to limit doses to staff and general public. Although
gamma radiation is also yielded, its order of magnitude is much lower than neutron
radiation.

2. The design of the mandatory shielding could be based onMonte Carlo simulations,
however, validation and estimation of doses of exposed workers by measurements
with portable neutron and gamma devices should be carried out in commissioning
stages. The results, achieved in several task of this work tied with checking of
shielding in CPTC, show:

a. Uncertainty in physics models and nuclear data library in MCNP could vary
from 1.3 to 1.9, depending on the physic model and the nuclear data library
employed.
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b. Radiation density achieved in the works mentioned in the paper corresponding
to CPTC with synchrocyclotron is approximately 2 mSv/Gy (Ambient dose
equivalent per biological dose), what means between 2 and 5% higher in the
benchmark carried out with MPTC. This is clear, since the footprint of MPTC
centers is quite larger than in CPTC.

3. Regarding the materials in barriers, from the point of view of activation, the most
recommended concretes are those with the lowest content of impurities that can
be activated and generate radioactive waste. From an attenuation point of view,
however, concretes of high density (with magnetite) or with high hydrogen content
(with colemanite) are more efficient. Conventional Portland-type concrete has an
intermediate activation and attenuation behaviour, and its building cost is more
profitable than with special concretes.

4. Considering that the flux and the neutron spectrum varies significantly in each area
of the installation, it would be advisable to use different concretes, optimizing the
selection with criteria based on attenuation, activation, and the cost of building.

5. Uncertainty in real composition of cement and material of barriers is a critical data
in calculation both, attenuation, and activation. Evenly, results achieved in this work
linked with the study of activation in CPTC show:

a. Percentage of hydrogen in conventional cement could vary between 0.4% to
2.1%. To estimate both, features of attenuation and activation of the barriers, it
is essential to know, as accurate as possible, the real composition of the cement
supplied in the building of the facility.

b. Density of conventional concrete varies between 2.3 and 2.4 g/cm3. In this case,
the density should be also tested at different stages of the building of center, at
the laboratory of materials. These checks could be carried out at the same time
as mandatory tests to verify the bearing strength of concrete.

c. Hence, collect data of main materials, cement and concrete, along the building
of center is a key task in commissioning process of these facilities.

6. It would be necessary to place neutron and gamma detectors at critical points
of the facility (near the accelerator and isocenter), to monitor dose rates, mainly
neutrons stray fields from protons interactions in beamline and the patients, and
gamma radiation from activation in shielding and metallic parts of the facility
(accelerator and ancillary structures). As collected along this work, results achieved
in several task characterizing the response of monitors and carried out experimental
measurements in proton centres, show that uncertainty inmonitors andREM-meters
response could vary from3 to 10%, depending on energy of neutrons and orientation
of the monitor relative to the source of radiation.

7. In addition to the fixed monitors mentioned, it would be absolutely essential to
have and handle portable devices for gamma, neutron and contamination detection,
in order to check several equipment and materials liable of being activated during
the operation of the facility, as ground water, heating and air conditioned (HVAC)
water, air or metallic elements.
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8. Personal neutron dosemeters should be used for both, medical and technical staff.
There are different types, but gamma dosemeters and neutron dosemeters would be
mandatory. For some operations of technical staff in the accelerator room it would
be advisable to wear ring dosemeters and active devices (APDs).

9. Considering the distinctive spectrum of the proton centers, both, ambient monitors
and personal dosemeters, should be able to measure neutrons in a large range
spectrum, from thermal, 10–9 MeV, to high energies, 230 MeV. Currently there are
no devices with a suitable response for all energy ranges, so it is recommended to
use complementary monitors, with efficient responses in different ranges.

10. Because of the previous point, neutron field characterization of the facility, both,
energy spectra and angle, should be carried out and regularly updated, in order
to state specific facility and local correction factors (LCF), using proper devices
and wide range equipment as Bonner spheres, slab phantoms or ambient monitors,
among others.

There is a current general trend to reduce the size of proton therapy centers and
make them increasingly compact. This strategy seeks on the one hand, to cut down the
direct costs of deployment, since the smaller the center is, the lower the price should
be. On the other hand, if extremely small proton equipment were achieved, it would be
possible to place them in rooms with the same size as conventional radiotherapy (using
photons), which would also produce an indirect reduction in the cost of implantation. In
this hypothetical limit scenario, a space for conventional radiotherapywith photons could
be replaced by a facility with protons [47]. The final goal is to achieve more affordable
proton therapy facilities so that if there are more proton centers, proton treatments can
reachmore patients, since it is estimated that currently only 1%of patients receive proton
therapy, when, if they could have access, between 15 and 50% could benefit from these
treatments. The reason for this discrepancy is the high capital cost and the size of the
proton therapy equipment [48]. Apparently, the main factor impacting in the high cost of
the proton centers is the rotating gantry, whose missions are, on the one hand, to support
the beamline from the accelerator to the patient, and on the other, to drive the current
with the most efficient angle to treat accurately the tumour. The gantry is made up of
a large metallic structure weighing several tons, with large size and height of several
floors. Consequently, some new developments limit the angle of rotation of the gantry
to reduce the size and cost of the proton facilities [49].

Some research based on the follow-up of treatments dispensed in proton therapy
centers for ten years, conclude that only certain orientations of the gantry are necessary
for most cases. In other words, using a fixed gantry, a stretcher with a more versatile
patient positioning system, more efficient immobilization systems, and more precise
image guidance systems, smaller and cheaper proton therapy facilities would be possi-
ble, thus more proton therapy centers could be built, and more patients could have access
to proton treatments [50]. However, even if technological advances inmedical treatments
and tools, could lead to reduce the size of proton therapy centers as conventional radio-
therapy rooms, the operational radiological protection of these super-compact proton
facilities would be an even more demanding challenge.

Currently, compact proton therapy centers are in full expansion throughout theworld,
therefore the study of the impact of these new developments on operational radiation
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protection, proposed in this work, is an important task that must be considered. Although
the study of radiological protection in multi-room centers has been widely studied else-
where, however, compact centers have specific features that pose a challenge in radiation
protection, therefore the presentworkmakes different contributions to the bodyof knowl-
edge in these compact facilities. Considering the new methods of application of dose in
development (flash therapy with proton, for example), future works must be carried out
to study their impact on operational radiation protection.

In short, the results reached in the activities of the project, show that new CPTC
have a relevant impact on the operational radiological protection and must be shaped to
the challenges of these facilities. The contributions of radiological protection to achieve
affordable proton centers andmore patients benefit from these highly effective treatments
should not be overlooked.
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Abstract. This paper describes implementing models of a solar-assisted heat
generation system for preheating water at the inlet of boilers in hospitals, which
they used for both simulation and control. The following models are developed
based on static and dynamic energy, mass balances, and step response methods
(experimental tests). The main objective of the heat generation system is to sup-
ply the boilers in hospitals with hot water within a specific temperature range,
using thermal storage tanks as input buffers to the system. The main achievement
of this work was to add a hierarchical controller based on fuzzy logic that pro-
vides an adequate balance between complexity and performance. As a result, at
startup, generator decision-making is very close to human oversight in the face of
significant disturbances caused by passing clouds and large setpoint changes.

Keywords: Dynamic simulation · Solar energy · Hospital boilers · Fuzzy logic
controller · Automatic setpoint generator · Solar field systems

1 Introduction

According to global development indicators, one of the main challenges to be reversed
is the high concentration of greenhouse gases (GHG) due to fossil fuels in electricity
generation applications and industrial processes [1, 2]. One of themeans to achieveGHG
reduction is the use of technologies to convert solar energy into electricity. Among the
leading technologies are photovoltaic (PV) [3] and concentrating solar thermal (CST).

The most commonly used solar collectors [4, 5] for fluid heating at temperatures up
to 200 °C are flat plate, parabolic compound, and vacuum tube; while for fluid heating
at temperatures up to 400 °C, parabolic collectors, Fresnel lenses, parabolic dishes, and
heliostat fields are used.
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In works such as [6], the authors reviewed the use of solar energy in industries and
indicated the various situations in which it is possible to use solar energy. On the other
hand, [7] evaluated the potential of applying different collectors for hot water demand
in industry and used life cycle savings as a decision criterion.

Researchwhere the technical andfinancial evaluation of a heating and cooling system
is developed as in [8, 9] and used solar energy as a hospital source. We used the TRN-
SYS program for the development of the simulation model. The work investigated the
influence of cooling water temperature and temperature on the performance coefficient
of the absorption chiller and proposed alternatives for the heat sink.

In Ecuador, an example of solar thermal energy is the project implemented at the
Roberto Gilbert Children’s Hospital of the Junta de Beneficencia de Guayaquil in
Guayaquil [10]. It was considered the 2016 Green Latin America Award winner for
implementing a field of solar panels that preheat the water for the boiler system. The
boilers feed hot water to the hospital for laundry and steam generation. Due to the chang-
ing weather conditions, it is important to have reference temperature set point genera-
tors that allow for the optimal start-up of the solar collector plants. It is considering the
temperature demands and constraints that will affect the plant, the setpoint.

The novelty of the present work is in the design and simulation of a hierarchical
control using fuzzy logic to maximize the benefits of hot water production [11, 12].

This paper is structured as follows. After the introduction, Sect. 2 presents themodel-
ing of the solar collector field. Section 3 shows the testing of the solar thermal. Section 4
studies the implementation of a PI controller and a predictive controller based on the
model. Section 5 implements the fuzzy logic reference generator. Finally, there are the
results and conclusions of the paper.

2 Description of the Solar Field System

The facility located at the Roberto Gilbert Hospital (see Fig. 1) has a flat solar field
supplying process heat to an industrial system, in this case, the boiler. This plant aims
to preheat the water entering the boiler using the large-aperture static solar-resistive
collectors coupled with to steam generation processes. Figure 1 also shows the layout of
this plant which consists of two main circuits; the primary circuit is the heat generation
system. The secondary circuit is the consumption system composed of the boiler.

This work deals with the modeling and simulation of the primary circuit, the heat
generation system based on solar energy, composed of the solar field, a heat exchanger,
and the connecting pipes. The static solar field (Distributed Collector System, DCS)
comprises 72 collectors distributed among three loops connected in parallel. Each loop
consists of 24 flat collectors. Each bottle has its pumping system so that it can work
independently. Solar radiation is the primary source of energy. Solar radiation is not
manipulable and acts as a disturbance from the point of view of control. The fluid
flow controlled by the pump determines the output temperature of the solar field [13–
15]. Depending on the operation requirements (characterization of the solar field, the
process heat for the boiler), the hot fluid of the solar field goes directly to a heat exchanger.
Later, in the secondary circuit, the water increases its temperature and accumulates in
the thermal storage tanks. Table 1 describes the nomenclature used in this work.
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Fig. 1. Solar collector system located at the Roberto Gilbert Children’s Hospital in the city of
Guayaquil.

3 Model of the Solar-Assisted Heat Generation System

This section presents the mathematical models based on the differential equations of the
system. In studies such as [16], the authors perform tests and validate the distributed
parameter model. In turn, works such as [17, 18] ratify the functioning of the distributed
parameter model through current investigations.

As will be explained in Sect. 3.1, given that the solar field model is a model of
concentrated parameters, someof the inputs delay reproducing the actual plant’s dynamic
behavior. The model provides the outlet temperature of each loop. Depending on the
mode of operation, the desired output can be Thx,in, which is the input of the heat
exchanger model.

Table 1. Nomenclature

Symbol Description Unit

Qloopj Volumetric flow in the loop j (j = 1..3) L min−1

Qp Volumetric flow in the primary circuit L min−1

Qs Volumetric flow in the secondary circuit L min−1

Tloopj,in Inlet temperature in the loop j (j = 1..3) °C

Tloopj,out Outlet temperature in the loop j (j = 1..3) °C

Thx,p,in Input temperature in the primary circuit °C

Thx,p,out Outlet temperature in the primary circuit °C

Thx,s,in Input t temperature in the secondary circuit °C

Thx,s,out Outlet temperature in the secondary circuit °C

Qloopj Volumetric flow in the primary circuit L min−1
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It is essential to mention that, in the primary circuit, the temperature sensors used
for the validation are at the end of each solar field loop and the heat exchanger’s input
and output (see Fig. 1). Due to the transport delay in the tubes, a delay in the model is
incorporated [15].

3.1 Solar Field Model

To model each loop of the solar field, we use equations presented in [13, 14, 19]. It is
a model of concentrated parameters (see Eq. 1) that provides the evolution of the outlet
temperature, Tloopj,out(t) (for the case of the loop number j (j = 1..3)), considering that
a hypothetical equivalent flat collector tube has the same behavior as any solar field
loop. As can be seen, the output temperature of the loop depends on several inputs; the
manipulated one, Qloop(t) is the volumetric flow. The others act as disturbances: Tloopj,n
(t) is the inlet temperature, Ta(t) la room temperature, y I(t) es la solar irradiation. The
equations that model the dynamics of the output temperature of the loops are:

ρCpAcs
∂Tloopj,out(t)

∂t
= βI − H

Leq
(Tm(t) − Ta(t))

− ρ
Cf
CpQloopj(t)

Tloopj,out(t)−Tloopj,in(t−dtout−tin)

Leq
,

(1)

T̃ (t) = Tloopj,out(t) + Tloopj,in(t − dtout−tin)

2
(2)

Where ρ is the density of water, cp is the specific heat capacity. Acs is the cross-
sectional area of the flat collector tube. Leq is the length of the equivalent flat collector
tube.H is the coefficient of thermal losses J · s−1 · °C−1. β is a parameter that modulates
the solar radiation component, T̃ (t) is the average temperature of the equivalent plane
collector tube and equivalent flat plate collector tube, and cf is a conversion factor to
have the number of modules connections and conversion L min−1 [19].

3.2 Comparison Between Controllers

This section shows the results obtained from the simulations of the proposed models and
compares them with the actual data of solar collector fields in works by authors such as
[13] and [20].

To compare the performance of the implemented controllers, we used the same irra-
diation conditions, ambient temperature, and inlet temperature, considering 5 h duration
presented by Vergara [20]. The irradiance profiles are in Fig. 2 and the inlet temperatures
in Fig. 3.
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Fig. 2. Irradiation for the different sectors of the field

Using scenarios with different irradiances, we compared the PID,MPC, and PNMPC
controllers. To quantify the results, we analyze the system’s efficiency, the amount of
heat available from the layout, and the resulting total flux, as presented in Fig. 4.

In addition, the root means square error (RMSE) and mean absolute error (MAE)
has been calculated for the simulation time to analyze the control effort and reference
tracking, respectively, as shown in Table 2.

Fig. 3. (a) Inlet temperature at the solar collectors and (b) ambient temperature
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a) Results of the outlet temperature and flow in sector 1 of the solar collector field 

b) Results of the outlet temperature and flow in sector 2 of the solar collector field 

c) Results of the outlet temperature and flow in sector 3 of the solar collector field

Fig. 4. Outlet temperature in solar collectors with different controllers
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Table 2. MAE and RMSE error results

MPC PID PNMPC

RMSE MAE RMSE MAE RMSE MAE

Field 1 2,46 °C 6,42 °C 3,02 °C 7,35 °C 8,83 °C 17,99 °C

Field 2 0,79 °C 0,91 °C 0,32 °C 0,62 °C 5,95 °C 15,15 °C

Field 3 0,69 °C 0,82 °C 0,73 °C 2,57 °C 2,67 °C 9,25 °C

Field 4 0,67 °C 0,77 °C 0,18 °C 0,49 °C 2,78 °C 6,66 °C

4 Reference Generators

The reference generators are part of a two-layer hierarchical control structure, which
allows the ideal setpoint to be calculated automatically and reasonably based on a series
of constraints identified in the design analysis. Figure 5 presents the structure of a multi-
layer control, where the first layer is the regulation layer (controllers) and a second layer
consisting of the setpoint generator.

Fig. 5. Multi-layer hierarchical control scheme

In the solar collector field, layer 2 aims to find the reference temperature according
to meteorological conditions such as irradiation and ambient temperature. Among the
main objectives of a setpoint, the generator provides a start and stop of the plant that
safely avoids critical points.
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4.1 Fuzzy Logic Generator Development

One of the techniques employed in the development of fuzzy logic-based setpoint gen-
erators is fuzzy logic. Furthermore, it is widely used due to its similarity with human
reasoning. FLCs do not use complexmathematical equations but rather apply experience
and knowledge (acquired by a process operator). In solar collector fields, the two most
influential variables when determining the appropriate setpoint are the solar radiation I
and the fluid temperature at the solar field inlet Tin. The input I indicate the maximum
possible increase in the fluid temperature inside the solar field. In contrast, the input Tin

indicates the fluid’s temperature at the start of the process. The above ensures that the
maximum possible value to be achieved is within the safety limits ΔT.

For both I and Tin, it is necessary to construct the universes of discourse covering
the minimum and maximum ranges of solar radiation levels and the inlet temperature
of the fluid to the solar collector field (15 °C to 70 °C). The membership functions are
triangular, being on the left side of type L and the right end of type Gamma as seen in
Fig. 6; where the sets are based on three levels with linguistic values “very low” (VL),
“Low” (L), “medium-low” (ML), “Medium” (M), High (H), “very high” (VA).

Figure 6 shows the resulting surface with the data entered in the Fuzzy logic design
tool of Matlab, where the radiation levels range from 0 W.m−2 to 1100 W.m−2 with
intervals of 27 W.m−2 and from 15 °C to 70 °C in 1.8 °C intervals. The reference
temperature Tref increases as I and Tin increase. If there is a large amount of solar
energy, it is possible to increase the temperature at the output of the solar field. Table
3 shows the implemented knowledge base that relates the linguistic values of the input
temperature and solar radiation to those of the reference temperature.

Table 3. Tref - Knowledge base linking linguistic values.

Inputs: Solar irradiation and inlet
temperature

Output: Reference temperature

Rules I Tin Tref

1 L VL VL

2 L L VL

...
...

17 H H H

18 H MH VH
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Fig. 6. Fuzzy sets of input and output.

We set up a control algorithm representing layer 1 (regulation) to test the fuzzy logic-
based reference generator (Fig. 7). Figure 8 shows the multilayer hierarchical control
scheme applying the fuzzy logic setpoint generator (Layer 2) and theMPC control tested
above. The setpoint changes automatically according to the solar radiation levels and the
input temperature of the solar field. The setpoint is input to the MPC control algorithm,
which calculates the required flow rate to have the minimum error between Tout and
Tref .
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Fig. 7. Tref surface generated by the speech universes of I and Tin for different intervals.

Fig. 8. Control scheme composed of a fuzzy logic generator and an MPC control.
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4.2 Simulation Results

The experiments shown in the following section are variations of the experiments carried
out with actual data entered into the model and implemented in the scheme composed
of the fuzzy logic generator with MPC control of the solar field. The objective of these
tests is to verify that the algorithm correctly generates a Tref whose behavior is by the
safety constraints of the plant.

Figure 9 shows a test where the solar radiation is at maximum, and therefore the sys-
tem start-up starts at maximum.We observe how Tref evolves as a function of increasing
Tin. In this case, the field sets the minimum flow rate of the inlet pump (4.8 kg.s−1

safety range), intending to keep the fluid longer in the field and raise the temperature
immediately.

At the end of the test, we notice a drop in solar radiation I and observe how the fuzzy
logic generator calculates a Tref taking into account the change in I, thus keeping the
temperature increase levels within the safety limits. When solar radiation decreases, the
Tref does not increase and remains at levels below 67 °C.

The test in Fig. 10 shows a test on a cloudy day. The generator’s response is to make
a smooth decrease (steps) in Tref if it detects that solar radiation has varied considerably
for a considerable time. For some time (about 25 min, around 11 o’clock), the radiation
drops below 300W.m−2. Regardless of the flow rate generated, since there is no thermal
energy, Tout drops due to thermal losses. The setpoint generator sets the setpoint to the
minimum set above Tin. As the solar energy increases, the control algorithm recovers
the track without oscillations from the accumulation of the error.

Fig. 9. Results of the fuzzy logic-based slogan generation for a cloudless day
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Fig. 10. Results of the fuzzy logic-based setpoint generation for a day with passing clouds

5 Conclusions

The presentedwork shows the development of three controllers for the proper use of fluid
temperature at the outlet of solar fields. The development of the controls requires the
incorporation of restrictions. These restrictions are considered minimum and maximum
values that ensure the useful life of the equipment and avoid accidents in the plant.

The developed algorithms test different operating conditions on the plant model to
contrast which three controllers demonstrate acceptable behavior. The results show that
predictive control is reasonable even in situations with significant disturbances caused
by cloud passages, great setpoint changes, or plant start-up. The results are verified
visually and numerically, using mean square error rates (RMSE) and mean absolute
error (MAE). We also describe the use of an automatic setpoint generator based on
fuzzy logic. The generator implemented in the plant is a two-layer hierarchical control
scheme. We performed several tests under various operating conditions. As a result, at
start-up, the generator decision-making is very close to human supervision, ensuring the
life time of the solar field components because of the temperature limit constraints and
actuator limits that are input to the hierarchical control.

An improvement to the setpoint generator is to add the energy production costs
incurred during plant operation.

References

1. Bonissone, P.P., Badami, V., Chiang, K.H., Khedkar, P.S., Marcelle, K.W., Schutten, M.J.:
Industrial Applications of fuzzy logic at general electric. Proc. IEEE 83(3), 450–465 (1995).
https://doi.org/10.1109/5.364490

2. Pezeshki, Z., Mazinani, S.M.: Comparison of artificial neural networks, fuzzy logic and neuro
fuzzy for predicting optimization of building thermal consumption: a survey. Artif. Intell. Rev.
52(1), 495–525 (2019). https://doi.org/10.1007/s10462-018-9630-6

https://doi.org/10.1109/5.364490
https://doi.org/10.1007/s10462-018-9630-6


Management System Using Fuzzy Logic for Reference Governors 325

3. Killian, M., Kozek, M.: Implementation of cooperative Fuzzy model predictive control for
an energy-efficient office building. Energy Build. 158, 1404–1416 (2018). https://doi.org/10.
1016/j.enbuild.2017.11.021

4. Singh, J., Singh, N., Sharma, J.K.: Fuzzy modeling and control of HVAC systems - a review.
J. Sci. Ind. Res. (India) 65(6), 470–476 (2006)

5. Qin, S.J., Badgwell, T.A.: A survey of industrial model predictive control technology. Control
Eng. Pract. 11, 733–764 (2003)

6. Mekhilef, S., Saidur, R., Safari, A.: A review on solar energy use in industries. Renew. Sustain.
Energy Rev. 15, 1777–1790 (2011)

7. Kalogirou, S.: The potential of solar industrial process heat applications. Appl. Energy 76,
337–361 (2003)

8. Tsoutsos, T., Aloumpi, E., Gkouskos, Z., Karagiorgas, M.: Design of a solar absorption
cooling system in a Greek hospital. Energy Build. 42, 265–272 (2010)

9. Monne, C., Alonso, S., Palacín, F., Serra, F.: Monitoring and simulation of an existing solar
powered absorption cooling system in Zaragoza (Spain). Appl. Therm. Eng. 31, 28–35 (2011)

10. Hospital Roberto Gilbert: Iniciativa sustentable es reconocida en Premios Latinoamérica
Verde. Rev. médica la Junta Benefic (2016). https://www.hospitalrobertogilbert.med.ec/not
icias/17-noticias/1522-iniciativasustentable-premios-latinoamerica-verde

11. Cirre, C.M., Berenguel, M., Valenzuela, L., Klempous, R.: Reference governor optimization
and control of a distributed solar collector field. Eur. J. Oper. Res. 193(3), 709–717 (2009).
https://doi.org/10.1016/j.ejor.2007.05.056

12. Ampuño, G., Agila, W., Cevallos, H.: Implementación y analisis de rendimiento de un
control industrial de nivel para tanques con fluidos, basado en lógica difusa. MASKANA
I+D+ingeniería 5, 27–36 (2015)

13. Roca, L., Guzmán, J., Normey-Rico, J., Berenguel, M., Yebra, J.: Robust constrained pre-
dictive feedback linearization controller in a solar desalination plant collector field. Control
Eng. Prac. 17, 1076–1088 (2009)

14. Ampuño, G., Roca, L., Berenguel, M., Gil, J.D., Pérez, M., Normey-Rico, J.E.: Modeling
and simulation of a solar field based on flat-plate collectors. Sol. Energy 170(May), 369–378
(2018)

15. Ampuño, G., Roca, L., Gil, J.D., Berenguel, M., Normey-Rico, J.E.: Apparent delay analysis
for a flat-plate solar field model designed for control purposes. Sol. Energy 177(November),
241–254 (2018). https://doi.org/10.1016/j.solener.2018.11.014

16. Guney,M.S.: Solar power and applicationmethods. Renew. Sustain. Energy Rev. 57, 776–785
(2016)

17. Khan, J., Arsalan, M.H.: Solar power technologies for sustainable electricity generation—A
review. Renew. Sustain. Energy Rev. 55, 414–425 (2016)

18. Carmona, R.: Análisis Modelado y Control de un Campo de Colectores Solares Distribuidos
con un Sistema de Seguimiento de un eje. Ph.D. thesis, Universidad de Sevilla, Sevilla, Spain
(1985)

19. Gil, J.D., Ruiz-Aguirre, A., Roca, L., Zaragoza, G., Berenguel, M.: Solar membrane distilla-
tion: a control perspective. In: 23th Mediterranean Conference on Control and Automation,
MED-2015, Málaga, Spain (2015)

20. Vergara, J.: Contribuicoes ao controle preditivo e otimizacao com aplicacoes. Universidade
Federal de Santa Catarina (2019)

https://doi.org/10.1016/j.enbuild.2017.11.021
https://www.hospitalrobertogilbert.med.ec/noticias/17-noticias/1522-iniciativasustentable-premios-latinoamerica-verde
https://doi.org/10.1016/j.ejor.2007.05.056
https://doi.org/10.1016/j.solener.2018.11.014


Biomedical Sensors and Wearables
Systems



Liquid-Based Pap Test Analysis Using
Two-Stage CNNs

Oswaldo Toapanta Maila(B) and Oscar Chang

School of Mathematical and Computational Sciences, Yachay Tech University,
100650 Urcuqúı, Ecuador
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Abstract. According to the World Health Organization (WHO) cervix
cancer is a real threat for women at earthly level. A practice to avoid
those losses is an early diagnosis of the disease, generally done with the
Papanicolaou or Pap test. This requires for a pathologist to check pap
smear images in an arduous assignment, to determine the existence of
suspicious or cancer cells. In third world countries doctors checks pap
smear manually with microscopes, creating an enormous deficit of ser-
vice. This paper proposes a TensorFlow ambient where the analysis of
digital pap smears is carry out as a two-stage process. First, the sample is
scanned using a ROI of 150×150 pixels and two versions of the resulting
image are stored in separated lists; one of low resolution (20 × 20 pix-
els) and one of high resolution (250× 250 pixels). Then for the analysis,
the first stage quickly evaluates the low-resolution images using a neural
network that detects cells shapes saving their index (coordinates). In the
second stage a specialized deep network uses this index to locate the
high resolution images of the detected cells for zooming and recognition,
being finally able to make high-resolution classifications. The software
uses liquid-based pap smear equivalent to 460 patients with a 40x mag-
nification. The trained system successfully classifies cells into normal and
abnormal and could be big help to overloaded pathologists.

Keywords: Neural network · Pap smear · Cell · Cervix cancer ·
Screen · Two-stage

1 Introduction

Of all the types of cancer, cervical cancer has one of the most significant death
rates, being in the fourth position worldwide and mostly affecting less developed
areas like Latin America and Africa. There are two methods to prevent cervical
cancer, HPV vaccine and screening (Pap smear). Since most cervical cancer cases
develop from HPV infections, providing HPV vaccines to women at young ages is
crucial to reduce cervical cancer risk. Also, cervical cancer takes years to develop;
that is why periodical screening is essential to detect this disease at early stages,
incrementing possible treatments’ effectiveness [2,23]. Both mentioned methods
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have shown high efficacy, reducing mortality and incidence rates; for example,
since the USA implemented widespread screening, cervical cancer cases have
dropped more than 50% [20]. However, that is not the reality for all the countries;
by 2008, the Institute for Health Metrics and Evaluation at the University of
Washington showed countries with the highest global wealth decile achieved a
64% of women getting effective cervical screens, while countries with the lowest
global wealth just reached a 9% [3]. Additionally, a projection made in 2019
shows that countries with low and medium human development indexes (HDI)
will achieve just 10% and 20% of screening coverage by 2023; this could be the
case of Ecuador, which was scored with a medium HDI of 0.759 by the United
Nations in 2019 [17,21]. In particular in Ecuador, cervix cancer is the second
with the most prominent incidence and mortality [4]. One of the obstacles in
Latin America to improve the number of cervix cancer screens is the amount of
time needed to give results. In Ecuador, laboratories take up to one month to
give pap smear analysis results, and in other third world countries, this time can
increase up to 3 months [1]. This problem with delayed results opened a new field
where technologies can help to accelerate the process, especially Artificial Neural
Networks (ANN) [11,18]. In particular, neural network classification systems are
optimal tools to speed up the screening process since cervical cancer screening
is a matter of cell classification.

This paper presents a fast cell recognition system with two stage classifica-
tion using convolutional networks in TensorFlow ambient. Two main processes
are involved in the proposed method: a low-resolution scanning for quick cell
detection and location and a second high-resolution one, for detailed classifica-
tion. The program categorizes cells into two types: Negative for intra-epithelial
malignancy or Normal Cells and Abnormal Cells (which includes low and high
squamous intraepithelial lesion and squamous cell carcinoma). The usefulness of
this classification is that pathologists can save time by meticulously evaluating
just those samples declared with abnormal cells, incrementing the number of
patients that can be attended. The proposed classifier system uses a database of
963 liquid-based pap smear digital images, corresponding to 460 patients with
a 40x magnification using a Leica ICC50 HD microscope [6]. This challenging
set of images are classified covering from the most abnormal cell found in it
to completely healthy ones, so all cells fit inside this broad range. For training
purposes it was necessary to create a database of isolated, individual cells and
manually labeled them to train the used deep neural networks. To improve the
performance this work introduces an evaluation method that avoids robust cat-
egorization across all sample image sections and focuses its effort on essential
areas, being the final objective to reduce the overall processing time.

2 Related Work

Su et al. implemented a system for cervical cancer cell classification in samples
of liquid-based cytology. The primary purpose of the presented method by the
authors was to create a high-accuracy sort. To achieve the wanted accuracy,
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they used a cascade implementation with two different classification systems,
one applied after another. Each system classifies evaluating distinct features like
roundness, area, diameter, etc., all extracted with pixels counting and calculation
rather than using neural networks, like other existent methods [19]. Although
applying the cascade structure showed high accuracy because the classification
systems complement each other, the proposed method focuses on manually iso-
lated cells. Therefore, adding an extra technique to automatize cell extraction
for later classification would be feasible.

Kumar et al. presented a framework for cancer detection and classification
in 2015. The mentioned framework consisted of four processes: enhancing micro-
scope images, segmenting background cells, extracting features, and classifying
them. Kumar et al. used histogram equalization to modify image contrast in the
image enhancement stage; K-means algorithm to perform segmentation; pix-
els calculations using their intensity, presence, and distribution to determine
morphological features; and neural networks, random forest, among others for
the classification stage [9]. This method differs from the previously mentioned
because it works on the image as a whole instead of working in specific sections
or elements.

Hussain et al. presented a cell classifier method based purely on nucleus
analysis. The authors used convolutional networks and auto-encoder for nuclei
segmentation and later classification. The technique works on the whole cervical
sample by predicting nuclei pixels and highlighting their contour to differentiate
them when evaluating clustered nuclei. This project works directly in the given
cervix sample, avoiding image preprocessing techniques, common in automated
cell classification. According to their evaluation, the method’s accuracy was 96%
for categorization in normal and abnormal cells. However, it is worth mentioning
that this method does not consider any other cell feature than the nuclei [7].

Shanthi et al. proposed a cervix cell classification system based on a neural
network. The proposed model uses the pap smear Herlev databases and a convo-
lutional neural network to extract cell image characteristics like edges, size, etc.
[8]. The authors used image processing techniques like Bi-histogram equaliza-
tion, Sobel operator, brightness changes, etc., to highlight essential cell features
like the nucleus and cytoplasm contour. The project uses supervised neural net-
works to classify cells into a minimum of two classes (normal and abnormal) and
a maximum of five (normal, mild, moderate, and carcinoma), with high accu-
racies of above 92%. Experimental results were obtained by testing the neural
networks in a group of isolated cell images [15].

William et al. presented an analysis method for pap-smear based on segmen-
tation and the analysis of cell features like shape, texture, and size of the nucleus
and cytoplasm. The performance achieved accuracy, sensitivity, and specificity
of 98.88%, 99.28%, and 97.47%. The main contribution of this technique is the
time reduction by discarding the evident normal cells. This method relays in
Fuzzy C-means; However, the author clarifies that it is worth a deep learning
implementation to improve the results [22].
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3 Methodology

The used pap images were retrieved from the Mendeley data repository and
correspond to the liquid-based cytology of 460 patients. The original data-set
image size is 2048 × 1536 pixels, but they were standardized to a width of 1080
pixels conserving the authentic width-height relationship, by using the “Open
cv-python” library. This reduction was performed to facilitate visualization since
the used computer had a resolution of 1920×1080 pixels, and original dimensions
exceeded this limit. This modification was made to make observations but it is
not essential in the proposed model.

A typical cervical pap test image contains an average of 20 cells, increasing
up to approximately 50. It is not efficient to train a convolutional neural network
with images containing this amount of elements because they represent too many
objects to be simultaneously evaluated and with too many intricate details. A
better approach, followed by human specialists, is to concentrate the attention
and “zoom” into attractive individual cells, taking a closer look at them and
assessing their characteristics for classification in pertinent categories. Following
this line of action this projects develops a fast scanning process that takes a
“quick look” with low resolution at the whole pap test sample and determine
the coordinates of possible target cells. After that just the target cells are later
zoomed in and fed to a high-resolution TensorFlow lassifier model.

3.1 Software

The language used for the implementation was Python 3.8. TensorFlow 2.2.0
library was used for the neural network implementation and the Opencv-contrib-
python-4.4.0.46 library was used to display the analyzed images and track the
process by making graphic representations.

3.2 Hardware

– Intel(R) Core(TM) i7-6500U CPU @ 2.50 GHz, 2601 MHz, 2 principal pro-
cessors, 4 logic processors

– 12 GB RAM
– NVIDIA GeForce 940M.

3.3 Region of Interest

The region of interest (ROI) refers to the smaller current analyzed section of a
bigger image. Since the proposed method requires a fast cell scanning system,
the ROI size was set according to the cell average size. For the practical working
software, the average cell size and the ROI size are 150 × 150 pixels. This value
fits the 1080 width size pap test standardized measure, but the ROI size should
be recalibrated for another dimensions.
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3.4 Batch Size

The batch size defines how frequently weights and bias values in the convolutional
neural network are updated. Both CNN models were implemented using a 32
mini-batch size since previous studies found that this and lower values yield
better results [12]. Due to computing limitation the batch size was limited to
32, otherwise the used laptop collapsed. In principle this can be overcame using
more powerful hardware involving CUDA and GPU.

3.5 Epoch

Epoch is a hyperparameter that always depends on the whole neural network
architecture. Therefore, there is no rule to choose the best value but try several
ones until good results are obtained, avoiding overfitting and underfitting. In
the case of the cell recognition model, with 100 epochs training, good predic-
tions were obtained. While in the classifier model, 200 epochs were necessary to
get valuable predictions. It should be mentioned that, when training, the user
classifier model showed overfitting above 373 epochs.

3.6 Activation Function

Activation functions depend on the task the neural network is performing. Based
on a study made in 2017, the chosen function for all hidden layers in both models
is the Relu activation function because it gives better results in most cases and
is suitable for many hidden layers [16]. The chosen activation function for the
output layers was softmax because its good performance in binary and multiple
classifications, which fall in the category classification requirements of the two
models.

3.7 Dropout

Dropout is a regularization technique essential for complex convolutional neural
networks because it reduces or avoids overfitting probability. The dropout value
determines the percentage of neurons that will be ignored; thus, values over 0.5
are avoided because they turn out sabotaging the model training [14]. Consider-
ing the mentioned information the classification model’s dropout value was 0.3.
On the other hand, the recognition model architecture does not include dropout
layers to keep it as simple as possible to reduce its running time.

3.8 Maxpooling

Maxpooling is a technique used to lower overfitting by conserving just the neu-
rons’ group’s most significant value. The value in the maxpooling filter deter-
mines the size of the evaluated group. Both models were set with maxpooling
layers of 2 × 2 in both cases. Implementing the Cell Classification CNN without
maxpooling layers produced the laptop to crash due to hardware limitation.
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3.9 Filters

The dimensions of the images evaluated by the filters correspond to the standard
size used to train each model. These models are explained in Sects. 3.11 and
3.12. Filters are a matter of try and error selection. However, using smaller
filters usually detects small characteristics. Therefore the point of reference was
to use small filters for the classifier model because cell features are essential to
differentiate categories, choosing 3 × 3 filters for the 250 × 250 pixels images.
On the contrary, the cell recognition model was set with more extensive filters
because it does not need to identify all cell details to determine its presence,
choosing 10 × 10 filters for the 20 × 20 pixels images. The number of filters was
selected by trial and error, resulting in layers with 10, 32, 40, and 64 filters. The
architectures’ exact distributions are specified in 3.11 and 3.12.

3.10 Strides and Padding

Strides determine the steps filters move across the analyzed data, and padding
completes the empty spaces with zeros when the filter stands in the image bor-
ders. For both cases, strides are set to 1 for vertical and horizontal displacement,
which is the TensorFlow ambient’s default value. Padding was deactivated since
it’s been shown that it affects the data variance and affects the CNN training
[13].

3.11 Cell Recognition Model Implementation

Data Preparation. For this work it was necessary to select several images
from the liquid-based pap smear dataset so that all the desired categories are
covered. The photos are analyzed to recognize the average cell size and use this
value for the ROI size in forthcoming processes. By experimenting, the average
cell size selected was 150 by 150 pixels. Later, by using an available photo editor
program, sections of the images containing cells were manually cut out and saved.
The used photo editor program was Adobe Photoshop 2020, and the criteria used
to select the mentioned sections were:

– Sections that meet the ROI size.
– Areas containing a centered cervical cell, regardless of its condition.
– Areas containing cervical cell cluster.

Besides these images, sections containing centered but larger cells that exceed
the ROI size limit are also selected. As compliment, a group of pictures was edited
to have samples of completed isolated cells. All the extracted images are stored
with the “cell” category label.

A similar process is applied to extract images with the “no cell” category
label. The difference radicates in the used criteria, and that the ROI size restric-
tion is maintained in all cases. Also, non-images from this category were edited.
The criteria used were:
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– Sections that meet the ROI size limit.
– Empty sections.
– Areas containing one or more not centered cervical cells.

For the CNN to obtain good generalizations of the categories, it is necessary
to choose enough images to represent as many cell shapes as possible. Then,
data augmentation technique was used to generate more pictures and variability
by zooming in, rotating, and flipping vertically and horizontally the images until
they were enough to train the neural network. Data augmentation was performed
until it generated two thousand images for each category. Finally, 25 % of each
type was saved for validation and the remaining for training.

Fast Scanning Convolutional Neural Network Architecture. The con-
volutional neural network that recognizes cells shapes in the first fast scanning
stage has to be as simple as possible to minimize the hardware resources required
to make predictions [5]. Therefore, after some trial and error, the chosen archi-
tecture represented in Fig. 1 consisted in a four layers neural network. The first
one is a convolutional layer with ten filters of 10×10. This layer is set to receive
an input of 20 × 20 pixels. The second layer consists of a max-pooling layer of
2 × 2. The third layer is a flattened dense layer of 16 neurons. Finally, the out-
put layer consists of 2 layers. The first and third layer uses a Relu activation
function, while the output layer uses a softmax activation function.

20 px

20 px

Conv
10 (10x10) 16

Max Pooling
(2x2)

2

Fig. 1. Cell recognition model architecture (1st stage)

Training. For working purposes in the fast scanning stage the training and val-
idation images are rescaled to fit an interval of [0,1] and resized to 20×20 pixels.
Then, images are transformed into tensors to fit the TensorFlow requirements
and organized in batches of 32. Finally, training is performed during 100 genera-
tions, and the resultant model is saved. The CNN accuracy can be corroborated
by testing it with the validation data by comparing predictions with the actual
labels.
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3.12 High Resolution Cell Classification Model Implementation

For the second, high resolution cell classification stage, a convolutional neural
network capable of categorizing cells in the following categories was implemented:

– Negative for Intraepithelial Lesion (NIL).
– Low-grade Squamous Intraepithelial Lesion (LSIL).
– High-grade Squamous Intraepithelial Lesion (HSIL).
– Squamous cell carcinoma (SCC).

Training data and validation data were first prepared, in a similar fashion to
the cell recognition model.

Data Preparation. From the liquid-based pap smear dataset, random images
were selected. It is crucial to choose pictures from the four categories, ensuring
that enough cells’ variability is included. Using the same ROI size as the cell
recognition model. Cells are extracted, saved, and labeled in the correspondent
category using the following criteria.

– Low-grade Squamous Intraepithelial Lesion (LSIL):
• Slight nuclear enlargement
• Irregular nuclear contour
• Hyperchromasia
• Slight cell shape variations

– High-grade Squamous Intraepithelial Lesion (HSIL).
• Marked Hyperchromasia
• Hyperchromatic crowded group
• Thick nuclear membrane
• Marked irregular nuclear contour
• Indented and irregular Nucleus
• Usually parabasal-sized cell
• Cell shape variations

– Squamous cell carcinoma.

• HSIL characteristics plus:
∗ Macronucleus
∗ Vacuolated cytoplasm

• Tadpole cell
• Fiber cell
• Cell cluster with enlarged nuclei
• Marked cell shape variations

– Negative for Intraepithelial Lesion (NIL):
• Absence of the previously mentioned abnormal cell features
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In the creation of the database for the second phase (High resolution), the
images of extracted cells do not necessarily have to be centered, as all possible
information and cases are considered for classification. Furthermore, certain rel-
evant cells that exceed the standard cell size dimension were still included in the
database. Later, all images were then standardized to a dimension of 250 × 250
pixels. Also some images of cells taken into account have vestiges of near by
cells and other debris, in these cases the images were edited, erasing these extra
elements to obtain the image of an isolated cell. In every case both the original
end edited images were used for training and testing.

The data augmentation technique was used to increase the number of sam-
ples, obtaining more variations of the chosen images. The mentioned technique
applies zooming, rotation, and flipping to the dataset elements vertically and
horizontally. In this case, data augmentation was performed until each category
had 1200 images, except for the NIL, which had 2200 images. Finally, 200 images
of each type were saved for validation and the remaining for training.

High Resolution Convolutional Neural Network Architecture. The con-
volutional neural network required in the second stage to classify cells in high
resolution needs to be robust, as seen in Fig. 2, to recognize cell features and
make good predictions. Therefore, the chosen architecture consists of more lay-
ers and filters than the first stage. This convolutional neural network consists of
21 layers. The first one, a convolutional layer with 40 filters of 3 × 3. The first
layer is set to receive an input of 250×250 pixels and three channels. The fourth
and seventh are convolutional layers with 32 filters of 3× 3 each one. The tenth,
thirteenth and sixteenth are convolutional layers with 64 filters of 3×3 each one.
The third, sixth, ninth, twelfth, fifteenth, and eighteenth are dropout layers set
to eliminate 30% of the input. The second, fifth, eighth, eleventh, fourteenth,
and seventeenth are max-pooling layers of 2× 2. The nineteenth, twentieth, and
twenty-first are a flattened layer of 128, 64, and 4 neurons. All the layers that
require an activation function use a Relu activation function, while the output
layer uses a softmax activation function.

Training. The training and validation images are rescaled to fit an interval
of [0,1] and resize to 250 × 250 pixels. Like the recognition model, the images
are transformed into tensors to fit TensorFlow requirements and organized in
batches of 32. Finally, training is performed during 200 generations, and the
resultant model is saved. The CNN accuracy can be corroborated by testing it
with the validation data by comparing predictions with the actual labels.

3.13 Scanning Process

The prediction process needs of 7 steps, explained in this section and represented
in Fig. 3
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250 px

250 px

Conv
40 (3x3)

Conv
32 (3x3)

Conv
32 (3x3)

Conv
64 (3x3)

Conv
64 (3x3)

Conv
64 (3x3)128

64

4

Max Pooling (2x2)

Dropout 30%

Fig. 2. Cell classification model architecture (2nd stage)Cell classification model archi-
tecture (2nd stage)

1. During the scanning process, several predictions are necessary; consequently,
both previously trained CNN models are charged at the beginning of the
process.

2. The Pap smear test file is loaded and resized to 1080 pixels to standardize all
images but conserving the width-height relation allowing a correct visualiza-
tion of the process on the monitor.

3. The whole matrix that makes up the picture is looped with steps of 70 pixels
vertically and horizontally, extracting and storing matrix sections of ROI size.
Also, the quadruple coordinates indicating where each of the pulled areas
begins and ends are stored in a list B. Extracted images are stored in a list A
to display them when desired. Nonetheless, displaying images is not essential
for the procedure but helps track the process visually.

4. Two versions of each extracted section are stored as tensors to fit the CNN
previously loaded TensorFlow requirements. Each version is stored in a dif-
ferent list to track them by their indexes; one version is resized to 250 × 250
pixels and stored in list C, and the other is resized to 20 × 20 pixels and
stored in list D. Both are divided by 255.0 to rescale the tensor values to a
[0-1] interval.

5. By looping every element of the list D, tensors are fed to the cell recognition
CNN to start predictions. Whenever a forecast for “Cell” is thrown with
an accuracy higher than 80%, list D’s current index is used to track their
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corresponding image, coordinates, and their tensor versions in lists A, B, and
C; and store them in new lists to keep the index reference. Each time a cell is
identified, coordinates in list B can be employed to draw a line in the Pap test
sample image and have a visual representation of the process. The new lists
for pictures, coordinates, and 250 × 250 pixels tensors are referred to as lists
E, F, and G. This step should not consume much time since the predictions
are made using a low-resolution CNN with few layers.

6. Then list G is looped similarly to the previous step using the classification
cell CNN. Whenever a prediction corresponds to the following categories and
accuracies, the coordinates on list F are used to draw their location with an
indicative color.

– Negative for Intraepithelial Lesion (NIL). accuracy > 70
– Low-grade Squamous Intraepithelial Lesion (LSIL). accuracy > 50
– High-grade Squamous Intraepithelial Lesion (HSIL). accuracy > 50
– Squamous cell carcinoma. accuracy > 80

7. Finally, cells categorized as Negative for Intraepithelial Lesion (NIL) are
labeled Normal Cells while the remaining categories are grouped in the Abnor-
mal Cell Category.

4 Results

This chapter presents the results of the proposed two-stage cell classification
system. Each time a pap smear sample is processed, the system saves an image
with the respective classification, as seen in Fig. 4. Therefore, the program was
executed through the whole set of photos available in the Mendeley pap smear
data-set, and all the output images were stored for analysis.

The implemented system, composed of a low-resolution high-speed convolu-
tional neural network for fast cell recognition and a high-resolution convolutional
neural network for classification, demonstrates these two stage method could be
used to improve the overall pap smear processing speed.

The detailed analysis was carried out by using correct individual cell recog-
nition and classification as guiding indicators; instead of basing the examina-
tion on a generalized classification for the whole sample, as the original dataset
does. Twenty random result images from each category were evaluated, and the
obtained values were later fixed to fit the actual dataset proportion, getting the
results shown in Table 1.

Table 1. Cell recognition and classification models results

True Positive True Negative False Positive False Negative

Cell Recognition 7004 111848 716 2930

Cell Classification 479 5525 152 1218
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Fig. 3. General process

Table 1 shows how the cell recognition CNN obtained mostly true results
and low negatives indicating that it can recognize actual centered cells. The cell
classification CNN has the biggest value for true negatives, but it is followed
by false negatives, showing that it misclassified 1218 abnormal cells as normal.
Values in Table 1 were used to calculate performance metrics like sensitivity
and specificity; these are the most common reference points to evaluate health
technology assessments [10].
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Fig. 4. Output

Table 2. Performance metrics

Accuracy Precision Specificity Sensitivity Time

Cell Recognition
(1st Stage)

0.970 0.907 0.993 0.705 5.76 s

Cell Classification
(2nd Stage)

0.814 0.759 0.973 0.382 9.01 s

The following performance metrics are all shown in Table 2. Accuracy is an
intuitive way of determining how well inputs were classified because it specifies
how many images are correctly labeled from the whole group. The fast network
reaches a value of 0.97, outperforming in this speciality at the HR network that
got 0.81; this indicates that the fast network correctly differentiated cells from
empty spaces and debris while the HR classifier hits only 20 percent of correct
results.

Precision value tells how many of the images categorized as cells by fast net-
work and abnormal by the HR network actually belong to those categories. The
fast network performs better than the HR classifier when predicting affirmative
results. That value also means that 10% of the images admitted by the fast
network were later unnecessary analyzed by the HR network, even though they
were not real cell images.

Specificity is an excellent indicator of how well our models work because its
value reflects how many of the “no cell” images were categorized as such. In the
same way, it indicates how many of the normal cells were classified correctly.
The fast network reached a specificity of 0.99, with almost no empty region or
debris classified as a cell. Also, the HR network specificity was 0.97, showing
that normal cells are rarely misclassified as abnormal.
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Sensitivity is the complement indicator of specificity. In this case, sensitivity
shows how many of the existing cells were recognized and how many of the
abnormal cells were efficiently found. There is a drastic difference between the
two networks. The low-resolution, fast network correctly found 70% of all the
available cells while the HR network correctly labeled just 38% of the abnormal
cells.

Talking about speed, the time needed for both models to perform 140 pre-
dictions is lower for the fast network.

5 Conclusion

The main concern of this paper is to contribute with efficient methods to autom-
atize pap smear analysis and improve medical services, especially in developing
countries. Conventional high resolution pap smear scanning consumes computer
resources and computing time, which difficult quick diagnoses. This project
presents a two stage solution running in TensorFlow where in the first stage
a fast, low resolution deep network scans the sample image at high speed, mak-
ing fast predictions and extracting sample sections that contain cells or regions
worth of taking a closer look. This information is passed to a more robust clas-
sifier model, where HR cells images are categorized as normal or abnormal. The
resultant cell classifier achieves positive results where the fast network reaches
97% accuracy, 99% specificity, and 70% sensitivity and contributes with rapidly
acquired information to the next stage. The second robust HR network con-
tributes with a 38% of sensitivity for never seen pap smear and no training
help from pap smear specialists. The obtained results prove that special multi
stage networks architectures, assembled with Tensorflow libraries can produce
improvements in the automatic analysis of pap smear and contribute with quality
and quantity in medical services.
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Abstract. The devices are crucial elements in the Internet of Things (IoT) appli-
cations. The correct selection of these elements influences the quality, cost, and
adequate addressing of the application depending on the needs in each of the IoT
verticals. In this sense, the need for methodologies for selecting IoT devices is an
exciting field to explore in research. Therefore, this paper presents a Systematic
Literature Review (SLR) based on the Kitchenham and Charters methodology, as
the first step for designing a methodology for the selection and acquisition of IoT
devices oriented to older people. The presented SLR describes the existing meth-
ods, technical criteria, context criteria (e.g., contracts, government restrictions),
and other elements considered for selecting IoT devices from 2010 to 2021 year;
this from the review in digital libraries, conferences, and journals. Sixteen arti-
cles were found following the methodology of systematics review. The obtained
results are made up of studies for the selection of IoT devices, or criteria for the
selection of technology related to IoT, such as IoT services, IoT platforms, sen-
sors for IoT devices, among others. Most of the found studies are not directed to
a specific domain, except for a few directed to people in general or companies.
Overall, the study evidences a gap in the selection methodologies for IoT devices
in applications-oriented to the elderly and the presence of some context-related
selection methods.

Keywords: Systematic Literature Review (SLR) · Internet of Things (IoT)
selection · Internet of Things (IoT) acquisition ·Methodology

1 Introduction

Healthy aging in people is nowadays one of the most important challenges for govern-
ments and healthcare institutions [1]. The improvement of health services oriented to
ensure physical and mental welfare in older patients directly influences their life quality,
and reduction in health services costs [1, 2]. In this sense, technology is an essential
ally to reach this goal. Besides, concerning older adults, new emerging technological
paradigms such as the Internet of Things (IoT), Ambient Intelligence (AmI) andAmbient
Assisted Living (AAL) are focused on improving their wellbeing [3–5].

The ideal field of application in for elderly-oriented solutions isAALwhich is defined
by [6, 7] as technical systems developed to support elderly or people with diseases in
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their daily activities giving them independent life as long as possible and improving their
quality of life. Here exist a wide range of IoT applications (e.g., elderly care monitoring,
chronic patient health monitoring, recognition of human activity, clinical applications),
and all of them depending of the quality of the used devices to improve their impact [8].
In this sense, the IoT device selection is overriding to achieve an adequate technological
solution for elderly-oriented or context needs. Therefore, having a structured method
that considers steps such as mapping of requirements, classification, and weighting for
choosing IoT devices is needed.

In this context, to know advances within this field of study and to establish a starting
point to develop the bases to support the development of these kinds of methodolo-
gies, a Systematic Literature Review (SLR) is an ideal means to identify, evaluate, and
interpret all the advances in this domain [9]. Although some research presents literature
reviews about the acquisition of devices, there is no register about the presented in this
paper which is n SLR to look for methodologies for selecting and acquiring IoT devices
oriented to older people. The SLR follows three stages: i) Planification, ii) Execution of
the review process iii) Report of the results, as suggested by Kitchenham [9].

This paper’s remainder is organized as follows: Sect. 2 discusses the background,
including existing SLRs ormethodologies in this domain. Section 3 and Sect. 4 discusses
an explanation of the research method and the systematic review results. Finally, a
discussion of the results, methodology validation, and future work.

2 Background

This section gives initially an overview of the IoT application fields to create solutions
for older people. Then, are discussed some important criteria and methodologies in
selecting IoT devices that can be applied in solutions oriented to elderly.

In the last years, the needs in elderly care field have been addressed by technology.
In this context, the IoT and AAL paradigms have applications or solutions-oriented to
improve the quality of life in the elderly such as:

– Elderly care monitoring. These applications include devices that primarily intended
to improve quality of life and promote safe and independent living. Examples
include devices in AAL environments, active aging, therapy and entertainment,
communication and social activities, health monitoring and diet [8].

– Chronic patient healthmonitoring.These applications include IoT devices specialized
in monitoring and supporting older people with chronic diseases or disabilities, such
as diabetes, Alzheimer’s, among others [8, 10].

– Recognition of human activity:These applications include devices for constantlymon-
itoring the elderly activities to detect abnormal conditions and reduce the effects of
unpredictable events such as sudden falls [11]. This category also includes devices
for the elderly location, navigation assistance and object locators.

– Clinical applications. These applications include IoT devices for the detection,
diagnosis, prediction, and treatment of diseases (e.g., seizure detection) [8, 12].

– Emergency conditions.These applications include fall detection devices, fall riskman-
agement, emergency responses, and categorization of emergency patients according
to their level of severity [8, 13, 14].
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– Mental health. These applications include devices for the detection, prediction, and
care of mental illnesses in elderly (e.g., dementia, depression) [8].

– Movement disorders. These applications include devices for continuous analysis or
training of patient balance and gait based on portable sensors [8, 12].

– Rehabilitation. These applications include IoT devices to provide rehabilitation ser-
vices and/or to generate feedback to patients and their caregivers about the progress
of the rehabilitation process (e.g., exoskeletons) [8, 15].

– Accessibility to health services. These applications include devices that allow the
generation of requests for health services, generation of information related to health
areas, good habits promotion, and self-control in certain diseases [2, 8].

– Accessibility for caregivers. These applications include devices that allow remote
monitoring and treatment of patients by healthcare providers [2, 8].

As presented, some of the applications are criticism due to its direct relationship with
wellbeing and healthcare. Therefore, the quality of the devices directly influences the
proper addressing of the solution. Hereof, an adequate selection of the devices depending
of the context and the specific needs of the application is necessary.

The literature about IoT technology selection present some elements to consider
when choosing adequately devices. On the one hand, the selection criteria, grouped into
fifteen categories: technical characteristic [16–18], device quality [17, 19, 20], safety
[17, 21], sensors [22, 23], services [22, 24], software [25], communications [17, 22, 26],
data type [27–29], IoT platforms [28, 30], patient needs [31–33], ethical considerations
[34], marketplace [19, 35], contracts negotiation [17, 21], governmental regulations [31,
36, 37], and acquisition or fabrication [38–40].

On the other hand, the IoT technology selection methodologies such as: Analyti-
cal Hierarchical Process (AHP) [41], Analytical Network Process (ANP) [42], Addi-
tive Relationship Assessment (ARAS) [43], Decision Making Testing and Evaluation
Laboratory (DEMATEL) [44], Elimination and Election Reality (ELECTRE) [45, 46],
Convolutional methods [47], Primitive Cognitive Network Process (PCNP) [48, 49].

Overall, there have been swiftly presented some specific elderly-oriented application
areas, selection criteria for IoT technology and some selectionmethodologies. In the next
section, these considerations are the starting point to the SLR.

3 Systematic Literature Review (SLR) Research Method

A Systematic Literature Review (SLR) lets obtaining, evaluating, and interpreting state
of the art into primary studies about research questions related to a specific area of
interest. These goals are reached by applying a scientific methodology that provides
an objective assessment of the research topic in a reliable, repeatable, and replicable
manner. Therefore, this paper applies the methodology proposed by Kitchenham et al.
(Kitchenham & Charters, 2007a), to carry out the SLR.

The selected methodology consists of three stages, as shown and described in Fig. 1.
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Fig. 1. Stages for the execution of a Systematic Literature Review according to Kitchenham.

3.1 Planning the Review

This stage defines the SLR protocol and research question to perform the review. Before
beginning the review, it is necessary to verify the non-existence of similar previousworks
to avoid duplicating work. In this sense, a first search was carried out for SLRs related
to the selection and/or acquisition of IoT technology and specialized in elderly-related
aspects. As a result, the search did not return similar studies; for this reason, planning
for the revision continues. Also, the guidelines proposed by Kitchenham [9] suggest the
information extraction by considering several aspects as shown in Table 1.

Table 1. Extraction aspects during the SLR.

Aspect Description

Population Studies related to methodologies for selecting/acquiring IoT devices oriented to
older people. Also, there are considered methodologies for selecting IoT devices

Intervention The study contains a group of aspects related to the selection of devices

Comparison This study aims not to compare the different aspects to be addressed when
designing a methodology for selecting IoT devices oriented to elderly

Outcomes To identify the main aspects addressed during the design of methodologies and
aspects considered for the selection of IoT devices

Context This study is developed in a research context, where the experts in the domain
present primary studies

Afterward, are defined the research protocol steps from identifying the research
question to the release of the results in order to carry out an orderly and systematic
review. In addition to the data extraction and synthesis of studies.

Research Question. The overall objective of this review is to identify:

RQ: What factors are considered for proposing methodologies for the selection
and acquisition of IoT technology?
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Moreover, Kitchenham suggests dividing the main question into sub-research
questions. In this case, the following were defined:

• RQ1: What aspects are considered for selecting / acquiring existing IoT technology?
• RQ2: What domains are the selection and acquisition methodologies for IoT
technology-oriented?

• RQ3: What method is used to weigh IoT devices?
• RQ4: How is research on methodologies for acquiring IoT technologies carried out?

Research Strategy. According to the technological and medical field of the research,
the libraries considered for the search were ACM, IEEE Xplore, ScienceDirect, and
PubMed. The search string to submit to these sites is defined in Table 2.

Table 2. Search string.

Concept Sub-string Connector Alternative terms

Internet of things Internet of things OR

IoT IoT AND

Acquisition Acquisition OR

Selection AND

Methodology Method* AND It includes methodology, method

Search string (Internet of Things OR IoT) AND (Acquisition OR Selection) AND
Method*

In order to select the studies, there are considered the publications in the period
2010-January 2021. The selection is based on the IoT emergence milestone by 2008–
2009 as presented in [50]. Therefore, it is expected that by 2010 there may have already
been the first formal studies in this domain. In addition, manual searches of conferences
and journals related to IoT applied in health and/or care of the elderly are included in
SCImago Journal & Country Rank, Core Conferences, and Google Scholar.

Data Extraction Criteria. In order to extract data from the primary studies, a set of
criteria is established for each research sub-question as set out in Table 3. These criteria
are reviewed in each study to facilitate their classification.

3.2 Conducting the Review

This second stage starts with selecting and assessing the primary studies, then the mon-
itoring and extraction by following the alignments such as the research questions and
protocol proposed in the planning stage.
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Table 3. Criteria to be analyzed for each research sub-question.

RQ1: What aspects are considered for selecting and/or acquiring existing IoT technology?

EC1 Analysis criteria Technical characteristic
Quality
Safety
Software
Final user
Device market
Contracts
Government regulations

Sensors
Manufacturing
Business
IoT platforms
Data
IoT services
Communications

RQ2: What domains are the selection/acquisition methodologies for IoT
technology-oriented?

EC2 Domains Elderly
People (in general)
Enterprises
None in specific

RQ3: What method is used to weigh IoT devices?

EC3 Methods AHP (Analytical Hierarchical Process)
ANP (Analytical Network Process)
ARAS (Additive Relationship Assessment)
DEMATEL (Decision Making Testing and Evaluation
Laboratory)
ELECTRE (Elimination and Election Reality)
IPM (Multiple Information Process)
Convolutional methods
PCNP (Primitive Cognitive Network Process)
Others (algorithms, models, etc.)

RQ4: How is research on methodologies for acquiring IoT technologies being carried out?

EC4 Focus General IoT device selection
Selection of IoT devices for medical use
Process automation with IoT
Sensor selection for IoT devices
Wireless technology selection for IoT networks
Selection of IoT services
Selection of IoT platforms
Selection of IoT systems
General technology selection
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Primary Studies Selection. The search string was applied in the metadata of title,
abstract and keywords of the selected digital libraries. Then, since the results, the titles
and abstracts were evaluated to filter the articles that did not align with the research
question. Studies that at least comply with the selection or acquisition of IoT technology
or analysis of aspects of IoT were kept. Introductory documents, same works in different
sources, Not English written articles, books, workshops, and posters were excluded.

Quality Assurance of Primary Studies. Since the number of obtained results and that
most of these have no more than three years old since their publication, it was decided
to filter the papers published in an indexed journal or library. As a result of the search
and filters described above, were obtained the following presented in Table 4.

Table 4. Automatic search results in digital libraries.

Search engine Results Just conferences and journals Since 2010

IEEE Xplore 495 469 468

ACM 104 97 97

Science Direct 70 60 60

PubMed 42 40 40

Total 665

Removing repeated 641

As a next step, the titles and abstracts of the 641 results were analyzed to extract only
the articles that contribute to the research questions; thus, obtaining only two papers (S01
and S02 of Appendix 1). Additionally, 15 more reports were obtained from the manual
search, giving 17 articles useful for research as total (S03–S16 of Appendix 1).

3.3 Reporting the Review

The final stage presents the core of the SLR since the extraction criteria, the selection
mechanism, and thus the current state of the art in this domain. All the researches were
tabulated following the criteria to obtain a data summary. The summary results are in
Table 5; wheremost of these do not have a specific domain orientation even to the elderly.
Concerning current studies, it highlights the IoT sensors and platform selection.
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Table 5. Results obtained by criterion of each sub-question.

Extraction criteria # % Papers

RQ1: What aspects are considered for selecting and/or acquiring existing IoT technology?

Analysis criteria Technical characteristic 5 31% S01, S04, S07, S09,
S16

Quality 5 31% S01, S03, S04, S08,
S11

Safety 7 44% S03, S04, S08, S11,
S13–S15

Software 0 0%

Final user 5 31% S02, S04, S08, S09,
S11

Device market 3 19% S02, S04, S11

Contracts 0 0%

Government regulations 3 19% S02, S08, S11

IoT services 1 6% S01

Communications 4 25% S01, S03, S04, S11

Sensors 1 6% S07

Manufacturing 2 13% S01, S16

Business 4 25% S03, S04, S08, S11

IoT platforms 3 19% S02, S14, S09

Data 3 19% S11, S14, S09

RQ2: What domains are the methodologies for selecting/acquiring IoT technology-oriented?

Domains Elderly 0 0%

People (in general) 2 13% S08, S11

Enterprises 1 6% S03

None in specific 13 81% S01, S02, S04–S07,
S09, S10, S12–S16

RQ3: What method is used to weigh IoT devices?

Methods AHP 5 31% S01, S03, S06, S09,
S16

ANP 2 13% S11, S13

ARAS 1 6% S08

DEMATEL 1 6% S13

ELECTRE 1 6% S16

Convolutional methods 3 19% S12, S14, S15

(continued)
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Table 5. (continued)

Extraction criteria # % Papers

PCNP 1 6% S05

Others (algorithms,
models, etc.)

6 38% S01, S02, S04, S07,
S10, S15

RQ4: How is research on methodologies for acquiring IoT technologies being carried out?

Focus General IoT device
selection

3 19% S06, S09, S12

IoT device selection for
medical use

2 13% S08, S11

Process automation with
IoT

1 6% S03

Sensor selection for IoT
devices

3 19% S04, S07, S10

Selection of IoT services 1 6% S13

Selection of IoT platforms 3 19% S02, S14, S15

Selection of IoT systems 2 13% S01, S16

General technology
selection

1 6% S05

Afterwards, from the obtained results, the trends in each sub question are shown.
Figure 2 presents the analyzed criteria dispersion regarding the IoT device selection.
Here highlight as most common criteria the quality, security and communications.
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Fig. 2. Analyzed criteria trends to IoT device selection.

Figure 3 shows trends about used methodologies. It presents AHP as the most used.
Then, are shown the Linear Convolution Method (LCM) and proportional method.
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Fig. 3. Analyzed criteria trends to IoT device selection.

4 Results of the Systematic Review

This section presents a summary of the results from the searches about studies related
to IoT devices selection both specialized in a single specific criterion, and multi-criteria
selection methods. These results were complemented with research related to IoT tech-
nology such as the selection of IoT platforms or services, to obtain a broad set of criteria
that will form part of a methodology for selecting IoT devices aimed at the elderly.

The range of the publications is 2013 to 2020 (Table 6). From 2013 to 2015, there
is the least number of investigations (12%); where the selection of technology through
selection methodologies (S05) or the search for sensors for middleware with IoT devices
(S07) is already appreciated. Besides, in the period from 2016 to 2017, investigations
reached 26%, where more specialized works in the selection of IoT devices can be
observed, highlighting the S04, dedicated to the selection of IoT devices evaluated from
the criteria of RFID and sensors; and S06, which proposes a multi-criteria decision
model adaptable to different selection models in the search for the most convenient IoT
devices. For the 2018 to 2020 period, the related jobs raise up to 63%, where 2019 has
most publications (13). In this period, the research aimed at the selection of IoT platforms
(S02, S14, S15) and the selection of IoT devices aimed at medical solutions (S08, S11)
stand out. It is worth highlighting the importance of the S11 research that is oriented to
the use of IoT for the implementation of Intensive Care Units (ICU) solutions.

EC1 Analysis Criteria. 75% of the studies include one or more technical criteria for
the selection stage. The number of criteria is very dispersed and has different levels
of abstraction. Within the range greater than 40% are the security criteria such as S13
research, specialized in a security framework for evaluating IoT services; or S03 research
where a method for selecting IoT devices including security analysis criterion is pro-
posed. In the range of 20 to 40% are the Quality, Technical Characteristics and Commu-
nications criteria, such as the research S04 that analyzes the characteristics of radiofre-
quency sensors and identifiers (RFDI) in IoT devices from the quality view, technical
characteristics, communications, among others. Another example is S01 that includes
these criteria for designing IoT ecosystems. In the 10 to 19% range are the Data, Man-
ufacturing, and IoT Platforms categories such as the research S16 that suggests some
criteria for the IoT systems development; or the research S14 that includes the criteria
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Table 6. Research classification according to year of publication

Year Papers Year Papers Year Papers

2013 1 2018 3 2019 2

2015 1 2018 2 2020 4

2016 2 2018 1 2020 2

2016 1 2019 4 2020 1

2017 2 2019 4

2017 1 2019 3

related to data management in IoT platforms. Finally, the range below 10% present the
criteria for sensors and IoT services (S07, S01). None of the studies considers specific
software criteria. Table 7 shows the papers’ technical criteria classification.

Table 7. Research classification according to the technical criteria

Technical aspects # Papers % Papers Rank % Tech. aspects

Security 7 43.75% >40% 75.00%

Technical characteristics 5 31.25% 20 to 40%

Quality 5 31.25%

Communications 4 25.00%

Data 3 18.75% 10 to 19%

IoT platforms 3 18.75%

Manufacture 2 12.50%

Sensors 1 6.25% <10%

IoT services 1 6.25%

Software 0 0.00%

None 4 25.00% – 25.00%

EC2 Domain. In the results, 81% of the studies do not specialize in a specific domain.
Only 13% are oriented to people in general, such as S08 focused on patients requiring
physical rehabilitation, or S11 on people requiring hospitalization in an intensive care
unit. 6% to a business vision (such as S03 oriented to the automation of processes within
a company). Besides, there is no study focused on the selection of IoT devices oriented
to the elderly. Figure 4 shows the papers’ classification according to the domain.

EC3 Methods. The studies found a wide variety of methods used for the selection of
criteria. Of these, AHP stands out as the preferred one with 31%, made up of S01, S03,
S06, S09, and S16. The next rank consists of the works that use convolution methods
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Fig. 4. Research classification according to the domain

with 19%. In this rank, the S12, which applies the Linear Convolution Method and
the Ideal Point Method, stands out; and the researches S14 and S15 that apply the
Linear Convolution Method. As the third most used methodology is ANP with 13%
(S11 and S13). We obtained 38% of studies that do not apply selection methodologies as
such, but different options such as algorithms, metamodels, or simply do not specify a
specific methodology. Within this range, the research S01 stands out, which establishes
a metamodel for the design of IoT ecosystems that allows the use of different selection
methodologies such as AHP or ELECTRE. Table 8 shows the classification of the papers
according to selection methods.

Table 8. Research classification according to selection methods

Methods # Papers % Papers % Selection methods

AHP 5 31.25% 62.50%

Convolution methods 3 18.7n5%

ANP 2 12.50%

ARAS 1 6.25%

DEMATEL 1 6.25%

ELECTRE 1 6.25%

PCNP 1 6.25%

Others 6 37.50% 37.50%

EC4 Focus. There is no significant difference between the approaches of the studies,
however, there are 3 trends: 19% of the studies have approaches to the selection of
IoT devices in general, sensors for IoT devices or IoT platforms. Within this range, the
research S09 stands out, which presents a multi-criteria decision model for IoT device
selection from different selection methodologies. 13% of the studies have approaches
to the selection of IoT devices for medical use or selection of IoT systems such as
those previously described: S08, S11, S01 and S16. 6% of the studies focus on process
automation with IoT, IoT services selection or technology selection in general such as
the research S03 that establish a selection method for IoT devices focused on process
automation. Table 9 shows the classification of the papers according to selectionmethods.
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Table 9. Research classification according to focus

Focus # Papers % Papers Rank

General IoT device selection 3 18.75% ~19%

Sensor selection for IoT devices 3 18.75%

Selection of IoT platforms 3 18.75%

Selection of IoT devices for medical use 2 12.50% ~13%

Selection of IoT systems 2 12.50%

Process automation with IoT 1 6.25% ~6%

Selection of IoT services 1 6.25%

General technology selection 1 6.25%

5 Conclusions and Further Work

The purpose of thiswork is to know the scientific advances regarding the offer ofmethod-
ologies for the selection or acquisition of IoT devices to address contextual needs of older
adults. After conducting the SLR, it is observed that, despite having achieved a signifi-
cant number of valid initial studies (more than 600 papers), the number of valid papers
for the purpose of the study was very low (16), which reflects that there is not much
research about selection methods for IoT devices, even though IoT technology has been
in existence for more than 10 years. In that way, there is no evolution of the studies
that delve into any specific domain and focus. Hence, it is concluded that most of the
reviewed articles focus on the selection of sensors or IoT platforms; Furthermore, a
large percentage of studies have focused on AHP, a method that offers advantages such
as considering all possible alternatives, encouraging reflection, and achieving an objec-
tive and reliable result. However, there is an absence of methods for the acquisition of
IoT devices aimed at older adults; therefore, it is suggested to work in methodologies
that consider aspects of this age group to set up high quality AAL.
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