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Preface

The International Scientific-Practical Conference “Mathematical Modeling and
Simulation of Systems” (MODS) was formed to bring together outstanding
researchers and practitioners in the field of mathematical modeling and simulation
from all over the world to share their experience and expertise.

It was established by the Institute of Mathematical Machines and Systems Prob-
lemsof theNationalAcademyofSciences ofUkraine (IMMSPof theNASU) in 2006.
MODS is now an annual international conference held by Chernihiv Polytechnic
National University with the assistance of the Ministry of Education and Science
of Ukraine, the National Academy of Sciences of Ukraine and the State Research
Institute for Testing and Certification of Arms and Military Equipment, universities
and research organizations fromUK, USA, Spain, Bulgaria, Poland, Latvia, Estonia,
Belarus and Ukraine participating as co-organizers of the conference.

The XVIth International Scientific-Practical Conference MODS’2021 was held
in Chernihiv, Ukraine, during June 28–July 01, 2021.

MODS’2021 received 73 paper submissions from different countries. All papers
went through a rigorous peer-review procedure including pre-review and formal
review. Based on the review reports, the Program Committee finally selected 35
high-quality papers for presentation at MODS’2021, which are included in Lecture
Notes in Networks and Systems series.

This book contains papers devoted to relevant topics including tools and methods
of mathematical modeling and simulation in ecology and geographic informa-
tion systems, manufacturing and project management, information technology,
modeling, analysis and tools of safety in distributed information systems, mathe-
matical modeling and simulation of special purpose equipment samples. All of these
offer us plenty of valuable information andwould be of great benefit to the experience
exchange among scientists in modeling and simulation.

The organizers of MODS’2021 made great efforts to ensure the success of this
conference.We herebywould like to thank all themembers ofMODS’2021Advisory
Committee for their guidance and advice, the members of Program Committee and
Organizing Committee, the referees for their effort in reviewing and soliciting the
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x Preface

papers, and all authors for their contribution to the formation of a common intellectual
environment for solving relevant scientific problems.

Also, we are grateful to Springer Verlag and JanuszKacprzyk as the editor respon-
sible for the series Lecture Notes in Networks and Systems for their great support in
publishing these selected papers.

Kyiv, Ukraine
Kyiv, Ukraine
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Chernihiv, Ukraine
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Anatoliy Morozov
Alexander Palagin
Dmitri Vinnikov
Nikolai Stoianov
Mark Zhelezniak

Volodymyr Kazymyr



About This Book

The development of complex multicomponent systems requires an increase in
accuracy, efficiency and adequacy while reducing the cost of their creation. This
book contains works on mathematical and simulation modeling of processes in
various domains: ecology and geographic information systems, IT, industry, project
management.

The studies presented in the book will be useful to specialists who involved in
the development of real event models—analog, management and decision-making
models, production models and software products. Scientists can get acquainted
with the latest research in various decisions proposed by leading scholars and iden-
tify promising directions for solving complex scientific and practical problems. The
chapters of this book contain the contributions presented on the 16th International
Scientific-Practical Conference, MODS, June 28–July 01, 2021, Chernihiv, Ukraine.
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Mathematical Modeling of Information
System Designing Master Plan
of the Building Territory Based on OLAP
Technology

Tetyana Honcharenko , Oleksandr Terentyev , and Ievgenii Gorbatyuk

Abstract This study is devoted to the problem of the ability to represent multidi-
mensional design of master plan of building territory based on OLAP technology.
Building territory is viewed as complex information system which relate with other
information systems of surrounding areas. Mathematical modeling of such informa-
tion system for multidimensional design of master plan based on OLAP technology
is proposed to solve this problem. It is proposed to use a multidimensional data
model as a hypercube, the edges of which are sequences of values of the analyzed
parameters for multidimensional analysis and design of the two subject areas. The
first subject area contains background information about the topography, geodesy
and geology of the building territory. The second subject area contains information
about the surrounding areas to the building territory. OLAP cubes represent multidi-
mensional information objects with associated properties. Each OLTP system is an
implementation of a domain model and is designed by a multidimensional matrix,
which is represented as anOLAPcube.The application of this concept in aWeb-based
environment is covered.

Keywords Mathematical modeling · Master plan · Building territory · OLAP

1 Introduction

Complex construction projects are becoming an important direction in the forma-
tion of sound economic decisions when assessing the possibilities of introducing
innovative information technologies. Many types of products are complex systems,
based on the interaction of a set of managerial and technical actions, including tech-
nical means, software and the human factor. Their production is carried out using
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processes, having a variety of technical and control “inputs” and “outputs”. At the
same time, the role of standards used in at all stages of management, primarily
because the standards provide for the interaction of various components with each
other.

Author’s works [1–3] describe modeling of spatial data on the construction site
based onmultidimensional information objects andmultidimensional space structure
for adaptable data model.

The articles [4–9] give a detailed review of innovative tools for management the
lifecycle of construction objectives of the enterprise-stakeholder.

In the work [10], the authors propose multidimensional design of master plans of
construction site based on multidimensional information objects.

The articles [4, 11–14] are devoted to the structural information management
of production systems in construction and models for conversion of mortgage
applications by the method of multiple regression and neural networks.

In the works [15–18], the authors provide the reengineering of the construction
processes based on BIM-technology.

The authors of the works [19–21] formalize a concept of parametric modeling on
BIM technology application in the whole life cycle construction objects.

The authors of [22–24] examine construction of membership functions in fuzzy
modeling tasks using the analytic hierarchy process.

The articles [25] and [26] are devoted to aBIM-based approach for communicating
and implementing a construction site safety plan.

Authors’ work [27] is devoted to integrate processing of spatial information based
on multidimensional data models for general planning tasks.

This research discusses the problem of the ability to represent multidimensional
design of master plans based on OLAP Technology. Building territory is viewed as
complex information system for multidimensional design of master plans. To solve
this problem mathematical modeling of such information system based on OLAP
technology is proposed.

2 The Main Research

The information system consists of objects that differ in the level of complexity,
with the corresponding connections and relationships. Complexity is characterized
by internal information, which quantitatively depends on the number of incoming
objects and the connections of various levels established between them. The division
of the system into information objects and functional modules and the description of
all of its interaction interfaces make it possible to declare the relative completeness
of the set of considered relations between the elements of the system. These elements
determine its behavior and are the subject of functional stability analysis.

Building territory should be considered as a complex open system. For a system
to operate and interact with the external environment, it must consume information
from the environment and transmit information about its state to the environment
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Fig. 1 Scheme of interaction of the building territory with the external environment

to increase its information potential. The territory of the building, depending on
its geographical location, climate and other factors, requires additional research to
ensure its safe construction and operation. The analysis of literature sources [4–
7] allowed classifying the requirements for the layout of the elements of general
planning and the main environmental factors that affect their location.

Figure 1 provides a scheme of the interaction of the building territory with the
external environment.

The mathematical model of an information system can be represented as a set G,
which contains information on each type of system object. On the other hand, the
information system can be represented in the form of a functional system. That is in
the form of a set of functions F. Let’s introduce the notation:

QG is a set of properties determined by the relations between elements of the set
G.
QF is a set of properties determined by the relationships between elements of the
set F.
QFG is a set of properties determined by connections between elements of the
sets F and G.

Then the relations within the sets F and G can be respectively determined by
relations on the Cartesian product:

QF × F =
{
zFi = (

qF
i , fi

) : qF
i ∈ QF,

fi ∈ F, i = 1, . . . , n

}
(1)
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and

QG × G =
{
zGi = (

qG
i, gi

) : gGi ∈ QG,

gi ∈ G, i = 1, . . . , n

}
(2)

The relation between them can be determined by the relation on the Cartesian
product

QFG × G × F =
{
zFGi = (

qFG
i , gi , fi

) : qFG
i ∈ QFG,

gi ∈ G, fi ∈ F, i = 1, . . . , n

}
(3)

of the element zFGi to this relation can be interpreted as follows: “the element gi of
the information system contains information on the property qFG

i of the functional
part of the information system fi”. Searching for information corresponding to a
particular element fi in gi is reduced to determining the ratio R ⊆ G × F.

Thus, for any pair (gi , fi ) ∈ R: gi ∈ G, fi ∈ F, i = 1, …, n, we can say that
f i is relevant to gi , and the solution to the problem of determining the relevance of
elements of the sets G and F is reduced to the definition of the relation R ⊆ G × F.
Moreover, ∀gi ∈ G, fi ∈ F, gi ∈ G, fi ∈ F, i, j = 1, …, n, it is true that if fi ⊆ f j and
gi ⊆ gi , that is, all elements gi are contained in gi and all elements fi are contained
in fi and (gi , fi ) ∈ R, then (gi , fi ) ∈ R.

Except in the extreme case, when the relation R is the Cartesian product G × F
itself, the relation does not include all possible tuples from the Cartesian product.
This means that for each relation there is a criterion for determining which tuples are
included in the relation and which are not. Thus, each relation R can be associated
with a logical expression (predicate) QFG , which depends on a certain number of
parameters (n-ary predicate) and determines whether the tuple (gi , f j ) belongs to the
relation R.

Thus, the membership of a tuple in the relation is equivalent to the truth of the
predicate:

(
g j , f j

) ∈ R ⇔ {QFG} = {G, F, R} (4)

However, in any case, with the information approach to formalize the subject area,
the categories of objects and the relations between them are primary, i.e., formally,
the system of relations can be represented by a set of objects in the subject area and
a variety of relations between them.

The characteristic of the process can be represented as a set of pairs:

{〈Ai , Di 〉, i = 1, . . . n}, (5)

where Ai is a non-empty set of property names (attributes), Di is a set of values of
the corresponding attributes.
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Values are broken down into object classes that interact with each other based on
rules. Let π be the set of these rules. Relationships G = {G,G̃} can be established
on a set of attributes, which are divided into quantitative G and qualitative G̃, for
which many types of assessment are defined, for example T = {“projects are moving
towards achieving their goals”, “projects are being conducted in accordance with the
relevant directives”, “projects are being implemented as planned”, “projects remain
viable”}. Then any estimation rule can be represented by a tuple π = 〈G, T 〉 .

Thus, the set of information characteristics of the process {〈Ai , Di 〉, i = 1, n},
the established relations G = {G,G̃}, and the rules for establishing relations π =
〈G, T 〉 can be used to formally define the process in the form the following tuple of
components:

Z =
{
Ai , Di ,

{
G,G̃

}
,
{
G,G̃

}
, T

}
, i ∈ N (6)

Attribute values may not be numeric. In particular, the linguistic form of data
presentation is widely used in macroeconomic, sociological, marketing, medical,
legal data warehouses. To assess the characteristics that are of a qualitative nature,
ordinal scales can be used, the point elements of which correspond to the gradations
of the verbal scales.

We can assign the values of linguistic variables to the levels of ordinal scales
and perform all further operations with their membership functions. At the same
time, their adequacy cannot be verified by the means of theory, and each existing
method for constructing a membership function formulates its own requirements and
justifications for the choice of just such a construction.

Consider N objects for which the intensity of manifestation of characteristics of
attributes with the names A j , j = 1,…, k is estimated, the values of which X j , j =
1,…, k are used to assess the qualitative characteristic Y.

From the standpoint of the apparatus of the theory of fuzzy sets, the models
of expert evaluation of features are full orthogonal semantic spaces, where normal
triangular numbers and T-numbers are used as membership functions.

This method allows going from diverse qualitative information to a single abstract
value of the membership function. We use the method of working with fuzzy
information, considered in [9].

Let Xi j , i = 1,…, m j are levels of verbal scales used to assess attributes with
the names A j , j = 1,…, k and arranged in ascending order of intensity of their
manifestation.

Let’s denote by a j
i , i = 1,…, m j , j = 1,…, k − the relative numbers of objects

referred during the assessment of attributes with the names A j , j = 1,…, k to the
level Xi j , i = 1,…, m j , j = 1,…, k:

m∑
i=1

a j
i = 1, j = 1, . . . , k. (7)
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We can construct k sets of fuzzy numbers corresponding to attributes named A j ,
j = 1, k.

Letµi j (x) denote themembership function of the fuzzy number X̃i j corresponding
to the i-th level of the j-th attribute i = 1,…, m j , j = 1,…, k.

Fuzzy numbers can be taken as an estimate of the object, X̃i j , i = 1,…, m j , j =
1,…, k with the corresponding membership functions µi j (x), i = 1,…, m j , j = 1,…,
k.

Then the estimate of the n-th object by the attribute X j , j = 1, …, k can be
represented by the membership function µn

j .
Using the so-called L-R membership function, the assessment of each object can

be written in the form:

{
µn

j (x) = (
anj1, a

n
j2, a

n
j L , a

n
j R

)}
, n = 1, . . . , N , j = 1, . . . , k (8)

In the general case, the characteristic of each object Xi can be described by the
corresponding linguistic variable:

Xi = 〈
A j , Tj , Dj

〉
(9)

where Tj =
{
T j
1 , T

j
2 , . . . , T

j
m j

}
is the term set of the linguistic variable, A j is a set

of linguistic values of the attribute, m j is number of attribute values; Dj is subject
scale base set of the attribute A j .

To describe the terms T j
k , k = 1,…,m j corresponding to the values of the attribute

A j , fuzzy variables T
j
k , Dj , C̃

j
k can be used. The value T j

k is described by the fuzzy
set C̃ j

k base on set Dj :

c̃ j
k =

{〈
µc j

k
(d)|d

〉}
, d ∈ Dj , k = 1, . . . ,m j (10)

Then the fuzzy set of the second level can be taken as a fuzzy characteristic of the
object xi , that is described as follows:

x̃i = {
µxi

(
a j

)∣∣a j
}
,

µxi

(
a j

) =
m j⋃
k=1

{〈
µµxi

(
T j
k

)∣∣∣T j
k

〉}
, T j

k ∈ Tj , a j ∈ Ai (11)

All this makes it possible to move from diverse qualitative information to one
abstract quantity—the value of the membership function. To assess the qualitative
characteristics of objects, we use the following representation of their elements:

the membership function for the extreme term-set corresponding to the minimum
intensity of the feature manifestation can be represented as:
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µx1(x) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1, 0 ≤ x ≤ a1 − 1
2 min

a
(a1, a2)

1 − x−
(
a1− 1

2 min
a
(a1,a2)

)
min
a
(a1,a2)

,

a1 − 1
2 min

a
(a1, a2) < x ≤ a1 + 1

2 min
a
(a1, a2)

0, a1 + 1
2 min

a
(a1, a2) < x ≤ 1

(12)

the membership function for the extreme term-set corresponding to the maximum
intensity of the manifestation of the feature can be represented as:

µxm (x) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0, 0 ≤ x ≤ 1 − am − 1
2 min

a
(am−1, am)

1 + x−
(
1−am− 1

2 min(am−1,am)
)

min
a
(am−1,am )

1 − am − 1
2 min

a
(am−1, am) < x ≤ 1 − am + 1

2 min
a
(am−1, am)

1, 1 − am + 1
2 min

a
(am−1, am) < x ≤ 1

(13)

the membership function for average term sets of a qualitative feature can be
represented as:
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µxl (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, 0 ≤ x ≤
l−1∑
i=1

ai − 1

2
min
a
(al−2, al−1, al)

1 +
x −

(∑l−1
i=1 ai − 1

2 min
a
(al−2, al−1, al)

)
min(al−2, al−1, al)

,

l−1∑
i=1

ai − 1

2
min
a
(al−2, al−1, al) < x ≤

l−1∑
i=1

ai

+1

2
min
a
(al−2, al−1, al)

1,
l−1∑
i=1

ai − 1

2
min(al−2, al−1, al) < x ≤

l∑
i=1

ai

+1

2
min
a
(al−1, al , al+1)

1 +
x −

(∑l
i=1 ai − 1

2 min
a
(al−1, al , al+1)

)
min
a
(al−1, al , al+1)

,

l∑
i=1

ai − 1

2
min
a
(al−1, al , al+1) < x ≤

l∑
i=1

ai

+1

2
min
a
(al−1, al , al+1)

0,
l∑

i=1
ai + 1

2 min
a
(al−1, al , al+1) < x ≤ 1

µxl (x) Based on the above, the subject area can be represented in the form of a
multi-level environment consisting of many elements of the subject area, a variety
of functions and methods working on these elements and a variety of properties of
elements and relationships between elements, i.e., in the form of an ontology that
includes description of the properties of the domain and the interaction of objects in
some formal language that has logical semantics. If the system is complex and the
number of factors is large, then taking into account all its characteristics (components)
leads to extreme complexity. Therefore, only a limited number has to be entered
into the model, and the remaining components must be taken into account without
explicitly entering into the model, but taking into account their influence as a fuzzy
reaction of the model to one or another choice of an alternative. Obviously, algebraic
comparison of components is impossible and can be performed using fuzzy logic
methods.

3 Results and Discussion

In practice, this concept finds its application in a Web-based environment, which
requires high performance when processing large amounts of data, for example, a
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Fig. 2 OLAP cube formation model

Web portal, which, in turn, is a set of database information transmission channels
connected into a single system data, information storages, knowledge bases, as well
as information technologies that support the processing, analysis and transfer of
information at various levels of integration.

Figure 2 shows OLAP cube formation model. At the same time, when solving
problems of one system, knowledge of other systems is used. Similarly, the same
objects in different systems can be described by different properties and, accordingly,
have a different structure. One of the challenges is determining how to integrate the
knowledge of different topics within a single Web portal.

The main operation for a larger number of users is the operation of searching and
obtaining information. Moreover, the data itself, once formed, is no longer subject to
modification. Dynamic databases in such a situation are ineffective, and in the world
practice today, to solve such problems, a transition to information storages is carried
out. Let Dj be a collection of documents, Mj a set of queries:

dk : Mj → 2Dj

where dk is a mapping that associates a set of documents with each query.
Each information subsystem of the portal can be represented by a tuple:
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Sj = (
Dj ,Mj , d j

)
,

where j = 1, …, m are information subsystems used in the Web-portal.
Then the information system of the portal can be represented in the form of a

distributed information system based on the global thesaurus T and defined by the
tuple:

S = (T, D,M, d),

where D = ⋃
j D j and d = ⋃

j d j are the local components.
Any database can be viewed as an object archive designed to store attributes:

(1) passive objects that do not have state models
(2) active objects subject to the life cycle.

Figure 3 shows the process of creating new OLAP cube based on the two subject
areas relations. The first subject area contains background information about the
topography, geodesy and geology of the building territory. The second subject area
contains information about the surrounding areas to the building territory.

There is a multi-tempo change in attributes. For example, the identity of a student
does not change, and a number of specific attributes, such as faculty, group, current
performance, are dynamic and modified. At the end of training, the data becomes
permanent and can never be changed.

Fig. 3 The process of designing master plan of building territory based on OLAP technology
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Thus, it is advisable to divide all the considered information into different levels,
both in terms of lifetime and access, and the development of the database consists
in adding and removing tuples corresponding to object instances. In this case, the
database automatically goes into the category of information storages completely
when the following conditions are met: the frequency of deleting tuples from the
storage is commensurate with the time of its existence, and the OLAP cube is supple-
mented with a new dimension— fragmented time. This is the moment of transferring
information from the database to the storage, in accordance with the changed value
of the attributes.

If the information in dynamic databases after modification is not of interest from
any of the points of view, then the organization of an information storage based on
such databases does not make sense. The OLAP cubes themselves, corresponding
to OLTP systems, can be represented as multidimensional information objects with
corresponding properties.

Since each OLTP system, being an implementation of a domain model, is mapped
to a multidimensional matrix (OLAP cube), there are functions for this mapping.
Considering the subject areas as part of the extended subject area, we can conclude
that it is possible to establish a relation function between display functions, and, as a
consequence, build a new system or OLAP cube based on this relation. It should be
noted that the efficiency of theWebportal can be significantly improved if the features
of the measurement scales are more accurately taken into account in modeling.

4 Conclusions

This study is devoted to the problemof the ability to represent design ofmaster plan of
building territory based onOLAP technology.Building territory is viewed as complex
information systemwhich relatewith other information systemsof surrounding areas.
Mathematical modeling of such information system for multidimensional design of
master plan based on OLAP technology is proposed to solve this problem.

The digital model covering the information system of building territory is
presented in the form of a metabase, which contains information about each type
of spatial objects. A mathematical description of the model of the master plan of
building territory from the standpoint of OLAP-tools is given. It is proposed to use
a multidimensional data model or a hypercube, the edges of which are sequences of
values of the analyzed parameters for multidimensional analysis of the two subject
area. The first subject area contains background information about the topography,
geodesy and geology of the building territory. The second subject area contains infor-
mation about the surrounding areas to the building territory. Each OLTP system is
an implementation of the subject area model and is mapped to a multidimensional
matrix as OLAP-cube. The application of this concept in a Web-based environment
is covered.
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Models and Information Technologies
of Coverage of the Territory by Sensors
with Energy Consumption Optimization

Volodymyr Petrivskyi , Viktor Shevchenko , Oleksii Bychkov ,
and Oleksii Pokotylo

Abstract According to great number of advantages sensors and sensor networks
become widespread and take a great part in all human activities. One of the
key problems is to reduce sensor networks’ energy consumption while achieving
maximum territory coverage. In the article a mathematical model that allows to
choose the optimal combination of sensors of different types for territory coverage
with minimum total energy consumption based on knapsack problem is presented.
The type of sensor means different coverage radius and as a consequence different
energy consumption value. For minimizing energy consumption with maximizing
area coverage in case of coverage areas intersection existing, a mathematical model
in multicriteria optimization problem form is formulated. A modified algorithm for
constructing the optimal motion trajectory using the Bellman principle in the case
of motion of several sensors is proposed. The possibility of the existence of an
already covered area which may be an obstacle to the movement of sensors is consid-
ered. Also, the example of appropriate software architecture is presented. Computer
simulating results confirms the effectiveness of the proposedmodels and approaches.

Keywords Sensors · Sensor networks · Territory covering · Energy efficiency ·
Optimization · Mathematical modeling

1 Introduction

Nowadays, sensors have gained significant application in all areas of human use due
to a number of advantages: size, autonomy, accessibility, mobility [1, 2]. Sensors
are also used to perform a number of specific tasks related to the collection and
processing of information [3], among which the common task is monitoring. This
task means optimal territory coverage by a given number of sensors with appropriate
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characteristics finding [4]. In the article [5] the consideration of ecological moni-
toring technology is presented, as well as the solution of the problem of placing
sensors in a polygonal observation zone with the presence of obstacles. In papers
[6, 7] algorithms and methods for solving the problem of monitoring and optimal
location of sensors are described. The algorithm of optimal location of sensors for
determining structural damage of different types of equipment is presented in [8].
Authors of works [9, 10] present the optimal strategy for placing sensors to monitor
the environment using wireless sensor networks. Optimization of sensor placement
using gradient descent and probabilistic coverage is presented in paper [11]. In turn,
in manuscript [12] the approach of reduction of energy consumption of the sensor
network by regulation of sensor coverage areas is presented. It is also necessary to
take into account the possibility of intersection of the sensor coverage areas. Sensors’
movability should also be taken into account [13]. In turn moveable sensors can be
uncontrolled and, as a result, such movement will be arbitrarily or be controlled and
move a certain trajectory. Controlled motion of the sensor causes optimal trajec-
tory the best route choosing problems. In the manuscript [14] optimal trajectory is
defined as a solution of the problem of choosing the optimal route using methods of
partially integer linear programming. The optimal trajectory for avoiding dangerous
zones is determined by the Pontryagin maximum principle [15, 16]. In the article
[17] information technology of one sensor’s optimal trajectory definition by using
dynamically programming approach is presented.

2 Area Covering by Stationary Sensors Mathematical
Models

Suppose we have territory that must be covered with sensors. We consider territory
in the two-dimensional line space. It obviously that given area has square, let mark
it Ts . According to the shapes of the territory the value of S can be calculated in
different ways. Let consider three cases of the territory’s square S calculation:

1. Rectangle shaped territory:

Ts = ab, (1)

where a and b—length and width of the territory.
2. Any-shaped territory T and the equation of the curve that limits the area is

known:

Ts =
¨

T

f (x, y)dxdy, (2)

where f (x, y)—equation of the curve that limits the territory.
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3. Any-shaped territory T and the equation of the curve that limits the area is
unknown. Pick’s theorem use [18]:

Ts = Pi + Pb
2

− 1, (3)

where Pi—number of interior points, Pb—number of boundary points.

For the Pick’s theorem use we build the grid of equal-distanced points on the
territory T . To make square approximation with Pick’s theorem more accurate the
distance between points of the net should be reduced.

Also, any-shaped territory can be approximated with a rectangle. Examples of
territory approximation and Pick’s theorem use presented in Fig. 1.

Suppose we have a set of sensors S = {s1, s2, . . . , sn}, n—number of sensors.
Each sensor has following parameters:

si = si (xi , yi , ri , Bci ), (4)

where xi , yi—sensor’s coordinates, ri—sensor’s coverage radius, Bci—volume of
the sensor’s battery.

Each sensor has own battery consumption. According to [19] we will calculate
sensor’s energy consumption, mark it as Ei , per unit of time in the next way:

Ei = r2i , (5)

where ri—i-sensors coverage radius, i = 1, n, n—number of sensors.

Fig. 1 a Territory approximation by rectangle and b Pick’s theorem use examples
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The problem is to cover given territory by sensorswithminimumenergy consump-
tion. For solving described problem let modify well known knapsack optimization
problem. Classical knapsack problem has next form [20]:

n∑

i=1

xi pi → max, (6)

n∑

i=1

xiwi ≤ W, (7)

xi ∈ {0, 1} or xi ∈ {0, 1, 2, . . . ,mi }, (8)

where pi—price of the thing,wi—weight of the thing,mi—maximum i-thing count.
According to (1)–(3) and (5) problem (6)–(8) can be modified in the next form:

n∑

i=1

xir
2
i → min, (9)

n∑

i=1

xiπr
2
i ≥ Ts, (10)

xi ∈ {0, 1} or xi ∈ {0, 1, 2, . . . ,mi }, (11)

where ri—i-sensors coverage radius, mi—available count of i-sensors.
In case when constraints (8) and (11) has xi ∈ {0, 1} formwe get 0–1 optimization

problem. In other case we get bounded optimization problem.
The solution of the optimization problem (9)–(11) is vector x = (x1, x2, . . . , xn)

elements of which are count of sensors each type that should be taken for territory
coverage.

Let consider case when it is necessary for sensors to exchange information.
For information exchange process a necessary condition is the intersection of
coverage areas. Let mark minimum available coverage areas intersection level when
information exchange exists as c and schematically be described as in Fig. 2.

Sensor’s intersection should be taken into account while solving the problem of
minimization sensors’ energy consumption during maximizing territory coverage.
In general minimization sensors’ energy consumption during maximizing territory
coverage problem can be presented in the next form:

{
E(r, c) → min
Z(r, c) → max

, (12)

where E(r, c)—energy consumption, Z(r, c)—covered territory, r—sensor’s
coverage radius, c –minimum available intersection level.
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Fig. 2 Value c meaning

With taken into account sensors intersection value Z(r, c) in the Eq. (12) should
be presented as the difference between covered value and intersected value:

Z(r, c) = Zcovered(r, c) − Zintersected(r, c). (13)

Given the assumption that the coverage area of the sensor is a circle centered at a
certain point (xi , yi ) and radius ri value of covered area as follows:

Zcovered =
N∑

i=1

πr2i . (14)

In the Eq. (14) value N—number of sensors and can be calculated in the next
way:

N =
[

Ts
πr2

]
, (15)

where Ts—square of territory (1)–(3).
Value of intersected area according to [21] can be presented in the next form:

Zintersected(r, c) = m
r2

2
(K (r, c) − sin(K (r, c))), (16)
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where K (r, c) = 2 arccos
(
r− c

2
r

)
, m—number of intersections.

Summary problem (12)–(16) is nonlinear multicriterial optimization problem. Let
change area coverage equation in the next way:

Z(r, c) = Ts − Zcovered(r, c) + Zintersected(r, c), (17)

where Ts—square of territory (1)–(3).
According to the new form of total coverage equation problem (12) will have next

form:

{
E(r, c) → min
Z(r, c) → min

. (18)

By using parameter convolution method present minimization sensors’ energy
consumption during maximizing territory coverage problem in the next way:

F(r, c) = α1Z(r, c) + α2E(r, c) → min, (19)

0 ≤ r ≤ rmax, (20)

cmin ≤ c ≤ rmax, (21)

0 ≤ α1 ≤ 1, α2 = 1 − α1, (22)

where r—coverage radius, c—intersection level, cmin—minimum available intersec-
tion value, α1 and α2—expert estimates of parameters.

The solution of the (19)–(22) problem will be pair of the optimal coverage radius
r and intersection level cwith using of whichminimization energy consumption with
coverage maximization is achieved.

3 Area Covering by Dynamical Sensors Information
Technology

Suppose there are territory for covering with already covered part and a set of
moveable sensors. Each sensor has next parameters:

si (t) = si (xi (t), yi (t), vi (t), ri (t), Bci ), (23)

where xi (t), yi (t)i—sensor’s position at the time moment t , vi (t), ri (t)—movement
speed and coverage radius at the time moment t .
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In the paper [17] information technology for territory coveringwith using dynamic
programming approach and Bellman’s principle is presented. But presented tech-
nology is only for one sensor case. According to the [17] we take movement equation
in the differential equation form and get system of differential equations:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

dx1
dt = v1(t) cos(α1(t))
dy1
dt = v1(t) sin(α1(t))

...
dxn
dt = vn(t) cos(αn(t))
dyn
dt = vn(t) sin(αn(t))

. (24)

Principle of solving subproblems which are parts of the main problem is used
[22], in our case the main problem is to find the optimal trajectory with maximum
coverage, subproblems are to select the direction of motion of the sensor at each time
moment t. Equation (24) by the finite difference approximation can be presented in
the next form:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

x1i+1 = x1i + v1
i+1 cosα1

i+1

y1i+1 = y1i + v1
i+1 sin α1

i+1
...

xni+1 = xni + vn
i+1 cosαn

i+1

yni+1 = yni + vn
i+1 sin αn

i+1

. (25)

Let introduce “unitary motion” as motion per unit of time �t on the unitary step
value �. Also, make next assumptions:

1. Each sensors’ speed is constant and denote vi = 1;
2. Each sensor can move in 8 directions (Fig. 3) on the unitary step size �.

Diagonal motion was introduced to reduce energy consumption by avoiding two
movements.

For the defining unitary movement direction let calculate the estimation for each
sensors’ endpoint described above and denote it cki , i = 1, 8, k = 1, n, n—count of
sensors. This estimation will be equal:

cki = Ak
io + Ak

iz + Ak
is, (26)

Ak
io = 1

2
r2k (θ − sin θ), θ = 2 arccos

(
rk − h

rk

)
, (27)

where Ak
oi—area coverage outside the zone, Ak

zi—intersection value with already
covered zone, Ak

is—intersection value with other sensors (Fig. 4), i = 1, 8, k = 1, n,
n—count of sensors.
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Fig. 3 Available sensors’
movement directions

Fig. 4 Coverage area
intersection zones

Value of the Ak
iz and Ak

is can be calculating by using formulas (1)–(3) or approach
presented in the paper [23]. Schematically coverage area intersection zone can be
described on the following figure:

For each sensor among all estimations cki , i = 1, 8, k = 1, n, n—count of sensors,
choose the minimum one, which index will be each sensors’ direction for the next
step:

dk = min
i

cki . (28)

Let introduce for each sensor priority direction pwk
1 and second priority direction

pwk
2 in order to avoid possible cases of same estimations existing. In such cases

choose direction that is equal to pwk
1 or pw

k
2, or the nearest to them that hasminimum
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Table 1 Request-response
example

Request Response

{
“id”: 1;
“x”: 54.8;
“y”: 36;
“pw1”: 2;
“pw2”: 8;
“pd”: 5;
}

{
“id”: 1;
“direction”: 2;
“stop”: false;
}

estimation value. also add the prohibition movement in the opposite direction pdk :

dk �= pdk . (29)

The algorithm terminates when all direction estimations are greater than the
maximum permissible value of intersected area Cmax:

min cki ≥ Cmax. (30)

Appropriate software has client–server architecture. Every time period
timodperiod = 0 sensors send requests to the server that consists of sensor’s id, coor-
dinates, priority and previous directions. The server send response that has sensor’s
id, movement direction and stop flag. All messages have json format. In case when
there is no request or response during limited time the sensor remains in the same
position. The request-response example presented in Table 1.

4 Computer Simulation Results

For the first computer experiment suppose we have territory for covering with square
value Ts = 126080 m2 and sensors with coverage radiuses 50, 25 and 20 m. With
using of approach (9)–(11) optimal territory achieves with the set of sensors: 3
sensors with coverage radius 50, 24 sensors with coverage radius 25 and 29 sensors
with coverage radius 20. Results presented on Figs. 5 and 6.

For the next computer test we have a territory with square value Ts = 117983 m2

and sensors with maximum coverage radius rmax = 17 m. Minimum intersection
level cmin = 1 m. According to (18)–(22) optimal coverage radius roptimal = 8.75 m
with optimal intersection value coptimal = 7.43 m. Schematically territory coverage
presented on Fig. 7.

During next simulation rectangle-shaped territory Ts = 10000m2 with already
covered area Tcovered = 2524.9m2 get covered with sensor that has coverage radius
r = 10 m and priority directions pw1 = 2, pw2 = 3. Sensor movement trajectory
presented on Fig. 8.
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Fig. 5 Optimal territory coverage

With adding another sensor with parameters r2 = 10 m and priority directions
pw2

1 = 1, pw2
2 = 8 sensors’ trajectories can be presented as in Fig. 9.

5 Conclusions

Thus, in the paper mathematical models and information technologies for covering
territory by sensors are presented. In the first case approach that allows to choose
the optimal combination of sensors of different types for territory coverage with
minimum total energy consumption is described. Given approach based on knap-
sack optimization problem with some goal function and constraints modifications.
It allows to cover territory with sensors that have different coverage radiuses and
energy consumption and achieves minimum total energy consumption. Second
presented model can be used in case when sensors’ coverage radiuses intersection
is needed. It allows minimize energy consumption with maximizing area coverage
by solving nonlinear multicriterial optimization problem. The solution of the formu-
lated problem is pair of the optimal coverage radius r and intersection level c with
using of which minimization energy consumption with territory coverage maximiza-
tion is achieved. Also, case of moveable sensors is described. A modified algorithm
for constructing the optimal motion trajectory using the Bellman principle in the
case of motion of several sensors is proposed. The possibility of the existence of
an already covered area which may be an obstacle to the movement of sensors is
considered. For described information technology software architecture and request-
response examples are described. Also, computer simulation results which confirms
the effectiveness of the proposed models and approaches are presented.



Models and Information Technologies of Coverage … 27

Fig. 6 Territory coverage and energy consumption comparison
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Fig. 7 a Optimal territory coverage result; b Coverage and energy consumption
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Fig. 8 Sensor’s movement
trajectory with r = 10 m,
pw1 = 2, pw2 = 3

Fig. 9 Territory coverage
with sensors r1 = 10m,
pw1

1 = 2, pw1
2 = 3;

r2 = 10 m, pw2
1 = 1,

pw2
2 = 8
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Transport of Reactive Tracer
in Compacting Multi-Fraction Bottom
Sediments

Vladimir Maderich , Igor Brovchenko , and Kateryna Kovalets

Abstract The one-dimensional transport of reactive tracer (radionuclide) in the
multi-fractional aquatic sediments is considered. In the model a transfer of tracer in
sediment is governed by the molecular diffusion of dissolved phase in pore water,
biodiffusion, phase exchange betweendissolved and solid phases of tracers, exchange
between fast and slow reversible phases of tracer, and compaction under gravity
force resulting in a decrease of porosity with sediment layer depth. The transport
equations for 2-step reactions were completed by an equation for fractions of sedi-
ments assuming that mixing in the bottom sediment is intraphase. The compaction
dynamics was parameterized using an approximation of porosity by travelling wave
profile. The results of an idealized numerical experiment on the constant deposition
of contaminated sediments show that in the case of 2-step reactions the exchange
processes in multifraction sediments were far from equilibrium.

Keywords Reactive tracer · Multifraction sediments · Compaction

1 Introduction

An exchange between the dissolved and solid phases is a significant process in
the transport of reactive tracers in the marine environment. Settling of contami-
nated suspended sediments and resuspension by waves and currents results in tracer
exchanges between the bottom and suspended sediment. The transfer of activity
between the water column and the pore water in the bottom sediment is governed by
the bottom boundary layer turbulence, which regulated diffusional processes [1]. The
migration of tracer in the sediments is due to molecular diffusion, transport driven
by bioturbation, bioirrigation, and also due to advection driven by surface waves and
by subsurface groundwater flow [2]. Bottom sediments are important for the burial
of particle-reactive radionuclides. After the Fukushima Dai-ichi accident, they are a
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long-term source of radionuclide contamination through resuspension, bioturbation,
and losses of soluble radionuclides from the pore water.

An important factor in the transport of tracer in the sediments is compaction
processes caused by gravity forces resulting in a decrease of porosity with the depth
of the sediment layer and corresponding fluxes of pore water and sediment particles.
In general, the dynamics of this process is described by the nonlinearGibson equation
[3]. However, for a slow varied compaction process, the profile can be parameterized
using an approximation of porosity by travelling wave profile [4]. Most of the studies
of migration of reactive tracer were carried out for a single fraction of sediments.
At the same time, the kinetics of fast reversible exchange between water and solids
depends on the particle size. Therefore, it is necessary to extend transport models of
reactive transport on compacting multifraction bottom sediments.

In the paper, the one-dimensional transport of reactive tracer (radionuclide) in the
multi-fractional compacting aquatic sediments is considered. Themodel is described
in Sect. 2. The results of an idealized numerical experiment are given in Sect. 3.
Conclusions are drawn in Sect. 4.

2 Model Formulation

Consider one-dimensional transport of reactive tracer (radionuclide) in the multi-
fractional aquatic sediments. It is assumed that reversible phase exchange is described
by reactions of the first order. The bottom sediment layer is characterized by porosity
εw(z, t), solid volume fraction εs(z, t), (εw+εs = 1), a fraction of sediment particles
of i-th class φi (z, t)

(∑n
i=1 φi = 1

)
, and density of sediment fraction ρs,i . In the

model, a transfer of tracer in sediment is governed by (i) molecular diffusion of
dissolved phase in porewater, (ii) bioturbation (mixing of solid sediment particles
by bottom organisms), (iii) phase exchange between dissolved and solid phases of
tracers, (iv) exchange between fast and slow reversible phases of tracer, and (v)
compaction under gravity force resulting in a decrease of porosity with sediment
layer depth. The transport equations for dissolved tracer concentration in pore water
Cb
d (Bq m−3), fast particulate concentration in i-th fraction of the bottom sediments

Cb
s,i (Bq kg−1), and slow particulate concentration in i-th fraction of the bottom

sediments C̃b
s,i are written following [2] as

∂εwCb
d

∂t
= −∂εww f Cb

d

∂z
+ ∂

∂z

(
νB + νD

ψ2

)
εw ∂Cb

d

∂z

− adsθεs
(
Cb
d K̂

b
d − Ĉb

s

)
− λεwCb

d , (1)

∂εsφiCb
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= −∂εswsφiCb

s,i
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∂φiCb
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(
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b
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∂εsφi C̃b
s,i

∂t
= −∂εswsφi C̃b

s,i

∂z
+ ∂

∂z
νBεs

∂φi C̃b
s,i

∂z
+ as f ε

sφiC
b
s,i

− a f sε
sφi C̃

b
s,i − λεsφiC

b
s,i (3)

where t is time (s), z is vertical coordinate directed upward (m), wf is a vertical pore
water velocity (m s−1), ws is a particle vertical velocity (m s−1), λ (s−1) is the tracer
decay constant. The phase exchange between dissolved and reversible tracer phase is
written in terms of desorption rate ads (s−1) and distribution coefficient Kd,i (m3kg−1)
[5], whereas a f s and as f (s−1) are the direct and reverse exchange rates between fast
and slow reversible phases of tracer, θ is a correction factor for desorption rate. The
free solution diffusion coefficient νD was corrected for tortuosity ψ following [1] as
ψ2 = 1 − 2 ln εw. The bioturbation is parameterized by the bioturbation coefficient
νB(z). The total concentration of tracer Ĉb

s (Bq m−3) is defined as

Ĉb
s =

n∑

i=0

ρs,iφiC
b
s,i , (4)

The total distribution coefficient K̂ b
d is defined as

K̂ b
d =

n∑

i=1

ρs,iφi Kd,i , (5)

The dependence of Kd,i on sediment particle diameter di is written following [5]
as.

Kd,i = χ

adsρs,i

6

di
, (6)

where χ is an exchange velocity (m s−1), di (m) is the sediment particle diameter.
The transport equation for fractions of bottom sediments at ρs,i = ρs is described

as

∂εsφi

∂t
= −∂εswsφi

∂z
+ ∂

∂z
νBεs

∂φi

∂z
(7)

Summing this equation on all fractions we obtain the transport equation for εs .

∂εs

∂t
= −∂εsws

∂z
(8)

It was assumed in the derivation of (1)–(3), (7) that mixing in the bottom sediment
is intraphase (i.e. porosity is not affected by biodiffusivity [5]). Therefore, an equation
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for porosity can be written as

∂εw

∂t
= −∂εww f

∂z
(9)

Combining (8) and (9) and assuming that w f → 0, ws → 0 at z → −∞ yields

εww f + εsws = 0. (10)

Introducing moving coordinate system

ς = H(t) − z, (11)

whereH(t) is the coordinate of the water–sediment interface. Assume that in moving
system coordinate profile of porosity was a profile of travelling wave, which does
not depend on time. Following [5] this profile was approximated by exponent

εw(ς) = (
εw
0 − εw

∞
)
exp(−kες) + εw

∞, (12)

where kε is an attenuation coefficient, εs0 = εs(0), εs∞ is an asymptotic value at large
depth.

∂

∂ζ

[
εs(ω + ws)

] = 0, (13)

where ω = ∂H/∂t is displacement velocity of the water-bottom interface described
as

ω = 1

εs0ρs

n∑

i=0

Wp,i Sp,i − ws(0), (14)

where Wp (m s−1)is the settling velocity of suspended sediment, Sp,i (kg m−3) is
suspended sediment concentration, and ws(0) is consolidation velocity at sediment
surface.

Integration of (13) and determination of integration constant from asymptotic
conditions: ws → 0, εs → 0 at ς → ∞ leads to the relations between vertical
velocities of particles and porewater and displacement velocity of thewater sediment
interface

w f = −εw − εw∞
εs

ω, ws = εs∞ − εs

εs
ω. (15)
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As seen in Eq. (15) the consolidation velocityws(0) can be comparable with sedi-
mentation velocity. Taking into account (15) the displacement velocity was rewritten
as

ω = 1

εs∞ρs

n∑

i=0

Wp,i Sp,i (16)

Finally, governing system of equations describing transport of reactive transport
of tracer in compacting sediments
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εsνB
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The boundary conditions at interface water–sediment ζ = 0 are

(
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ψ2

)
∂Cb

d

∂ζ
= −WPW
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d

)
, (21)
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= − ω

εs∞

(
Cw

p,i − Cb
s,i

)
, (22)
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s,i
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p,i − C̃b
s,i

)
, (23)
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∂φi
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= − ω

εs∞
(φi (0) − φi ), (24)

where Cw
d (Bq m−3) is tracer concentration in the water Cw

d (Bq m−3) is tracer
concentration in the water, Cw

p,i is the particulate concentration in i-th fraction of the
deposited from water column sediments. The exchange rate Wpw is estimated from
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corrected for surface roughness relation [6] as

WPW = 0.1778u∗Re−0.2 Sc−0.604. (25)

Here u∗ is friction velocity, Sc = νM/νD is the Schmidt number, νM is kine-
matic viscosity, νD is free solution diffusion coefficient, Re = u∗δ∗ν−1

M is the
Reynolds number, δ∗ is an average height of roughness elements, νM is kinematic
viscosity. Alternatively, the values of Cb

s,i , C̃
b
s,i and φi can be prescribed [7]. At the

lower boundary of the sediment layer, the zero diffusion fluxes of whole variables
are prescribed. The system of Eqns. (17)–(20) is solved using the finite-difference
implicit scheme of second order.

3 Results of Modelling

Consider results of an idealized numerical experiment where the constant flux of
contaminated by 137Cs sediments of two fractions caused the formation of contam-
inated layer and redistribution of activity in different forms. The sediment layer
thickness is 1 m, density of sediment particles ρs = 2600 kg m−3, surface porosity
εw
0 = 0.8, bottom porosity εw∞ = 0.4,ω = 6.4·10−10 m s−1, νD = 1.45·10−9 m2s−1,

νM = 1.6 · 10−6 m2s−1, φ1 = 0.2, d1 = 10−5 m, d2 = 4 · 10−5 m, u∗ = 10−2 m s−1,
δ∗ = 10−3 m. The biodiffusivity is described by the relation

νB = νB0 exp(−ς2/ς2
e f f ), (26)

where νB0 = 10−12 m2 s−1, ςe f f = 0.02 m. Kinetic parameters were chosen for
137Cs [2, 5] as: ads = 1.16 · 10−5 s−1, χ = 3.8 · 10−6 m s−1,a f s = 0.25 · 10−7 s−1,
as f = 0.25 ·10−8 s−1, θ = 0.1, λ = 1.06 ·10−8 s−1. Initially, the sediment layer was
not contaminated.

Two scenarios were considered. In the first scenario, the 1-step reactions were
taken into account. It was assumed that the concentration of 137Cs in the settled to
the bottom sediment particles was in equilibrium with a concentration in water. The
corresponding interface values of variables were Cb

d (0) = 23.4 Bq m−3, Cb
s,1(0) =

372.9 Bq kg−1,Cb
s,2(0) = 31.7 Bq kg−1, φ1 = 0.2. In the second scenario, the 2-step

reactions were taken into account where corresponding interface values of variables
were Cb

d (0) = 23.3 Bq m−3, Cb
s,1(0) = 371.2 Bq kg−1, Cb

s,2(0) = 31.5 Bq kg−1,

C̃b
s,1(0) = C̃b

s,2(0) = 0, φ1 = 0.2.
The simulation results for the concentration of 137Cs in solid and dissolved phases

calculated using 1-step and 2-step reaction models after 10 years of deposition are
shown in Figs. 1 and 2. In the case of a 1-step reaction (Fig. 1) the exchange
processes between dissolved and particulate phases of radionuclide were close to
equilibrium excluding a thin layer near the interface. However, accounting of 2-step
reactions (Fig. 2) results in the slow evolution of both slow and fast phases and
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Fig. 1 The concentration of 137Cs in solid and dissolved phases calculated using 1-step reaction
models after 10 years of deposition

exchange between fractions of sediments through the pore water. In that case, the
exchange processes inmultifraction sedimentswere far from equilibrium.A decrease
of porosity with depth caused by the compaction process changes the profile of the
concentration of 137Cs in solid and dissolved phases.

The effect of seasonal variations of deposition of sediment fraction was simulated
using the periodic representation of fractions. The corresponding relation for silt
fraction was approximated as

φ1 = φ01 + φ01 sin

(
2π t

T

)
, (27)
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Fig. 2 The concentration of 137Cs in solid and dissolved phases calculated using 2-step (b) reaction
models after 10 years of deposition

whereφ01 = 0.5,φ02 = 0.3, T = 3.1536·107 s.As seen inFig. 3 accounting variation
in depositing sediments results in more complicated profiles of the concentration of
137Cs for different fractions, although the profile of total solid concentration is more
smooth due to mutual compensation by different fractions. An accounting of 2-step
reactions (Fig. 4) results is similar variations of profiles of the concentration of 137Cs
for different fractions with decaying seasonal effects with depth due to diffusivity
and slow kinetics.
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Fig. 3 The concentration of 137Cs in solid and dissolved phases calculated using 2-step reaction
models after 10 years of seasonally varying deposition of fractions

4 Conclusions

In the paper, the one-dimensional transport of reactive tracer (radionuclide) in the
multi-fractional aquatic sediments is considered. In the model, a transfer of tracer
in sediment is governed by the molecular diffusion of dissolved phase in pore water
and biodiffusion. The phase exchange of tracer is described in the frame of 2-step
reactions of first-order between dissolved phase and fast reversible phase of tracer
on particle and exchange between fast and slow reversible phases of tracer on the
particles. The transport equations for 2-step reactions were completed by the equa-
tion for sediment fraction transport assuming that mixing in the bottom sediment is
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Fig. 4 The concentration of 137Cs in solid and dissolved phases calculated using 2-step reaction
models after 10 years of seasonally varying deposition of fractions

intraphase. It was found that the consolidation velocity due to gravity can be compa-
rable with sedimentation velocity. An accounting of 2-step reactions results in the
slow evolution of both slow and fast phases and exchange between fractions of sedi-
ments through the pore water. Therefore, the exchange processes in the multifraction
sediments were far from equilibrium. Time variations in depositing fractions make
profiles of reactive tracer result in more complicated profiles.
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Pillars for Establishing a Durable
and Future-Proof IT Architecture
Maturing Along with the NSC:
Approaches from Continuous Integration
to Service Mesh

Bernd Kratz , Florian Wieduwilt , and Maxim Saveliev

Abstract The development of future-proof and durable IT landscapes is becoming
increasingly important, especially for large-scale projects spanning decades, where
the requirements formany individual building blocks change over time and have to be
continuously modified. An example for such an ambitious project is the construction
of the New Safe Confinement (NSC) for the Chernobyl Nuclear Power Plant. It has
been designed to provide multiple protections for a period of 100 years. A gigantic
amount of diverse data is needed to realize this purpose, so IT structures must be
developed and built in a foreseeing manner in order to achieve these ambitious
goals. The concepts of “Continuous Development”, “Continuous Integration”, and
“Continuous Deployment”, as well as the technologies “Kubernetes” and “Service
Mesh” are introduced as important pillars for establishing such a future-proof IT
system. Finally, a self-developed concept for an early detection forecast system of
the locations and concentrations of radioactive aerosols, implemented within the
NSC and based on the described pillars, is presented and discussed.
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1 Introduction

The building of the NSC is one of the fundamental transformation stages of the 4th
reactor of the Chernobyl Nuclear Power Plant towards a safer future. The NSC is
designed to prevent the release of contaminated material as well as water intrusions,
to protect the reactor from external influences during the dismantling works, and to
guarantee this protection over a 100-year time span.

During the construction and run time of a such a complex generation-spanning
operation, it is of uttermost importance to set up and establish a durable and future-
proof IT architecture, which has the ability to mature along with the NSC.

Selected essential pillars that strongly contribute to the overall aspired IT land-
scape will be introduced and discussed by means of this publication. The focus will
subsequently be on the following scope of functions:

(I) Receive and store sensor and measurement data from different sensor and
measurement networks

(II) Processing and integration of scientific historical data
(III) Provide an IT landscape and corresponding methods to develop, test and

operate different software models to mitigate risks for working personal in
the NSC (e.g. through inhalation of radioactive aerosols in the working area)

(IV) Operation and maintenance of the emerging IT landscape over a long time
period.

Out of this scope is the control of hardware related IT infrasystems such asSiemens
SIEMATIC or SPS systems.

The listed scope of functions is an area in which the Castalytics GmbH offers its
expertise.

2 Requirements for a Future-Proof IT System

The requirements for software solutions to be labeled as future-proof are very clear.
A strategy must be developed, which facilitates the software to be viable and reliable
for future developments in upcoming decades as an essential core element.

The main tasks are managing the complexity, change, and uncertainty during the
construction and evolution of the software-system. However, it should be noted that
all software-systems released into real-world applications generate certain riskswhen
they are in operation. These risks vary from data loss or malfunctions to security
vulnerabilities or misusage. The consequences can be severe, leading to possible
damage or loss of property or, in case of working in dangerous environments like
the NSC, even of life. Thus, the software-system must have an acceptable level of
risk. A zero-risk software-system is not accomplishable so there will always remain
a residual risk. For this reason, it is of utmost importance that comprehensive quality
standards are met by the software and that a comprehensive risk assessment is carried
out before the release.
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Fig. 1 The software-system modification process

According to to F. J. Furrer a future-proof software-system is defined as follows:
“A future-proof software-system is a structure that enables the management of
complexity, change, and uncertainty with the least effort, with acceptable risk and
with specified quality properties.” [3].

Working on an IT system over a long period of time involves many changes that
are made to the software. These essentially include changes to functionalities, which
can be extended, added, replaced or removed. This transformation process is dynamic
as shown in Fig. 1. It consists of many individual modifications or processes that are
handled independently from each other. After completion of the desired adjustments
the software-system has changed its functionality and modified its quality attributes.

In a large-scale software-system, thousands of projects may run in parallel. Their
software modifications are often continuously brought into production [7].

The sequence “change requirements → project execution → deployment into
production” repeats itself for the whole lifetime of the software-system. It is called
an evolution cycle (Software Development Life Cycle, SDLC) and illustrated in
Fig. 2. An evolution cycle may contain one or many projects.

Evolution cycles for durable and therefore future-proof software-systems must
fulfil some characteristic criteria [3]:

(I) Modify or extend the functionality according to the stakeholder’s require-
ments

(II) Change the level of the relevant quality of service properties (Improve or
maintain)

(III) Avoid and reduce technical debt
(IV) Avoid or rectify architecture erosion
(V) Adapt to new or changed demands of the operating environment.

The future-proofing of current software is largely possible due to the fact that it
is based on a flexible, versatile and adaptable architecture.
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Fig. 2 The software
development life cycle

The software architecture becomes more important as a system becomes larger
andmore complex. Architecture is the strongestmeans tomanage complexity, absorb
change, and deal with uncertainty. It does so by building and maintaining a sound
foundation for the construction and integration of software.

3 Essential Pillars for Establishing a Durable
and Future-Proof IT Architecture

This chapter will introduce a design of the Castalytics GmbH for an early detection
forecast system of the locations and concentrations of radioactive aerosols, imple-
mented within the NSC. It is based on essential technical pillars used to establish a
durable and future-proof IT architecture. These pillars are “Continuous Integration,
Continuous Delivery, and Continuous Deployment”, “Kubernetes”, and “Service
Mesh”.

3.1 Continuous Integration, Continuous Delivery,
and Continuous Deployment

Continuous Integration/Continuous Delivery (CI/CD) is a procedure which enables
software delivery to a project or customers on a regular basis through certain automa-
tion techniques during the software development. CI/CD is also often accompanied
byContinuousDeployment. This tool set can provide solutionswhen facing problems
when introducing new software code to a system.
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The term“Continuous Integration” originates from“ExtremeProgramming (XP)”
[10]. It is a description of changes beingmade to the source code of a software. These
changes are continuously integrated into the main branch. For successful integration,
the modified source code is compiled and controlled with the help of automated tests.
These checks take place before the changes are incorporated into the main branch
as well as in the main branch itself. Not only the changes made by the developer are
integrated, but also all changes made up to that point. Embedding the main branch in
a dedicated integration environment ensures that the software also runs correctly in a
production-like environment. This guarantees that conflicting changes introduced by
different developers are quickly detected and fixed. Automated testing of the main
branch is performed by a CI system. These tests are the basis for most of the current
CD systems.

The expression “Continuous Delivery” was significantly shaped by Humble and
Farley and merges different techniques and procedures for facilitating the software
delivery process. In their book called “Continuous Delivery: Reliable Software
Releases through Build, Test, and Deployment Automation” Humble and Farley
draw the conclusion that previous considerations in this field of study included the
relevant (sub-) processes, but not the interactions between them [7]. According to this
approach, the essential parts of the value streams aremissing, whichmakes it difficult
to implement the processes efficiently and reliably. The application of Continuous
Delivery into the workflow offers versatile advantages. An important vehicle is the
reduction of the so-called cycle time. The cycle time depicts how long it takes for a
certain software feature to be released or delivered to the customer.

InCD, every development stage involves test automation and code release automa-
tion.Working according toCDenables the possibility to reactmore promptly to errors
or changes regarding the constructed software system. Detecting and correcting soft-
ware errors early or steadily during software development reduces costs and increases
the reliability of new software versions. New software code can be implemented with
minimal effort in a fast processing time.

The final step in a CI/CD sequence, shown in Fig. 3, is Continuous Deployment. It
can be considered as an extension ofCD,which automates the release of a production-
ready software build to a code repository. Continuous Deployment then automates
the release of software to production.

3.2 Kubernetes

Kubernetes is a platform technology for creating,managing anddeploying distributed
applications. These distributed applications can be very diverse regarding their struc-
ture. Despite their differences, one thing they have in common is that they consist of
single or multiple individual programs, which are executed on separated computers.
These applications accept data input as well as data change and then return the
results. A very prominent example working with this kind of system infrastructure,
often referred to as “Container Ship”, is Netflix [2].
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Fig. 3 Sub-steps in a CI/CD sequence

The “Container Ship”-approach therefore provides an ideal basis for building up
a long-lasting distributed IT architecture. However, here the starting point of the
system design is the consideration of how to create the application container images
that contain these programs and form the individual fragments of the distributed
system. Summarized Kubernetes is an open source orchestrator for deploying appli-
cations in the form of software containers. The technology was originally devel-
oped by Google as a result of the long and profound work and extensive experience
gained in deploying reliable and scalable systems in form of containers by means
of application-oriented APIs (Application Programming Interface). Originally intro-
duced in 2014 [9], Kubernetes has become one of themost comprehensive and lauded
global open source projects. It has become the standard API for building cloud-native
applications.

In 2015 Kubernetes was committed to GitHub. As of this point, developers could
start to make their own contributions to the system. It did not take long for large IT
companies like Microsoft, IBM, Docker, Red Hat, and others to show their interest
and they started contributing to the Kubernetes themselves. As a result, various
modules were developed for Kubernetes, ensuring the quality of the basic orches-
trator and securing the ongoing development. In 2017 and 2018, in cloud services
specialized companies like Amazon Web Services (AWS) and DigitalOcean opened
up their systems for integration of Kubernetes [14]. Today, Kubernetes is a very
popular open source platform for managing containerized applications. It has the
advantages of being extensible and portable and letting micro components taking
care of the basic features of the orchestrator. Because of its proven infrastructure for
distributed systems that is suitable for cloud-native developers of all scales, varying
from a cluster of tiny single-board computers like Raspberry Pis to a cluster of high-
end premium computers. It provides the necessary software to successfully build and
deploy reliable and scalable distributed systems. Figure 4 shows the basic building
blocks of the Kubernetes architecture.
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Fig. 4 Schematic overview of the Kubernetes architecture

The Kubernetes architecture follows a client–server architecture where the master
is installed on a machine and nodes are distributed across multiple machines acces-
sible via the master. The Kubernetes Master and Kubernetes Workers are part of
the Kubernetes control plane, whereas the container registry may lie outside of the
control plane.

3.3 Service Mesh

The final pillar presented in this contribution is the Service Mesh. A Service Mesh
can be described as an infrastructure layer assigned to control services to make their
intercommunication safe and reliable [12]. It usually consists of a control plane and
a data plane [1, 12]. The data plane is responsible for various tasks such as service
discovery, health checks, traffic control, monitoring, and security functions [1]. The
Service Mesh system provides functions that are complementary to Kubernetes.

The aim of deploying a Service Mesh is to have an integrated platform that
can actively monitor all service traffic. In doing so, a Service Mesh can address
concerns related to fault tolerance, service security, and application monitoring as
well as allowing systematically tracking and correlation interactions between various
services. The information collected this way will be presented in the form of request
timelines. This capability is termed as “Tracing”. Tracing enables the debugging of
how a request flows from one service to another. A monolith application delivers a
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request log that could identify the request as being a service. In a Service Mesh, this
situation is fundamentally different. In this case, a service is calling the next one,
which makes it fairly challenging to debug a request lifecycle. Here, Tracing enables
us to reconstruct such a request flow to analyze performance issues in our software
application.

Usually, microservices in a Service Mesh achieve this by forwarding tracing
context headers. This procedure allows to visualize interservice dependencies by
distributed Tracing. In addition, metrics regarding request volumes and failure rates
can be taken up. Another main topic is the handling of service log data. In a conven-
tional software application, usually only one log file is generated, whereby with a
microservice software architecture the opposite is the case. Several logging automa-
tisms are active at the same time, so all of them must be analyzed to understand the
applicable behavior.

In conclusion, it can be said that a servicemesh offers the possibility of centralized
logging, with the goal to provide operational visibility within the microservices.

4 Self-Developed Aerosol Early Detection Forecast System

4.1 Foundation of the Forecast System

The prerequisites that are necessary for an IT landscape to be designated as a future-
proofwere discussed in the previous sections. Three IT concepts thatmeet the criteria
were presented. These concepts are also used by the Castalytics GmbH as essential
pillars to develop the aspired forecast system.

Basically, it consists of different sensor-basedmeasurement networks and systems
to measure a variety of physical parameters such as windspeed and -direction,
temperature, humidity, dust, radiation, differential pressure, vibrations on the terrain
and others. The different sensors will be distributed over the entire area of the
NSC resulting in a multi-dimensional sensor positioning for each spatial direction
x, y, z and additionally the corresponding time at which the sensor was located
at the described position. The sensors are ideally movable in order to generate
more flexibility and variations regarding the measurement locations. The fore-
cast system provides methods and components to store and handle heterogenous
data from different sources, such as current measurement data for future measure-
ment networks, data of historical measurement systems or archived data. A unique
improvement in this approach is the consolidation of the enumerated heterogeneous
data into a main database. Additionally, the forecast system inhabits methods and
components to develop and run the different flow models, e.g. rapid Computational
Fluid Dynamic (CFD) [8] models and Artificial Intelligence (AI) as well as Machine
Learning (ML) algorithms. This highly versatile, huge database is equipped with all
the necessary information and will be the source for all future forecast models.
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The goal being pursued is to provide constant and increasing quality assurance
methods for the different models used and to quantify their accuracy as well as the
uncertainty of the resulting forecast system for the distribution of radioactive aerosols
in the NSC. The methods and components used are designed for long-term operation
and maintenance of the forecast system (~100 years) and for the conservation of the
know-how and the knowledge over such a long period of time.

4.2 Basis of the Forecast Models and Related Works

The approach to increase the forecast quality is based on ensemble forecast methods
[16]. This will lead to an automatic and permanent quality measurement between the
future orientated forecast and the historical measurement data of each algorithm. The
evaluation of different forecastingmodels is the basis for the choice of the appropriate
model for a prediction task.

In past projects, as former part of the enercast GmbH, experience has already
been gained with regard to deterministic error scores. They were applied for model
comparison of power forecasting algorithms, based on AI and ML algorithms, in
the field of weather forecasting [4, 5]. This experience will also be used for the
introduced forecast system for the distribution of radioactive aerosols and will be
developed further.

A major goal to be achieved is to increase the accuracy and reduce the uncertainty
of the predictions. The time intervals in which forecasts for the upcoming 24–48-h
period are going to be made are constant frames between 15 and 60 min each.

The continuous ranked probability score (CRPS) is one of the most prominent
approaches to describe the quality of a predictive distribution, which was first intro-
duced by Matheson and Winkler in 1976 [6, 11]. The CRPS enables the analysis
of the difference in the area between two cumulative distribution functions (CDFs).
CDFs, in turn, are a central concept in the examination of probability distributions of
real numbers. Every probability distribution and every real-valued random variable
can be assigned a distribution function. The CRPS is mathematically described by
the following equation:

CRPS =
∫ ∞

−∞

(
P̂(y) − H(y − o)

)2
dy (1)

In this equation P̂(y) represents the CDF of the predictive distribution at a particular
point in time. H(y − o) is the corresponding CDF of the observation, which is a
Heaviside step functionwith a step at the location of the observation. If a deterministic
forecast is evaluated with the CRPS, the error function becomes equivalent to the
mean absolute error (MAE) because in this case the CDF of the deterministic forecast
is a step function. In addition to the probabilistic quality measure described above,
deterministic quality measures such as the Nash–Sutcliffe efficiency (NSE), mean
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error (ME), mean absolute error (MAE) or root mean square error (RMSE) can
be used to verify the forecasts [4, 5, 15]. For ensemble forecasts the quality of
the ensemble mean is determined and for probabilistic forecasts the quality of the
expected value. A continuous improvement and comparison of different forecast
models based on ensemble forecast methods in combination with a detailed analysis
of possible errors and their distributions summarized in error scores, will be a focal
point in future development.

4.3 Conception and Explanation of the Forecast System

The technical options presented in Sects. 3.1, 3.2, and 3.3 form the pillars of our
aspired future-proof IT landscape for an early detection forecast system of the
locations and concentrations of radioactive aerosols, implemented within the NSC.
During the dismantling and other tasks, air-spraying of accumulated radioactive
materials and formation of radioactive aerosols are going to take place. A large
amount of dust will be re-suspended by the dismantling works and release radioac-
tive aerosols in the NSC. The inhalation of such radioactive aerosols is one of the
major radiation-damaging factors of the personnel working at the site. It is a key task
to reduce this latent potential danger to the personnel. This can be realized by setting
up a versatile early detection forecast system. A schematic overview of the system
is shown in Fig. 5. It operates according to the following principle: The Sensors 1 to
n collect measurement data from the ambient air of the NSC. The measurement data
from the sensors are then fed into the New Dust Measurement System. In parallel,
there are two additional system sources that can also provide measurement data.
On the one hand, measurement data from the different Measurement Systems are
supplied and on the other hand, Historical Data are also examined. These measure-
ment data are then transmitted to two different Data Adapters. The function of the
Data Adapter is to receive data from a measurement network, like the New Dust
Measurement System and deliver it to theData Gatherer. TheData Adapter consists
of two components: The Data Driver and the Data Connector. The Data Driver
is specific to the measurement network and contains the interfaces to receive data
from the measurement network. The Data Adapter is a universal component. This
architecture is long-term support (LTS)-aware. Conveniently, to import data from
another measurement system or historical data into the system, only the data driver
has to be modified.

TheDataGatherer provides different interfaces for third party systems or compo-
nents to deliver data. Data can be received or gathered by different protocols, e.g.
REST, FTP, File Sharing, NFS, SMB/CIFS, HTTP, and more. The Data Gatherer
receives the original data and enriches it with meta data, like the originator-ID, the
interface, and the timestamp. This meta data will be useful for future data analytics.

In addition, the Data Gatherer always stores the original data as well, which
provides extensive error resistance. In the event of an error, data processed in the
Abstraction Layer is discarded and can be recalculated from the original data.
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The enriched data is sent to theData Preparer. This architecture is likewise LTS-
aware. Multiple instances of theData Preparer can be deployed to increase the fault
tolerance. The Data Preparer receives data in different formats, normalizes the data
to one common format and stores the data in the Data Storage. The received data
will be stored twice. First in the original format along with the meta data. With this
approach, the data can be later recovered in the original format, for debugging or
special analytics. The original data will be converted to a common, unified format,
which then allows common operations on the data. TheData Preparer takes also care
about details, such as character encoding (ISO-8859-1, LATIN, Cyrillic encoding)
and transforms the data toUTF-8.UTF-8 supports allworldwide character encodings,
including Japanese and Chinese. Each data record receives two timestamps, the
original timestamp and one common unified timestamp in UTC.

The Data Storage will be a clustered, fault-tolerant big data system, such as
Apache Cassandra. TheData Storage should provide features such as cluster aware-
ness or data center awareness and an automatic synchronization mechanism. The
storage and access of the data will be realized by means of an Abstraction Layer,
such as Spring Boot. This enables the flexibility to exchange the underlying data
system with less changes in the program code. The Abstraction Layer provides
CRUD (Create, Read, Update and Delete) access to the data. It will be part of the
Query Interface or the Data Preparer.

TheQuery Interface provides a unified read-only access to the stored data. Scien-
tists or other users can run queries or access the data via different interfaces, e.g.
REST, batch, file, etc. The data of different systems can be queried and comparand
in a unified way by a domain specific language (DSL). TheQuery Interface supports
also simple statistics (min, max, sum, avg., mean, std. deviation, count, etc.) and
time-based query operations such a sliding time windows or fixed time periods.
Threshold queries, or data produced by the Algorithm Interface, such as a trend anal-
ysis or forecasts, can be stored and queried. This allows the integration to existing
monitoring or reporting systems.

The Algorithm Interface controls the computations of the data and scientists can
develop and test different models and computations with it. Typical big data algo-
rithms such as “map-and-reduce” or other distributed computations, such as Apache
SPARK are supported. The Algorithm Interface allows the implementation of algo-
rithms in different programming languages, like Python, Scala, Java and others. The
result of the calculations can be stored and used by the Query Interface for inte-
grating it into existing reporting or monitoring systems. The Algorithm Interface
permits the development and the execution of named or scheduled calculations, like
daily, weekly or monthly reports.

It obtains its fundamentals from the connectedModel System, which stores devel-
oped models, such as the CFD model, new A.I. models, machine learning algo-
rithms. It supports a versioning and release system for the models by tagging and
stagging the different models. The versioning system is providing a continuous build
system (CBS) such as GitHub or GitLab. Each committed change in the model is
tracked. After a change, the model is automatically built by the model system and
tested against pre-defined test scenarios. It is a distributed version control system for
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tracking changes in any set of files, e.g. programcode.The staging system is providing
a continuous integrations system. This allows the automatically deployment of new
well tested models in the cluster.

The Model System can be further developed from the Software Configuration
Management (SCM) and the Version Control System (VCS). The procedure for the
versioned development steps comes from the CI/CD concept described in Sect. 3.1.
The key element is that data from different measurement networks are obtained and
integrated into the development of the Model System. The CD system continuously
checks the quality of the selected model. An action called commit or push (publi-
cation of changes) initializes automatics tests in the CD system. Automatic quality
and assurance checks of the software and the model(s) are then performed. After
successful testing, the new model can be released and automatically installed with
the help of the CI. The release generates a unique stamp (“TAG”), which equals a
version number. All components with a certain version number can now be deployed
automatically. This means the software has a traceable status. The Model System
can thus be improved iteratively. Each iteration of the model system receives its
own version number. These different model systems can then be evaluated for their
accuracy by processing historical data. The result is the quality of the model used.

The application of the diverse possibilities of Kubernetes makes it possible to
subsequently evaluate and check different versions of the models.

4.4 Résumé of the Forecast System

Summarized the forecast system delivers the following value propositions:
First it provides a continuously quality assurance. Scientists can develop and

update the aerosol flowmodel in the NSC and the forecast algorithm according to the
ongoing dismantling work. The system should provide methods and components to
measure and assure the quality of the aerosol flowmodels and the forecast algorithms.
The quality of the model is continuously monitored and the forecast algorithms raise
alarm in case of unexpected deviations. In addition, the quality of the predictions
is continuously improved in a self-learning manner with each new data package
collected, so the forecasts will get subsequently more precise with time.

Secondly it addresses the challenges of long-term support. The innovation cycles
in the IT sector are very fast and standards can change quickly. The lifetimes of IT
components and standards are very heterogeneous. The components of an IT system,
such as operating systems, programming languages, runtime systems (Java, C#, etc.),
and databases each have different lifetimes, which reduces the total lifetime of the
system. Another important factor that needs to be considered here is the transfer of
the built-up knowledge. It is tightly coupled to the people who are working with it. A
striking example of such a linkage is the COBOL crisis in the insurance IT systems
[13].
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5 Conclusion and Outlook

The construction of future-proof IT landscapes is a challenging task in the present
time. Several mentioned multifaceted requirements must be fulfilled for a software-
system to be acknowledged as future-proof.

The structure of an early detection forecast system for the locations and concen-
trations of radioactive aerosols within the NSC designed by the Castalytics GmbH
was presented. With this software architecture, a very applicable solution for the
given problem was developed. The scope of functions required in the introduction
from (I) to (IV), based on the criteria for evolution cycles for durable and therefore
future-proof software-systems, was completely fulfilled.

This means the forecast system has to be adaptive and must be updated continu-
ously, because the dismantling works continuously changes the aerosol flow model
in the NSC. This is why flow measurement data must be continuously recorded
and evaluated. At this point the introduced concept of CI/CD can be applied in a
sustainable and future-proof manner.

By using these and other techniques (Kubernetes, Service Mesh) it is possible
to provide methods and components to store and handle heterogenous data from
different sources, such as existing data for future measurement networks, data of
historical measurement systems or archived data. Additionally, methods and compo-
nents to develop and run the different flow models, e.g. rapid computational fluid
dynamic models and artificial intelligence as well as machine learning algorithms
are provided.

This infrastructure is supported by quality assurance methods of the different
models and the forecast systems to measure their accuracy and the uncertainty of
the forecast system. Ensemble forecasting algorithms and error scoring methods are
applied. Every IT component, such as the operating system, the database systems, the
data storage systems, the programming languages, the runtime systems, the devel-
oped IT components (data adapter, data gatherer, etc.) is designed to be exchangeable
with less effort or low costs. A crucial part will be the costs of the different sensors.
The objective is to reduce the costs of the individual sensor systems as much as
possible, which could be achieved, for example, through the use of inexpensive
single-board computers.With a suitable price, the sensors could be regularly replaced
with new ones over a period of a few years, due to the accessible infrastructure of
the entire system.

With this toolset and preserved human knowledge, the foundation for a long-term
operation and maintenance of the forecast system is established.
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Optimal Control of Buried Point Sources
in a Two-Dimensional Richards-Klute
Equation

Sergey Lyashko , Dmitriy Klyushin , and Andrii Tymoshenko

Abstract The article is dedicated to a two-dimensional humidification problem,
described by Richards-Klute equation. Several simplifications are made: water is
assumed incompressible, external pressure and temperature are constant. The initial
state and desired function are known, while the optimal source power should be
calculated. The initial equation is transformed using the Kirchhoff transformation.
New scaled values are introduced to get linear dimensionless equation, which can
be easily discretized over space and time. Then implicit (or explicit) methods and
numerical methods are applied to solve the system. In general, the problem can also
take into account heat transfer, chemical reactions or surface heterogeneity leading
to more complicated equations, so the research will continue.

Keywords Mathematical simulation · Control · Optimization · Richards-Klute
equation

1 Introduction

Richards-Klute equation is a general equation describing moisture transfer in porous
medium. It can be quasilinear or non-linear depending on moisture conductivity and
diffusion [1, 2], so for some cases it is possible to apply Kirchhoff transformation
and introduce new dimensionless values to make transition to a linear problem [3].
As an alternative, one can use iterative methods and their hybrid combinations for
the Richards equation [4].

When linear equation is formulated, variation algorithm, consisting of direct
problem, conjugate problem and new source power approximation can be applied [5].
The optimization criteria can be formulated as minimization of modular difference
between humidity according to current source power approximation and the desired
state at the last time step. Existence and uniqueness of the optimal source power and
a polynomial approach to get the initial approximation, were discussed for similar
problems in [6, 7].
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To solve the linear system for direct and conjugate equations explicit and implicit
methods were used [8–10]. In case of explicit method, the amount of time steps is
larger to gain convergence, but calculations are relatively simple. In case of implicit
scheme, Gaussian Elimination Method was used to get exact solutions and Jacobi
method as an alternative. All three approaches showed alike results.

To sum up, the current work represents a combined approach to build a logical
connection between the initial problem, its simplifications and numerical approach
resulting into optimization of source power.

2 Process Description and Its Model

Consider a two-dimensional problem, described by the following equation [1]:

∂ω

∂t
= ∂

∂x

[
Kx (ω)

∂H

∂x

]
+ ∂

∂y

[
Ky(ω)

∂H

∂y

]

+
M∑

m=1

Qm(t)δ(x − xm, y − ym), (x, y, t) ∈ �0 × (0, T ]. (1)

In this formulaH stands for hydraulic head,K is a moisture conductivity function,
ω describes humidity, t refers to time, y represents vertical space coordinate taken
positive downwards and x represents horizontal space coordinate. This equation can
be applied to homogeneous and heterogeneous medium. Our approach is based on
S. N. Novoselskiy’s explorations [3] on humidity changes because of concentrated
sources of water, but in the current research boundary conditions are different:

ω|x=0 = ω0 = const; ω|x=L1
= ω0;

ω|y=0 = ω0; ω|y=L2
= ω0;

ω(x, y, 0) = ω0, (x, y) ∈ �0. (2)

Following [3], Kx (ω) = k1k(ω), Ky(ω) = k2k(ω) where k1, k2 are filtration
coefficients around axes Ox, Oy, k(ω) stands for humidity function for the ground.
To make a transition to an equivalent dimensionless equation, some more scaling
variables are used:

β2 = 0.5�, β1 =
√
k2
k1

β2, α =
〈
Dy

〉
β2
2

T
,

ξ = β1

L1
x, ζ = β2

L2
y, τ = αt.

Here
〈
Dy

〉
is the average value of Dy .
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The Kirchhoff’s potential, where Dy(ω) = Ky(ω)
dψ

dω
represents diffusion along

y axis, will be:

 = 4πk1
Q∗k2β2

ω∫
ω0

Dy(ω)dω,

where Q∗ is a vector parametric scale multiplier, �, � are dimensionless analogues
to �0, �0.

As a result, we can make a transition to linearized problem

∂

∂τ
= ∂2

∂ξ 2
+ ∂2

∂ζ 2
− 2

∂

∂ζ

+ 4π
M∑

m=1

qm(τ )δ(ξ − ξm, ζ − ζm), (ξ, ζ, τ ) ∈ � × (0, 1]. (3)

The boundary conditions over new axes can be written as:

|ξ=0 = 0; |ξ=1 = 0;
|ζ=0 = 0; |ζ=1 = 0; (ξ, ζ, τ ) ∈ � × [0, 1].

At the start of simulation, the initial condition will be:

(ξ, ζ, 0) = 0, (ξ, ζ ) ∈ �. (4)

To make such transition, several conditions are required:

• The relation between θ(ω) and Ky(ω) is linear:

1

Dy(ω)

dKy(ω)

dω
= l = const;

• Linearization is achieved by assuming

∂ω

∂t
= k2β2Q∗

4πk1

1

Dy(ω)

∂

∂t
� k2β3

2Q
∗

4πk1

∂

∂τ
.

3 Control and Optimization

For the control problem we will use an approach offered in [5] so that we can apply
results on existence and uniqueness of the solution [6]. Consider the optimal control
belongs to Hilbert space.
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Measurements of the target state at the last time step ϕ are given as a known
function. The task is to minimize the deviation between the reached state according
to current approximation and the target state.

By determining 0 < α < min(h2, τ ) as a regularization parameter according to
possible measurement errors, the smoothing functional will be:

J (q) =
∫

�̃

((ζ, ξ; q) − ϕ(ζ, ξ))2d� + αq2 → min
q

(4)

The iterative variation algorithm proposed in [5] consists of three stages. As for
the conjugated operator, it is tested and explained by P. N. Vabishevich [8].

1. Solve the state problem

∂n

∂τ
− ∂2n

∂ξ 2
− ∂2n

∂ζ 2
+ 2

∂n

∂ζ
= 4π

M∑
m=1

qm(τ )δ(ξ − ξm, ζ − ζm),

0 < τ ≤ 1, 0 = (ξ, ζ, 0) = 0.

2. Solve the conjugate problem

− ∂�n

∂τ
− ∂2�n

∂ξ 2
− ∂2�n

∂ζ 2
− 2

∂�n

∂ζ
= 2

(
n − ϕn(τ )

)
,

0 ≤ τ < 1, �N = �(ξ, ζ, 1) = 0.

3. Define the new approximation for the optimal control

q p+1
m − q p

m

τ̂p+1
+ �0

m + α̂q p
m = 0, p = 0, 1, . . . .

4 Solving the Example Task

In the research, a two-dimensional linearized according to [3] problem is solved.
The target function values are equal to results of modeling phase with q equal to
1. The initial approximation for source power can be taken near zero or achieved
through approximation polynomial from the previous part. In case of the polynomial
approximation, all values can be found from initial and boundary conditions, but
they depend on current source power approximation.

In case of implicit method and one source, it is possible to gain functional depen-
dence between the source power and the resulting Kirchhoff potential distribution
by solving the linear system with source power equal to 1. As a result, the initial
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approximation for the source power can be calculated by minimizing the poly from
the previous part.

For the direct and conjugate problems explicit scheme leads to the following
equation:

n+1
i j − n

i j

τ̃
= n

i j+1 − 2n
i j + n

i j−1

h2
− 2

n
i j+1 − n

i j−1

2h

+ n
i+1 j − 2n

i j + n
i−1 j

h2
+ 4π Q̃i j ;

− �n+1
i j − �n

i j

τ̃
= �n+1

i j+1 − 2�n+1
i j + �n+1

i j−1

h2

+ 2
�n+1

i j+1 − �n+1
i j−1

2h
+ �n+1

i+1 j − 2�n+1
i j + �n+1

i−1 j

h2
+ 2(N

i j − ϕi j );

n
i j , �

n
i j : n = 0, . . . , N ; N =

[
1

τ̃

]
; i, j = 0, . . . , N̂ ; N̂ =

[
1

h

]
.

Here the first equation starts from the known state at the start 0
i j = 0, i, j =

0, . . . , N̂ . The source power Q̃ depend on the placement of sources, it is constant
over time and equal to zero if the source is not there.

The second equation is calculated backwards from the known end state �N
i j =

0, i, j = 0, ..., N̂ .

According to the boundary conditions, humidity (and theKirhoff potential) values
are equal to zero over all the period.

As a result, the implicit scheme leads to defined step-by-step values

n+1
i j = n

i j + τ̃

h2
(n

i j+1 + n
i j−1 + n

i+1 j + n
i−1 j − 4n

i j )

− τ̃

h
(n

i j+1 − n
i j−1) + 4π τ̃Q̃;

�n
i j = �n+1

i j + τ̃

h2
(�n+1

i j+1 + �n+1
i j−1 + �n+1

i+1 j + �n+1
i−1 j − 4�n+1

i j )

+ τ̃

h
(�n+1

i j+1 − �n+1
i j−1) + 2τ̃(N

i j − ϕi j );
n

i j , �
n
i j : n = 0, . . . , N ; i, j = 0, . . . , N̂ .

For explicit approach, to gain convergence, τ̃ = 0.0001 was chosen.
For the implicit approach, the resulting formulas required solving a system of

linear equations. All border values are known, so only central part equations are
written here.

n+1
i j − n

i j

τ̃
= n+1

i j+1 − 2n+1
i j + n+1

i j−1

h2
− 2

n+1
i j+1 − n+1

i j−1

2h
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+ n+1
i+1 j − 2n+1

i j + n+1
i−1 j

h2
+ 4πQ̃i j ;

− �n+1
i j − �n

i j

τ̃
= �n

i j+1 − 2�n
i j + �n

i j−1

h2
+ 2

�n
i j+1 − �n

i j−1

2h

+ �n
i+1 j − 2�n

i j + �n
i−1 j

h2
+ 2(N

i j − ϕi j );
n

i j , �
n
i j : n = 0..N , i, j = 0..N̂ .

As a result, the implicit scheme leads to defined step-by-step values

n+1
i j+1

(
1

h2
− 1

h

)
+ n+1

i j−1

(
1

h2
+ 1

h

)
+ n+1

i+1 j

(
1

h2

)
+ n+1

i−1 j

(
1

h2

)

+ n+1
i j

(
− 4

h2
− 1

τ̃

)
= −n

i j

τ̃
− 4π Q̃i j ;

�n
i j+1

(
1

h2
+ 1

h

)
+ �n

i j−1

(
1

h2
− 1

h

)
+ �n

i+1 j

(
1

h2

)
+ �n

i−1 j

(
1

h2

)

+ �n
i j

(
− 4

h2
− 1

τ̃

)
= −�n+1

i j

τ̃
− 2(N

i j − ϕi j );
n

i j , �
n
i j : n = 0 . . . N , i , j = 0, . . . , N̂ .

To solve these equations, two approaches were applied—Gaussean direct method
and Jacobi iterative method.

According to current results, the deviation is less than 2%, accuracy depends on
space and time discretization, possibility to achieve the target function and condition
of termination for the three-stage algorithm.

To achieve realistic humidity distribution, the source power was taken relatively
low and two cases were modelled—when the sourse is buried between the top border
and central part (first two pictures) and central insertion (the following two pictures).
The first and third plots represent distribution of achieved by source power approx-
imation in comparison with the desired ones. The second and fourth plots represent
isolines of  with respect to both dimensionless space coordinates (Figs. 1 and 2).

As we can see, the distribution is symmetric along the horizontal axe, because
only the second derivative over the horizontal axe is present in the equation.

For the central source, the following distribution was calculated (Figs. 3 and 4).
According to the last plot, the first derivative by the vertical coordinate results in

some asymmetric behavior. The liquid is likely to go down rather than up, similar to
real experiments.

For tests with multiple sources let us denote a typical source power as q (tests
were made with q = 10). The third test demonstrates two sources, buried according
to the function:
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Fig. 1 Kirhhoff potential distribution

Q̃i j =
{
q,

(
ξ = 1

2 , ζ = 7
30

)
and

(
ξ = 1

2 , ζ = 1
2

);
0, in other cases,

with equal horizontal coordinate. This positioning can be used for humidification
with central priority and to increase humidity near the surface (Fig. 5).

Final test was made to demonstrate humidification with three sources, the central
source has half of power compared to two others:

Q̃i j =
⎧⎨
⎩
q,

(
ξ = 7

30 , ζ = 7
30

)
and

(
ξ = 23

30 , ζ = 23
30

);
q
2 ,

(
ξ = 1

2 , ζ = 1
2

);
0, else.

Results of numerical modelling for this case are demonstrated below (Fig. 6).
Even with different starting optimal source power approximations (zeros for left

and central sources and 9 for right source), the iteration process converged with
requested accuracy (98%). First, the third source reached power, exceeding optimal,
but when powers of two other sources were recalculated many times, all values were
back to normal.
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Fig. 2 Isolines for the first test

To sum up, although the method currently has some limitations and can be
improved, it results in high accuracy for optimal source power.

5 Programming Details

All calculations were made using C# programming language using Unity 5.6 and
Visual Studio (Community edition). The main part of programs consists of three
concept parts in a large general cycle.

First of all, all direct and conjugate values are set equal to zero. Then the direct
values are calculated from the first time step to the last one. After that, the conjugate
equation is solved using received direct values at the last time step from the end
of time to its start. After that, new source power value is calculated as well as the
average modular difference between the previous reached end state and the current
end state for the direct problem.

In the end, calculated optimal source power approximation is shown together with
humidity distribution over the area. Received data was used to get visual represen-
tation for humidity distribution for humidity in case of one, two and three buried
sources.
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Fig. 3 Kirhhoff potential distribution

6 Connection Between Three-Dimensional
and Two-Dimensional Problems

The general linear problem with zero border conditions and depending only on the
source power can be formulated the following way:

L = ∂

∂τ
− ∂2

∂ξ2
− ∂2

∂η2
− ∂2

∂ζ2
+ 2

∂

∂ζ

= 4π
M∑

m=1

qm(τ)δ(ξ − ξm,η − ηm, ζ − ζm),

(ξ,η, ζ, τ) ∈ � × (0, 1].

To get rid of the third axe, both sides can be integrated over η two times. As a
result, integral equalities are reached:
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Fig. 4 Isolines for the second test

1∫
0

(
∂

∂τ
− ∂2

∂ξ 2
− ∂2

∂η2
− ∂2

∂ζ 2
+ 2

∂

∂ζ

)
dη

=
1∫

0

(
4π

M∑
m=1

qm(τ )δ(ξ − ξm, η − ηm, ζ − ζm)

)
dη,

1∫
0

(
∂

∂τ
− ∂2

∂ξ 2
− ∂2

∂ζ 2
+ 2

∂

∂ζ

)
dη −

(
∂

∂η

∣∣∣∣
1

− ∂

∂η

∣∣∣∣
0

)

= 4π
M∑

m=1

qm(τ )δ(ξ − ξm, ζ − ζm),

In case of boundary conditions, described in Discussion the second additive is
equal to zero straight from border condition. In our case, we may agree that

|η=1 = 0, |η=0 = 0 ⇒ −
(

∂

∂η

∣∣∣∣
1

− ∂

∂η

∣∣∣∣
0

)
= 0.
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Fig. 5 Isolines for the third test

7 Discussion

The current article is based on cases, when zero values on all borders are achieved
or almost achieved, because for this case the existence and uniqueness of optimal
control is proven. But in fact, the same accuracy was achieved for more realistic
boundary conditions, when derivatives are equal to zero:

ξ = 0,
∂

∂ξ
= 0, ξ = 1,

∂

∂ξ
= 0;

ζ = 0,
∂

∂ζ
= 0, ζ = 1,

∂

∂ζ
= 0;

(ξ, ζ, τ ) ∈ � × [0, 1].

To take into account all the boundary conditions, we refer to [10]. Using integral-
interpolation method, the following system of equations, using numeric analogues
for derivatives. To get better accuracy, equations for the border lines were taken
according to central equation for one coordinate and border condition for another
one.
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Fig. 6 Isolines for the fourth test

Both explicit and implicit schemes were tested and compared for the direct and
conjugate problems. For explicit scheme 10,000 time steps were used to gain conver-
gence, while horizontal and vertical lines were divided into 30 parts (also tested on
20). But for solving the matrix equation Gaussian method was used to get exact
values and Jacobi method as an alternative.

Another aspect to discuss is the usage of delta-function representing the source
power. As an alternative, linear source with small size can be used. As a result, the
right side in case of central source will change into 4πF(ξ, ζ ),

F(ξ, ζ ) =
{

1
l1

· 1
l2

· q, ξ = 0, 5, ζ = 0, 5;
0, else.

To achieve similar result during discrtization, we may choose convenient values
for the source size

0 < l1 << L1, 0 < l2 << L2; l1l2 < h2.

As a result, the integrated values in source point can be the same as with delta-
function.

At the same time, integrated values over other points are equal to zero.
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To sum up, the offered combination allows to solve problems, if boundary and
transitional conditions are fulfilled. But the real potential of this approach seems
wider, so the current research will continue.

8 Conclusion

The proposed algorithm can be applied for nonlinear problems with respect to transi-
tion limitations and buried sources with low or zero humidity values on borders. It is
possible to widen the applicability by proving existence and uniqueness of solutions
for other boundary conditions.

The general idea of the combination is to applyKirchhoff transformation and scale
the space and time values leading to the new quasilinear equation. Then variation
algorithm is applied to get the optimal source power. It consists of direct problem,
conjugate problem and the new approximation step.

To solve the algorithm’s problems explicit or implicit approach can be applied,
but the amount of time steps is usually larger for the explicit one.

As a result, the approximated value of optimal source power had more than 98%
accuracy for several tests of buried sources.
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Abstract The unique set of properties of polymeric compositematerials offersmany
opportunities for improvement of the existing designs and technological processes
and development of new ones. The main purpose of the composite product molding
process is to establish the optimal relationship between the process parameters,which
provide specified quality of the product at minimum energy costs. In this context,
there is a need for modeling of the molding process, which would describe physical
and chemical processes occurring in the molded polymeric composite material. New
method for studying the main parameters of the composite product molding process
on prepreg basis has been developed. This method allows calculating theoretically
the optimal temperature and time diagram and dependence of the molding pressure
on the time for specific binders and reinforcing materials. It is offered to divide the
binder viscosity into physical and chemical components. The physical component
excludes the presence of chemical transformations and depends on the temperature
only. The chemical component is associated with chemical transformations; it is a
function of the temperature and time. The method for experimental determination
of the minimum total viscosity of the binder, as well as degree of polymerization,
from the temperature and time, is proposed. The mathematical model of filling with
a binder of specified viscosity through inter-fiber space of the reinforcing material
has been developed. Analytical dependence of the molding pressure on the viscosity,
geometric parameters of the molded product, prepreg, monolayer of the polymeric
composite material and molding time is obtained. The results allow optimizing the
main stages of the temperature and time diagram of the composite product molding
cycle, which will provide minimization of the energy costs.
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Keywords Temperature and time diagram · Viscosity · Filling with binder ·
Reinforcing material · Molding pressure

1 Introduction

Modernization and development of new structures used in aircraft construction,
rocket and space technology, power sector, construction industry, mechanical engi-
neering and other industries are associatedwith thewider use of polymeric composite
materials (PCM) [1, 2]. Properties and features of these materials are different
compared to those of the traditional structural materials. The unique set of prop-
erties of PCM offers many opportunities for improvement of the existing designs
and technological processes and development of new ones [3, 4].

As is commonly known [1, 5], technological process of PCM product molding
consists in giving it non-reversible shape with the use of shape-generating molding
tools through polymerization of the binder at the certain temperature t and pressure
p, varying in time τ . Parameters t, p and τ or t(τ ) and p(τ ) are the main external
parameters of the PCM product molding process [3, 5]. Internal parameters of the
process are dynamic viscosity of the binder μ(t, τ ), as well as volume content of the
binder θb and its structural characteristics [5, 6].

Since the internal parameters are predetermined by the chosen binder and rein-
forcing material based on the operational characteristics of the product, objective
of the molding process is to establish a relationship between them and the variable
external parameters which provides the specified quality of the product at minimal
energy costs and meeting of the requirements of the safe production activity.

Therefore, there is a need for modeling of the molding process, which would
describe physical and chemical processes occurring in the molded PCM.

2 Literature Review

In a number of industries, PCM structures made by layup methods prevail. Among
them, the highest quality of products with acceptable energy and labor costs is
provided by the use of prepregs [6]. However, shaping of products made of PCM by
winding-up methods, which is characteristic of the structures of oil and gas industry
and space technology, actually does not exclude the shaping described by the ratio of
the same external parameters t(τ ) and p(τ ) as well. Temperature and time conditions
of shaping depends on many factors, the main of which are listed below [5, 6]:

• binder type and composition;
• method of impregnation of reinforcing material: preliminary preparation of

prepregs followed by molding of the product (“dry” molding method), “wet”
method which consists in impregnation of the reinforcing material in the process
of forming and subsequent molding of the product;
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• type of reinforcing material and its preliminary preparation method;
• molding method.

A large number of authors [6, 7] were studying these factors. In most cases, the
results obtained represented either a generalized solution scheme, or models taking
into account a few factors of the molding process only [1, 8]. For example, in the
process of work with prepregs, the issues of optimal operating conditions are solved
in order to ensure their specified quality [7, 9]. At the same time, conditions of
technological processes are ambiguously harmonized with each other. The works
[10, 11] describe the chemical and physical processes occurring in the molded PCM
during the curing process. Problems arising in the molding process are considered,
chemical transformations in the binder are modeled, and release of volatile products
is normalized. The molding process is modeled by only one component (the binder)
in [12–14]. In this case, dimensions of the structure, heating conditions and presence
of the reinforcing material are not taken into account. The paper [15] deals with
molding parameters according to conditions of the safe production activity, which
are determined by the volume of emissions of harmful volatiles and are limited by the
fire and explosion safety requirements [16]. Experimental studies [17, 18] show that
at the stage of PCM heating, along with shrinkage, temperature phenomena are also
involved in the occurrence of the stressed state. Temperature stresses become compa-
rable with shrinkage stresses after reaching the material viscosity corresponding to
60–70% conversion in the binder. However, these papers deals with the heating stage
only, and the change in properties of the materials from temperature is not taken into
account. The paper [19] presents the concept of creation of energy-saving technolo-
gies for PCMmanufacturing by optimization of the modes of impregnation and heat
treatment. The concept is based on obtaining a picture of the change in the PCM
physical state: reaching of the minimum viscosity.

Almost all works except [10, 19] do not pay due attention to the determination of
themolding pressure, while this parameter is among themain ones.Molding pressure
regulates the volume content of the reinforcing material and provides the uniformity,
degassing, and possible reduction in the residual stressed state [10, 19].

Models of molding proposed in [20, 21] are of particular interest. Authors of
these works propose both solving of the problem of choosing the rational technolog-
ical parameters of the molding conditions and controlling setup parameters, and, if
necessary, making adjustments during the molding process. The model proposed by
[21] is further developed in [22] for the problem of two approaching surfaces which
squeeze out a liquid with a viscosity. However, this study uses as an external force
the force concentrated at the origin point instead of that distributed along the length
of the plate. This assumption caused its underestimation by 1.33 times. In addition,
the characteristic dimension is unreasonably interpreted in [22].

The paper [23] develops the mathematical model for laying up of prepreg of
variable width for the given condition of its molding. The paper [24] includes the
experimental study of the operating conditions of PCMmolding. The studies allowed
increasing the strength of themolded PCMby 25–35%.However, the results are valid
only for a narrow class of fluoroplastic materials and quartz fabric. The paper [25]
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presents the data of analysis of topical issues of molding for the basic technological
cycle of reinforced products molding of the compositions of epoxy polymers. The
expediency of using the ultrasonic modification to achieve energy saving and to
improve the quality of resulting composite products is substantiated. The paper [26]
develops an approach to the application of computer-aided design principles for
selection of the optimal design and technology parameters in PCMmolding with the
use of ultrasonic treatment.

It can be seen from the above review that the phenomenon of occurrence and
influence of temperature stresses at the stage of heating of the material and the
presenceof reinforcingmaterial in the product is not taken into account inmostworks;
process parameters are determined by the physical and mechanical characteristics of
the binder only. This approach to determination of process parameters often leads
to structural disturbances, occurrence of unacceptable stress–strain behavior in the
material and product, and additional costs in themanufacturing of structures of PCM.

The purpose of this work is to develop a method for studying the main parame-
ters of the process of molding of products of PCM on prepreg basis, which would
theoretically calculate the optimal temperature and time diagram and dependence of
the molding pressure on the time for specific binders and reinforcing materials.

3 Research Methodology

As mentioned above, temperature and time conditions of molding depend on many
factors. Each of these factors on which the temperature and time conditions of PCM
molding depend is an integrated factor. It includes a number of components, the
combination of which forms the integrated factor leading to degeneration of one or
another section of the temperature and time diagram. The diagram of the temperature
and time conditions of PCMproduct molding in the general case is of the form shown
in Fig. 1.

For example, the use of cold-set binder in the manual layer-by-layer impregnation
of the reinforcing material during formation and subsequent free molding without
excessive pressure degenerates the diagram in Fig. 1 into straight line t0 = const at τ

Fig. 1 Typical diagram of
the temperature and time
conditions of PCM product
molding
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Fig. 2 Typical diagram of
pressure supply during
molding of PCM products

= τ 5.With the use of prepreg technology and a very small amount of gas evolution of
the binder components in the polymerization process the area τ 1–τ 2 etc. degenerate
[5].

The temperature and time conditions are accompanied by the certain regime of
excess pressure p (Fig. 2).

In this case, the mode of supply of excess pressure also depends on the integrated
factors mentioned above. For example, with the use of cold-set binder in the manual
layer-by-layer impregnation of the reinforcing material during formation and subse-
quent free molding, the diagram in Fig. 2 degenerates into the line p = 0, τ = τ 5 or
p = pvak , τ = τ 5. For molding of the pack, p = pmax, τ = τ 4 etc. [5].

Now let’s consider the general case characterized by the presence of the diagrams
in Figs. 1 and 2 with the most common practical method of molding of PCM product
which is preliminarily formed of prepreg [6, 8]. In this case, content of the solvent
in “dry” prepreg provided it is made with high quality is 0–3% [5, 27], and it can be
neglected. Presence of the area τ 1–t1 is associated with the ability of the equipment
(oven, autoclave) to provide the maximum possible rate of temperature rise in order
to “soften” the binder in the prepreg pack to its minimum viscosity μmin, required
for its uniform spreading in the volume of the formed pack.

Viscosity of the binder depends on its temperature and degree of chemical trans-
formations (polymerization or poly-condensation) occurring in it. In the absence
of chemical transformations, viscosity has a physical nature μph [28], decreasing
exponentially with increase in the temperature [29].

However, chemical transformations in the binder begin during its preparation,
when a hardener is introduced into the resin. The prepreg binder already contains the
specified “dry” residue (1–3%), i.e. weight content of the cured binder [28]. When
the pack is heated, intensity of chemical transformations rises and, as a result, the
viscosity μx associated with this process increases (Fig. 3).

True viscosity in the process of molding μ(t, τ ) is the sum of the physical μph(t)
and chemical μx(t, τ ) components:

μ(t, τ ) = μph(t) + μx (t, τ ). (1)
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Fig. 3 Temperature
dependence of dynamic
viscosity of the binder at the
time point τ = const from
the beginning of the molding
process

Analytical definitionμ(t, τ ) for each specific compound presents significant diffi-
culties because of complexity of calculating the process of chemical transformations
at a certain temperature and also its dependence on the time τ [28].

For this reason, μmin should be determined experimentally [27, 28]. As a result
of experimental studies of the dependence μ(t, τ i = const) of a specific binder at
different rates of temperature rise, we establish the vector of experimental values.

μex =
⎧
⎨

⎩

μex
1

. . .

μex
n

⎫
⎬

⎭
for the matrix of arguments X =

⎧
⎨

⎩

t1
. . .

tn

τ1

. . .

τn

⎫
⎬

⎭
.

We use the linear mathematical model containing m parameters:

μ =
m∑

i=1

ai fi (X), (2)

where f i(X)—approximating functions.
Parameters of the model ai can be determined from the condition of minimum

standard deviation of the model function μ from the given experimental values μex

[30]:

S =
n∑

j=1

(

μex
j −

m∑

i=1

ai fi (X)

)2

→ min . (3)

The minimum condition (3) is:

∂S

∂ak
= 2

⎡

⎣
n∑

j=1

μex
j −

n∑

j=1

m∑

i=1

ai fi (X)

⎤

⎦ fk(X) = 0. (4)

The condition (4) represents a system of linear equations and can be written as:

FT F{a} = FT
{
μex
}
, (5)

where F—model matrix
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F =

∣
∣
∣
∣
∣
∣
∣
∣

f1(X1) f2(X1) . . . fm(X1)

f1(X2) f2(X2) . . . fm(X2)

. . . . . . . . . . . .

f1(Xn) f2(Xn) . . . fm(Xn)

∣
∣
∣
∣
∣
∣
∣
∣

. (6)

The solution to system (5) is the vector of parameters of the mathematical model
(2):

{a} = (
FT F

)−1
FT
{
μex
}
. (7)

In addition to the experimental determination ofμ(t, τ ), it is necessary to conduct
a series of experiments to determine the degree of polymerization of the binder C(t,
τ ).

The technique of approximation of C(t, τ ) using the analytical dependence is
similar to that described by formulas (2)–(7). When we have the analytical depen-
dence of C(t, τ ), the degree of polymerization in each section of the diagram can be
determined by integrating it over τ , taking into account that:

C(t, τ ) = ϕ(t, τ ) = ϕ(ψ(τ), τ ), (8)

where ψ1(τ ) = t1−t0
τ1

τ + t0, ψ2(τ ) = t1, ψ3(τ ) = (t3−t1)τ+(t1τ3−t3τ2)
τ3−τ2

, ψ4(τ ) = t3.
After that:

CI =
τ1∫

0

ϕ(ψ1(τ ), τ )dτ ; CI I =
τ2∫

τ1

ϕ(ψ2(τ ), τ )dτ ;

CI I I =
τ31∫

τ2

ϕ(ψ3(τ ), τ )dτ ; CIV =
τ4∫

τ3

ϕ(ψ4(τ ), τ )dτ. (9)

Since τ 4 is not known, it can be determined from the condition:

CIV = 1 − CI − CI I − CI I I . (10)

Thus, the duration of all time intervals of the temperature and time diagram in
Fig. 1 is fully defined.

The relationship between the molding pressure p and other process parameters is
found using the mathematical model [21, 22] for the problem of two approaching
surfaces squeezing out a liquid with the viscosity μ (Fig. 4). The liquid being
squeezed is located between plates −l

/
2 < x < l

/
2,y = ±h

/
2, which are

compressed by equal and oppositely directed forces parallel to y-axis when there
is no slip at the boundaries y = ±h

/
2 (Fig. 4).

The relevance of interpretation of the considered problem by the model [21, 22]
(Fig. 4) follows from the considerations below. Prepreg of which the PCM product
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Fig. 4 Adopted model of the
liquid squeeze out from the
space between rigid plates

is formed, depending on the type of reinforcing material, is filled with the binder, as
shown in Fig. 5.

In the process of molding, the plates (rigid coupling plate) 5 under the action of
external pressure p will move at a certain speed v0 until all voids 4 are filled with
binder 3. It corresponds to the change in height h from prepreg thickness hpr to PCM
monolayer thickness hCM .

Strictly speaking, during the molding process the binder in the prepreg repre-
sents the Kelvin-Voigt hard-viscous medium, containing an elastic component in the
physical law [21, 22]:

μ(t, τ )ε̇ + Eb(t, τ )ε = σ(t, τ ), (11)

where ε and ε̇—deformation and rate of its change from τ (t);Eb(t, τ )—instantaneous
modulus of elasticity of binder in the prepreg.

Then we estimate the contribution of the elastic component of Eq. (11).
Deformation of the prepreg is:

а b
1 – transverse fibers; 2 – longitudinal fibers (pick); 3 – binder layer; 4 – voids; 

5 – coupling plate

Fig. 5 Structure of prepreg in PCM pack: a prepreg based on woven fabric; b prepreg based on
unidirectional tape
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ε = h pr − y

h pr
= 1 − y

h pr
, (12)

where y varies with time in the range of 0 ≤ y ≤ hCM .
Since the speed of convergence of the plates v0 is constant, the deformation ε

changes linearly, and then

ε̇ =
(

1 − hCM

h pr

)
1

τ2 − τ1
. (13)

Substituting (13) into (11), we get:

μ(t, τ )

(

1 − hCM

h pr

)
1

τ2 − τ1
+ Eb(t, τ )

(

1 − hCM

h pr

)
1

τ2 − τ1
= σ(t, τ ). (14)

Equation (14) allows estimating the contribution of the second term for the
known Eb(t, τ ). To analyze the contribution of Eb(t, τ ) into the Eq. (14), we use
the dependences for Epr(t, τ ) and ECM :

Epr (t, τ ) = E f (t, τ )(1 − θb) + Eb pr (t, τ )θb; (15)

ECM(t, τ ) = E f (t, τ )(1 − θb) + EbCM(t, τ )θb. (16)

The modulus of elasticity of the cured PCM within a few hours (i.e. within the
duration of the molding cycle) does not depend on τ and decreases slightly at t ≤ t1.

Since the modulus of elasticity of the reinforcing material Ef (t, τ ) and its volume
content θb are the same in PCM and prepreg, from (16) it follows that:

E f (t, τ )(1 − θb) = ECM(t, τ ) − EbCM(t, τ )θb. (17)

Substituting (17) into (16), we get:

Eb pr (t, τ ) = Epr (t, τ ) + EbCM(t, τ )θb − ECM(t, τ )

θb
. (18)

The process of convergence of plates in the model [21, 22] is accompanied by the
occurrence of normal stresses in the liquid:

σx = 3μ
v0

[
3
(
h2

4 − y2
)

+ x2 − L2

4

]

2h3
; σy = 12μ

v0

[
y2 − h2

4 + x2 − L2

4

]

h3
, (19)

where L—maximum longitudinal dimension of molded product; h—gap between
the plates: h = (

h pr − hCM
)/

2.
Force per unit length Pypr , applied to the plates at y = h

/
2 is equal to:
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Py pr = −2

L/2∫

0

σydx = 2μv0L3

h3
. (20)

Then the initial pressure acting on the prepreg shall be:

ppr = 2μv0L2

h3
. (21)

Speed of convergence of plates included in (17)–(21) can be defined as:

v0 = h

τ
, (22)

where τ—time during which the binder fills all the voids in the pack.
When the voids in the pack are completely filled, its thickness h will change from

hpr to hCM . Then v0 is

v0 =
(
h pr − hCM

)

2τ
. (23)

Taking into account (21), pressure on the pack is equal to:

pmax = 8μ
(
h pr − hCM

)
L2

τ
(
h pr − hCM

)3 = 8μL2

τ
(
h pr − hCM

)2 . (24)

Parameter l, characterizing the density of fibers’ location in the reinforcing mate-
rial, can be expressed through the volume content of the binder in PCM θb and
thickness of its monolayer:

V b = lhCM − πh2CM

4
; (25)

θb = V b

VCM
; VCM = lhCM , (26)

where V b, VCM—unit volumes of the binder and PCM at length l.
Dividing (25) by VCM , we obtain, taking into account (26):

l = π

4

hCM

(1 − θb)
. (27)

The designer developing a product of PCM is focused on setting the minimum
possible volume content of the binder θbmin in order to obtain high physical and
mechanical properties of the material [5]. However, it is also necessary to proceed
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Fig. 6 Model of filling
inter-fiber space with the
binder in the structure of
monolayers in the process of
molding

from a specific reinforcing material with certain density of fibers l and their diameter
df (in case of the tape of hCM = 2df ).

Therefore, formula (27) is the initial one in setting of θb for the process engineer,
being transformed to the form below:

θb = π

4

1 − d f

2l
. (28)

The objective of the process engineer is to provide θb by the corresponding amount
of the binder applied in the process of prepreg manufacturing.

This amount is determinedby thedifferencebetween the thicknesses of the prepreg
hpr and PCM monolayer hCM .

Consequently, the binder solution (composition and viscosity) should be chosen
so that by the time when the product is molded of the finished prepregs the
monolayer structure looks like that shown in Fig. 6, where r—radius of the fiber
of the reinforcing material, R—radius of the fiber with binder in the prepreg(
r = hCM

/
2, R = h pr

/
2
)
. Radius R should be such that as a result of molding the

binder, which is initially retained in theADE half-segment, overflows and completely
fills the unit volume SFEBC .

At SADE > SFEBC the binder film is formed on the surface of PCM monolayer,
i.e. θb > [θb]; at SADE < SFEBC there are voids formed in the PCM structure between
monolayers, since θb < [θb].

Therefore, the equation SADE = SFEBC allows determining the analytical depen-
dence between r and R (or hpr and hCM) at the given l, θb and r (i.e. hCM).

From Fig. 6 it follows that:

SFEBC = SOABC − SOEF − SOAE ; SOABC = r

2

√
R2 − r2;

SOEF = R2

2π
arcsin

r

R
; SADE = SODE − SOAE ;

SODE =
(

π
2 − ϕ

)
R2

2π
= R2

4
− R2

4
arcsin

r

R
;

from which
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SADE = R2

4
− R2

2π
arcsin

r

R
− r

2

√
R2 − r2; (29)

SFEBC = lr

2
− R2

2π
arcsin

r

R
− r

2

√
R2 − r2. (30)

Equating (29) and (30), we get:

R = √
2lr (31)

or taking into account (27) and the fact that 2R = h pr , and 2r = hCM

h pr = hCM

√
π

1 − θb
. (32)

Now the formula (24) can be transformed taking into account (32) to the final
form:

pmax = 8μL2

τ
(
1 −

√
π

1−θb

)2
h2CM

. (33)

4 Results

Thus, the above method for studying the main parameters of the process for molding
of PCM products on prepreg basis allowed calculating theoretically the optimal
temperature and time diagram (Fig. 1) and dependence of the molding pressure on
the time (Fig. 2) for specific binders and reinforcing materials in the cooling mode.

For example, for the prepreg based on T-10-80 glass cloth and EDT 69N binder
ECM(t0) = 1.8 GPa; Epr = 1.5 GPa; EbCM = 0.8 GPa. Then, at θb = 0.4 Epr(t0) =
8.05 GPa, i.e. in the entire time interval 0 < τ < τ1 the second term in (11) prevails
over the first one. It indicates the absence of fluidity of the binder at the first stage of
molding and, consequently, impossibility of filling the pores in the prepreg. At the
second stage τ1 < τ ≤ τ2 (about 30 min or more) Ebpr(t, τ ) → 0, and it is relevant
to consider the molding process in the framework of the model of the Newtonian
ideally viscous medium [21, 22].

Pressure px, arising simultaneouslywith py = pmax,which acts along the horizontal
channels, promotes more complete removal of air bubbles and filling of voids with
the binder. This pressure is determined similarly to py by integration of σ x over
the height of the compressed pack, comprising n layers of the prepreg, taking into
account (19) and (32):
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px = 24μ(1 − θb)

πτ

⎡

⎢
⎣

(√
π

1−θb

)2

2
− 4

x2

h2CM

− L2

h2CM

⎤

⎥
⎦. (34)

At x = 0

px=0 = 24μ(1 − θb)

πτ

⎡

⎢
⎣

(√
π

1−θb

)2

2
− L2

h2CM

⎤

⎥
⎦. (35)

The largest value of p at x = L/2 is equal to

px= L
2

= 12μ(1 − θb)

πτ

(√
π

1 − θb

)2

. (36)

The ratio py/px= L
2
is equal to:

py
px= L

2

= 2πL2

3(1 − θb)h2CM

(
1 −

√
π

1−θb

)4 . (37)

Since L � hCM , the ratio py/px= L
2
is always less than unity. It indicates that

at the autoclave pressure py determined according to (33) the pressure px along the
horizontal channels in the reinforcing material is always higher, which ensures high
quality of molding.

5 Conclusions

New method for studying the main parameters of the process of molding of PCM
products on prepreg basis has been developed. This method allows for the first time
calculating theoretically the optimal temperature and time diagram and dependence
of the molding pressure on the time for specific binders and reinforcing materials.
The method includes key components detailed below:

• division of the binder viscosity into the physical component excluding the pres-
ence of chemical transformations and depending on the temperature only and
chemical component associated with such transformations and being a function
of the temperature and time;

• methods for the experimental determination of the minimum total viscosity of the
binder, as well as the degree of polymerization from the temperature and time;

• mathematicalmodel of fillingwith a binderwith the viscosityμ(t, τ ) through inter-
fiber space of the reinforcing material, which is implemented by the analytical
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dependence of the molding pressure on the viscosity, geometric parameters of the
molded product, prepreg, PCM monolayer, and molding time.
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Prognostic Model of a Photovoltaic
Power Plant

Alexandr Zaslavskiy and Oleh Karpenko

Abstract Economically viable integration of such variable renewable energy (VRE)
resources as wind and solar power into local, regional, and national electric energy
systems is impossible without active balancing of the whole energy market. In this
context, hourly prediction of electric energy generation by means of the renewable
sources oneday in advance is oneof themost topical problems. It should bementioned
that despite the availability of numerous proposed algorithms, programs, andprogram
systems the problem has not any adequate universally recognized solution. Elec-
tric energy generation by means of photovoltaic power stations depends directly
upon weather changes becoming more and more unpredictable. Strictly speaking,
the problem of photovoltaic solar energy conversion amounts to a problem of devel-
oping a mathematical model able to reflect the most accurate dependence of energy
production upon each influencing factor. The paper analyzes certain approaches to
develop the taught prognostic models of photovoltaic power stations.

Keywords Photovoltaic power plant · Machine learning algorithms · Influence
function · Reflexive learning of a photovoltaic converter

1 Introduction

Solar energy is almost inexhaustible resource. By 2070, it is expected to become the
key electricity source in this world. At the beginning of following century, volumes of
solar energy will exceed petroleum industry by 3.5 and nuclear industry by 6 times.
Being a buy/sell object in power market, photovoltaic power should be predictable
concerning its generation volumes. Accuracy of the prognosis depends upon the
necessity of a power market to balance; moreover, it is administrated by regulatory
framework. For instance,Ukrainian solar energy supplier should provide hourly prog-
nosis one day in advance where dissimilarity from net actual generation is not more
than 5%.However, the process of electric energy generation using photovoltaic power
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plants differs in its nonstationarity, seasonal variability, and dependence upon random
meteorological factors. The facts complicate heavily the balancing of a photovoltaic
power market. In addition, the problem cannot be solved without the use of rather
accurate prognostic models of photovoltaic power plants.

Currently, several quite different approaches are available to develop prognostic
models of processes transforming solar power into electric one. The approaches can
be classified in terms of degree of use of physical equations describing processes of
photovoltaic power plants. According to the systematic, three classification model
groups are singled out. They may be specified as models of a white box, black box,
and grey box.

Group 1 is based on the determined description of the specific procedures trans-
forming solar energy into electric one. For instance, [1] proposes electrothermic
macromodel of a photovoltaic power plant accepting environmental temperature,
lighting intensity, and wind velocity as the input variables, and generating capacity
at the output one. The key problem to develop and apply the models is the necessity
of the advanced online knowledge of each physical variables being not available
completely in the majority of cases.

Group 2 of the models implements ‘black box’ strategies ignoring real physical
relations between the input variables and output power. A model of ‘black box’
type is developed using such machine learning methods [2, 3] as neural networks
[4]; support vector regression [5]; quantile random forest [6]; gradient boosting [7];
and ensemble models [8–10] incorporating the abovementioned methods as well as
similar ones. Generally, accuracy of the models depends upon possibility to have
rather vast retrospective database. However, it is common knowledge that they are
quite applicable (see, for instance [8, 11]).

Group 3 of the models differs in the fact that, in their context, input variables-
output power ratio is specified using several simplified physical correlations (e.g.
when high-order dependencies are ignored). Example of the model, involving actual
simplified ratio between the temperature and lighting intensity, assumed as the input
variables, and output power as the response variable, is demonstrated in [12].

In the context of another system of classification criteria, models differ depending
upon a type of the used input variables. Endogenic models are the ratio between past
states of the process being simulated, and its future states. Data on the past states of
the prognosticated time series are the input variables of the regressionmodels. Testing
results of such classical regression models as ARIMA, using Box-Jenkins approach
[13], support the idea that their accuracy is comparable with similar neural network-
based models. Paper [14] contains data on high efficiency of nonlinear regression
algorithm Theta.

Exogenic models [14, 15] are the ratio between the predicted values of photo-
voltaic power and simultaneous influential factors being sky cover, temperature,
humidity, wind velocity, solar insolation level etc.

Furthermore, in terms of models of a ‘black box’ type, mathematical structure of
the ratio is formed in the process of the model learning using retrospective database.

Papers [12, 13] demonstrate interesting research results as well as comparison
of different approaches to develop prognostic models of time series. Among other
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things, it concerns processes of electricity generation bymeans of photovoltaic power
plants. On the one hand, the findings show clearly that machine learningmethods (i.e.
neural networks, fuzzy mathematics, quantile forests etc.) cannot improve signifi-
cantly prognosis accuracy to compare with classical approaches, which minimizing
standard deviation (e.g. with the use of Moore–Penrose pseudoinverse matrices).
On the other hand, they consider insufficient accuracy of meteorological forecasts
within the geolocation points of photovoltaic power plants as themain reasons for the
errors. In this context, meteorological errors within the retrospective database, used
for model learning, results in the fact that future forecasting involves the following:
even accurate projected meteorological data are interpreted by the model in the form
of erroneous predictions of photovoltaic power generation. Origin of the errors is
as follows: in many cases, retrospective database forms itself as a model instead
of being a result of direct and rather accurate measurements within the geolocation
points of photovoltaic power plants. That happens due to the lack of local certified
meteorological stations.

Recently, the interest to a problem of improving accuracy of prognostic models
of photovoltaic plants in terms of nonideal meteorological prognosis has been
increasing. For instance, paper [16] proposes a model of a short-term prognosis
of photovoltaic power based on the online sequential extreme learning machine with
for-getting mechanism (FOS-ELM) which can replace constantly the old data with
the new ones providing high learning accuracy and speed during any season. The
paper [17] proposes a hybrid improvedmulti-step algorithm (HIMVO) for optimizing
a support vector machine for predicting the output of photovoltaic cells.

The HIMVO algorithm introduces random sequences to initialize the set. This
significantly accelerates the convergence of the algorithm.

Paper [18] proposes prognosis methods for time series of the output power a
day-ahead where ideal weather type nd nonideal one are discussed separately. In
the context of ideal weather conditions, a prognosis method based on the next-day
meteorological data is proposed where long short-term memory (LSTM) networks
are used. In the context of nonideal weather conditions, topicality of time series and
specific characteristic of nonideal weather type are considered in the LSTM model
by introducing adjacent day time series and weather type data.

The forecited short review of the problems, concerning simulation of photovoltaic
processes (as well as approaches to solve them), prove the topicality of studies of
prognostic models being robust ones relative to the errors of meteorological database
used for their learning. The paper is aimed at the development of original methods
to construct such a type of prognostic models. The methodology is based upon the
idea of reflexive learning.
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2 Method

2.1 Structural Pattern of a Prognostic Model
of a Photovoltaic Power Station

Conceptual framework of the approach to model a photovoltaic power plant,
presented in the paper, can be characterized with the help of following classification
features: exogenic model of a ‘grey box’ type (see Fig. 1). The ideal level of solar
insolation S(t) (inclusive of both direct and diffuse components) under the ‘clear
sky’ conditions, and proportional to it power quantity, generated under the perfect
conditions, are identified by means of the determined algorithm as a function from
the time moment (i.e. hour, day, month) characterizing mutual arrangement of the

Fig. 1 Structural scheme of a PV-station model
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Fig. 2 Parameters of mutual orientation of the sun and a photovoltaic module

Sun, the Earth, and a conventional point at its surface indicating location of the prog-
nosticated photovoltaic power plant as well as a function of angles at which sun rays
fall onto the photovoltaic panels (see Fig. 2). Actual electric energy quantity W (t),
generated by a photovoltaic power plant, is always less than the ideal level depending
upon numerous influencingmeteorological factors. The consideredmodels takes into
consideration the following: air temperature θ (t) and PV module temperature Θ(t);
air humidity ϕ(t); wind velocity ν(t); and cloudiness σ (t). Distinctive feature of
photovoltaic power plant is as follows: all the meteorological factors influence the
energy output in a multiplicative manner. If they vary, the energy output may expe-
rience its percentage-wise increase or decrease; however, it can neither exceed the
ideal level nor become negative. The changes in the capacity of photovoltaic power
plant, resulting from the influence of meteorological factors, take place owing to
variations of a coefficient of performance rather than owing to summing of some
extra energy by other sources with solar power.

In this context, meteorological factors stipulate certain variable resistivity of the
model relative to the input solar power.

X—shortest length of the path passed by the light passes through the atmosphere,
y—length of the path passed by the light through the atmosphere at the specified
moment of time, γ—zenith angle, α—angle of sun elevation, β—angle of module
inclination, ψ—polar angle by which the module is turned relative to the direction
‘towards the North Pole’.

2.2 Model of a Photovoltaic ‘black Box’

While ignoring real physical nature of photovoltaic converter, represent ‘input–
output’, characterizing it, as follows

W ∗(t) ≈ S(t) · F(σ, ϕ, v, θ, h, d) (1)
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whereW*(t) is electrical energy, generated by a power station in terms of precritical
temperature limits abovewhich abnormal decrease in the generation level takes place;
F(σ , ϕ, θ, ν, h, d) is function of photovoltaic conversion taking into consideration
dependence of its efficiency upon weather conditions within the PV station location
as well as upon circular time represented by hour h during the day and day d within
a month.

The problem to develop a model of photovoltaic ‘black box’ is to express the
most accurately in an explicit form dependence of F(σ , ϕ, θ, ν, h, d) function on
its arguments based upon the retrospective data concerning solar insulation value
S(t), power being generatedW*(t) and the considered meteorological data obtained
during the model learning.

Our approach for the problem solution relies on a hypothesis, in terms of which
function F(σ , ϕ, θ, ν, h, d) may be factorized and represented in the form of product
of partial influence functions

F(σ, ϕ, v, θ, h, d) = f1(σ ) · f2(ϕ) · f3(v) · f4(θ) · f5(h) · f6(d) (2)

Further, represent each influence function as an exponential of the correspondent
polynom of k degree

f1(σ ) = exp
{
a10 + a11σ

1 + a12σ
2 + · · · + a1kσ

k
}
,

f2(ϕ) = exp
{
a20 + a21ϕ

1 + b22ϕ
2 + · · · + b2kϕ

k
}
,

f3(v) = exp
{
a30 + a31v

1 + a32v
2 + · · · + a3kv

k
}
,

. . .

f6(d) = exp
{
a60 + a61d

1 + a62d
2 + · · · + a6kd

k
}
. (3)

In the process of the model learning, such values of aij, coefficients are selected,
in terms of which mean-square imbalance of approximation equation is minimized
(1). While taking logarithms of right and left members of (1) equation, represent the
minimized functional polynomially

∑

t

{
ln

(
W ∗(t)
S(t)

)
− ln[F(σ, ϕ, v, θ, h, d)]

}2

= min (4)

Involving conditions of extremum achieving

∂

∂ai j

[
∑

t

{
ln

(
W ∗(t)
S(t)

)
− ln[F(σ, ϕ, v, θ, h, d)]

}2
]

= 0 (5)

we obtain 6·k system of linear equations relative to the required aij, coefficients to
identify values of photovoltaic converter function F(σ , ϕ, θ, ν, h, d).
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In the light of the determined values of aij coefficients, the predicted Ŵ*(t) value
of power generation is

Ŵ ∗(t) = S(t) · F(σ, ϕ, v, θ, h, d) (6)

2.3 Thermal Value of PV Module

In the context of convective heat exchange with the environment, the equation of
thermal balance of a PV model may be represented as follows

cm
dT 0

M

dt
= S(t)

ε

ξ
− (

T 0
M − θ

) · α(V ) (7)

where T 0
m is module temperature; S(t) is solar insolation energy [W/m2]; θ is air

temperature; ν is wind velocity; α(V ) is heat-exchange coefficient of the module
involving air thermal conductivity in terms of the given wind velocity, its kinematic
viscosity, expansion rate, and Prandtl, Rayleigh as well as Nusselt criteria; is module
mass normalized to a unit of its surface area [kg/m2], ε—modulus black ratio, ξ is
cooling ratio of the module (ξ = 1, if cooling is performed from the one side of the
module surface; and ξ = 2, if cooling is performed from both sides).

According to the calculations, time constant to heat PV modules, used as the
components of solar panels, is not more than 10 min. Thus, the module temperature,
averaged in terms of an hour, may be determined from a thermal balance condition

T 0
M = S(t) · ε

α(v)ξ
+ θ (8)

Electric generation, predicted involving the module temperature, is determined
using the formula

Ŵ (t) =
{
Ŵ ∗(t)

[
1 − kp

100

(
T 0
M − �p

)]
, if TM > �,

Ŵ ∗(t), if T 0
M ≤ �

(9)

where Θ(t) = 25 °C is thermal threshold of power reduction of the module; and kp
≈ 0.45%/°C is temperature coefficient of power reduction of photovoltaic module.
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2.4 Reflexive Learning of a Photovoltaic Converter Model

To compare influence of various factors, stipulating operation of a photovoltaic power
plant, on the value of electric energy, generated by it, consider modeling results of
three power stations with 10mW, 2mW, and 4mW capacities (see Fig. 3) located
within different geographic areas of Ukraine. Figure 3 shows graphs of influence
functions resulted from model learning using retrospective data arrays. Learning
period for the first two power stations was 12 months; and 8 months for the third
station. Factors σ , ϕ, θ, ν, h, d, involved in (3) formulas, influencing generation

Fig. 3 Graphs of dominant functions. a dominant function of cloud cover f (σ );b dominant function
of humidity f(ϕ); c) dominant function of temperature f (θ); d dominant function of wind f (ν); e
dominant function of time (hour per day f (h)); f dominant function of time (day per month f (d))
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level of photovoltaic power, are in relative units. 100% cloud cover, 100% humidity,
50 °C temperature, 50 m/s wind velocity, cyclical hour—24, and cyclical day—31
correspond to value 1. −50 °C corresponds to 0 within the temperature effect graph.

The value range, which may be taken by an influence function, is indicative of
a degree the corresponding factor influences a ratio between the power output and
solar insolation of a ‘clear sky’.

The demonstrated graphs of the influence function explain that cloud cover is
the most influential factor (as one could expect). Unfortunately, in this regard actual
cloud cover above a photovoltaic power plant often differs greatly from the predicted
one. That may result from erroneous prediction as well as from unpredictable time-
dependent changes in the correct prediction of average density of cloud cover right
above the power station. Taking into consideration the fact that generally the weather
archives, used to learn PV models, are climatic models for the given geolocation
points, we obtain that the errors of climate modeling are brought to the models of
photovoltaic energy conversion.

To achieve robustness relative to errors of climatic models, we proposed reflexive
method to learn PV models. According to the method, retrospective data of integral
cloud cover level right above a photovoltaic panel are determined approximately in
the form of a ratio between the measured specific capacity of the generated electric
energy and the predicted level of insolation of a ‘clear sky’ taking into consideration
corrections for technological factors of fullness of solar panel use, and ignoring
slightly varying dominant functions of other factors. The data array of retrospective
cloud cover, obtained in such a way, is further applied to learn a PV model together
with other meteorological data. Hence, in consequence of the reflexive learning, a
factor of the enhanced sensitivity of the PVmodel to the errors of climaticmodels (i.e.
cloud cover dominance as an influential factor) is applied to minimize the sensitivity.

3 Discussion of the Results

Figure 4 demonstrates examples of classical learning of PV models (in terms of a
criteria minimizing mean-square error) as well as reflexive one.

Classical learning errors (see Fig. 4a) depend upon the classical model sensitivity
for errors of retrospective data according to which learning is performed. In Fig. 4a,
significant errors within 10:00–14:00 time interval result from incorrectly learned
function of cloud cover influence rather than erroneous forecasts for the period.
One can see that due to the incorrect learning, the predictable output is even more
than solar insolation which is impossible from physical viewpoint. In this context,
for the same period, cloud cover percentage, determined reflexively on the electric
energy generation level as well as upon the predicted solar insolation (17%), differs
insignificantly from the data of meteorological forecast (20%).

Diagram in Fig. 5 explains the results of comparative estimation of reflexive
learning efficiency on the criterion of relativemean absolute error rMAE for 13month
learning period. For this purpose, rMAE is determined as follows
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Fig. 4 Results of classical (a) and reflexive (b) learning of PV-models

rM AE =
∑

t |P(t) − G(t)|
∑

t G(t)
· 100 (10)

where P(t) is prognosticated output per current hour; and G(t) is generated power
measured during the current hour.s

The diagram in Fig. 5 supports clearly significant dependence of the classical
method error upon the accuracy of climatic models applied for learning. Accuracy
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Fig. 5 Results of the comparative assessment of the reflexive learning efficiency according to the
criterion of mean absolute error

of the models increases during summer decreasing in winter and autumn. As it is
understood from the diagram, behavior of the classical model is similar. At the
same time, reflexive model accuracy does not correlate noticeably depending upon
a season.

4 Conclusions

The following can be considered as the specific features of the proposed model of
photovoltaic conversion of solar energy:

1. factorization of the photovoltaic conversion function in the form of a product
of partial dominant functions;

2. analytical calculation of the functions on the criterion of minimummean-square
prediction error;

3. reflexive learning of photovoltaic models.

Factorization of photovoltaic transformation function simplifies drastically the
model while reducing learning period since numerous weakly influencing combina-
tions of simultaneously acting input factors are excluded from the consideration.

Analytical calculation of the influence functions while solving systems of alge-
braic equations saves time required to learn PVmodels to compare, for instance, with
the methods of successive approximations based upon the use of neural systems.
Digital systematization and averaging of influence functions, derived with the help
of direct calculation, creates conditions for PV model start in terms of minimum
depth of array of retrospective data applied for the model learning. That is extremely
important to predict operations of new power stations being connected to electric
energy system.
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Reflexive learning of PV models reduces drastically their sensitivity for errors of
climatic models used for the learning.

The developed model is used in the specialized software for a day-ahead advance
prognosis of 50 photovoltaic plants located in different regions of Ukraine. Nominal
power of the plants is 1–15 mW. Depth of the archive database, in terms of which
learning is provided, is the basic limiting condition to use the proposed model.
It should be more than the length of any sequence, being a part of it, of similar
(unaltering) data. Otherwise, singularity of system matrix results in noncomputable
functions of influence determining the forecast. Further development of the proposed
approach is seen as the improvement of calculation of algorithm solar radiation taking
into consideration diffusion and reflected components as well as taking into account
the trend of errors of meteorological weather forecasts.
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Investigation of Stationary Processes
in Vortex Energy Separator Through Its
Computational Fluid Dynamics Model

Anatoliy S. Kulik , Sergey N. Pasichnik , and Dmytro V. Sokol

Abstract The investigation of vortex effect arisen in a vortex energy separator, also
known as a Ranque-Hilsch tube is considered in the paper. The simple device with
no moving parts is widely used in propulsion, medicine, acoustic systems, industry,
thermoregulation, aviation, etc. In order to understand and investigate the physics of
stationary processes a computational fluid dynamics (CFD) model of gas-dynamic
flow in a vortex energy separator is proposed to use. Relationship of such parameters
of the working air flow as temperature, pressure and flow rate at each section of the
vortex energy separator was considered. CFD simulation results were used to obtain
nonlinear static characteristics of a vortex energy separator. The interval linearization
of nonlinear static characteristics was carried out and linear mathematical models
of the stationary process in the vortex energy separator as an automatic stabilization
object were formed.

Keywords Ranque-Hilsch tube · Vortex energy separator · Temperature
separation · CFD model · Static characteristic · Interval linearization

1 Introduction

For the first time, the vortex effect was recorded by the French engineer Joseph
Ranque in 1928. In order to study the thermal characteristics and increase the
efficiency of temperature separation, the German physicist Robert Hilsch in 1945
conducted experiments at different inlet pressures and various geometric parameters
of the experimental setup, later called the Ranque-Hilsch tube. In the series of exper-
iments to improve the performance of the Ranque-Hilsch tube, its design had been
changed, so the device was renamed as “vortex energy separator”. The simplicity of
obtaining the vortex effect in a vortex energy separator has led to itswidespread appli-
cation in various technical devices in engine building, medicine, acoustic systems,
industry, thermoregulation systems, aviation, etc. [1].
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The instability of the gas output parameters in the known devices has led to the
need to study the process of converting potential energy into kinetic energy.Anumber
of studies made it possible to clarify partially the temperature separation process
essence and identify the vortex effect instability causes [2]. These studies in major
are aimed at the performance coefficient increasing by changing the vortex energy
separator design and using the knownheat and gas dynamics equations.Accepting the
fact that the optimal design searching did not give conventional result, this problem
cannot be solved using such an approach. Automatic stabilization systems have
the fundamental ability to avoid instability [3]. For the synthesis of high-precision
temperature stabilizing system, knowledge is required in the form of mathematical
models of a vortex energy separator. In the scientific literature, you can find mate-
rials devoted to a detailed step-by-step description of the processes occurring in a
vortex energy separator, from the standpoint of heat transfer and hydrodynamics
[4–6]: starting with turbulence models and ending with a mathematical description
and methods for calculating swirling flows. However, no articles were found which
consider the efficiency increase of a vortex energy separator using such a mathe-
matical representation in form of transfer function or in the state space which could
be utilized for the synthesis of the temperature stabilization system. Therefore, it is
relevant to study the vortex effect process to form its linear mathematical models as
an automatic stabilization object.

The known results of scientific research on the vortex effect physics do not allow
to form analytical models of the input air flow potential energy conversion into the
output flow thermal energy [7]. Therefore, the most constructive approach is the
parameter identification to obtain mathematical model of vortex energy separators
as the automatic stabilization object of the outlet gas flows temperature.

The purpose of this research is to describe the physics of the processes occurring in
the prototype vortex energy separator using the computational fluid dynamics (CFD)
model, to obtain nonlinear static characteristics as dependences of the cold and hot
air flows temperature on the adjusting valve position at various values of the inlet
air flow pressure, and to form the linearized mathematical models of the considered
vortex energy separator.

2 Experimental Setup

The view of the experimental setup of vortex energy separator [8] is shown in Fig. 1.
The vortex energy separator is the reverse-flow Ranque-Hilsch tube with one tangen-
tially swirl nozzle inlet Fn = 1 mm2, energy separation chamber with diameter
D = 5.8 mm and length L = 116 mm, adjusting valve that is located on the hot flow
outlet side with travel range�ζ = 2 mm, diaphragm diameter d = 2.5 mm. The inlet
compressed air pressure is P = 5−7 atm., environment temperature Tenv = 18.85◦C,
relative humidity ϕ = 85%.

The sensors include three temperature sensors based on platinum thermistors for
both inlets (hot and cold flows) and pressure sensor. Each sensor is connected to the
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Fig. 1 The view of the experimental setup of vortex energy separator

matching unit where DC signals are generated that proportionally vary in the range
0 to + 5 V according to the physical parameters change. The executive device is
implemented on the basis of stepper motor with four-phase control and angular step
ϕ = 1.8◦C. The stepper motor shaft moves the adjusting valve linearly through the
gearbox.

All experiments were carried out at fixed pressure generated by the compressor:
5, 6, and 7 atm. The temperature was recorded for a certain period of time after each
change of the adjusting valve position throughout its operating range.

The functional diagram that reflects the air flow through the composed functional
elements of the vortex energy separator is shown in Fig. 2.

The settings of experimental setup are presented in [8].

3 CFD Model

CFD model is a complex of physical, mathematical and numerical methods for
computing the characteristics of flowprocesses. The drawings according towhich the
model was developed, and the results of experiments carried out on the experimental
setup (see Fig. 1) were used to create the CFD model.
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Fig. 2 Functional diagram of the experimental setup

The design was made in the SolidWorks modeling environment, numerical
modeling of the fluid flow in the vortex energy separator was performed using the
built-in tool for flow processes modeling Flow Simulation Library. Figure 3 shows
the results of modeling the vortex effect for compressed air temperature—18.8 °C,
pressure—6 atm. and the adjusting valve position—0.5 mm.

The parameters of the fluid region determine the steady-state conditions of the
vortex energy separator. Temperature, pressure and air flow velocity were selected
as the air flow parameters for CFD modeling analysis.
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Diaphragm6
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Fig. 3 Flow structure in the vortex energy separator
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The computational experiments were performed with constant air flow parame-
ters and various positions of the adjusting valve: from the complete overlap of the
corresponding outlet of the vortex energy separator to its extreme position. As a
result, the flow paths and its surface parameters were obtained.

The analysis of the obtained processes confirms the following hypothesis [9]: in
the center of the vortex is that part of the inlet air flow, which initially had an insignifi-
cant supply of kinetic energy, and the mechanism that ensures that this particular part
of the flow enters the center of the vortex is the separation in the field of centrifugal
forces flow elements with different tangential velocity.

At the moment compressed air enters through the nozzle 1 into the vortex energy
separator, the uniform flow has higher potential energy, expressed in air pressure,
and lower kinetic energy, characterized by the air flow velocity. The compressed air
flows through the vortex energy separator according to Fig. 2.

The velocity of air flow increases abruptly and the temperature and pressure
decrease when the flow enters the tangential swirl inlet 2 due to the narrowing of the
working area. In the other words, energy is converted from potential to kinetic.

After the swirling flow enters the peripheral layers of the energy separation
chamber 3, the kinetic energy gradually transforms into thermal energy, the flow
velocity decreases due to the fact that the friction force significantly increases
between the air particles and the inner wall of the vortex energy separator, therefore
the flow temperature increases.

Before passing through the boundary between the energy separation chamber 3
and the inner content of the valve case 4, the air flow rate increases due to the fact that
the valve closes a significant part of the working area of the vortex energy separator.
At this moment, the temperature along the entire perimeter of the section decreases,
while the pressure stays constant. Consequently, the reverse transformation occurs:
the heat energy is converted into kinetic energy.

Figure 4 shows that when air enters the internal volume of the valve case 4, the
flow pressure decreases to atmospheric pressure, and the temperature rises again.

Here the flow becomes chaotic. As such, the part of the flow that exits through
the valve case 4 is uneven in temperature and velocity, but uniform in pressure.
However, the average temperature value is greater than the temperature from which
the compressed air entered the tangential swirl inlet 2.

The residual air flow through the axial layers of the energy separation chamber
5 is directed to the diaphragm 6 located at the opposite end of the vortex energy
separator. The flow has the pressure that is slightly higher than the pressure of the
counter flow at this section, low temperature and speed. The latter is due to the fact
that the volume of the flow moving to the opposite direction is less than the volume
that filled the primary flow.

When this happens, on the surfaces of adjacent air flows a friction force arises,
due to the adhesion of air particles to each other. It leads to a decrease in velocity of
part of the flow that moves along the axial layers of the energy separation chamber
5, in relation to the air flow that moves along the peripheral layers 3.

At the outlet of the diaphragm 6, the temperature of the residual flow is several
times lower than the temperature of that part of the flow that was previously separated
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Fig. 4 Temperature distribution of the air flow when passing through the valve case

after passing through the tangential swirl inlet 2, but was not directed to the far outlet
of the vortex energy separator. Due to the fact that the peripheral layers of the air
flow leaving the diaphragm are swirling, the center relative to which the cold residual
flow is slightly displaced relative to the axis of the energy separation chamber 5. The
temperature distribution of the cold air flow at the diaphragm outlet is shown in
Fig. 5.

Generally, it is impossible to form an idea of the point parameters of temper-
ature separation in the vortex energy separator based on experimental data, since
the internal parameters cannot be measured without distorting the vortex effect.
Adequate computer model of the vortex energy separator allows measuring and
evaluating parameters at any point of its model.

Thus, the CFD model of the considered vortex energy separator made it possible
to display the trajectories of the air flow, thereby confirming the hypothesis [9], as
well as to carry out a number of experiments to obtain quantitative characteristics of
the output air flow. The CFD model confirmed the adequacy of the data obtained in
[8] for the prototype setup (see Fig. 1).
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Fig. 5 Temperature distribution of the cold air flow at the outlet of the diaphragm

4 Results and Discussion

Based on the geometry of the vortex energy separator, experimental data were
obtained using CFD modeling and represented in the form of temperature depen-
dencies between cold and hot air flows and the adjusting valve position at values
of the input air flow pressure of 5, 6, and 7 atm. in Figs. 6 and 7 respectively.
Dependences are shown in Fig. 6. They have the nonlinear ambiguous character
with evident extrema. This is also observed in investigations [10]. Figure 7 shows
that the characteristics are also nonlinear.

The presented dependencies have the following explanation. When the adjusting
valve moves, the area through which the air flow enters the internal volume of the
valve case 4 increases, that leads to in hot air flow parameters decrease in Fig. 7.
Another dependency can be observed in Fig. 7: the pressure increase leads to the
temperature increase, and the adjusting valve position does not significantly affect
this increment.

The volumeof the air flow that leaves the vortex energy separator through the valve
case 4 directly determines the residual volume of the air flow, which subsequently
exits through the diaphragm 6 (the flow rate of the input compressed air flow is
unchanged). The volume of the air flow moving to the diaphragm 6 decreases as the
valve moves, while the area through which this flow returns to the energy separation
chamber 5 increases. This leads to a decrease in velocity of this part of the flow and
friction between two oppositely moving air flows so the cold air flow temperature
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decreases. However, there is a critical adjusting valve position (ξ ≈ 0.5−0.6 mm),
in which the volume of hot air outlet is large enough for the kinetic energy of the
cold air to decrease significantly so the temperature of the cold air in the outlet starts
to rise again. Figure 6 shows a decrease in temperature with increasing inlet air flow
pressure, and the adjusting valve position does not affect this increment as well as
the hot air temperature described above.

The simulation of the vortex energy separator was carried out with various param-
eters of the vortexflow, startingwith the conditionwhen the valve case 4 is completely
closed and ending with the condition when the valve case 4 is completely opened
in order to calculate the gain as the major parameter of mathematical model. The
obtained nonlinear characteristics give the possibility to construct the simplest math-
ematical models of static transformation by dividing them into two pronounced
intervals and performing the linearization of the presented dependencies.

Figures 6 and 7 show the results of the interval linearization of the dependences
of the air flow temperature on the adjusting valve position at various pressure values
over the entire range of input signal. The maximum linearization error is 2.56 °C,
and the integral error is 26% for cold air flow temperature at 7 atm.

The following mathematical model attributes of the vortex energy separator have
been obtained for the cold air flow at a pressure of 5 atm.:

• errors 0.44 and 0.9 °C;
• operation points {0.25; 1.4} and {0.75; 5.33};
• input signal ranges [0 0.5] and [0.5 2] mm;
• output signal ranges [3.32 −0.52] and [−0.52 11.18] °C;
• gains kC −7.68 and 7.8 °C/mm;
• linearized characteristic equation �TC = kC · �ξ,
• where �ξ—increment of adjusting valve displacement relative to its initial
• position, mm, �TC—increment of cold air flow temperature, °C.

The following mathematical model attributes of the vortex energy separator have
been obtained for the hot air flow at a pressure of 5 atm.:

• errors 1.31 and 0.86 °C;
• operation points {0.4375; 33.85} and {1.4375; 22.1};
• input signal ranges [0 0.875] and [0.875 2] mm;
• output signal ranges [42.5 25.2] and [25.2 19] °C;
• gains kH −19.77 and 5.51 °C/mm;
• linearized characteristic equation �TH = kH · �ξ,
• where �TH—increment of hot air flow temperature, °C.

In a similar way, the attributes of the linearization were obtained at pressures of
6 and 7 atm. for cold and hot air flows.

Thus, the presented approach to the static characteristics linearization made it
possible to obtain the parameters of the mathematical model of the vortex energy
separator for entire possible range of the adjusting valve position and all considered
values of the input air flow pressure.
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5 Conclusions

The complex air flow inside the vortex energy separator was investigated using
the CFD model. The use of CFD gives the opportunity to understand the vortex
effect physics and obtain adequate stationary processes which arise in vortex energy
separator due to the temperature separation hypothesis. The simulation results were
used to construct nonlinear static characteristics as dependencies between the input
parameters (valve displacement and inlet air flow pressure) and output parameters
(cold and hot flows temperature). Interval linearization of each characteristic over
the entire range makes it possible to designate the operating modes of the considered
vortex energy separator for certain values of the input flow pressure and the adjusting
valve position without significant loss of accuracy.

Maximum linearization error in the dependence of the hot air flow temperature on
the valve position is 1.7°C at 7 atm. Maximum linearization error in the dependence
of the cold air flow temperature on the valve position is 2.56°C at 7 atm.

Interval linear mathematical models of stationary processes in the prototype of
vortex energy separator are obtained as mathematical models of the automatic stabi-
lization object, which allow to synthesize algorithms for outlet air flows temperature
stabilization in steady-state operation mode.
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Numerical Analysis of the Gas Turbine
Rotor Blades Thermal State Using
a Refined Mathematical Model

Serhii Morhun

Abstract In this paper the problem of gas turbine rotor thermal state has been
studied. The physical model of the gas flow and heat transfer in the turbine rotor
can be formulated as the flow of a viscous heat-conducting gas through a row of
impellers with non-uniformity of flow parameters at the rotor inlet and outlet. Such
processes can be correctly described by using the system of Navier–Stokes equations
for a compressible heat-conducting continuum with the correct determination of
turbulent components. For this problem solution, the new,more correct mathematical
model on the base of the hexagonal finite elements has been designed. Taking this
mathematical model into consideration, the flow temperature in the rotor root and
peripheral sections have been calculated. The temperaturefields on the inlet andoutlet
impeller blades have also been determined. The obtained results can be applied in
the further study of the gas turbine rotor stress–strain state.

Keywords Gas turbine engine · Turbine rotor blades · Hexagonal finite elements ·
Heat exchange · Blades surface temperature field · Navier–Stokes equations system

1 Relevance of the Research

1.1 Factors, Influencing the Heat Transfer in the Gas
Turbine Rotor

One of the most challenging tasks in the design of gas turbines is the task of deter-
mining the heat flows from the gas to the blades. The processes of heat and mass
transfer in the near-wall regions of rotor blades are characterized by the complex
effect of a number of factors: turbulence, separation of the boundary layer, tran-
sient flow regimes from laminar to turbulent flow, flow gradient and compressibility,
surface roughness; the influence of inertial forces etc.
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1.2 Methods of Rotor Blades Surface Temperature
Determining

There are various methods for the heat transfer calculating in gas turbine rotors. But
it is rather difficult to find out an exact method that would make it possible to deter-
mine the conditions for external heat transfer between the gas and the blade, taking
into consideration all of the above factors. Therefore experimentally substantiated
generalizations (criterion dependences), approximate integral calculation methods,
as well as numerical methods for solving the boundary layer equations, and averaged
Navier–Stokes equations (Reynolds equations) are used [1, 2].

It is practically impossible to take into account all of the above factors during
calculating external heat transfer. At the same time, the determination of the heat
transfer coefficient from the gas flow to the blade wall should be carried out with
the highest possible accuracy, since an error in setting the heat transfer coefficient
as a boundary condition for external heat transfer leads to an error in determining
the temperature of the blade surface, which, in turn, can lead to a significant error in
determining the rotor stress–strain state.

The full-scale experimental methods of the external heat transfer used for the
fairly accurate determination of the blades temperature are given in literature [3−6].
However, the process of a full-scale experiment is very expensive, therefore, it is
necessary to solve the problem of determining the conditions of external heat transfer
at the design stage. Progress in the development of computer technology, together
with the latest advances in numerical methods makes it possible to determine the
temperature on the turbine blades surface [1, 5−9].

Based on the analysis of the above literature sources, it can be concluded that at
themoment there are still a number of unsolved problems regarding the improvement
of the determination of the temperature field of the gas turbine rotors blades. Thus,
the development of a refined mathematical model for determining the temperature
field on the surface of the turbine rotor blades is actual.

2 Research Object and Aim

The research object is the gas flow through the turbine rotor. Turbine rotor can be
considered as a system of blades of the same shape spaced on the surface of impellers.
The impellers form an assembly by means of a special shaft. Flowing through the
impellers, the gas flow changes the speed and direction of its movement. In stationary
nozzle blades, the potential energy of the flow is converted into kinetic energy to
ensure the required speed and direction of the flow. In the rotating impellers, the
kinetic energy of the flow is converted into mechanical energy of rotation.

On the basis of the above-described real process, the physical model of the flow
and heat transfer in the turbine rotor can be formulated as the flow of a viscous heat-
conducting gas through a row of impellers with non-uniformity of flow parameters at
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the inlet, separation phenomena, compressibility effects, turbulence, and changes in
the parameters of the boundary layer on the blade surface. For a correct description
of the parameters of heat andmass transfer, taking into account the above factors, it is
necessary to develop a refined mathematical model that describes complex physical,
thermo- and gas-dynamic processes in the turbine rotor.

Thus the aim of the research is to develop a refined mathematical model for
calculating the temperature field on the gas turbine blades surface by solving a system
of averaged Navier–Stokes equations and a model of turbulent gas flow.

To achieve this aim, the following tasks must be solved:

• Todevelop a refinedmathematicalmodel for determining the external heat transfer
on the turbine blades based on the solution of the system of averaged Navier–
Stokes equations and its verification;

• Determine the temperature fields on the surface of the turbine rotor blades.

3 Formulation of the Problem

As the stationary coordinate system, the Cartesian right-handed xyz coordinate
system with the center at pointO located on the gas turbine engine axis is taken. The
z axis is perpendicular to the turbine axis, and the x axis coincides with this axis.
The rotating coordinate system rotates together with the turbine rotor at a constant
angular velocity � equal to the angular velocity of rotor.

3.1 The Navier–Stokes Equations System for a Compressible
Heat-Conducting System

The system of Navier–Stokes equations for a compressible heat-conducting
continuum can be written in the form:

∂ρ
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∂x j

(
ρŨ j
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ρŨi Ũ j

)
= − ∂p

∂xi
− ∂

∂x j

(
τi j + ρu′

i u
′
j

)
;

∂
∂t

(
ρH̃

)
+ ∂

∂x j

(
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(
Uiτi j + u′
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′
i j + Q j + ρu′

j H
′
)
,

(1)

where t is the time, s; ρ is the density, kg/m3; p is the pressure, Pa; Ũi and u′
i are the

components of the average and pulsation velocity; τ′
i j is the Reynolds stress tensor;

ρ · u′
j · h′ is the heat flux due to turbulent transfer.

Symbol “ ~ ” refers to time and density averaged parameters; symbol “/” refers
to ripple components.
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τ ′
i j = − 2

3μ
(

∂Ui
∂x j

+ ∂Uj

∂xi

)
—the average stress tensor; Q j = −λ ∂T

∂x j
—the average

heat flux.
The term ρu′

i u
′
j characterizes the effect of the flow turbulence. It has the mathe-

matical form of a second-order tensor and acts like a stress. Therefore, this tensor is
called the Reynolds stress tensor. The term ρu′

j h
′ characterizes the heat transfer due

to turbulent pulsations.
To close the system of Eq. (1), it is necessary to express the unknown turbulent

pulsation components. For these purpose we use the equation of state in form:

p = ρ · R · T . (2)

3.2 The Turbulent Components Determination

The Reynolds stress tensor is expressed by the following relationship:
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where k is the turbulent kinetic energy.
Turbulent heat flow h is modeled in accordance with the hypothesis of eddy

gradient diffusion [1, 7, 10−15]:

−ρu′
i h = μi

Pr

∂h

∂x
, (4)

where Pr, is the turbulent Prandtl number.
The proportionality coefficient is selected on the dimensions theory base. The

gradient diffusion hypothesis implies a relationship between the turbulent transfer
of mass or heat and the gradient of the transferred substance.

The term responsible for the work of viscous forces due to turbulent pulsations is
approximated as follows:

∂
(
u′
iτ

′
i j

)

∂x j
= ∂

∂x j

(
μ

∂k

∂x j

)
. (5)

Relations (3)−(5) express the turbulent pulsation terms in the Reynolds equations
only as functions of time-averaged quantities and they are could be determined only
if the turbulent viscosity μ and the turbulent kinetic energy k are known. So, the
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Reynolds equation system (1) can be rewritten into form:
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(6)

where p∗ = p + 2
3ρk; H = h + 1

2UiU j .

By analogy with the kinetic theory of gases, turbulent viscosity can be represented
in the form proposed by Prandtl and Kolmogorov [5, 12, 16−20]:

μ = ρ · cμ · L · v, (7)

where c = 0.09 is an empirical constant, L and v = √
k are the characteristic scales

of the length and velocity of turbulence.
From (7) it follows that to determine the turbulent viscosity it is sufficient to know

the values of two parameters characterizing the scales of the length and velocity of
turbulence. Also it is more useful to take into consideration the turbulence kinetic
energy dissipation rate (ε) or turbulence kinetic energy pulsation frequency (ω):

ε =
3
√
k2

L
; ω = ε

k
, (8)

To simulate turbulence and correctly describe the dynamic and thermal boundary
layer on the outer surface of a turbine blade, the semiempirical SST (Shear Stress
Transport) Menter model is used [7, 21, 22]. This model combines the advantages
of the k-ε and k-ω turbulence models and is a combination of them.

4 Solution to the Problem

Analytical solutions of equations system (6) does not exist, therefore, to obtain solu-
tions for the case of a real gas flow in a turbine, it is necessary to use numerical
methods, namely, the finite volume method.

Consequently, the spatial computational region of the blades channel of the turbine
rotor is covered with a discrete mesh, which is divided into finite elements of the
hexagonal type [23].

Using the FEMdependencies, the system of Eq. (6) is transformed into a system of
matrix equations in the consideredfinite element. The shape functions for a hexagonal
finite element are given here:
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N1 = (1 − η) · (1 − ξ) · (1 − ζ); N2 = η · (1 − ξ) · (1 − ζ);
N3 = η · ξ · (1 − ζ); N4 = (1 − η) · ξ · (1 − ζ);
N5 = (1 − η) · (1 − ξ) · ζ; N6 = η · (1 − ξ) · ζ;
N7 = μ · ξ · ζ; N8 = (1 − η) · ξ · ζ,

(9)

where η, ξ, ζ are the finite element local coordinates.
There are the dependencies between the finite element local coordinate system

(9) and the turbine rotor global coordinate Cartesian coordinate system:

⎡
⎢⎣

∂N
∂x
∂N
∂y
∂N
∂z

⎤
⎥⎦ =

⎡
⎢⎣

∂x
∂η

∂x
∂ξ

∂x
∂ζ

∂y
∂η

∂y
∂ξ

∂y
∂ζ

∂z
∂η

∂z
∂ξ

∂z
∂ζ

⎤
⎥⎦

−1⎡
⎢⎣

∂N
∂η
∂N
∂ξ
∂N
∂ζ

⎤
⎥⎦. (10)

Taking into account the shape functions, the temperature matrix of any finite
element modeling the surface of the turbine rotor blades is determined as follows:

Te = [Ni ]
T · {Ti }T (i = 1...n), (11)

where Ti are temperatures at the nodes of the considered finite element.
The global matrix describing the temperature field of the blade surface is obtained

using the superposition method from the temperature matrices of individual finite
elements Te.

5 Main Results and Their Analysis

The power of the investigated gas turbine is 25 MW. The gas temperature at the
entrance to the turbine rotor is 1583 K; total pressure at the stage inlet 0.7578 MPa;
rotor speed 9390 rev/min.

5.1 The Flow Temperature Structure in the Rotor
Axisymmetric Section

The spatial structure of the flow temperature is represented by axisymmetric sections
in the root (Fig. 1a) and peripheral (Fig. 1b) sections of the turbine rotor.

Analyzing the data, presented on the Fig. 1 we can find a sharp temperature
gradient between the root and peripheral blade sections. The matter is that the gas
flow after passing the inlet firstly penetrates the peripheral part of the rotor. Only
after heat exchange between the flow and periphery the whole blade is heated up to
the root.
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Fig. 1 Temperature field in the turbine rotor sections: a root section; b peripheral section

Fig. 2 Temperature field on the turbine rotor blades surface: a outlet impeller; b inlet impeller

5.2 Temperature Fields on the Turbine Rotor Blades Surface

But due to the blade construction and twisting of the rotor, the cross-sectional area
decreases from the blades root to their periphery. Thus the temperature field has
a gradient in the radial section too. The temperature field on the inlet and outlet
impellers blades surface is presented on the Fig. 2.

Analyzing data, presented on the Fig. 2, we need to highlight that the temperature
field for both impellers has sharp gradients. The main temperature gradients are
located from the blades back side in the peripheral area. Such an inconsistency of
temperatures produces an additional temperature stresses and demands to take them
into consideration while determining the turbine rotor stress–strain state.

6 Conclusion

The analysis performed shows the relevance of the gas turbine rotor blades tempera-
ture fields determining. Using the Navier–Stokes equations for the case of turbulent
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viscous flow, a refined mathematical model on the base of hexagonal finite elements
has been developed. Using this mathematical model, the fields of flow temperatures
in the rotor axisymmetric section and the turbine blades surface temperature on the
rotor inlet and outlet impellers have been calculated. The obtained results can be
applied in the further study of the gas turbine rotor stress–strain state.
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Elliptical Methods for Surface Meshing

Larysa Khalanchuk and Serhii Choporov

Abstract Avariety of engineering processed could bemodelled bydifferential equa-
tion with partial derivatives. Typically, differential equations for complex domains
are solved by numerical methods. The initial step of such methods often requires a
discrete representation of the domain by a grid or a mesh. In many practical cases
domains could be combinations of cylindrical or conic shells. Such domains could
be meshed using structured or block-structured grids. The general strategy is an
adaptation of the grid to the domain’s shape. Such adaptation should process prop-
erties of the problem, e.g. forces. In this case the grid should be non-uniform with
the increased density of elements in some regions. The elliptical method is a general
method for a mesh adaptation. This method uses elliptical differential equations with
partial derivatives to handle density of elements over the domain. In this article, we
developed the elliptical method for cylindrical and conic shells meshing. Control-
ling functions are used to manage density of elements in the mesh increasing it near
specified coordinate lines.

Keywords Discrete Model · Grid · Poisson equation · Control functions ·
Thickening of grid · Surface of the body rotation

1 Introduction

Taking into account the intensive development of computer technologies, mathemat-
ical modeling of various physical processes acquires special importance. Many such
processes are described by equations with partial derivatives, the analytical solu-
tion of which sometimes cannot be obtained through the complexity of the equations
obtained, complex geometry of the domain or other properties of the problem. There-
fore, numericalmethods for solving equationswith partial derivatives arewidely used
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in various fields of science and technology. Many numerical methods build the solu-
tion using a discrete representation of a domain. The discrete representation is also
known as a mesh or a grid and related to subdivision of the domain into the finite
number of simple shapes (elements). A grid is a set of elements that might only have
intersections in common nodes and edges. The problem of gridding includes adapta-
tion of nodes to the domain shape and often to the problem properties. For example,
density of elements in the grid could increase in regions loaded by high forces. The
gridding problem arises, for example, in space engineering problems where domains
are typically cylindrical or conic shells. Such shells could be modelled by structured
or block structured grids. Elliptical methods allow to use partial differential equa-
tions to manage the density of elements in the structured grid. Such methods require
to define controlling functions and solution of an elliptical equation.

2 Literature Analysis and Problem Statement

To solve differential equations with partial derivatives, the adaptive strategy is often
desirable, one of the important approaches of which is the method of deformation
of the grid [1]. It applies to various physical and engineering problems, such as
combustion, shock waves, diffusion reactions and two-phase streams [2–4].

When the main problems depend on time, deformed grids vary in the process of
changing time, and thus the method is called the method of moving mesh. In the
method of finite elements of a moving grid, the grid changes in the computing region
is used to control the redistribution of the grid in the physical region at each time
step. Then the solution is updated by a certain formula. This method was used in
many applications [5].

Elliptical equations with discontinuous coefficients and separate sources are of
great importance in the dynamics of liquids, material science and biological systems.
To solve such equations, methods based on finite volume [6], lump-polynomial
sampling [7], themethod of communication interface [8] can be used [7]. Themethod
of agreed interface (MIB—The Matched Interface and Boundary) was originally
introduced by Zhao and Wei to solve Maxwell equation with material interfaces
[9], and later generalized to solving elliptical equations with distant coefficients and
special sources [10–13], as well as the Helmholtz equation with material interfaces
[14].Most approaches are usually used simple regular Cartesian grids. Such grids are
definitely not optimal for problems with localized dramatically different solutions.
One of the optimal strategies of localized cardinal changes is to clarify the local grid.
Methods of interface based on finite elements and final volumes can embed locally
adaptive grid generation algorithms [15]. However, it is very difficult to construct
convergent methods of convergent finite elements or final volumes based on complex
interfaces, in particular interfaces with geometric features [10, 16].

Analysis of approaches to the deformation of the grid is considered in [17]. Most
studies relating to the deformation method of linear elasticity, the method of finite
elements was used to sample the equations of linear elasticity, and then solved the
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resulting linear system a generalized minimum residual method (GMRES) [18].
The deformation of the grid by interpolation analogies can be used to arbitrary
types of grids that contain common multifaceted elements or hanging nodes [19].
Interpolation schemes achieve higher computing efficiency and smaller memory
requirements compared to physical schemes [20–22]. However, any interpolation
process is associated with a certain error field.

In the study [23], the 3d AGARD enclosure body has been verified as a problem
with a complete fluid and structure, relatively the deformation results of the weighing
method at the reverse distance (IDW) and the interpolation of the radial baseline
function (RBF). The method of interpolation of the radial baseline function can be
used as an interpolation function for transferring movements known to the structure
of the structural grid, in a grid of a liquid that produces high-quality grids with
reasonable orthogonality preservation near deforming boundaries [24]. In the article
[25], it is proposed in the method of interpolation of the radial baseline function
of the technique of maintenance, which limits the deformation of the grid to the
surrounding area of a moving surface.

In [26, 27] methods of deformation of a structured grid using control functions of
the Differential Equation of Poisson are considered. Investigation of condensation
of mesh nodes through control functions specifying the region of diagonal lines,
circle, sinusoids with the equation of Euler used in gas dynamics are shown in the
article [28]. Construction of a structured grid surface that simulates the density of the
probability of finding an electron in a given area of the quantum point of different
species due to the solution of the Schrödinger wave equation is executed in [29].

Taking into account the widespread use of structured nets in applied problems, it
can be argued that the development of methods of generating discrete models, finite
elements of which are thickened in places of high forces concentration and in places
where the design has a special form, is an urgent task.

3 Materials and Methods of Research

3.1 The Purpose and Tasks of Research

The objective of this article is to develop elliptical method for structured grid
adaptation in cylindrical and conic domains.

3.2 Materials of Research

In structured grids, a neighborhood between nodes allows to define neighbor
elements. The design of such grids makes it easy to increase the number of nodes
for the assessment of convergence, errors and to increase the accuracy of numerical



128 L. Khalanchuk and S. Choporov

methods of solving boundary problems. Differential methods based on elliptical and
parabolic equations give smooth internal coordinate lines, so it is possible to build
orthogonal lines and thickening lines.

Consider the elliptical method on the example of an elliptic equation. For the
curvilinear estimated area, the conversion of coordinates, which allows the curvi-
linear physical region in the coordinate system (x, y), is used to convert the grid,
which allows the curvilinear physical region in the coordinate system (x, y) to transfer
to a rectangular estimated area in the system (ξ, η). The connection between physical
and estimated regions is determined by dependencies:

x = x(ξ, η), y = y(ξ, η). (1)

In the simplest generalized form, taking into account the transformation from the
physical to the estimated area of coordinates (1), we have the Laplace equation for
generation a structured grid. To obtain a thickening of the grid in the desired areas,
control functions P (ξ, η), Q (ξ, η) and the Poisson equation:

∇2ξ = P(ξ, η), ∇2η = Q(ξ, η). (2)

Since grid lines are set in space (ξ, η), then it is necessary to obtain dependencies
x = x (ξ, η), y = y (ξ, η), so dependent and independent variables in Eq. (2) need to
be changed.

Solution (2) in the estimated area of the coordinate system (ξ, η) is given the form:

⎧
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In general, Eq. (3) are nonlinear, so they are solved numerically using, for example,
difference schemes. Consider the condensation of nodes to a certain coordinate line,
you can use control functions that can be given formulas:

P(ξ, η) = −
N∑

n=1

an
(ξ − ξn)

|ξ − ξn| e
−cn |ξ−ξn |, (5)

Q(ξ, η) = −
N∑

n=1

an
(η − ηn)

|η − ηn| e
−cn |η−ηn |, (6)
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where N is the number of lines (coordinate lines ξ = ξn and η = ηn), near which the
grid should be thickened, and the coefficients an, cn- positive parameters.

The function (5) leads to the combination of lines ξ = const to line ξ = ξn , and
the function (6) leads to the combination of lines η = const to line η = ηn . Influence
of parameters of control functions (5) and (6) on the quality of the grid during 2D
modeling was considered in articles [26, 27].

Consider the influence of parameters of control functions (5) and (6) to a grid
that is a surface model. We perform a survey of a surface modeling a cylinder and a
cone. Since cylindrical and conical forms are widespread in engineering structures,
then the study of thickening of the grid in the places of high forces concentration
is an up-to-date problem. From a mathematical point of view, the scanning of the
cylinder is a rectangle, so the thickening of the grid on the surface of the cylinder is
performed initially on the scan, and then a spatial figure is formed.We perform a grid
generation in a Scilab program package using formulas (3)–(4), and condensation
by vertical lines by formula (6). As a result of calculations we build condensation on
the surface of the cylinders (Fig. 1) followed by the conditions of the formula (6):

N = 1, an = 5, cn = 1, ηn = 0.3. (7)

N = 1, an = 5, cn = 1, ηn = 0.8. (8)

For a conical surface, we carry out a similar to a cylinder generation of a structured
grid using Eqs. (3)–(4). As a result of calculations, we build condensation on the
surface of the cones (Fig. 2), followed by the conditions of formula (6):

n = 20, N = 1, an = 5, cn = 1, ηn = 0.2. (9)

n = 20, N = 1, an = 5, cn = 1, ηn = 0.7. (10)

Fig. 1 Creation of the cylinder surface grid: a thickening condition (7), b thickening condition (8)
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Fig. 2 Thickening of the grid of the cone surface: a thickening condition (9),b thickening condition
(10)

In order to study the influence of parameters of control functions on the quality
of the grid, compare the results of the generation for different values of parameters
an, cn with ηn = 0.5, the latter value will ensure better visibility. Also, for the clarity
of thickening of the grid, we arrange a tapered surface to the top of the bottom.
Consequently, for Eq. (6) we take the following general conditions:

n = 20, N = 1, ηn = 0.5. (11)

Then we can observe the grid changes due to the change of parameters for
cylindrical (Fig. 3) and conical surfaces (Fig. 4).

According to the results of our research (Figs. 3 and Fig. 4) we can conclude that
an increase in the second parameter makes a grid close to orthogonal.

In practice, the most frequent thickening of the grid occurs in the places of high
forces concentration, which may be a place of connection of structures of various
forms. During the mathematical modeling of a given process, there is a problem of
combining the nodes of the grid in places of connection of the design, the thick-
ening of the grid adds a complication to the process of combining nodes. In aircraft
construction and rocket buildings most often use surfaces with the best properties of

Fig. 3 Creation of the cylinder surface grid: a thickening condition an = 3, cn = 1; b thickening
condition an = 5, cn = 1; c thickening condition an = 5, cn = 5
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Fig. 4 Thickening of the grid of the cone surface: a thickening condition an = 8, cn = 1; b
thickening condition an = 6, cn = 1; c thickening condition an = 6, cn = 3

Fig. 5 Thickening of the grid during a combination of a cylinder surface and a cone surface: a)
an = 6, cn = 1; b) an = 3, cn = 1

wrap, which do not have clearly pronounced angles, for example, to reduce air resis-
tance. An example of such domains is the cylindrical or conic shells. The study was
considered a combination of surfaces of the following bodies of rotation: cylinder
and cone (Fig. 5), cylinder and spheres (Fig. 6) and two conical surfaces (Fig. 7).
To construct the specified surfaces, the parameters of control functions were deter-
mined, which gave the best option of combining nodes of the grid: to combine the
cylinder with a cone and the sphere and to combine the two cones.

3.3 Research Results

The grid generation shells and combinations of shells could be employed in different
engineering fields, for example, in the air and rocket industry. The thickening of the
grid in different places of a homogeneous surface and the connection of different
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Fig. 6 Thickening of the grid during a combination of a cylinder surface and a sphere surface: a
an = 3, cn = 1; b an = 5, cn = 1

Fig. 7 Thickening of the grid during a combination of two cone surfaces: a an = 3, cn = 1; b
an = 5, cn = 1

surfaces is investigated. The thickening of the grid was performed using the control
functions of the Poisson equation. The influence of parameters of control functions
to the values of each mesh cell is investigated. It has been found that the quality
of the grid (its orthogonality) improves with an increase in the value of the second
parameter cn of the formulas of control functions (5), (6).

The observed patterns of influence parameters of control functions on the orthog-
onality of the structured grid are confirmed by similar results spent on flat regions
[26, 27].
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4 Conclusions

Elliptical methods allow to use partial differential equations to manage the density of
elements in the structured grid. Such methods require to define controlling functions
and solution of an elliptical equation. Particular attentionwas paid to the investigation
of the influence of control functions on the management of the grid’s density. For
the elliptical method, control functions are considered by which can be condensed
to coordinate lines. The influence of parameters of control functions of the elliptical
method on the mesh quality was investigated, namely its orthogonality.
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Research and Mathematical Modeling
of Filter Elements Production Processes

Svitlana Popereshnyak and Anastasiya Vecherkovskaya

Abstract The article reviews the industrial production of polypropylene filter
elements. One of the main problems of polypropylene fibrous filter elements produc-
tion management is technological process control. The polypropylene fibrous filter
elements technological production process control system modeling is reviewed.
Considering the large number of factors and parameters influencing the produc-
tion process, 4 main ones were identified. And the filter element fiber thickness
mathematical models that depend on the technological process parameters were
created. The research of the created models was conducted. This made it possible
to construct an algorithm for designing the polypropylene filtering elements fiber
optimum thickness.

Keywords Extrusion · Production parameters management · Mathematical
modeling · Fiber thickness

1 Introduction

Increasing the efficiency of amodernmanufacturing enterprise is possible through the
development and implementation of complex information systems and complexes,
which will include technological control objects and information systems for
managing technological processes.

Despite significant achievements in the development of computer technology and
information technology, the creation of the information technology at chemical plants
associated with the production of polypropylene fiber filter elements (PFFE) does
not keep up with the growth of labor productivity in the industry. The variety of
machine types and the corresponding production methods and procedures did not
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allow to develop and improve the universal informationmanagement system for such
an enterprise. In view of this, the question of finding and developing technologies
on the basis of which systems invariant to production problems can be developed is
important and relevant.

PFFE production is a complex production process, and is performed with the use
of automation and information technologies, as a reflection of the general trend of
transition from manual production operations to machine ones. If the increase in
labor productivity is ensured by the use of more advanced tools, then maintaining
it at a necessary high level is ensured by appropriate forms of organization of the
production technological process and the use of purposeful and adaptivemanagement
of subjects that are involved in the production process.

2 Analysis of the Structure of PFFE, Depending
on the Field of Application

Let us consider fibrous-porous filtering elements based on fiber-forming polypropy-
lene for filters for purifying natural gas, air, water and aqueous solutions, hydraulic
and turbine oils, petroleum products and other organic liquids. The basis for the
production of PFFE is a bulky filtering nonwoven material obtained by aerodynamic
spraying of a polymermelt. This polymer has high chemical resistance, low tendency
to swell in bases, acids and oil products. This property allows this material to be used
for manufacturing filter elements for a wide range of applications. Namely, in various
filters and separator filters designed to clean natural and associated gas from solid
particles, droplet moisture, oil aerosol and gas condensate, as well as in filters used
to filter various liquids. And such a feature of the PFFE structure, as the autohesion
of fibers at their intersection points, allows them to be effectively used as coalescers
[1].

Let us consider the process ofmanufacturing elements fromporous polypropylene
by pneumoextrusion. The method consists in the formation of molten polypropylene
through forming heads, followed by stretching the uncured extrudate with a stream
of hot air and applying it to a rotating helical cylindrical rod. The design of the
receiving device allows for a continuous process of forming frameless elements (see
Fig. 1).

The resulting structure of the cartridges is rigid and stable, since it is fixed by
thermal stitching of microfibers and slightly pressed with a special roller. With the
seeming simplicity of the technology, the operator must control a sufficiently large
number of process parameters, taking into account the incoming quality control of
the feedstock. By changing the key parameters, you can get cartridges of different
micron ratings from 0.3 to 100 microns, different lengths and diameters [2].

The area of application of elements made of porous polypropylene is quite diverse
[3, 4] (Table 1).
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Fig. 1 Diagram of the production of elements from porous polypropylene by pneumoextrusion

Table 1 Application
examples of filter elements in
various industries

Branch Application

Water preparation Industrial filters
Household filters
Industrial wastewater treatment

Food industry Purification of drinking water
Filtration of wine, beer, juices
Purification of vegetable oil

Chemical industry Purification of water and
chemical solutions
Purification of galvanic
solutions
Cleaning of varnishes,
emulsions, paints

Biotechnology Purification of culture fluids
Micro filtration
Filtration as sterilization

Mechanical engineering
industry

Cleaning of transformer and
turbine oils
Cleaning of lubricating and
cooling liquids
Fuel cleaning

Medical industry Purification of aqueous
solutions
Purification of non-aqueous
solutions
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This includes the arrangement of water wells, filtration of fuel and fuels and
lubricants, the use of filters in industry, filtration of gases and air, the use of drainage
systems in agriculture and construction, etc. [5, 6].

The structure of filter elements is formed on the basis of calculations made on the
basis of technical requirements for a specific filter-separator and liquid composition.
The task of the calculations is to determine the design parameters of the PFFE (the
design of filter elements and their number in a particular filter), which, in turn, must
provide the main operational parameters: density, filtration efficiency, permissible
initial pressure drop [7].

The feasibility of using a stochastic form of Pennes bioheat model within a 3-
D finite element based Kalman filter (KF) algorithm is critically evaluated for the
ability to provide temperature field estimates in the event of magnetic resonance
temperature imaging (MRTI) data loss during laser induced thermal therapy [8].

3 The Set of Parameters of the Technological Process
of Manufacturing Elements of Porous Polypropylene
by Pneumoextrusion

During the production of filter elements and drainage elements by pneumo-extrusion
method, a significant number of parameters of the technological process can be
changed to ensure a certain structure of each layer [9, 10].

These are parameters such as:

• Melting temperature in the heating zones of the extruder and the forming head;
• The speed of the dosing pump and, accordingly, the mass of the polymer melt;
• Pressure and temperature of the air supplied to the forming head;
• The rotational speed of the receivingmechanism and its distance from the forming

head;
• Parameters of the calendering device (if used).

It should also be taken into account that all of these options will change
dramatically when used in the manufacture of raw materials of various grades.

If we analyze all the input parameters, then the main task of automating the
production of filter elements from porous polypropylene by extrusion becomes to
reduce the number of control parameters of said process.

The number of layers in this case can be increased, starting from the filtering layer
to the outer, accumulative layer, while the density of the material will decrease in
the direction of the outer layer. This process in production can be either discrete or
continuous.

As indicated above, we note that wewill consider the production of elements from
porous polypropylene by extrusion from one grade of polymer.

It has been experimentally substantiated that the most influential are two main
input parameters that affect the diameter of the fiber, which is formed from molten
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Fig. 2 Diagram of the dependence of the fiber diameter on the air pressure supplied to the forming
head

polypropylene, and, accordingly, the density of the layer on the product is the air
pressure and the material feed rate (molten polypropylene) [11].

The fiber diameter for the production of the layers of the filter element, which
interchange the fine-fiber and thick-fiber layers, depends on the air pressure when
the fibers are applied to the product (see Fig. 2).

Large surfaces such as rods with many holes give low resistance and the melt
pressure in clean nets can be as low as 6–10 MPa at the worm tip.

It has been experimentally established that with an increase in the polypropylene
feed rate to themold from1000 to 5000m/min, a significant change in themechanical
properties of the resulting fibers is observed: a decrease in tensile elongation, an
increase in the modulus and fiber strength (see Fig. 3).

For the production of a thinner layer, where a fiber thickness of about 20 microns,
usually 10–25 MPa is supplied, and a small wire insulation can give up to 50 MPa
or more.

A lower pressure forming head may allow faster production, but if the thickness
is not uniform, there will be excess material consumption or the risk of scrap.
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Fig. 3 Graph of the dependence of the fiber diameter on the feed rate of the material
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3.1 The Method of Selecting System Parameters Depending
on the Industry

To select the required parameters for the selected application, follow these steps:

1. Determine the technical conditions (characteristics) of the industry for which
the filter element will be produced.

2. If a drainage element is made, which consists of a single layer of fibers, then it
is necessary to set control parameters for it, the main of which are air pressure
and material supply rate.

3. If the production of a filter element is going to take place, then for it it is first
necessary to determine how many layers and in what order will be applied.
Then, in the same way as for the drainage element, control parameters are set
before starting each layer.

4. Monitor parameters at the beginning and during production, avoid equipment
malfunctions.

3.2 Research and Mathematical Modeling of PFFE Fiber
Thickness

The melting temperature in the last heating zone of the extruder, the revolutions of
the dosing pump and, accordingly, the mass of the polymer melt, the air pressure
supplied to the forming head and the air temperature supplied to the forming head are
the main characteristics for the process of polypropylene fiber filter elements (PFFE)
forming. To obtain a thin fiber with a diameter of up to 150 microns. Technological
characteristics must have the following ranges [3]:

• Melting temperature in the last heating zone of the extruder 290–300 °C
• The dosing pump revolutions and, accordingly, of the polymer melt mass 25–33

rev/min
• The air pressure supplied to the forming head 0.6–1 MPa
• The air temperature supplied to the forming head 15–150 °C.

Modeling and processing of experimental data were performed using the
mathematical package MATLAB.

We introduce the following notation:

y—fiber thickness;
x1—melting temperature in the extruder last heating zone °C;
x2—dosing pump revolutions and, accordingly, the polymer melting mass
revolutions rev/min;
x3—the air pressure supplied to the forming head MPa;
x4—the air temperature supplied to the forming head °C.

We receive amathematical model in the form of amultifactor regression equation:
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y = 2643.28x1 − 6.12x2 + 7.7x3 − 186.56x4 − 7.32

− 0.008x1x2 + 0.199x1x3 + 0.008x1x4 − 0.029x2x3
− 0.001x2x4 + 0.022x3x4

The point estimates coefficients calculation of the regression equation was
performed using the least squares method, which combined statistical and math-
ematical calculations. In General, the equation of fiber thickness is described by the
following polynomial:

y =
n∑

i=1

bi xi +
n∑

i=1

n∑

j=1

bi j xi x j + b0

where{
xi , x j

} ∈ Rn—production parameters vector;{
bi , bi j , b0

}
—weight coefficients of the regression equation.

The smallest and largest values of separate technological parameters are presented
to define their degree of influence on the basic physical characteristics of PFFE fabric
(Table 2).

Using the mathematical package MATLAB, graphic 3D models were built that
describe the dynamics of fiber thickness with pairwise changes of two independent
factors (melting temperature in the last heating zone/speed of the metering pump, air
pressure/air temperature supplied to the spray head) and are presented in Figs. 4, 5,
6, 7, 8 and 9.

In the selected range of technological parameters changes, fiber with a thickness
of 15–150 microns was produced, which significantly affects the filtering properties
of the final product.

Table 2 Limit values of separate technological parameters

Fiber diameter
µm

Melting
temperature in the
last heating zone of
the extruder
t1, °C

The dosing pump
revolutions and,
accordingly, of the
polymer melt mass
N, rev/min

The air pressure
supplied to the
forming head
P, MPa

The air
temperature
supplied to the
forming head
t2, °C

Max Min Max Max

150 300 33 0.6 150

110 300 25 0.6 150

60 300 25 1 150

15 300 25 1 160
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Fig. 4 Graphic 3D model of fiber thickness (x1—melting temperature, x2—dosing pump speed)

Fig. 5 Graphic 3D model of fiber thickness (x1—melting temperature, x3—air temperature
supplied to the spray head)
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Fig. 6 Graphic 3D model of fiber thickness (x1—melting temperature, x4—air pressure supplied
to the spray head)

Fig. 7 Graphic 3Dmodel of fiber thickness (x2—dosing pump speed, x3—air temperature supplied
to the spray head)
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Fig. 8 Graphic 3D model of fiber thickness (x2—dosing pump speed, x4—air pressure supplied
to the spray head)

Fig. 9 Graphic 3D model of fiber thickness (x3—air pressure supplied to the spray head, x4—air
temperature supplied to the spray head)

3.3 Algorithm for Developing the Allowable Thickness
of PFFE Fiber

The carried out experimental and theoretical studies made it possible to form a
universal algorithm for obtaining the permissible fiber thickness, depending on the
physical characteristics of the technological process.

The algorithm of the optimum polypropylene fibrous filter elements fibers thick-
ness as the main task requiring automation is presented as a block diagram in
Fig. 3.

The presented algorithm allows solving the following problems:
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• supports the creation of polypropylene fibrous filtering elements formulations
with specified consumer characteristics, depending on the application field and
optimal cost;

• forms recommendations on the filtering characteristics of the received polypropy-
lene fibrous filter elements according to current standards (DSTU, TU, etc.);

• provides search of optimum physical characteristics at all stages of technological
process;

• analyzes the final product quality, identifies technological problems and suggests
solutions.

The presented algorithmcan be used to select the fiber structure of a polypropylene
filter element depending on the application field (Fig. 10).

4 Conducting Experimental Studies and Modeling of Fiber
Thickness

Experimental studies were carried out on the production of filtering polypropylene
fiber elements. TPP D30S grade of polypropylene was used.

As a result of the analysis of the influence of the factors of the technological
process for the formation of the PFFE fiber, the following were chosen: the melting
temperature in the last heating zone of the extruder, the speed of the metering pump,
the air pressure supplied to the forming head, the temperature of the air supplied to
the forming head.

To obtain fiber with a thickness of up to 25–50 microns technological characteris-
tics should have the following ranges: melting temperature in the last heating zone of
the extruder 290–300°C, speed of the metering pump and, accordingly, the mass of
polymer melt 25–32 rev/min, air pressure supplied to the forming head 0.8–1 MPa,
temperature of the air supplied to the forming head 153–160 °C.

To control and obtain temperature values in the last heating zone of the extruder,
a thermocouple TXK 2488 (1A … 8A) with an operating temperature range of −
40 … 400 °C was used, and two-channel POD temperature regulators “MICRA-
604”, which provide control and indication of the temperature of the melting mass
in temperature zones 1–4 located in the region of the extruder barrel in which the
screw rotates, in the region of the “knee” and in the region of the beam on which the
metering pumps are located, respectively; control the power of thermocouples.

To determine the air pressure supplied to the forming head, a proportional pressure
regulator “VEAA-L-D2-Q4-V1-1-R1” (10A) was used.

The control and indication of the consumption of the polymer melt mass is carried
out using the microprocessor controller “MIK-50”, which sends commands to the
frequency converter “GD100 2r2g-4” (11A), which in turn controls the AIR 90L4Y2
(M2) engine, the engine sets in motion mechanical pumps mounted on the extruder
frame.
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Fig. 10 The polypropylene fibrous filter elements optimum thickness modeling algorithm
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When considering possible variants of the experimental design, a full factorial
experiment (FFE) was chosen.

The investigated parameter is the FE fiber thickness.
The investigated factors, the nature of their change and coding schemes are shown

in Table 3.
To avoid repetition of experiments, we will use the principle presented in Table

4.
The factor designated “x0”—the so-called dummy variable—is introduced to

calculate the free term of the desired model—the coefficient “b0”. After drawing
up the table, we check the correctness of its filling. The symmetry condition of the
replica requires that each column contains an equal number of minuses and pluses.
The condition is met.

Table 3 Investigated factors

Characteristic Factors

t1, °C N, rev/min P, MPa t2, °C

Code x1 x2 x3 x4

Base level 295 30 0.9 157

Interval of variation 1 1 0.1 1

Lower level (coded value −1, −) 293 25 0.8 153

Top level (coded value + 1, +) 300 32 1 160

Table 4 Drawing up an experimental plan

Experiment number x1 x2 x3 x4 x0

1 + + + + +
2 − + + + +
3 + − + + +
4 − − + + +
5 + + − + +
6 − + − + +
7 + − − + +
8 − − − + +
9 + + + − +
10 − + + − +
11 + − + − +
12 − − + − +
13 + + − − +
14 − + − − +
15 + − − − +
16 − − − − +
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Experiment plan implementation

To determine the error of the experiment, the experiments will be duplicated (at the
main level). To determine the variance of the experience, additional experiments
17–20 were implemented at the main level.

After the implementation of all the experiments of the planning matrix, based on
their results, we build a mathematical model of the process. To do this, when using
FFE, we calculate the regression coefficients of the equation using the formula:

b j =
n∑

j=1

x jn · yn
n

,

b j—value of the jth regression coefficient ( j = 0, 1, 2, ..., n);
x jn—the value of the jth factor in the nth experiment in coded form;
yn—the value of the optimization parameter in the nth experiment;
n—the number of experiments in the planning matrix.

As a result, we obtain a model that looks like this:

y = 2315 − 5x1 + 5x2 − 125x3 − 5x4,

where

y—fiber thickness;
x1—melting temperature in the extruder last heating zone °C;
x2—dosing pump revolutions and, accordingly, the polymer melting mass
revolutions rev/min;
x3—the air pressure supplied to the forming head MPa;
x4—the air temperature supplied to the forming head °C.

For it we find paired correlation coefficients R in Table 5.
In our case, all pairwise correlation coefficients |r | < 0.7, which indicates the

absence of multicollinearity of factors.
For our model, we can determine the direct influence of the factor signal x1 on the

result of Y in the regression equation, β j is measured and is −1.135; indirect (non
direct) influence of this factor signal on the result is defined as:

Table 5 Paired correlation coefficients

– y x1 x2 x3 x4

y 1 −0.2468 0.2468 −0.1518 −0.2468

x1 −0.2468 1 0.2697 −0.2633 −0.2697

x2 0.2468 0.2697 1 0.2633 0.2697

x3 −0.1518 −0.2633 0.2633 1 −0.2633

x4 −0.2468 −0.2697 0.2697 -0.2633 1
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rx1x2β2 = 0.3063

Testing hypotheses regarding the coefficients of the regression equation (checking
the multiple regression equation parameters significance).

Number v = n − m − 1 is called the number of degrees of freedom. It is believed
that when estimating multiple linear regression, to ensure statistical reliability, it is
required that the number of observations is at least 3 times higher than the number
of estimated parameters.

t-statistics

Ttabl(n − m − 1;α/2) = 2.263

ti = bi
Sbi

Let’s calculate ti , for our model. We receive: ti > 2.263. Which suggests that the
statistical significance for all regression coefficients b0 . . . b4 confirmed.

Checking the overall quality of the multiple regression equation.
Because the actual value F > Fkp, then the coefficient of determination is statisti-

cally significant and the regression equation is statistically reliable (ie, the coefficients
bi are jointly significant).

5 Conclusions

Modeling is one of the main research methods in all fields of knowledge and a scien-
tifically justified method for evaluating the complex systems characteristics used in
various fields of engineering decision making. We have reviewed the polypropylene
fibrous filter elements technological production process control system modeling.

With the help of mathematical modeling, it was determined that the degree of
influence on the fiber thickness and filtering properties of technological parameters,
namely, the melting temperature in the last heating zone of the extruder and the
temperature of the air supplied to the forming head is extremely high, therefore the
PFFE manufacturing process must be controlled.

Based on the results of experimental statistical modeling, it can be concluded that
the filtering properties of the finished PFFE directly depend on its manufacturing
technology and technological indicators of this process, as well as the grade of
polypropylene (which we cannot control) from which the product is made.

This made it possible to construct an algorithm for designing the polypropylene
filtering elements fiber optimum thickness.
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Modeling of Technological Machines
Spatial Rigidity by Subsystems

Volodymyr Chupryna

Abstract The article proposes to develop a tensor approach for obtaining a spatial
rigidity of an elastic system of a technological machine based on spatial rigidity
of its basic subsystems (nodes). In the technological machine there are at least two
main nodes that hold the cutting tool and the preparation, and corresponding to two
ellipsoids—an ellipsoid rigidity of the tool and an ellipsoid rigidity of the preparation.
The main task is to develop a method and algorithm for constructing a space of
spatial rigidity in a working zone of a machine for further analysis of the accuracy of
processing.Thedirect connectionof spatial rigidity of the technologicalmachinewith
the precision of processing is proved. Mathematical modeling of surfaces of spatial
rigidity of the machine elastic system is carried out. The method of finding rigidity
(pliability) of the technological machine is determined in an arbitrary direction of
three-dimensional space. On the basis of a constructed 3D surface, you can find the
values of the machine deformation in the cutting zone from the active power load,
in particular, the tightening of the tool from the part that directly determines the
processing accuracy—the size and shape of the part. This allows you to predict the
achievable accuracy of machines at the design stage.

Keywords Technological machine · Spatial rigidity · Subsystem · Node · Rigidity
ellipsoid · Pliability ellipsoid · Tensor model · Precision processing

1 Introduction

Intensification of mechanical processing, in particular cutting, in modern tech-
nological processes requires the high rigidity of technological equipment and
machines.

The rigidity of machines manifests itself in the form of an uneven rigidity of
the machine in the working space, which affects the accuracy of processing and
the emergence of deviations from the ideal geometric shape of the treated parts.

V. Chupryna (B)
State Scientific Research Institute of Armament and Military Equipment Testing and Certification,
Striletska str. 1, Chernihiv 14033, Ukraine
e-mail: voldchu@ukr.net

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Shkarlet et al. (eds.),MathematicalModeling and Simulation of Systems, Lecture Notes
in Networks and Systems 344, https://doi.org/10.1007/978-3-030-89902-8_12

151

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-89902-8_12&domain=pdf
https://orcid.org/0000-0003-4886-090X
mailto:voldchu@ukr.net
https://doi.org/10.1007/978-3-030-89902-8_12


152 V. Chupryna

As a result, macro- and micro-errors in the form of distortion of the form of parts
(ellipsism, ovality, border, tongue, and other) increases in detail, and also deteriorates
the roughness of their surfaces. The rigidity of machines is directly related to the
precision of processing.

In fundamental works [1–3] theoretically, the relationship between the accuracy
of the processing of parts on the machine with the characteristics of the rigidity of
the machine and its nodes is installed. The influence of the rigidity of the machine on
indicators of its accuracy, in particular the rigidity of individual nodes to the balance
of geometric accuracy of the machine.

The monograph [4] shows the role of static and dynamic rigidity of machine
tools and their nodes, for the accuracy of processing. The concept of rigidity ellipses
(supporter groups, spindle nodes and others) are introduced. It is also determined by
the causes of loss of stability, the occurrence of self-oscillations and vibrations when
cutting and caused by them by means of processing errors in the form of a violation
of the geometry of parts (ellipsism, border, wavy) and deterioration of the roughness
of processed surfaces.

In works [5, 6] a tensor approach to analysis of static and dynamic systems of
machines by mathematical modeling has been developed.

In the work of the author [7] on the basis of a tensor-geometric idea of the stiffness
of the technological machine, the concept of tensor of rigidity of the spindle node
is introduced. This tensor is depicted as an ellipsoid and reflects a change in the
rigidity of the node not in a separate plane, and in a three-dimensional space (3D-
space). Similar tensors can be found for other subsystems and nodes of the machine
(support, table).

The article deals with an attempt to develop a tensor approach to obtain a rigidity
of the entire technological machine based on its main subsystems. To do this, it is
necessary to build a 3Dmodel of spatial stiffness in the working zone of the machine
for further analysis of the accuracy of processing.

The purpose of the article is to develop a tensor-geometricmodel of spatial rigidity
of the technological machine, taking into account the rigidity of its main subsystems.

2 Main Part

The processing machine is a prefabricated mechanical design consisting of many
individual elements (nodes) and built on an aggregate-modular principle [1, 8, 9]. In
this case, we always have two main subsystems that are intended to maintain the end
elements—cutting tools and details.

Each of these subsystems has its own spatial rigidity (tensor and ellipsoid of
rigidity). This rigidity can be brought to the end element (to the point (zone) of
cutting) as an ellipsoid of rigidity. Such subsystems in the technological machine
there are at least twoofwhich one is associatedwith an instrument, and another—with
a workpiece. According there are two tensors (ellipsoids) of rigidity—an ellipsoid
rigidity of the instrument (ERI) and an ellipsoid rigidity of the part (ERP).
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Figure 1 shows examples of industrial robots and machine tools of various
technological purposes with ellipsoids of rigidity of the main subsystems.

Each ellipsoid of rigidity corresponds to the tensor of the second order and the
corresponding diagonal matrix of rigidity [7, 10]

Fig. 1 Ellipsoid of the rigidity of the instrument (ERI) and parts (ERP) for machine tools of various
technological groups: a turning; b round-grinding; c milling; d multioperative; e industrial robots
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C = [
ci j

] =
⎡

⎣
cx0 0 0
0 cy0 0
0 0 cz0

⎤

⎦ (1)

where cx0, cy0, cz0—the main rigidity of the subsystem of the node.
Or in this form [11]

[
x y z

] ·

⎡

⎢⎢
⎣

1
c2x0

0 0

0 1
c2y0

0

0 0 1
c2z0

⎤

⎥⎥
⎦ ·

⎡

⎣
x
y
z

⎤

⎦ = 1. (2)

We will show the interaction of ellipsoids of rigidity on an example of a turning
machine.

As can be seen from Fig. 2a in the non-working state of the machine tools centers
of rigidity ellipsoids are located at the points of bringing rigidity (endpoints) of the
tools and parts (n and m).

When cutting (Fig. 2b) points n and m converge (practically coincide) and the
load is loaded with a force of cutting P. This force acts both on the tool at the point
n and to the detail at the point m (the reaction of force).

Deformation of the elements of the machine under the influence of cutting forces
cause the appearance in the system of generalized displacements q, both absolute
displacements of points qn and qm, and relative �q = qm − qn . These movements
form a deviation from the ideal geometry of the part, that is, the processing errors
(preferably in the direction of normal to the processing surface). In order for the
operation of the machine, these deviations did not exceed the installed perceptions,
it is necessary to provide a sufficient rigidity of the machine.

When solving spatial-deformation tasks, it is more convenient to use the values
of pliability than rigidity.

Fig. 2 Constructive schemes of machine tool with rigidity ellipsoids: a in a non-working state; b
in working order (when cutting)
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Fig. 3 Constructive schemes of machine tool with pliability ellipsoids: a in a non-working state;
b in working order (when cutting)

For the three main rigidity of the node cx0, cy0, cz0 there are three reciprocal
values—the main pliability δx0, δy0, δz0 and, of course, another tensor—the ellipsoid
of pliability.

The ellipsoid of the pliability of the node reflects a change in the magnitude of the
system in different directions of the working space from the center of ellipsoid. The
magnitude of the pliability is determined by the length of the radius-vector ellipsoid
in a given direction.

The ellipsoid of pliability is mathematically described by the formulas similar to
the rigidity ellipsoid, only instead of c is used 1/δ.

Figure 3 shows the structural schemes of a turning machine with ellipsoids of the
support of two main subsystems—tools and details. These ellipsoids are conjugated
to the relevant rigidity ellipsoids.

When cutting ellipsoid centers (points n andm) also coincide as shown in Fig. 3b.
In order to find the static pliability of the machine in an arbitrary direction, we

will determine the total consumption of the system through the pliability of the
components of the tools and parts, as well as describe the surface of spatial pliability.

The force of cutting P and its reaction act on points n andm in opposite directions.
Therefore, the relative movement �q = qm − qn will be found in the form of an
algebraic amount of absolute displacements of points n and m. We find it through
the pliability of elastic subsystems at these points

�q = P · δm − (−P) · δn = P · (δm + δn). (3)

The value �q is actually pressing the tool from the details in the direction that
directly determines the accuracy of processing on the machine.

From the formula (3) it follows that the resulting pliability of the elastic system
of the machine in a given direction is equal to the total pliability of the tool and parts
in the cutting zone, that is δ = δm + δn .

Thus, the resulting pliability surface of the machine can be constructed using two
ellipsoids obtained for points n and m.
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In any case, this surface will not be an ellipsoid.
In some partial cases, only if the main axis of the ellipsoid coincides and for both

the condition performed, the resulting surface of the pliability of the elastic system
can be approximately (with a slight error) to replace the surface of the ellipsoid of
pliability, which is described by the equation

(δx0n + δx0m )2 · x20 + (δy0n + δy0m )2 · y20 + (δz0n + δz0m )2 · z20 = 1. (4)

In general, the directions of the main axes of drafts are not coincident. In this case,
the form of the resulting surface can be obtained by graphic constructs.

The algorithm for finding the resulting surface of spatial support is as follows:

1. We set the equation of the pliability ellipsoid for the tool subsystem (point n).
2. Determine the equation of a straight line L that passes through the center of the

ellipsoid and specifies the direction of determination of pliability.
3. Find the coordinates of the point of intersection of direct L with the ellipsoid of

pliability (point K).
4. Determine the magnitude of pliability δn.
5. Repeat p.p. 1–4 for another ellipsoid for the subsystem of the part (pointm) and

determine the magnitude of pliability δm.
6. We find the total pliability in this direction for the whole system δ = δm + δn .

When finding points on the surfaces of ellipsoids, the direction is given by an
infinite straight line L, which is written in the form of a canonical equation [11]

x − x0
l

= y − y0
m

= z − z0
n

. (5)

where l, m, n—guide coefficients;
x0, y0, z0—coordinates of a point that is located on a straight line.
If the point on direct coincides with the onset of the coordinate system, we have

x

l
= y

m
= z

n
. (6)

Also, straight line L can be set as a line of intersection of two non-complainary
planes in the form of a system of equations

{
A1x + B1y + C1z + D1 = 0
A2x + B2y + C2z + D2 = 0

. (7)

If the planes pass through the beginning of the coordinate system, then D1 =
D2 = 0.

From Eq. (6) you can find all coefficients for the system (7):

A1 = m; B1 = −l; C1 = 0; A2 = n; B2 = 0; C2 = −l.
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Thus, the coordinates of the point K intersection of the ellipsoid of straight L (see
p.3 algorithm) can be found from the linear-quadratic equations of the species

⎧
⎨

⎩

A1x + B1y + C1z = 0,
A2x + B2y + C2z = 0,
a11x2 + a22y2 + a33z2 + 2a12xy + 2a23yz + 2a13xz + a44 = 0

(8)

Here, the first two equations are direct, and the third one belongs to the surface of
an ellipsoid. The quadratic equations have two decisions, therefore there are two—K
and K1. Their coordinates are symmetrical relative to the point due to the central
symmetry of the ellipsoid.

The pliability of the tool subsystem δn in this directionwefind as a length (module)
of the radius-vector K, carried out from the ellipsoid center to the point K

δn =
∣∣∣∣

√(
x2K + y2K + z2K

)
∣∣∣∣. (9)

By replacing the third equation of the system (8) to the equation for the second
ellipsoid, according to analogies we will receive the pliability of the subsystem of
the part δm.

The complete pliability of the elastic system of the machine in this direction is
determined as a total consolidation, that is δ� = δm + δn , or

δ� =
∣
∣∣∣

√(
x2Km

+ y2Km
+ z2Km

)
∣
∣∣∣ +

∣
∣∣∣

√(
x2Kn

+ y2Kn
+ z2Kn

)
∣
∣∣∣. (10)

Deferring δΣ from the center O in this direction, we find a point on the guide
line. The set of points determines the resulting surface of the relative pliability of the
elastic system.

Thus, according to this algorithm, it is possible to construct the resulting surface
of the static pliability for the elastic system of the machine as a whole.

Figure 4 shows the construction of a surface of two ellipsoids by the above-
mentioned algorithm.

In this case, the ratio of the axes of the ellipsoid was taken as follows: for the first
one—1:2:3, for the second one—1:3:2. The resulting surface is not like an ellipsoid.
It reflects the distribution of the pliability of the system of a machine tool in space.

Figure 5 shows examples of simulation in the MathCad surfaces obtained for
various variants of the relation of the axes of ellipsoids (within the limits of one
order). As can be seen from the above images of forms of surfaces, the spatial
pliability of the machine tools in different directions is changed substantially.

The proposed tensor-geometric model of spatial rigidity (pliability) in the form
of a 3D surface makes it possible to determine the magnitude of rigidity (pliability)
in any direction of the working space of the machine.

On the basis of a constructed 3D surface, you can find the values of the defor-
mation of the machine in the cutting zone from the active power load, in particular,
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Fig. 4 Construction of the surface of the machine pliability from two ellipsoids (three orthogonal
and isometric projections are shown)

the displacement of the tool from the detail that directly affects the accuracy of
processing—the size and shape of the part.

Thus, the direct connection of spatial rigidity (pliability) of the machine with the
precision of processing on the machine is established.

The developed method allows on the basis of the surfaces to evaluate and predict
the accuracy of the construction of parts on the technological machine at known loads
from the cutting strength (the limit of achievable accuracy), or to obtain the accuracy
of processing was predicted to determine the technological processing modes.

3 Conclusions

1. Based on the tensor geometric approach to the description of the rigidity of the
main subsystems of the machine tool (tools and parts) in the form of tensors
(ellipsoids) rigidity (pliability), the estimated model of the elastic system of the
technological machine to obtain its spatial rigidity (pliability) is determined.
The surface of spatial rigidity (pliability) of an elastic system is expedient to
build on the basis of ellipsoids of rigidity of the main subsystems (nodes) of the
machine connected tool and the preparation.
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Fig. 5 Variants surfaces of machine pliability with different ratios of axles of two ellipsoids a1 :
b1 : c1 and a2 : b2 : c2. a 2:8:1 and 1:7:8; b 2:1:8 and 1:7:8; c 7:8:1 and 1:7:8; d 7:2:1 and 1:7:2; e
7:2:1 and 1:7:8; f 7:2:1 and 1:7:8; j 2:1:2 and 1:4:8; h 2:1:2 and 1:7:1; i 1:7:8 and 6:1:5

2. The algorithm for finding the magnitude of static rigidity (pliability) in the
cutting zone in an arbitrary direction of three-dimensional space is developed.

3. The surface of static pliability (rigidity) is entirely dependent on the parameters
of the elastic system. When changing these parameters, the shape and size of
the spatial pliability surfaces are also changing.

4. Anisotropy of spatial rigidity of the elastic systemof themachine directly affects
pliability of processing and determines the magnitude of the macro- and micro-
errors of treated parts.
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Mathematical Modeling of Heat Field
in a Six-Strand Tundish During Filling

Kyrylo S. Krasnikov

Abstract The article is devoted to numerical research of temperature distribution
in a six-strand tundish based on the Navier-Stokes equations. A long tundish is
widely used at those metallurgical plants which are able to produce a large amount
of iron from the convertors. However, such tundish requires specific geometry and
technological parameters to work at the maximum effectiveness. The mathematical
model takes into account the speed of the falling melt and the output speed. These
speeds significantly affect size of stagnant zones. Also they affect heat exchange. The
experiments show the importance of sufficiently high temperature of the falling melt
from teeming ladle. It should be above 1870K to avoid excessive melt freezing near
the far wall of the tundish. The model allows easy modification of tundish geometry
and number of strands to help metallurgists in finding rational ones.

Keywords Continuous casting tundish · Heat transfer · Navier-Stokes equations ·
Numerical experiment

1 Introduction

At steelworks a tundish is widely used for temporal storage of melt, which enters
continuous casting machine. This work considers a long tundish with six strands.
It speed ups production but requires rational technological parameters to maintain
quality of steel. Temperature homogeneity in melt body is one of the important con-
ditions for the process effectiveness. Also fluid speed should be not too small to
avoid development of stagnant zones. The study of the mentioned process for opti-
mization in industrial or laboratory conditions is associated with time and resource
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costs. Moreover, the study can include dozens of experiments. Mathematical model-
ing allows not only to reduce research costs, but also to avoid difficulties associated
with opacity and high temperature of melt.

1.1 Literature Review

There are set of scientificworks regarding to research of heat transfer inmetallurgical
tundish in various conditions based on numerical simulation or physical modeling.

Articles [1, 4] are devoted to studying influence of different embedded devices
on melt flow in tundish. The main addressed problems are turbulent and short-circuit
fluxes. In [1] author also present calculated temperature fields. Regions with the
lowest temperature are near the top surface of melt.

Authors of [3] investigate three configurations of four-strands tundish to prove
the importance of flow control. They use water tank similar to real tundish scaled to
1/2. There are obtained velocity profiles.

In [4] authors study hydrodynamic picture of melt using physical glass model of
industrial tundish. Tracer is added to measure mixing time. They present figures with
dependency of concentration on time.

In [5] authors consider five-strand tundish with baffle, turbulence inhibitor (rect-
angular and circular), and dams before farthest outlets. To investigate flow and heat
transfer they use Navier-Stokes equations with standard k-epsilon model of turbu-
lence. The paper presents parameters needed to simulate the process. Temperature
distribution with isolines on the top surface of melt and on the front wall is pre-
sented. Also it is calculated a total temperature drop for different conditions. Con-
ducted numerical experiments show a good potential for optimization of the process
at plant.

In [6, 7] authors use mathematical model to study heat distribution taking into
account heat losses from walls and free surface of melt. It is presented comparison
of industrial measurements and predicted temperature [6]. In [8] author applies com-
putational methods of FVM and SPH to various industrial vessels. It is stated that
melt is non-isothermal [9], but with modifications the temperature difference can be
decreased.

In [10] authors consider influence of different turbo-stoppers on melt hydrody-
namics in tundish usingwater model. It is presented results of velocity measurements
in various tundish configurations, which show ability to reduce number of unneeded
swirls. The results are used to validate mathematical model.

Work [11] contains cross-sections of calculated temperature and velocity fields
for single-strand tundish. Authors study a dependency of inlet cooling rate on heat
distribution.
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In [12, 13] authors optimize tundish geometry using Navier-Stokes equations
with buoyancy term dependent on temperature difference. Authors conclude that
flow control barriers positively influence tundish effectiveness and melt purification.
They present temperature contours for three cases ranging from few barriers to zero.

There aremetallurgical plants, which use a big eight-strand tundish. In [14] author
considers various flow controllers (baffles, impact pads, dams) and numericallymod-
els dynamics of fluid based on Navier-Stokes equations. As result designs of con-
trollers which lead to short circuits of flow were canceled. In [15] the physical and
numerical modeling of molten steel dynamics in tundish with tunnel filters is pre-
sented. Author describes tundish geometry in details to clarify the position of the
filter as well as baffle. In tables thermophysical properties of molten steel are listed,
which can be used as initial data in numerical experiments, for example, value of
heat flux at walls and slag layer. Presented results prove effectiveness of filter instal-
lation for removing of small inclusions. Comparison between numerical results and
experimental one is based on RTD curves and gives sufficient correspondence.

2 Mathematical Model

The model predicts the process using conservation laws of physics—conservation of
impulse and energy.

2.1 Assumptions

The following assumptions are made for the process:

1. Molten steel is an incompressible viscous Newtonian fluid represented by con-
tinuum.

2. Tundish walls are rectangular except curved one near falling jet (Fig. 1). The
curviness modeled by circle. The jet has cylindrical shape and falls vertically.
The barrier has shape of ellipse and occupies the whole height of melt (Fig. 2.
Using mirror symmetry with respect to plane Y-Z only the half of tundish needs
modeling.

3. Top surface of molten steel is flat.
4. Influence of slag on melt hydrodynamics is negligible.
5. Speed at outlets is constant.
6. Temperature gradients are small enough to influence only vertical motion of melt

using Boussinesq model (buoyancy).
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Fig. 1 Top view of a six-strand tundish

Fig. 2 Vertical cross-section
of melt body at x = 0

2.2 Equations

Themelt velocity v is expressed by Navier-Stokes equations with addition of Boussi-
nesq model for buoyancy:

∂v
∂t

+ v · ∇v = νe�v − ∇P − gβ (T − T0) (1)

∇ · v = 0 (2)

where νe—effective kinematic viscosity, P—kinematic pressure, g—gravitational
acceleration, β—thermal expansion coefficient of liquid steel (1.27 × 10−4 [2]),
T0—average melt temperature.

Temperature distribution is predicted by heat equation with advection term:

∂T

∂t
+ ∇ · (T v) = DT

Cρ
∇2T (3)

where Tm—temperature of melt; C—specific heat capacity, ρ—density of melt;
DT—effective coefficient of diffusion.
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2.3 Boundary Conditions

Equations are complemented by physically-based conditions. For velocity field there
is no-slip condition on solid surfaces and impermeability condition—on all surfaces:

v × n̂ = 0 (4)

v · n̂ = 0 (5)

At areas occupied by jet and holes there are inlet and outlet conditions:

v jet = −2.8m/s (6)

vhole = −0.3m/s (7)

For temperature field it is set a heat transfer at the wall and the top surface of melt.
Also there is zero heat flux at plane of symmetry x = 0:

Tjet = 1873 K (8)

∂T

∂n̂
|x=0 = 0 (9)

∂T

∂n̂
= k(T − Tsur f ) (10)

where n̂—normal to surface; k—heat transfer coefficient; Tsur f—temperature ofwall
or slag.

Curvy wall is modeled by combination of arc and line expressed by piece-wise
function of x-coordinate:

f (x) =
{√

R2 − (x − 2R)2 x <= 2R
R − 2R−x

15 x > 2R

}
(11)

3 Results

The mathematical model is implemented in multithreaded software using CSharp
programming language. The equations are discretized using a central difference
scheme for spatial coordinates. The number of discretization steps is 174× 68× 35.
The explicit numerical scheme allows easy parallelization of calculations dividing
computational domain on equal chunks assigned to threads. The software post-
process and renders calculated 3D vector and scalar fields on the screen to get figures
and to analyze melt state at any recorded moment of time.
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Table 1 Geometric parameters

Object Properties

Melt body Length—3.480m Width—1.32m Height—0.70m

6 holes Diameter—0.038m Interval—1.10m Y coord—0.90m

Jet Diameter—0.090m Y coord—0.22m

Barrier Length—0.790m Width—0.16m Y coord—0.52m

Table 2 Thermophysical parameters of molten steel, which can be found, for example in [16]

Property Value Units

Initial temperature 1873 K

Density 7000 kg/m3

Specific heat capacity 840 J/(kgK)

Thermal conductivity 41 W/(mK)

Viscosity 7 ×10−3 Pa s

Numerical experiment was conducted using real process parameters, which are
summarized in Tables1 and 2.

Figure3 shows velocity distribution at the half of melt depth. As theoretically
predicted the largest speed is near falling jet. Fast flows create the swirl behind
barrier. As expected, the barrier slows down quick fluxes of melt. It is seen a large
stream moving near curved wall. Thanks to this stream, heat is delivered to the far
corners of the tundish. Also the stream prevents appearing of stagnant zones with
too low speed. A region near the right wall has the lowest temperature and can reach
solidus eventually.

Fig. 3 Horizontal cross-section of velocity at 0.34m of height after 60 s. Black arrows show direc-
tion of streams. Colored background of the arrow represent magnitude of velocity. Average speed
of melt is 0.09m/s
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Fig. 4 Cross-section of temperature field at 0.02m of height after 60 s. Black arrows follow fluxes.
Colored background of the arrows represent amount of thermal energy

Fig. 5 Cross-section of temperature field at 0.7m of height after 60 s

Figure4 shows temperature gradient from the plane of symmetry x = 0 to the
right. The highest temperature region is near falling jet. Barrier doesn‘t significantly
prevent heat transfer bywidth. A region near the right wall has the lowest temperature
and can reach solidus eventually.

On Fig. 5 the high temperature region expands farther than on Fig. 4. One can see
lower temperature near walls than at center of tundish, because wall takes heat from
melt.

Table3 and Fig. 6 present evolution of temperature near outlets. At the closest
outlet it slowly decreaseswith somefluctuations caused byfluxes from jet. Sometime,
temperature at the second outlet can even be higher than at the first one (from 15 to
25s on Fig. 6). The second and the third outlet lose heat considerably faster.

At Table4 and Fig. 7, the calculated speed evolution near outlets is given. The
time interval of 5 s was selected as sufficiently low to view overall tendency of value
without excessive set of numbers.



168 K. S. Krasnikov

Table 3 Calculated temperature values (in Kelvins) at the three outlets (Fig. 6)
Outlet 5s 10s 15s 20s 25s 30s 35s 40s 45s 50s 55s 60s 65s 70s

1st (0.6m) 1849 1849 1847 1840 1840 1846 1847 1845 1843 1841 1839 1839 1838 1837

2nd (1.7m) 1848 1841 1846 1844 1838 1827 1818 1817 1812 1805 1797 1788 1782 1778

3rd (2.8m) 1848 1840 1831 1822 1814 1801 1802 1796 1787 1772 1761 1754 1746 1741

Fig. 6 Time-dependency of the temperature near each of three outlets. The blue line corresponds
to the first outlet (0.6m), the red line—to the second outlet (1.7m), and the green line—to the third
one (2.8m)

Table 4 Calculated values of speed (in m/s) at the three outlets (see also Fig. 7)
No. 5s 10s 15s 20s 25s 30s 35s 40s 45s 50s 55s 60s 65s 70s

1st 0.203 0.204 0.203 0.202 0.213 0.216 0.212 0.21 0.208 0.207 0.207 0.208 0.213 0.214

2nd 0.202 0.206 0.216 0.217 0.208 0.204 0.209 0.218 0.218 0.219 0.22 0.223 0.219 0.218

3rd 0.203 0.202 0.202 0.203 0.2 0.198 0.226 0.208 0.206 0.203 0.215 0.218 0.214 0.214

To validate calculation themodel is slightly modified using parameters and results
presented in work [5], where authors use a similar tundish with five strands. Differ-
ences in results are small enough (3–9%) to recommend further usage of mathemat-
ical model (Fig. 8).

4 Conclusions

Heat distributions inmolten steel are calculated using presented 3-dimensional math-
ematical model of melt hydrodynamics and heat transfer in tundish during filling.
The model takes into account nontrivial geometry of melt body, buoyancy caused by
temperature gradients and heat losses on the top surface and on the tundish walls.
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Fig. 7 Time-dependency of the melt speed near three outlets. The blue line represents speed at the
first outlet (0.6m), the red line—at the second one (1.7m), the green line—at the third outlet (2.8m)

Fig. 8 Vertical cross-section of predicted heat field (in Kelvins) at the line of outlets (y = 1.3m)
for comparison with data in [5]

Results of experiments show that temperature of melt in tundish can decrease
significantly, especially, near right wall. So a jet temperature should be above 1870 K
to have enough reserve of heat.

Speed of falling jet greatly affects flow activeness in the melt body. Potential
stagnant zone is at the farthest bottom corner at the half of width, where speed is
lower than 0.01m/s (Fig. 4). As seen on Fig. 7, the speed near outlets just slightly
fluctuates, because the vertical component of it is the main contributor. As expected,
the mean speed is increased with time.

The flexibility of the model allows changing tundish geometry as well as count
of outlets and other parameters according to industrial needs.
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Abstract The article focuses on the enhancing methods of information security of
the cooperative productive systems with dynamic communication clusters. There is
a disappearance of physical barriers between people and robots in the process of
their production interaction in the age of development of production systems. The
problem is the lack of proper trust in the actions of the robot in cooperation. One of
the steps towards achieving a proper level of trust and cooperation is to ensure the
credibility of the information in the common communication system. In this research
we assumed the messages exchanged by the components of the situational cluster
are information blocks composed of an authentication and information component.
Method that combine the principles of password authentication and identification
with hashing methods have been proposed to analyze information. The method of
frequent error detection and a method provides a guaranteed detection of a speci-
fied number of counterfeit fragments in the message by entering control blocks of
information and performing cross hashing is offered.

Keywords Cooperative production system · Matrix cryptographic transformation ·
Hash function

1 Introduction

The characteristic feature of themodern human–machine systems (HMS) is combina-
tion in one productive system of people and technical devices, and especially robotic
modules of different level of intellectuality and autonomy that envisages their co-
operation in the process of implementation of the applied tasks.On thewhole, run into
the phenomenon of hybrid intellect, that is characterized by possibility of forming
and use of knowledge beyond hard control of man.

The functioning of such system acquires a new level of complexity to implement
tasks in productive open-space that does not provide the physical isolation of such
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co-operative formation from the strangers of productive and unproductive factors.
Under such conditions, it is necessary to solve the problems of the formed system
dependability of components with natural and artificial intelligence for solving tasks
both of purely industrial purpose and related to its internal and external security.
One of the current challenges in the context of this problem is providing defense of
intrasystem communications as precondition of cooperative system dependability on
the whole.

As the described type system consists of intellectual components of different
nature, in the process of performing the task assigned to it, its components can change
their internal structure, in accordance with the current configuration of production
and non-production factors, forming situational communication clusters, in which
composition and information communication systemdynamically changes according
to many significant parameters.

We had the aim to develop method of information security of cooperative
production systems with dynamic communication clusters and researching its
properties.

2 Related Works

The attempts of creation autonomous, effective and safemobile robots for the unstruc-
tured environments have old history. In particular, the precedent of researching
robot’s behavior in urbanized open-space was examined in [1]. Not only robot’s plan-
ning its own work to obtain the necessary visual information about the real world,
but also assessing his own behavior in terms of the possibility of its implementation
in real time and visual control were addressed. Another area of research is to find
methods for managing the coordinated movement of mobile robot groups, in partic-
ular, by consolidated movement based on decentralized algorithms for applying to a
group of autonomous quadcopters [2]. Other precedents are the warehouse robotic
systems. Indeed, the similar systems are often characterized by the greater or less
level of the regime regulation of the functional environment (presence of rules of
behavior, access or physical space restrictions) which helps to reduce the level of
anarchic state of communication tasks.

But we watch the disappearance of physical barriers between people and robots
in the process of their production interaction with the development of production
systems on the whole. In terms of interaction with robots, Industry 4.0 points the
relevant humans to consider that are working alongside the machines, and other
staff who may be nearby. It has become clear that cooperation and collaboration
are different types of interactions in human-to-work collaboration (HRC) with large
conceptual differences between them. Proposed classification of levels of collabora-
tion for HRC in production, formed to provide a conceptual model, called the levels
of collaboration (LoC) [3]. In previous years [4] and now [5] work is underway to
obtain realistic applications for the interaction of robot outside the traditional indus-
trial environment with capability to supporting HRC inside sociotechnical systems.
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However, the consumer response to common workspace for humans and robots, as
noted by Christian Tarragona, Senior Vice President at KUKA Research and Devel-
opment, is quite frank: “As soon as they have to start thinking about safety fencing,
most of them opt out” [6]. The problem is the lack of proper trust in the collabora-
tion with robots in common workspace. When humans interact with each other, all
aspects of the interaction occur relatively quickly and effortlessly and for the most
part it occurs subconsciously through their mindreading. There is a great challenge
to achieve a similar mutual and fluent interaction between humans and robots in
collaboration [3]. One of the steps towards achieving this level of trust and cooper-
ation or collaboration is ensuring trust in the reliability of information in a common
communication system.

3 Problem Statement

Talking about cooperative production systems with hybrid intelligence used in open
space, the following main features and properties can be noted:

(1) presence in general productive space of the cooperative system of static and
dynamic objects that are not part of it, but that can be the permanent or situation
sources of hindrances for this system, including in communication processes;

(2) corresponding to the aims system, to productive activity not all of its compo-
nentsmay be involved at different time intervals; such components expedient to
combine in corresponding situationproductive clusters and formcorresponding
communication clusters for their co-operation;

(3) in system’s composition, at the same time a few clusters can function with the
own system of communication;

(4) the channels of information exchange that are actually accessible and appro-
priate for the organization of situational production clusters in systems of the
mentioned type are multimodal and open.

The problem of maintaining an adequate level of security and dependability
remains relevant in the functioning process of the cooperative production system
and its clusters. The proposal to reduce the level of formalization of the cluster struc-
ture by the human operator seems a rational step. It means that the overall statement
of the production task is formulated at the command management level of the coop-
erative system. Collective Artificial Intelligence forms the cluster for a specific task
at the strategic and tactical levels, independently or with the help of a person, and
provides this cluster with the means of secure communication in an open space.
Clustering can be performed on a production or other sign (Fig. 1).

The purpose of clusters would be to prevent (or minimize) third-party interference
(intentional or accidental) in the channels of information exchange of components of
such systems. We may be interested not only in identifying errors when performing
information analysis between cluster components, but also in identifying the differ-
ences between two information fragments or their instances. If the purpose is to
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Fig. 1 An example of a cooperative production system structure with two situational clusters

control the storage of information in the communication process, then the difference
will be treated as a mistake with all possible consequences of reacting to it. If we
are interested in the structure or dynamics of changes in information fragments, then
the differences will indicate the presence of dynamic processes, their localization
and other related parameters. Therefore, considering the information security of the
situational cluster of the human–machine system, we must ensure the control of the
components of the system over the sources of receipt of messages and the detection
of damage or change of information in them. Authentication and user identification
tools are intended to provide such a cluster with secure communication in open space.
Authentication provides validation of the subject [7].

One of the most common methods of authentication is password authentication
[8]. First of all, this is due to the easiness of implementation and the low cost of
maintaining such technology [9, 10].

In this research we assumed that the messages exchanged by the components of
the situational cluster are blocks of information made up of an authentication and
information component. After the authenticity of the authenticator is established,
it is necessary to check the absence of falsifications in the information part of the
sent message, and in case of their detection to perform the restoration of the valid
information.

Analysis of the information content part of the message can also be partially or
completely performed by cryptographic methods. Development of the method is
necessary as they allow to detect several changes in a separate block of information
and to set their coordinates for the purpose of identification and formation of the
answer, as a separate case of such analysis may be establishing fact and area of
localization of the change in the data block. Method that combines the principles of
password authentication and identification with hashing methods to analyze shared
information resources was proposed. In this research, we did not focus on the format
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and size of the authentication and information components of themessage. Therefore,
in the future they will be considered as blocks of data, given the uniformity of the
tasks of detecting falsification in each of the message components.

4 New Method for Detecting and Localization Multiple
Errors in Blocks of Information and for Restoring
the Integrity of the Primary Messages

4.1 Method of the Surplus Hashing of Information Control
Block

The introduction of redundancy enables the detection and correction of errors in
the information that is transmitted and can be modified during transmission. It is
advisable to use linear code theory namely Hamming codes to identify errors in
authentication data [11]. By definition, Heming codes allow you to detect a double
error and correct a single error in a binary code by entering redundant information. In
particular, this capability (single-bit error detection) is not enough for cryptographic
purposes and for the authentication procedure. Therefore, building codes that detect
more errors is appropriate.

Hamming introduced the code distance d and minimum code distance d0 to eval-
uate the corrective capability of the codes and show their dependence on the code
length and the redundancy entered [12]. According to Hamming, the minimum code
distance corresponds to the number of positions, which distinguish two bitwise code
sequences bymodulo 2 addition. It is proved that the minimum code distance charac-
terizes the corrective properties of the noise immunity code. If the two code sequences
differ from each other in t (t ≥ 1) positions (digits, symbols), but from all other code
sequences of this code set will differ by more than t positions, then a minimum code
distance to detect t errors must be provided

d0 ≥ 2 ∗ t + 1. (1)

If a condition (1) is executed, then an interference-resistant code is guaranteed to
correct

tcorr ≤ (d0−1)/2 (2)

erroneous symbols or to find tdet ≤ d0 – 1 erroneous binary symbols.
Note also that anyG(n, k) the Hamming code in the general form can be given by a

generating matrix consisting of a identity matrix k × k and the assigned matrix test
elements k × r:
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G(n, k) =

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

1 0 0 0 . . . 0 c11 c12 c13 c14 . . . c1r
0 1 0 0 . . . 0 c21 c22 c23 c24 . . . c2r
0 0 1 0 . . . 0 c31 c32 c33 c34 . . . c3r
0 0 0 1 . . . 0 c41 c42 c43 c34 . . . c4r
. . . . . . . . . . . .

. . . . . . . . . . . .

0 0 0 0 . . . 1 ck1 ck2 ck3 ck4 . . . ckr

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

(3)

where c11…ckr are verification elements of the added matrix, k is the number of rows
of the generating matrix (corresponds to the dimension of the identity matrix), r is
the number of columns of the generating matrix. The values of k and r must satisfy
two conditions: first is to obtain a generating matrix of the smallest size and, second
is to provide the minimum code distance required to detect a specified number of
errors. To determine the values of the check elements of the right side of the matrix,
we must start from the basic properties of the correction codes [13].

Since each row of the identity matrix k × k has only one unit, then the weight
of each row of the assigned matrix must not be less than d – 1, namely, the sum of
modulo two of the two rows of the matrix must not be less than d – 2 for a guaranteed
fix of a one-off error. In addition, the combinations of the right side of the matrix
must be linearly independent [14]. Therefore, these principles of redundant coding
were the basis of the method.

In addition to Hamming theory, hashing techniques are another component of the
method of guaranteed fraud detection. Using hashing methods to ensure the integrity
of information has several advantages, including:

• relatively low excess;
• a small number of cryptographic transformations;
• the ability to control the length of the hash code.

There are so many options for constructing hash functions for example based on
the use of matrix cryptographic transformations described in writing [15].

We introduce a notation to describe the method. Let the information be presented
in the form of records of arbitrary size, denote them by the set A = {�a1, �a2, ..., �an}
– authentication data where �a1, �a2, �a3, ..., �an in accordance set of binary vectors,
blocks of information of arbitrary size. F = { �fn, �fn+1, . . . , fn+k}– set of binary
vectors, fixed size hash codes calculated by f i = h(ai), where i ∈ [1, n]. The value of
hash functions of each information block is calculated according to any algorithm,
offered in the article [15]. Set of the possible hashing schemes of the blocks a1, a2,
a3, …, an, present as a binary matrix:

F =

⎛

⎜
⎜
⎝

f11 f12 ... f1n
f21 f22 ... f2n
... ... ... ...

fm1 fm2 ... fmn

⎞

⎟
⎟
⎠
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where each row corresponds to a specific hash scheme.
The following conditions are satisfied for the rows of the matrix:

• there are no null rows of the matrix;
• all rows of the matrix are linearly independent;
• there is a minimum code distance between the rows of the matrix.

Coding theory for the generating matrix also has the following properties, which
makes it possible to use linear code building rules to construct hash codes.

A hash code system is a set of hash codes that are obtained by implementing any
algorithm for calculating a hash function in the order defined by a special procedure
for selecting records (blocks of information) based on a mathematical apparatus of
linear algebra.

4.2 An Algorithm for Constructing Hash Codes to Ensure
Message Integrity

Then the protected block resulting from the hashing will look like this:
(�a1 �a2 ...�an+1 �an+l) → (�a1 �a2... �an+1 �an+l �fn+l+1 �fn+r ), where “→” special multi-
dimensional noncommutative hashing operation.

Then the protected block, received after hashing, will look like this:

(�a1 �a2 ...�an+1 �an+l) ⊗

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

1 0 0 0 . . . 0 c11 c12 c13 c14 . . . c1r
0 1 0 0 . . . 0 c21 c22 c23 c24 . . . c2r
0 0 1 0 . . . 0 c31 c32 c33 c34 . . . c3r
0 0 0 1 . . . 0 c41 c42 c43 c34 . . . c4r
. . . . . . . . . .

. . . . . . . . . .

0 0 0 0 . . . 1 ck1 ck2 ck3 ck4 . . . ckr

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

= (�a1 �a2... �an+1 �an+l �fn+l+1 �fn+r )

where �Av ⊗ G(n,k) = (�a1 �a2... �an+1 �an+l �fn+l+1 �fn+r ), the symbol “⊗” is special
multidimensional noncommutative hashing operation of the information blocks of
the message. The term “syndrome” is used to control the integrity of information
in the theory of linear codes and means features characteristic’s set of particular
phenomenon. Syndrome vector, which may have errors, allows us to recognize the
most likely nature of these errors.

Mistake in the block (�a1 �a2... �an+1 �an+l �fn+l+1 �fn+r ), which is the object of infor-
mation protection, in our understanding will be the result of the discrepancy of the
binary vector of the result obtained by checking the syndrome.
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Checking the integrity of data in blocks of information involves the following
steps:

(1) input is a data block (�a∗
1 �a∗

2 ... �a∗
n+1 �a∗

n+l
�f ∗
n+l+1

�f ∗
n+r ), which is checked for

integrity; a block hash operation must be performed;
(2) calculate the syndrome corresponding to the value of the predicate:

P(�an) =
{

1, i f �f ∗
n = �fn;

0, i f �f ∗
n 	= �fn.

(3) according to the syndrome table, errors in blocks of information must be
corrected.

4.3 An Example of Fixing the Multiple Error

The obtained method has the potential to provide a guaranteed error correction of
any multiplicity. Let us consider using it as an example of fixing a double error (t
= 2). In this case, the minimum code distance between the rows of the generating
matrix, according to (1), was d0 ≥ 5.

According to expression (3), one example of the generating matrix can be
represented in the following form:

G(9, 4) =

∣
∣
∣
∣
∣
∣
∣
∣

1
0
0
0

0
1
0
0

0
0
1
0

0
0
0
1

∣
∣
∣
∣
∣
∣
∣
∣

0
0
1
1

0
0
1
1

0
1
0
1

1
0
1
0

0
1
1
0

∣
∣
∣
∣
∣
∣
∣
∣

We calculate the minimum code distance between the rows of the generating
matrix. To do this, we denote the rows of the matrix G(9,4), through a x1, x2, x3, x4.
The calculations and values of the minimum code distances between the rows of the
generating matrix are presented in Table 1.

Calculations show, the minimum code distance is stored between all code
sequences (rows of the matrix) d0 ≥ 5, this makes it possible to assert that according
to (2) this code will contribute to the guaranteed correction of double error in blocks
of information. According to the matrix, hash codes are built due to the following
rules:
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Table 1 Calculation d0 between the rows of the matrix G(9,4)

x1 100000010

⊕
x2010000101

d0=1111 1 , d0 = 5

x1 100000010

⊕
x3 001011011

d0=1111 1 , d0 = 5

x1 100000010

⊕
x4 000111100

d0=11111 1 , d0 = 6

x2 010000101

⊕
x3 001011011

d0=11111 1 , d0 = 6

x2 010000101

⊕
x4 000111100

d0=1111 1 , d0 = 5

x3 001011011

⊕
x4 000111100

d0=1111 1 , d0 = 5

Fk
(9, 4) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

x1
x2
x3
x4
x3 ⊕ x4
x3 ⊕ x4
x2 ⊕ x4
x1 ⊕ x4
x2 ⊕ x3

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

According to the generating matrix, G(9,4), we have four information blocks
{A1…A4} and five controls {F1…F5} (Fig. 2), which values are obtained by the
formulas:

F1 = F(A3) ∪ F(A4);
F2 = F(A3) ∪ F(A4);
F3 = F(A2) ∪ F(A4);
F4 = F(A1) ∪ F(A3);
F5 = F(A2) ∪ F(A3).

Fig. 2 Scheme for obtaining hash functions
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Table 2 Error correction in data blocks

* It is the falsified block of information

Let us consider the results of the detection and correction of errors with the given
Hamming codes, depending on the multiplicity of error (Table 2).

The value of the syndrome for different combinations of errors is shown in Table
2. Matrix models of encoding and error detection devices for any Hamming code are
constructed by analogy.

5 Conclusion

The methods and means of building a secure dynamic communication network in
a cooperative production system in an open functional space are considered. We
proposed to use cryptographic method of password authentication and identification
to enhance the security of communication channels in situational communication
clusters.

It is suggested to use hashing technologies to improve the message speed
processing, detection of the fact and the place of damage in the sent information
packet.

For the first time, the method is proposed that provides a guaranteed detection
of a predetermined number of falsified fragments in a message by entering control
information blocks and performing cross-hashing.

The using of hashing technology provides both rapid authentication in a multi-
agent environment and the ability to quickly analyze the structure and content of sent
messages.

The developedmethod can be one of the steps towards achieving an adequate level
of information reliability in the communication system and increasing confidence in
the cooperation or collaboration of people and robots.
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Generation of Pseudo-random Sequences
of the Maximum Period Using Elliptic
Curves Transformations

Alexandr Kuznetsov , Anastasiia Kiian , Yevgen Kotukh ,
Serhii Florov , and Tetiana Kuznetsova

Abstract A promising direction for constructing cryptographically stable pseudo-
random sequence generators is an application of transformations in a group of points
of elliptic and hypereliptic curves. This will allow building evidence-stable crypto
algorithms, the problemoffinding the private key inwhich is associatedwith solving a
theoretically complex elliptic curve discrete logarithm problem. This paper proposes
amethod for generating pseudo-randomsequences of themaximal period using trans-
formations on elliptic curves. This method consists in the application of recurrent
transformations with sequential formation of elements of points group of elliptic
curves. This allows providing the maximum period of pseudo-random sequences
with the reduction of the problem of finding the private key to the solution of the
theoretically complex elliptic curve discrete logarithm problem. The block diagram
of the device for generating pseudo-random sequences and the scheme for gener-
ating the internal states of the generator are given. We also present the results of
statistical testing of some generators, which show that the generated sequences are
indistinguishable in a statistical sense from truly random ones.
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1 Introduction

The analysis and comparative studies have shown that the most effective [1–3], in
terms of indistinguishability of generated sequences with the implementation of a
random process, are methods of generating pseudo-random numbers based on the
use of modular transformations [4–6] or transformations in a group of elliptic curve
points [1, 7, 8]. The most promising are considered to be pseudo-random sequence
generators [9–11], which are constructed using transformations in a group of points
of an elliptic curve [8–14].

At the same time, as studies have shown [15, 16], the main disadvantage of such
methods is that they do not allow the formation of pseudo-random sequences of
the maximum period. For example, when using the well-known Dual Elliptic Curve
Deterministic Random Bit Generator with NIST Special Publication 800-90A [17]
(in the updated version of the standard this algorithm was excluded [18]), the actual
length of the sequence period is much shorter than expected [15]. As the lengths of
the parameters increase, this tendency intensifies [15]. Indeed, the application of the
operation of scalar multiplication of points of an elliptic curve and the display of the
coordinates of the obtained point for the formation of pseudo-random numbers does
not provide the maximum period of the formed sequences. In this paper the task is
to develop a method of forming sequences of pseudo-random numbers which, due
to additional introduction of recurrent transformation in combination with transfor-
mations in group of points of an elliptic curve will allow to form pseudo-random
sequences of the maximum period.

2 Dual Elliptic Curve Deterministic Random Bit Generator

Dual Elliptic Curve Deterministic Random Bit Generator is based on the application
of two scalar multiplications of the points of the elliptic curve and the mapping of
the corresponding x-coordinates of the results to a non-zero integer value [17]. The
block diagram of the generator is shown in Fig. 1.

The first scalar multiplication by a fixed (base) point P is performed to form an
intermediate state si, which is cyclically updated at each iteration during the operation
of the corresponding generator. Thus, the value of the state si depends on the value of
the previous state si−1 (on the previous iteration) and on the value of the base point
P:

si = ϕ(x(si−1P)), (1)

where x(A) is a x-coordinate of the point A, ϕ(x) is a function of mapping field
elements to non-zero integers.

The initial value of the parameter s0 is formed using the initialization proce-
dure, which includes entering a private key (Key), which specifies the initial entropy
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Fig. 1 Block diagram dual elliptic curve deterministic random bit generator

(uncertainty), and hashing the entered keywith the formatting of the result to a certain
bit length. The value Seed obtained in this way sows (initiates) the initial value of
the parameter: s0 = Seed.

The second scalarmultiplication by a fixed (base) pointQ is performed to generate
an intermediate state ri, which after the appropriate transformation and sets the value
of the generated pseudo-random bits. The value of the parameter ri depends on the
parameter formed as a result of the first scalar multiplication si and on the value of
the base point Q:

ri = ϕ(x(si Q)). (2)

The obtained value ri is the source for the formation of pseudo-random bits, which
are generated by reading a block of the least significant (right) bits of the number
ri. The pseudo-random sequence is formed by concatenation of the read bits of the
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formed numbers ri. The values of fixed (base) points are set as constants and do not
change during the formation of the pseudo-random sequence.

Thus, the considered method of generation of pseudo-random sequences applies
the transformation in the group of points of the elliptic curve to the formation of
intermediate states si and ri. Moreover, the reverse action, ie the formation of si−1

by the known si, and/or the formation of si by the known ri is associated with the
solution of a theoretically complex elliptic curve discrete logarithm problem.

3 New Pseudo-random Sequence Generator on Elliptic
Curves

The generation of sequences of the maximum period is solved by the additional
introduction of recurrent transformations. The block diagram of the new generator
is shown in Fig. 2. The basis of our proposal is the above Dual Elliptic Curve Deter-
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Fig. 2 Block diagram of the new generator
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ministic Random Bit Generator (from the previous version of the standard NIST SP
800-90), the newly introduced elements are highlighted in Fig. 2.

The first scalar multiplication to a fixed (base) point, P as in the Dual Elliptic
CurveDeterministic RandomBit Generator, is performed to generate an intermediate
state si, which is cyclically updated at each iteration during the operation of the
corresponding generator. But the fundamental difference is the process of formation
of this intermediate state. To ensure the maximum period of the sequences …si−1,
si, si+1… in our method it is proposed to use a recurrent transformation, which is
initiated by the entered secret key (Key).

Thus, each subsequent value of the state depends not only on the value of the
previous state si−1 (on the previous iteration) and on the value of the base point P,
but also on the result of the recurrent transformation (denote it by LRR(y)), i.e.:

si = ϕ(x((si−1 + LRR(y))P)),

where x(A) is the x-coordinate of the point A, ϕ(x) is a function of mapping field
elements to non-zero integers.

The recurrent transformation can be constructed in different known ways, in
particular, through the simplest variant using a chain of linear recurrent registers
(LRR) with feedback [19], the taps of which are given by the polynomial coefficients

g(x) = g0 + g1x + g2x
2 + · · · + bmx

m .

If the polynomial g(x) is primitive over a finite field GF(2m), then the sequence
formed by the LRR with the corresponding feedback logic has a maximum period
equal to 2m − 1.

The value of the private key (Key), which initiates the work LRR(y), is written
in the LRR as the initial value of the register.

The initial value of the parameter s0, as in Dual Elliptic Curve Deterministic
Random Bit Generator, is formed using the initialization procedure, which includes
entering a private key (Key), which sets the initial entropy (uncertainty), and hashing
the entered key with formatting the result to a certain bit length. The value obtained
in this way sows (initiates) the initial value of the parameter: s0 = Seed.

The second scalar multiplication by a fixed (base) point Q is performed to form
an intermediate state ri, which after the appropriate transformation and sets the value
of the generated pseudo-random bits. Since each subsequent state value si depends
on the result of the recurrent transformation LRR(y), which provides the maximum
period of the formed sequences, then the value of the parameter ri depends on the
parameter si and the value of the base point Q: ri = ϕ(x(si Q)) will depend on
the result of the recurrent transformation LRR(y), ie the formed sequence of states
…ri−1, ri, ri+1,… will have a maximum period.

The obtained value ri is a source for the formation of pseudo-random bits, which
are formed by reading the block from the least significant (right) bits of the number
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ri. The pseudo-random sequence is formed by concatenation of the bits of the formed
numbers ri.

The values of fixed (base) points are set as constants and they do not change
during the formation of the pseudo-random sequence. Thus, the periodic properties
of the states of the proposed generator are determined by the periodic properties of
the additionally introduced recurrent transformation LRR(y).

Let’s denote the original sequence of transformation LRR(y) by …yi−1, yi,
…yi+1… and schematically show the influence of the periodicity of this sequence
on the periodicity of the sequences …si−1, si, …si+1… and …ri−1, ri, ri+1,….

Because the periodic properties of the sequences …si−1, si, …si+1… and …ri−1,
ri, ri+1,… directly depend on the properties of the sequence…yi−1, yi, …yi+1…, the
use of recurrent transformation LRR(y) with the maximum period of the original
sequences provides the maximum period of the original sequence.

4 Statistical Testing of Pseudo-random Sequences

Various statistical tests are used to experimentally test the efficiency of generators of
random and pseudo-random numbers. The most common NIST STS statistical tests
are used to evaluate the performance of generators in cryptographic applications [20].

4.1 NIST STS Statistical Tests

NIST Statistical Tests is a statistical test suite developed by the Information Tech-
nology Laboratory of the National Institute of Standards and Technology (NIST).
This package includes 15 statistical tests:

• Frequency (Monobit) Test;
• Frequency Test within a Block;
• Runs Test;
• Test for the Longest Run of Ones in a Block;
• Binary Matrix Rank Test;
• Discrete Fourier Transform (Spectral) Test;
• Non-overlapping Template Matching Test;
• Overlapping Template Matching Test;
• Maurer’s “Universal Statistical” Test;
• Linear Complexity Test;
• Serial Test;
• Approximate Entropy Test;
• Cumulative Sums (Cusum) Test;
• Random Excursions Test;
• Random Excursions Variant Test.
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The purpose of each test is to determine the measure of randomness of binary
sequences generated by either hardware or software random number generators.

NIST statistical tests are based on various statistical properties that are unique to
random sequences.

Knowing the probabilistic properties of a truly random sequence, one can use
them to test the hypothesis about how similar the generated sequence is to a random
one. For this, a suitable statistic is selected for each test, and its values are calculated
for the ideal and generated sequence. If the difference between these values exceeds
a certain critical value set in advance, then the sequence is considered non-random.

Let us define the p-value as the probability that the ideal generator generated a
sequence less random than the one under study. Then, if the p-value is greater than
α, then the sequence under study is considered random and vice versa, otherwise.

In total (taking into account various parameters for 15 tests), statistical studies are
performed using 188 tests. In this case, the value of the probability p calculated for
each test must be at least α = 0.01. Otherwise (p < α), the binary sequence is not
completely random.

Thus, to test the generator of random and pseudo-random numbers, a long output
sequence is formed (it is recommended to use 108 bits). And for this long sequence,
188 p-values are calculated. These 188 values make it possible to evaluate the
similarity of the generator output sequence to a random sequence.

4.2 Test Results

We have performed statistical testing on several pseudo-random number generators.
Specifically, we tested:

• generator on elliptic curves;
• Micali Shnorr generator;
• ANSI X9.17 generator (3-DES);
• generator using SHA-1.

We presented the test results (188 p-values) in the form of diagrams in Figs. 3, 4,
5, and 6.

The ordinate scale shows the test numbers (from 1 to 188). The p-value corre-
sponding to these 188 tests is plotted on the abscissa scale. Thus, each diagram shows
the full spectrum of 188 values of the probabilities p, which characterize how similar
the generated sequence is to a random one.

In each figure, the range of values p < α is highlighted in red. A hit in this
area indicates that the generated binary sequence is not completely random. In other
words, if at least one of 188 p-values is in the area p < α, then the corresponding
generator has drawbacks, the sequences it generates differ from truly random ones.

The test results showed very good statistical properties. All the generators under
study actually form pseudo-random sequences. For all 188 statistical tests, the
obtained values are p > α = 0.01. This means that for each test, the long binary
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Fig. 3 Generator on elliptic curves
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Fig. 4 Micali Shnorr generator
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Fig. 5 ANSI X9.17 generator (3-DES)
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Fig. 6 Generator using SHA-1
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sequences generated by the generators do not differ in a statistical sense from truly
random ones.

5 Conclusions

The application of cryptographic transformations in a group of elliptic curves points
allows to build efficient pseudo-random sequences generators. However, for the
known Dual Elliptic Curve Deterministic Random Bit Generator (which is described
in the previous version in the standard NIST SP 800-90) there are some drawbacks.
In particular, the cyclic function of the generator does not provide the maximum
period of the formed sequence of internal states and the corresponding points of
the elliptic curves. There is an early looping, as a result, the real period of pseudo-
random sequences is much smaller than expected. This paper proposes a newmethod
that additionally uses recurrent transformations (implemented, for example, using
linear recurrent registers with feedback). This allows you to generate sequences of
states of the generator with the maximum period. The formed sequences of elliptic
curve points also have a maximum period. Therefore, the new method removes
certain shortcomings of the Dual Elliptic Curve Deterministic RandomBit Generator
regarding the periodic properties of the generated pseudo-random sequences.

We also performed statistical testing of some generators. For this, we used NIST
statistical tests. The results obtained convincingly show the indistinguishability of
the generated sequences from the truly random ones, i.e. these generators can be
used in various cryptographic applications.
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Studying the Dynamic Bottlenecks
of a Load Balancer in Distributed
Systems

Oleksandr Khoshaba , Viktor Grechaninov , Anatoliy Lopushanskyi ,
and Kostiantyn Zavertailo

Abstract This article describes a research system in a distributed network that con-
sists of structural and functional components. Also, the paper proposes (describes)
deterministic and probabilistic methods for determining the characteristics of objects
in the research system: benchmark, pool, modules. The main focus is on determinis-
tic and probabilistic methods for studying bottlenecks’ dynamics in a load balancer.
Deterministicmethods for studying the dynamics of bottlenecks in a load balancer are
considered examples of synchronous and asynchronous data exchange models. The
use of probabilistic models to investigate the load balancer’s dynamic bottlenecks
consisted of Turki’s method, which calculated percentiles and determining devia-
tions from specified boundaries. A model of a vector representation of dynamic data
exchange between a benchmark and a load balancer pool is proposed.

Keywords Dynamic bottlenecks · Benchmarks · Load balancers · Dynamic data
exchange · Performance thresholds · Nodes of distributed systems · Deterministic
and probabilistic methods · Turki method · Structural and functional components
of the research system

1 Introduction

Cloud infrastructures and distributed systems are designed to provide high avail-
ability, scalability, and reliability by combining nodes (workstations, servers, and
network equipment) into groups. Therefore, user and equipment requests should be
evenly distributed across each node in the group to increase their performance [1–4].

In this regard, several areas are developing aimed at solving many problems. In
particular, an adaptive and efficient load balancing algorithm for corporate server
nodes are offered [5–8].
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Besides, more and more companies are moving their data management applica-
tions fromexpensive high-performance servers to the cloud. Therefore, a cloud-based
data management system becomes relevant due to scalability, fault tolerance, and the
effective solution of large-scale data management tasks.

Based on this, the implementation of existing cloud-based data management sys-
tems represents a wide range of approaches, including storage architectures, data
models, tradeoffs inconsistency, and availability.

Therefore, to assess the performance of computing and network systems, many
methods and standards are proposed [9–16]. Nevertheless, studies of such results
remain relevant that allow users to understand the impact of various approaches
to implementing different methods on the performance of computing and network
systems.

2 Purpose of Work

The aim of this work is:

• the study of the performance thresholds of load balancer bottlenecks in distributed
systems;

• the creation of a research structure for a load balancer in distributed systems;
• the development of structural and functional components of the research system;
• the use of deterministic and probabilistic methods for determining the character-
istics of the studied objects in the system: benchmark, pool, and modules;

• the creation of a model of synchronous and asynchronous data exchange based
on deterministic methods for studying the dynamics of bottlenecks in the load
balancer;

• determination of bottlenecks of the load balancer by the Turki method [17];
• investigation of dynamic data exchange between benchmark and load balancer
pool.

3 Problem Formulation

The problem formulation considered in this article is focused on studying the dynam-
ics of bottlenecks that appear in the load balancer in distributed systems. For this,
several stages of the life cycle are created: system concept, design and development,
operation, service and support, decommissioning, and disposal.

This life cycle is used when building a research system. Therefore, the main
purpose of building a research system is to study the functioning of a load balancer
in a distributed system.

Also, the study of bottlenecks that appear in the load balancer should cover such
localizations in the research system as:
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• from the benchmark to the pool of the load balancer;
• from the pool to the load balancer modules;
• from load balancer modules to distributed system nodes.

4 Structural and Functional Components of the Research
System

4.1 Structural Components of the Research System

The research system’s structural components include suchbasic parts as a benchmark,
a pool, and load balancer modules, a monitoring system, and nodes of a distributed
system (Fig. 1).

Let’s consider the main structural components of the research system.
A benchmark is a structural component of a research system required to generate

streams of requests that are executed according to a specific user scenario.
A module is a structural component of a load balancer research framework. Its

main functions include:

• processing and exchange of synchronous data streams (requests);
• synchronization of requests between the pool and load balancer;
• synchronization of requests between the load balancer and nodes.
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Fig. 1 Structural components of the research system
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A pool is a structural component of a load balancer research framework that is
required to:

• storage of request streams;
• synchronization of request streams between the benchmark and the load balancer.

In this research system, the pool is a dynamic bottleneck in the load balancer.
Distributed system nodes are a structural component of a research system. Their

main function is to implement request streams that are generated by a benchmark
using a script. Streams of requests are transmitted to the nodes of the research system
using modules.

A monitoring system in a research system is a structural component of a load
balancer, which is necessary to measure a benchmark, load balancer pool, modules,
and communication channels.

Watchpoints are used to identify load balancer bottlenecks in the monitoring
system. The observation points of the monitoring system of the research system can
be set at a certain time interval of loading effects or the occurrence of an event.

Also, the structural components include communication channels that play an
important role in the research system’s work. Communication channels are the struc-
tural formations required topass requests to themain components of the loadbalancer.
In communication channels, synchronous and asynchronous request streams can be
transmitted.

4.2 Functional Components of the Research System

The research system’s functional components consist of request streams, time inter-
vals between requests in communication channels, mechanisms for managing com-
puting and information resources, a user scenario for load impact on research objects
and their states. Let’s consider some of them.

Request streams are functional components of the load balancer research frame-
work that can be synchronous or asynchronous.

The time interval between requests in the communication channel is a functional
component of the research system based on determining the time period between
requests. The time interval in the communication channel can take on some values
(4, 3).

Computational and information resource management mechanisms are a func-
tional component of the research system that defines methods, models, and states of
resource management for the research system: benchmark, load balancer pool, and
modules (Table 1).

For example, there is a load balancer pool management. This pool management is
based on a synchronization mechanism, locking access to the benchmark and mod-
ules to implement stream requests to remote nodes. In this case, the user or developer
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Table 1 Computational and information resource management mechanisms

Characteristics Objects of study

Benchmark Pool Module

Models Deterministic model Probabilistic model Probabilistic model

States Loaded and unloaded Loaded and unloaded Loaded and unloaded

Resource
manageability

Controlled by a user Not controlled by a
user

Controlled by a user

cannot control the pool management mechanism. This is because the pool synchro-
nization mechanism, written in Java, is controlled by the programming environment:
system and application libraries of the virtual machine.

A custom load scenario is a functional component of a research system that
describes the sequence in which requests flows to a load balancer are generated.
The states of the research objects are also functional components of the research
system, which describe the states of the benchmark, the load balancer pool, and the
remote modules of the system based on certain criteria. Such criteria for the state of
research objects can be obtained by expert advice or experimental research.

Let us define the concepts of the loaded and unloaded state of an object of the
research system. Let us assume that the unloaded state of an object of the research
system is a stable or steady state in which the research object does not determine the
effect of the load on it.

The loaded state of an object of the research system is an unstable state in which
the object of research remains at the moment of exposure or after some time has
elapsed after exposure to the load.

Determination of the impact of the load on the object of research is based on
criteria obtained by expert means (user experience) or experimental data (as a result
of using methods).

For example, load states’ criteria of the study objects can be such signs as queues,
the appearance of parallel flows of requests, the loss of requests, and errors in data
transmission in the communication channel.

5 Deterministic Models for Studying the Dynamic
Bottleneck of a Load Balancer

The load balancer’s performance is based on measurements of its pool using a mon-
itoring system. In doing so, the most important measurements are determining the
capacity of the load balancer pool, response time, and intervals between requests
from the benchmark to the load balancer. Consider a deterministic model based on
response time measurements and intervals between requests in the communication
channel between the benchmark and the load balancer pool.
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A deterministic model is a model in which the values of the research object’s
dependent variables are completely determined by the parameters necessary for the
research process. In this case, the scenario of loading actions is used. This scenario
determines the load at which the benchmark generates a sequence of requests with
given characteristics.

These specified characteristics include the following parameters: the response
time (RTi ) between requests in the communication channel (1); the time interval (I ni )
between requests in the communication channel (2); the total number of requests;
the resource address of the remote node of the distributed system.

Building a deterministicmodel to investigate a load balancer’s dynamic bottleneck
is based on the following conditions. Let for the current request in the communication
channel, the time of its sending will be equal to tbi , and the time of its reception will
be a t ei . Then the response time (RTi ) to the current request in the communication
channel will be:

RTi = t ei − tbi (1)

The time interval (I ni ) between the current and the next request in the communi-
cation channel will be equal to:

I ni = tbi+1 − t ei (2)

Since there can be one or several request streams in the communication channel,
the values of the time interval (I ni ) can take the following values:

I ni = 0; I ni > 0 (3)

I ni < 0 (4)

Based on the relationships (3, 4), all requests (5) that are generated by the bench-
mark in the communication channel can be synchronous (3) and asynchronous (4):

I nALL = {I n1, I n2, I n3, . . . I ni , . . .} (5)

According to properties (3) and (4), all queries between which there are intervals
can be divided into sets:

I nSY N = {I ns1, I ns2, I ns3, . . . I ns j , . . .} (6)

I nASN = {I na1, I na2, I na3, . . . I naj , . . .} (7)
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where
I nSY N

⋂
I nASN = Ø (8)

and
I nSY N

⋃
I nASN = I nALL (9)

In this regard, we have the following definitions of communication channels.

Definition 1 A synchronous channel (ChSY N ) is a collection of request flows, where
between each request all intervals have a property (3):

ChSY N := ∀In : I ni ∈ ISY N (10)

or

ChSY N := ∀In : I ni /∈ IASN (11)

Definition 2 An asynchronous channel (ChASN ) is a collection of request flows,
where between each request there is at least one interval that has property (4):

ChASN := ∃!In : I ni ∈ IASN (12)

6 Probabilistic Models for Studying Dynamic Bottlenecks
of a Load Balancer

A probabilistic model is a model in which the values of the dependent variables of
the study object are defined as distributions of random variables. Using this model
assumes that various results will be obtained at the output of the study’s object that
depends on random factors.

As mentioned above, the load impact process is formed by the benchmark and
controlled using a user scenario. Therefore, such an impact on the object of study
as the pool is deterministic. As a result of such an impact, a response is formed on
the research objects: the pool, modules, and remote nodes. The reaction from these
objects of research depends on their software and hardware resources and is different.
Such a reaction has a probabilistic nature of the distribution of random variables and
is studied by the corresponding models.

With insufficient resource capacity and high load impact, anomalies appear in the
objects of the study’s parameters. The determination of these anomalies is a separate
area of knowledge. There are methods of varying degrees of difficulty in this area.

The probabilistic models for studying dynamic bottlenecks of a load balancer
consist of applying the Turki [17] method where percentiles are calculated and devi-
ations from the given boundaries are determined. This method is used to determine
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anomalous data and determine the boundary states of the study object as follows. As
a result of experimental studies, the following data are obtained:

• Median (Q2/50th Percentile): the middle value of the dataset.
• First quartile (Q1/25th Percentile): the lower quartile qn(0.25) is the median of
the lower half of the dataset.

• Third quartile (Q3/75th Percentile): the upper quartile qn(0.75) is the median of
the upper half of the dataset.

• Interquartile Range (I QR): is the distance between the upper and lower quartile.
The formula calculates I QR:

I QR = Q3 − Q1 = qn(0.75) − qn(0.25) (13)

7 The Model of the Data Exchange Process

Quite often, the load impact on the web resources of remote nodes of distributed
systems is performed using user scenarios. Such scenarios contain various addresses
(localizations) of web resources, the frequency, and the number of requests to remote
nodes of a distributed system. The results of user scenarios are often expressed in
the monitoring system by the number of requests sent and received and the amount
of data.

For the research system (Fig. 1), such places of exchange will be the benchmark–
pool, pool–modules, modules–remote nodes. Thus, studying bottleneck dynamics in
a load balancer involves considering pool-level data exchange. Therefore, let’s look
at the data exchange process between the benchmark and the load balancing pool. In
this case, we define the dynamics of processing requests in the pool as receiving and
sending data. Then we plot the function of the values of query processing dynamics,
where along the X-axis, we denote the sent data and along the Y-axis the collected
data.

After that, on the graph (Fig. 2), we indicate a random point A, which corresponds
to the dynamic data exchange between the benchmark and the pool of the load

Fig. 2 Vector representation
of the dynamic data
exchange between the
benchmark and the pool of
the load balancer
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balancer. Also, we introduce the concept of unit vectors, which are shown on the
graph as i and j for a random point of A.

For some time, the data exchange valuesmay vary depending on the user scenario,
the congestion of the pool and the load balancer module, and the distributed system’s
remote nodes. Such changes in the input (user scenario) and output (load of the pool
and the load balancer module, remote nodes of the distributed system) parameters
of the model of the load balancer pool will describe the trajectory of the points (

−→
AB,

Fig. 2) as a function. As a result of this, the unit vector (�−→r ) will correspond to:

−→
AB = �−→r = −→r (t + �t) − −→r (t) (14)

where −→r = −→r (t) = S(t) · −→
i + R(t) · −→

j (15)

and

−→
V = −→

V (t) = �−→r /t, (�t → 0) (16)

−→a = −→a (t) = �−→
V /t, (�t → 0) (17)

wherein,

−→
V (t)—the rate of the dynamic data exchange between the benchmark and the
pool of the load balancer;−→a (t)—changing the dynamic data exchange rate between the benchmark and the
pool of the load balancer.

8 Research Results

These results are the authors’ first step in studying a load balancer’s dynamic bottle-
necks in distributed systems using the above models, deterministic, and probabilistic
research methods. In the first step, the study of the interaction of dynamic data
exchange between the benchmark and the balancer pool made it possible to identify
the following characteristics of the performance thresholds (Table 2).

The formation of the performance thresholds (S0–S4)was as follows. The absence
of load impact was attributed to the state of S0. With minimal load impact, the values
that did not exceed the values for synchronous communication channels (3) were
assigned to state S1. States S2 and S3 were determined based on the calculation of
indicators (Q1, Q2, Q3, IQR) using the developed program in the language R:
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Table 2 Characteristics of the performance thresholds

Performance
thresholds

Characteristics

Load impact Channel Criterion

S0 No exposure Synchronous channel Low node load

S1 Low impact Synchronous channel Average node load

S2 Medium impacts Asynchronous channel Request queue

S3 High impact Asynchronous channel Abnormal requests

S4 Ultra high impact Asynchronous channel Errors or loss of
requests

data = read . csv("filename" , header = TRUE)
summary(data)
result .mean <− mean(data$sQu)
result .min <− min(data$sQu)
result .max <− max(data$sQu)
result .median <− median(data$sQu)
result .q1 <− quantile (data$sQu, 0.25)
result .q2 <− quantile (data$sQu, 0.5)
result .q3 <− quantile (data$sQu, 0.75)
sprintf ("mean = %5.2f " , result .mean)
sprintf ("q1 = %5.2f " , result .q1)
sprintf ("q2 = %5.2f " , result .q2)
sprintf ("q3 = %5.2f " , result .q3)
sprintf (" ∗∗∗∗ IQR ∗∗∗∗ = %5.2f " ,
result .q3 − result .q1)
sprintf ("max = %5.2f " , result .max)
sprintf (" ∗∗∗∗ IQR inner fence
(mild outlier ) ∗∗∗∗ = %5.2f " ,
result .q2 + 1.5 ∗ ( result .q3 − result .q1))
sprintf (" ∗∗∗∗ IQR outer fence
(extreme outlier ) ∗∗∗∗ = %5.2f " ,
result .q2 + 3 ∗ ( result .q3 − result .q1))
sprintf ("min = %5.2f " , result .min)
sprintf (" ∗∗∗∗ IQR inner fence
(mild outlier ) ∗∗∗∗ = %5.2f " ,
result .q2 − 1.5 ∗ ( result .q3 − result .q1))
sprintf (" ∗∗∗∗ IQR outer fence
(extreme outlier ) ∗∗∗∗ = %5.2f " ,
result .q2 − 3 ∗ ( result .q3 − result .q1))
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As a result of the script, we got the result:

. . .
RTM modul:10098
Min. : 0.211
1st Qu. : 1.967
Median : 5.431
Mean : 4.416
3rd Qu. : 6.059
Max. :21.032
[1] "mean = 4.42"
[1] "q1 = 1.97"
[1] "q2 = 5.43"
[1] "q3 = 6.06"

[1] " ∗∗∗∗ IQR ∗∗∗∗ = 4.09"
[1] "max = 21.03"
[1] " ∗∗∗∗ IQR inner fence
(mild outlier ) ∗∗∗∗ = 11.57"
[1] " ∗∗∗∗ IQR outer fence
(extreme outlier ) ∗∗∗∗ = 17.71"
[1] "min = 0.21"
[1] " ∗∗∗∗ IQR inner fence
(mild outlier ) ∗∗∗∗ = −0.71"
[1] " ∗∗∗∗ IQR outer fence
(extreme outlier ) ∗∗∗∗ = −6.84"

Cases when, as a result of load impacts, errors appeared during data processing
or requests were lost were assigned to state S4.

When determining the S2–S4 states, the localization of the dynamic bottlenecks
was determined. As a result of data processing, summary tables, or graphs (Fig. 3)
were obtained, which were analyzed for localization and degree of dynamic bottle-
necks.

Fig. 3 Bottleneck capacity definition example
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Figure3 shows the results ofmeasurements of bottlenecks’ dynamics that appeared
on the load balancer pool.

9 Further Research

The next step of further research will be:

• the study of the impact of synthetic benchmark tests on the load balancer in dis-
tributed systems;

• the study further statistical analysis of the data;
• the study of the work of the load balancer in an enterprise environment.
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10. LeeG,BinL,OĹoughlin J (2014)Benchmarking cloudperformance for service level agreement
parameters. Int J Cloud Comput 3:3–23. https://doi.org/10.1504/IJCC.2014.058828

11. Sun B, Hall B, Wang H, Zhang D, Ding K (2014) Benchmarking private cloud performance
with user-centric metrics. In: Proceedings—2014 IEEE international conference on cloud engi-
neering, IC2E 2014, pp 311–318. https://doi.org/10.1109/IC2E.2014.74

12. Joel S, Philipp L, Jurgen C, Harald G (2014) CloudWorkBench—infrastructure-as-code based
cloud benchmarking. In: Proceedings of the international conference on cloud computing tech-
nology and science, CloudCom, 2015. https://doi.org/10.5167/uzh-98872

13. Bermbach D,Wittern E, Tai S (2017) Cloud service benchmarking: measuring quality of cloud
services from a client perspective. https://doi.org/10.1007/978-3-319-55483-9

https://doi.org/10.12737/2219-0767-2020-13-1-25-32
https://doi.org/10.1109/JNS2.2012.6249253
https://doi.org/10.2991/wartia-16.2016.94
https://doi.org/10.2991/wartia-16.2016.94
https://doi.org/10.4103/0976-8580.86636
https://doi.org/10.1007/11751632_60
https://doi.org/10.1109/IHMSC.2013.60
https://doi.org/10.1109/IHMSC.2013.60
https://doi.org/10.1145/1871929.1871938
https://doi.org/10.1504/IJCC.2014.058828
https://doi.org/10.1109/IC2E.2014.74
https://doi.org/10.5167/uzh-98872
https://doi.org/10.1007/978-3-319-55483-9


Studying the Dynamic Bottlenecks of a Load Balancer … 211

14. Rabl T, Frank M, Mousselly Sergieh H, Kosch H (2010) A data generator for cloud-scale
benchmarking, vol 6417, pp 41–56. https://doi.org/10.1007/978-3-642-18206-8_4

15. Iosup A, CapotaM, Hegeman T, Guo Y, NgaiW, Varbanescu A, VerstraatenM (2015) Towards
benchmarking IaaS and PaaS clouds for graph analytics, pp 109–131. https://doi.org/10.1007/
978-3-319-20233-4_11

16. Oussama S, Karim A (2018) impact live migration on cloud performance. SSRN Electron J.
https://doi.org/10.2139/ssrn.3186348

17. Tukey JW (1977) Exploratory data analysis. Addison-Wesley Longman, p 688. ISBN-13:
9780201076165

https://doi.org/10.1007/978-3-642-18206-8_4
https://doi.org/10.1007/978-3-319-20233-4_11
https://doi.org/10.1007/978-3-319-20233-4_11
https://doi.org/10.2139/ssrn.3186348


An Automatic Optimization Method
for BPG Compression Based on Visual
Perception

Fangfang Li , Sergey Krivenko , and Vladimir Lukin

Abstract Better Portable Graphics (BPG), which is based on the High Efficiency
Video Coding (HEVC), outperforms many other traditional lossy compression
methods in terms of compression ratio and visual quality expressed in standard
metrics. It might be necessary to provide a desired visual quality in some condi-
tions where visual perception is of prime importance. In this paper, we propose an
automatic optimization method for BPG coder intended to provide a desired visual
quality, keeping in mind peculiarities of image perception in real-life applications.
A two-step method is involved in the design; PSNR-HMA metric is employed to
characterize the visual quality of a color image. The Kodak image set is used in our
experiment to get an average rate-distortion curve and verify the coder performance.
The results show that our approach provides the desired visual quality with a devia-
tion less than 1 dB in terms of PSNR and PSNR-HMA. This method is simpler than
recently proposed learn-based algorithms; less hardware and computer resources are
required. Thus, it is expected that the proposed approach can be useful in various
applications.

Keywords Lossy image compression · BPG ·Visual perception · Two-step method

1 Introduction

The development of imaging system and technology has enabled to achieve high
visual quality with rich image information. A huge number of photographs are
acquired by smartphones and digital cameras every day; most of them are then
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uploaded and shared on Facebook and other social media platforms. Besides, images
are widely used in remote sensing [1–3], medicine [4, 5] and other areas [6]. Thus,
people deal with the explosive increasing of amount of image data and necessity
to store and transfer them effectively. In order to reduce the images’ size for their
transmission and/or storage, compression technology is more important than ever
[7].

Compression can be performed in twoways, namely using lossless and lossy tech-
niques. Lossless compression is carried out by removing redundancy in an image,
and it is often used in medical imaging [5], bioinformatics [8], and other appli-
cations where it is required that a decompressed image does not differ from the
corresponding original one; this takes place for such formats as PNG, GIF, etc. [9].
Lossy compression, on the other hand, introduces some distortions but provides
larger compression ratios; as example, it is possible to mention such compression
techniques as JPEG2000 [10], SPIHT [11, 12], AGU [13], BPG [4, 14, 15]. Due to
high compression efficiency, lossy compression is widely used in numerous fields,
i.e., multimedia, IoT, and so on.

As one knows, the main goal of image compression is to reduce the storage space
and to meet time and bandwidth restrictions if images are transmitted via commu-
nication lines. Another aspect that should be taken into consideration is providing
a desired quality of reconstructed (decompressed) images [16, 17]. For example, it
might be desired to have them indistinguishable from the original ones if images
are viewed (analyzed) by a human observer [18]. Such demands mean that the lossy
compression process also needs to take visual quality into account. So, visual quality
metrics have to be employed in the design and application of techniques used in lossy
compression. Peak-Signal-to-Noise Ratio (PSNR) is the classic metric, but it is not
adequate enough. Because of this, it becomes popular to employ some other metrics
based on Human Vision System (HVS), which allows meeting the visual perception
better [19–21].

Concerning visual perception in lossy compression, intensive studies have been
focused on perceptual compression [7, 18, 22] that aims to provide an acceptable
visual quality in terms of desired values of used metrics. Prediction-based methods
allow predicting the visual quality characterized by a given parameter. Such a predic-
tion is fast enough, but its accuracy still needs to be improved [23, 24]. Learning-based
image compression schemes have been proposed recently [25, 26], they consist of
encoder-decoder progress with a loss function and a trained neural network. Such
schemes improve the compression efficiency and outperform JPEG2000, but go
beyond the BPG [27]. Although for the extended hybrid method [28], the perfor-
mance is slightly better, it has limitations as well. All these learning-based methods
demand high hardware equipment and computations. Another direction of current
research deals with optimizing traditional compression methods aiming at providing
a desired visual quality. A two-step method [29] is a fast and efficient choice, and it
has proved to work well for several gray-scale image compression coders [22, 29].
Having a preliminary stage that employs simulations for a set of test images with
getting averaged dependences, this approach provides fast processing being applied
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to a given image [30–32]. In view of its success in compressing gray-scale images,
it is worth promoting this method used for color images.

The goal of this paper is to propose and analyze an automatic optimization of a
desired quality providing for the state-of-the-art BPG compression applied to color
images. The organization of the paper is as follows. The BPG coder is introduced
in Sect. 2. Two-step method principle is described in Sect. 3. Then, the automatic
optimization method for BPG tested on Kodak color images is proposed. In Sect. 5,
we analyze the method accuracy for the metrics PSNR and PSNR-HMA. Finally, the
conclusions are given.

2 BPG Coder

Better portable graphics (BPG) is an HEVC-based compression coder [33], which
produces a higher compression ratio compared to JPEG for the same quality and even
outperforms the novel learning-based algorithm in terms of PSNR and reconstructed
image size [27]. BPG is designed in JavaScript that leads to its easy use for web
browsers and all typical portable applications such as mobile devices [34]. Another
advantage of BPG is open assess [33], this enables numerous researchers to partici-
pate in the optimization and improvement of the algorithm. These advantages result
in superior compression characteristics of BPG and have led to its wide application.

Aggregating the above,BPGcan be considered as a state-of-the-art lossy compres-
sion coder. It has a parameter Q responsible for varying and controlling the
compressed image quality. However, the use of the same Q leads to quality that
depends on image complexity ([27], see also examples in the next sections). So, it is
important for BPG to enable an option of providing a desired quality, in particular,
visual quality to meet human perception since human beings are often the terminal
customers of images, especially color ones. In our previous work [34], BPG was
enabled to provide a desired visual quality for gray-scale images due to the designed
and optimized two-step method. In this paper, color image compression experiment
is conducted to extend the universality of our method.

3 Related Work on Two-Step Method

The task of providing a desired quality in lossy compression is challenging. There
are two issues needed to be overcome. Firstly, some adequate metrics are needed
to assess the visual quality and characterize distortions (between the original image
and the reconstructed one). Secondly, any lossy compressionmethod has a parameter
controlling compression (PCC), but such a parameter also needs somemethod (algo-
rithm) to ensure a desired visual quality. We have recalled three approaches earlier
where the two-step method seems to be the best choice for BPG encoder taking into
account both time efficiency and precision.
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A two-step method was proposed recently, and its feasibility has been verified for
the DCT-based encoders [22] and DWT-based encoder SPIHT. This method operates
as follows.

Firstly, there is a preliminary stage of data processing that has to be done once
and offline to have averaged data till the moment of compressing a given image. At
this stage, a large number of test images that simulate a variety of properties of other
images to be compressed are used as an image set. Compression and decompression
for each image are conducted on a series of PCC values, which covers a range we
are interested in. Then, a rate-distortion curve (dependence of a considered metric on
PCC) is built up from these data. The average rate-distortion curve is then obtained
by averaging the metric values corresponding to the same PCC for all images in
the set. The rate-distortion curves for the metric PSNR are presented in Fig. 1. They
have been obtained for 12 images that were selected as the basic (training, simulation,
preliminary) image set. As one can see, the trends for all curves are similar, including
the average curve. However, PSNR for a given Q might vary by up to 10 dB (see
data for Q = 40).

The obtained average rate-distortion curve is important since this characteristic
can be used to determine an approximate PCC for providing a desired quality char-
acterized by a given metric M. For example, as it follows from analysis of data in
Fig. 1, one has to use PCC = Q ≈ 28 to produce compression with PSNR about
40 dB. Note that this curve can be presented and saved in Table form asMave i(PCCi)
where values of PCCi cover the entire range of possible variation of this parameter
(from 1 to 51 for the parameter Q for BPG).
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Fig. 1 The PSNR versus PCC (Q) dependences for 12 test images
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In the first step of the two-stage procedure, the initialPCCinit has to be determined.
Linear interpolation for Table data can be used. Then, PCCinit is calculated using the
following equation

PCCinit = PCCest + Mdes − Mave

M ′ (1)

whereMave is the value closest to the desiredMdes at the right endof the corresponding
interval of the average rate-distortion data array. PCCest is the value corresponding
to thisMave. M’ is the curve derivative for the corresponding PCCest .

The next operation at the first step is compressing and decompressing the target
image with PCCinit . After decompression, the metric valueMinit has to be calculated
between the original image and the decompressed one. For some images, this metric
value can be appropriately close to the desired value [22], then the second step is not
needed. If the accuracy characterized by |Mdes − Minit | is not appropriate, the PCC
at the second step needs to be corrected using Eq. (2)

PCCdes = PCCinit + Mdes − Minit

M ′ . (2)

After this, the image is compressed usingPCCdes and compressionwith providing
a desired quality is considered completed.

4 Automatic Optimizing Method for BPG on Color Image

Color images contain richer visual information than the corresponding gray-scale
ones. Color images are perceived by humans as reflections of the surrounding real
world. However, it is more complex to deal with color images than with grayscale
ones [35]. Even though the two-stepmethodworkswell forBPGongrayscale images,
we still need to take into account certain peculiarities of color image perception by
humans and quality assessment.

4.1 Visual Quality Metrics for Color Images

First, we need to choose a visual quality metric able to characterize well human
perception of color images. Of course, PSNR is the classic metric that can be left
for further statistical analysis, but it has been shown that large PSNR values do not
consistently mean a high perceptual quality, some color banding and blackness are
not well-captured by PSNR [36].

PSNR-HMA [37, 38] is a modified image visual quality metric for HVS taking
into account. In particular, it takes into consideration the perception ofmean shift and
contrast change. Advantages of PSNR-HMA are the following: (a) it is expressed in
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Fig. 2 The PSNR-HMA versus PCC (Q) dependences for 12 test images

dB and covers a wide range of values starting from 15 to 20 dB (annoying distortions,
very bad quality) to > 40 dB (with high probability, invisible distortions); (b) its
properties have been quite thoroughly studied [31]; (c) it can be easily and quickly
calculated, its open access code is available at [39]. One more advantage is rate-
distortion curve behavior close to linear (Fig. 2)—this is important for two-step
procedure based on linear interpolations (1) and (2).

Figure 2 shows the rate-distortion curves PSNR-HMA vs PCC (Q for BPG coder)
for 12 test images which come from Kodak image set. The plots are similar to those
of PSNR vs PCC in Fig. 1. Despite of similar behavior, the plots are individual for
each test image.

4.2 Parameter Controlling Compression (PCC) in BPG

In each lossy compression technique, there is a PCC. Mostly, it is quantization step
or scaling factor [19, 21, 34]. For BPG, it is parameterQ [26]. SmallQ results in less
quantization and, thus, better visual quality of decompressed images [40]. According
to [33], this value ranges from 1 to 51.

The parameter Q and a considered metric should be set into the Eqs. (1) and (2),
it is displayed in Eqs. (3)–(6).

Qinit = Qest + PSN Rdes − PSN Rave

M ′ (3)
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Img #1 Img #2 Img #3 Img #4 Img #5 Img #6

Img #7 Img #8 Img #9 Img #10 Img #11 Img #12

Fig. 3 Basic image set using images 1–12 of the Kodak test set

Qdes = Qinit + PSN Rdes − PSN Rinit

M ′ (4)

Qinit = Qest + PSN R−HMAdes − PSN R−HMAave

M ′ (5)

Qdes = Qinit + PSN R−HMAdes − PSN R−HMAinit

M ′ (6)

A specific feature is that Q can be only integer. Thus, determined values of Q in
(3)–(6) have to be rounded-off to the nearest integer.

4.3 Image Set

In our experiment, 12 images (see Fig. 3) from Kodak image dataset have been
chosen to obtain the average rate-distortion curve off-line, the dependences of visual
quality on the control parameter Q are displayed in Figs. 1 and 2. This set simulates
a variety of data that can be met in practice and contains various types of images
including simple structure, textural, colorful, etc. All of these images have the size
of 512 × 512 pixels.

Other 12 images (see in Fig. 4) from Kodak image set are used to verify the
proposed method, there are images of different scenes and people, the complexity
of the images varies. This verification set can be treated as a tool to understand have
we chosen the original image simulation set correctly or not.
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Img #13 Img #14 Img #15 Img #16 Img #17 Img #18

Img #19 Img #20 Img #21 Img #22 Img #23 Img #24

Fig. 4 Verification image set using image 13–24 of the Kodak test set

5 Analysis of the Accuracy

We focus our attention on lossy compression with either invisible distortions or with
distortions that are visible but are not annoying. This approximately corresponds
to the range from 33 to 38 dB in terms of PSNR. Experiments performed for the
databaseTID2013 have shown that PSNRabout 35 dB can be considered as distortion
invisibility threshold. In our experiment, four values in this region have been set as
desired ones, namely 40, 38, 35, and 33 dB. The same desired values have also been
used for the metric PSNR-HMA. The obtained results are given in Table 1.

Here Mdes is the desired value of the PSNR or PSNR-HMA. VARfir denotes the
variance of providing visual quality at the first step, VARsec is variance of providing
the desired quality at the second step. These variance values are determined by
processing data for all 12 test images.

It can be also interesting to look at compression ratio and its variation for a given
quality. To get imagination, we present the values of �CR that denote the maximal
difference between CR values corresponding to different images for the same Mdes.

Table 1 The obtained statistical data (training set)

Quality metric Mdes VARfir VARsec �CR

PSNR 40 1.0067 0.0966 23.65

PSNR 38 1.298 0.1253 46.126

PSNR 35 1.511 0.0804 144.477

PSNR 33 1.0347 0.2058 737.175

PSNR-HMA 40 1.0615 0.0606 19.395

PSNR-HMA 38 1.1131 0.0651 28.45

PSNR-HMA 35 1.0861 0.0442 45.293

PSNR-HMA 33 1.1514 0.0575 72.542
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Table 2 Statistical data for the desired PSNR-HMAdes = 33 dB (verification set)

Test image Qinit PSNR-HMA_first Qdes PSNR-HMA_prov CR

kodim13 38 32.373 37 33.243 20.133

kodim14 38 31.493 36 33.086 26.605

kodim15 38 32.352 37 32.936 62.066

kodim16 38 33.882 39 33.088 73.192

kodim17 38 33.23 38 33.23 56.905

kodim18 38 31.893 36 33.384 29.041

kodim19 38 33.692 39 32.981 59.072

kodim20 38 34.965 41 32.686 92.675

kodim21 38 34.104 40 32.61 53.549

kodim22 38 32.212 37 32.776 49.855

kodim23 38 33.92 39 33.236 86.915

kodim24 38 32.284 37 32.965 32.213

Variance 1.1614 0.0575

It can be seen fromdata inTable 1 that our optimization scheme can indeed provide
visual quality for BPG color image compression, at least, in the human perception
region under interest. The max VARsec go beyond 0.21; it has considerably (by about
one order) reduced due to the second step. This indicates that the provided visual
quality is enough close to the desired visual quality which can be set by a user. In
some cases, even one (the first) step is enough to produce the desired quality for
BPG applied to color image (the examples are the test image #17 in Table 2 and test
images #15, 17, 19 in Table 3).

Analysis of �CR shows that, for the same desired PSNR, the compression ratio
can be sufficiently different, especially for small values (33 dB) of the desiredmetric.
The differences �CR for PSNR are larger than for the same PSNR-HMA.

Let us use the images #16 and #13 as examples. The original images are shown
in Fig. 5a and d, the decompressed images with the desired PSNR-HMA = 33 dB
are shown in Fig. 5b and e, and the reconstructed images with the desired PSNR =
33 dB are given in Fig. 5c and f. Comparing them, we can find that the distortions
are practically invisible when the desired PSNR-HMA = 33 dB, the CR values are
equal to 73.192 and 20.133, respectively. But when the desired PSNR = 33 dB, the
distortions for the test image #13 are still invisible, while the distortions for the test
image #16 are annoying, the CR values are equal to 768.731 and 31.575, respectively.
The detailed data (for PSNR-HMAdes = 33 dB) are given in Table 2. In turn, the
detailed data (for PSNRdes = 33 dB) are presented in Table 3.

In Table 3, the image #16 has the largest CR (768.731) while the highly textural
image #13 has the smallest CR (31.575). The provided PSNR values are equal to
33.255 dB and 32.408 dB, respectively, both of them have the error less than 0.6 dB.
According to CR for the test image #16, the obtained result is amazing. However,
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Table 3 Statistical data for the desired PSNRdes = 33 dB (verification set)

Test image Qinit PSNR_first Qdes PSNR_prov CR

kodim13 49.000 31.267 40.000 32.408 31.575

kodim14 49.000 31.481 41.000 32.902 54.828

kodim15 49.000 33.034 49.000 33.034 385.121

kodim16 49.000 33.524 51.000 33.255 768.731

kodim17 49.000 33.078 49.000 33.078 301.304

kodim18 49.000 31.813 43.000 32.780 84.758

kodim19 49.000 33.030 49.000 33.030 241.745

kodim20 49.000 34.790 51.000 34.299 370.091

kodim21 49.000 33.194 50.000 33.041 303.233

kodim22 49.000 32.770 48.000 32.902 306.416

kodim23 49.000 33.905 51.000 33.426 367.731

kodim24 49.000 32.256 45.000 32.945 103.047

Variance 1.0347 0.2058

a.Original image #16 b. Compressed image #16
(PSNR-HMAdes=33dB)

c. Compressed image #16
(PSNRdes=33dB)

d. Original image #13 e. Compressed image #13 
(PSNR-HMAdes=33dB)

f. Compressed image #13
(PSNRdes=33dB)

Fig. 5 Two examples with the desired metric value equal to 33 dB
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the visual quality of decompressed image is unsatisfactory (see Fig. 5c), the distor-
tions are obvious compared to the original image. Meanwhile, the visual quality for
decompressed image #13 is acceptable to human perception.

In Table 2, the analyzed metric is PSNR-HMA with the desired value equal to
33 dB. The provided values of PSNR-HMA for test images #16 and #13 are equal
to 33.088 dB and 33.243 dB, respectively. And the visual quality of both images
is satisfactory, the distortions are almost invisible. Analysis of variance values in
Tables 2 and 3 shows that accuracy after the second step has radically improved, and
this shows expedience of using the two-step procedure. In addition, it shows that the
simulation set has been chosen correctly.

Thus, some statements can be drawn. Firstly, there are distortions due to lossy
compression that cannot be characterized by PSNR adequately even if a desired
PSNR is provided and it is in the considered range. Because of this, we propose to
use the metric PSNR-HMA to meet the human visual perception better and since
it is more “reliable” than the metric PSNR. Secondly, by adopting the automatic
optimization scheme for BPG, one can increase (maximize) the compression ratio
while the provided visual quality meets the requirement.

The lower limit of PSNRdes is about 33 dB whilst it is about 28 dB for the metric
PSNR-HMA, this is because the PCC Q for BPG cannot be larger than 51 (there is
the test image kodim20 in Table 3 for which the provided PSNR is equal to 34.3 dB
although the maximal possible Q has been used). This also means that if the values
of Qdes calculated according to (4) or (6) are larger than 51, then compression with
Q = 51 has to be carried out at the second step.

As one can see, in some cases, the metric value provided at first step is approx-
imately equal to the desired value, then the procedure can quit after the first step.
This makes it possible to skip the second step and, thus, to accelerate the two-step
procedure. For this purpose, a precision (maximal allowed error) can be preset - if
the error of metric providing at the first step is less than a certain threshold value,
the procedure is supposed to quit. According to data in Tables 2 and 3, variance after
the second stage is about 0.06 dB2. Then, the standard deviation σ is about 0.25 dB.
Then, supposing theGaussian distribution of errors and requiring the providedmetric
values to bewithin the limits fromMdes − 2 *σ toMdes + 2 *σ, the following stopping
rule is possible: if the error |Mdes − Minit| is less than 0.5 dB, then quit.

6 Conclusions

It is the trend now to provide a desired visual quality that meets human perception in
lossy compression. Meanwhile, this task is challenging since the coder performance
characteristics of each image are different. Peculiarities of both the compression
encoder and used metric need to be taken into account. Fortunately, the recently
proposed two-step method has proved that fast providing of the desired quality is
possible, at least for gray-scale images. This paper gives the automatic optimization
method for BPG encoder for color images, the presented results of experiments
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prove that this method works well enough. The metrics employed in our experiment
are the classic metric PSNR and HVS-based metric PSNR-HMA. Comparison of
decompressed images shows that the use of the metric PSNR-HMA is preferable
since it takes into account peculiarities of human perception of images better. Our
method allows setting the parameterQ employed as PCC in BPG encoder depending
on a given image to be compressed. A possible range of setting the desired values
of the considered metrics is established taking into account possible range of the
parameter Q variation in BPG encoder.
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Agent Functionals in Monitoring
Information Systems

Serhii Holub , Svitlana Kunytska , and Viktor Grechaninov

Abstract The processes of construction and use of agent functionalities in moni-
toring information systems (MIS) are investigated in the work. Several data-
converting agents are combined by the monitoring information system into global
and local multi-agent structures to provide the ability to perform monitoring tasks
while reducing the informativeness of the input data arrays. The relevance of these
studies is determined by the fact that there is a need for methods to identify the prop-
erties of monitoring objects in the process of changing their states. At the same time,
the informativeness of the results of already conducted observations decreases in the
process of discovering new properties of the monitored objects. There is a need to
make new observations and to identify new properties of objects based on the results
of already observed observations. The definition of basic concepts and principles of
construction of agent functionalities is given. Hypotheses are formulated to increase
the efficiency of monitoring by building agent functionalities. An experimental test
of the formulated hypotheses was performed. To do this, the process of constructing
an agent functional in monitoring the individual patient’s response to the use of a
standard treatment regimen was studied. Blood glucose was a simulated measure
of health. It is experimentally proved that the method of ascending synthesis of
elements allows ensuring the integrity of the agent functional. In this case, the SLE
of the simulation results from the actual values decreases by more than 34%.
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1 Introduction

Monitoring information systems (MIS) are the implementation of information tech-
nology for intelligent monitoring. They are used to reduce uncertainty in decision-
making in the relevant subject area. Uncertainty reduction is achieved through the use
of a process to predict the consequences of using each of the available strategies. To
identify the properties of objects and processes involved in the selected strategies,
ITIM intelligent monitoring information technology is built. The results of ITIM
monitoring are used to calculate the situation—to determine the consequences of the
each the existing strategies. If these consequences are known, the decision will be
made under conditions of certainty.

Intelligent agents are used as one of the realizations forms the knowledge gained
in the monitoring process Agents contain information about the properties of the
object or group of objects to be monitored, about the patterns change of these prop-
erties, and the trends in the development of their interactions. They can predict the
consequences of the strategy for which they were built, assess the impact of the
external and internal factors, classify the state of the monitoring objects, to form
conclusions based on the results of intellectual analysis of the results of the obser-
vation. For cases where the properties of the input data set change, the monitoring
results become less informative, theMIS should provide the opportunity to adaptively
increase the diversity and capacity of information retrieval and knowledge retrieval
tools. This is achieved by decomposing the task of transforming the observation
results, using agents to solve local problems of transforming the form of information
and coordinating their interactions to perform the global task of MIS. As a result,
a global multi-agent structure (GMS) is formed, which allows providing a separate
result of MIS monitoring. The study the processes of the formation the synergetic
connections between intelligent agents to create emergent GMS is an urgent task.
Solving this problem will help eliminate the problems that arise when changing the
profile of the MIS by the change of the next order of the decision-maker.

2 Results of Information Search of the Analogs

Agent functionalities (AF) are obtained by effectively combining agents in order to
form new properties of global multiagent structures (GMS). GMS is a reflection of
knowledge about the processes and objects ordered for monitoring, and at the same
time serves as an algorithm for converting the results of new observations. With the
help of GMS there is a profiling of information technology of intellectual monitoring
in accordance with the individual orders of the decision maker in the relevant subject
area [1].

The methodology of GMS construction involves the consistent formation of
models, agents, agent functionalities and global multi-agent systems at certain stages
of the organization of monitoring processes and processing of their results.
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This paper describes the processes of formation of effective interactions between
data-converting agents (DCA), which allow obtaining AF for given purposes.

Intelligent Monitoring Information Technology (IMIT) [1] is used to provide
knowledge of decision-making processes in accordance with the individual order
of the subject area. IMIT is implemented in the form of an intelligent monitoring
system (IMS). Monitoring information technology is built each time individually
at the request of the decision maker (ATS). Therefore, the intelligent monitoring
system (IMS) has the ability to implement various information technologies without
changing the software. Changing the monitoring task is formalized by changing the
tasks of the simulated indicators, changing the list of the informative features, setting
up the forming processes an array of the input data, and model synthesis.

The central processes implemented in GMS are modeling of monitoring objects.
When changing the monitoring task, it becomes impossible to obtain additional
results of observations that would coincide in time with the existing data and would
provide a new task. The informativeness of the array of numerical characteristics
when solving a new problem decreases. To build a utility model for a new task, it is
necessary to increase the variety of means of model synthesis [2].

The use of the agent approach in IMIT is caused by the need to expand their capa-
bilities tomore fully reflect the properties of themonitored objects in the conditions of
insufficient informativeness of the observation results. Possibility to apply the results
of using traditional methods of group decision making [3–5] in solving problems of
object recognition, methods of multilevel modeling [2], generalization of results
obtained by several models, predictor complexation [6] and other existing methods
for the formation of synergetic relationships between intelligent agents as elements
of the methodology of multi-agent data processing in MIS, allows to increase the
diversity of informationmodeling technologies. This paper investigates the processes
of forming relationships with intelligent data processing agents in IMIT.

A special position in the review of methods and means of forming relationships
between agents is occupied by methods of building hierarchical structures. In [7]
the process of hierarchical clustering is described. A hierarchy of clusters based
on agglomerate and separate strategy is built. The agglomerate strategy (inductive,
bottom-up) involves the first stage of building clusters at the lower level. This is
followed by the grouping of these clusters. According to a separate strategy (deduc-
tive, top-down), the hierarchy of clusters is formed by dividing existing clusters into
subclusters.

Processes of using intelligent agents in monitoring systems have already become
widespread. In [8] the use of intelligent agents (IA) in environmental monitoring
technology is investigated. An agent is an information system that ensures the perfor-
mance of certain monitoring tasks—monitoring of water agents, soils, atmosphere,
emissions, generalization of results at the regional and national levels, agents of
departmental services and so on. These agents have a typical structure, means of
implementing functions. To ensure the gradual implementation of tasks by intelli-
gent agents, the author proposes to provide additional functions for a multi-agent
system: development of rules of conduct for agents in the network, protection of the
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network from unauthorized actions of agents, detection of contradictions in the struc-
ture and actions of agents. It was not possible to find information about the methods
of coordinating the interactions of agents and the types of models that determine the
behavior of these agents.

In [9] proposes a list of indicators to assess the interaction of agents in the network,
in particular the compatibility of goals and competence. It is proposed to provide
agent interaction management with a separate network of intelligent agents, which
operates on the basis of self-restraint and self-adjustment.

The use of genetic algorithms to form a strategy for the behavior of intelligent
agents is described in [10]. The agent makes decisions after solving a local problem.
The best strategy is formed by crossing several vectors of numerical characteristics
of the parameters of available decision-making strategies (chromosomes), mutations
of individual parameters (genes) and evolutionary selection of chromosomes with
mutated genes that provide better values of quality function.

In [11] the structure of methods of coordination presented in Fig. 1 is offered.
The author proposes to form the interaction of agents on the basis of game

approaches. Relationships between agents are proposed to be formed on the basis
of the prefix form of counting predicates of the first degree of the Knowledge
Interchange Format (KIF) [12].

The application of the predictor complexation method [6] allows increasing the
reliability of forecasting by combining the results of using several models. With a

Fig. 1 Structure of methods
of coordination of interaction
of agents [12]
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successful combination of models, the effect of emergence is formed—the efficiency
of the combined models is higher than the efficiency of any of these models [13–16].
This system-wide property underlies successful collective solutions used by technical
systems [4, 17–19]. Complexation is performed by a one-level combination of output
signals of models that have a common simulated index:

y∗ = f [y(1), y(2), . . . , y(n), X ], (1)

where y(1), y(2), …, y(n) are predictive predictor models; X is the set of independent
variables; y* is the result of modeling several predictors.

The authors propose the implementation of the complexation process by sequen-
tial solution of problems [6]:

1. Evaluation of the quality of models according to predefined criteria.
2. Designing a team of complex methods by aggregating self-forecasts.
3. The use of a team of complex methods to obtain a comprehensive forecast.

The team of predictors is presented in the form of a linear combination of the
most informative models:

w =
m∑

i=1

ai yi , (2)

where w is the collective predictor, yi is the vector of predicted values for the ith
model; ai is a vector of unknown coefficients.

The quality of the models is evaluated by the root mean square error, the criterion
of regularity, the mean and maximum modulus of error, the correlation coefficient,
the Darbin-Watson criterion [20]

To obtain a comprehensive forecast the following items are used [6]:

• the arithmetic mean of the signals obtained from each predictor;
• averaging the signals of the group of the best models [21];
• representation of the predictor in the form of regression with the calculation of

the values of the coefficients by the method of least squares [22];
• model assault based on the use of a multi-row GMDH algorithm [24.]
• factor analysis. The complete list of reference predictors is replaced by a limited

list of main components, for which the complexation algorithm is then applied
[24];

• solution of the problem of minimization of the objective function in the space of
predetermined priority coefficients of reference predictors [25];

• ensuring minimization of the variance of the error of the output signal of the
collective predictor [26, 27].

All these methods are united by the fact that the complexation of models is aimed
at improving the forecast of one, common to all models, indicator. Complexation is
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limited to one layer, is the results of the collective forecast are not used for the next
complexation.

In the case when the results of collective forecasting remain unsatisfactory, the
methods of synthesis of multilevel models are used [2], and information technologies
of multilevel intellectual monitoring are built on their basis. To improve the results
of collective forecasting of the common indicator, multilayer modeling technologies
have been developed. Methods of synthesis of multilevel models, duplication of
levels, stratification of the structure of global functional dependences are used to take
into account the mutual influences of several objects of monitoring and forecasting
the development of the situation [2]. To optimize the description of the object of
monitoring, clustering of observation points according to the characteristics of the
models is used [28].

Similar approaches are used by the authors to constructmultilayer neural networks
in order to solve the problems of prediction [29], identification, classification [30]
and clustering [31].

Thus, today there are methods that can be used to form links between agents,
which provide the process of monitoring both individual objects and the situation as
a whole. a comprehensive forecast the following items are used [6]: the arithmetic
mean of the signals obtained from each predictor; averaging the signals of the group
of the best models [21]; representation of the predictor in the form of regression
with the calculation of the values of the coefficients by the method of least squares
[22]; model assault based on the use of a multi-row GMDH algorithm [23], factor
analysis.

3 Identification of the Problem and Formulation
of the Purpose of Research

One of the problems hindering the development of information technology for intel-
ligent monitoring is the existence of a contradiction between the need to reduce
uncertainty in the decision-making process and the limited methods and means
of intelligent monitoring while calculating the consequences of each strategy of
varying complexity. Simultaneous calculation of the consequences of the applica-
tion of several strategies with structures of different complexity requires the ability
of the MIS to form several GMS in parallel, adaptable to the properties of each
of these strategies. The processes of forming effective connections between intelli-
gent agents in the construction of agent functionalities, which are elements of GMS,
remain unexplored. Links that allow you to obtain new properties or improve existing
MIS performance on specified quality indicators without a significant increase in the
number of resources used are considered effective. Therefore, the purpose of this
research is to develop a strategy for coordinating the interactions of intelligent agents
in HMS to ensure the ability of MIS to calculate the consequences of the application
of strategies by the decision maker.
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4 Hypotheses

1. Improving the adequacy of HMS is achieved in the form of a systemic effect of a
hierarchical combination of intelligent agents in agent functionalities. To ensure
the system-wide properties of agent functionalities, in particular emergence, it
is necessary to ensure the formation of synergistic connections between its
elements.

2. Synergistic will be the relationship between agents, as a result of which one
of the systemic effects is achieved, in particular emergence. The emergence of
AF will be considered the property of increasing the adequacy or accuracy of
the description of the properties of the object of the output signal of the agent
structure or improving the performance of another function, which is achieved
by coordinating the interactions of intelligent MIS agents. The construction of
a multilevel structure of AF is achieved by forming synergistic relationships
between agents by combining the method of ascending synthesis of elements
[2] with methods of data mining—MSUA, neural network, neural network, and
others.

3. The integrity of the functionality is achieved by combining a minimum number
of agents that provide the emergence of the emergence effect.

5 Research results

The agent functionality determines the mapping of the nonlinear space of the output
signals of the intelligent APDMIS on the scalar space of the results of observations—
indicators of the state of the monitored object:

yi = y[ f1i (x1, x2, . . . , xn), f2i (x1, x2, . . . , xm), f3i (x1, x2, . . . , xk),

fzi (x1, x2, . . . , xl)], (3)

where f i is a nonlinear operator that reflects the structure of the model of the ADF
monitoring object; z is the number of agents that form the structure of the agent
functional yi; i—the number of agent functionals that form the structure n, m, k,
l—the number of features whose characteristics are included in the structure of the
model of the object of monitoring the ADF.

Depending on the role of AF in MIS in its structure, agents of the appropriate
purpose are combined. This paper describes the process of constructing information
converters. Themain quality criteria for suchAF are accuracy, adequacy and stability.
By AF accuracy we mean its ability to correctly display the properties of an object
at a single point. Accuracy is traditionally characterized by error—the difference
between the simulated value of the studied indicator of the state of the monitored
object and its actual value at a given point of the multidimensional feature space,
which is used in the form of absolute and relative values [32]:
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�i = yi − y∗
i , (4)

δi = yi − y∗
i

y∗
i

· 100, (5)

where �i is the absolute error of modeling the studied indicator at the i point of the
feature space; δi is the relative error of modeling the studied indicator at the ith point
of the feature space; yi is the simulated value of the studied indicator at the ith point
of the feature space; y∗

i —the actual value of the studied indicator in the ith point of
the feature space.

Adequacy refers to the ability of an AF to correctly reflect a change in the prop-
erties of a monitored object over a given period of time. One of the characteristics of
AF adequacy is the standard deviation Sy of the simulation results yi from the actual
values y∗

i of the studied indicator [32]:

Sy =
√∑n

i=1

(
yi − y∗

i

)2

n
(6)

AF stability is characterized by its ability to ensure the value of accuracy and
adequacy of the studied object is not worse than the results of observations set on
the arrays, which were not used in the process of AF construction.

Functional dependence of blood glucose in patients of Cherkasy City Hospital
№3 on the patient’s health. The results of general blood and urine tests of patients
and the results of biochemical analyzes were used as modeling variables. The list
of symptoms was formed by an expert method with the involvement of experienced
physicians who work in this medical institution and have significant experience in

Table 1 The list of signs of the initial description of a condition of patients

# Features Range of change of numerical characteristics

1 Hemoglobin, g/l 74–165

2 Leukocytes, g/l 4.2–23.4

3 Neutrophils, % 1–27

4 Lymphocytes, % 2–38

5 Total protein, g/l 46.80–87.10

6 Urea, mmol/l 2.80–18.20

7 Creatinine, mmol/l 0.060–0.446

8 Active partial thromboplastin time, seconds 19.50–58.40

9 Prothrombin index 20–100

10 Aspartate aminotransferase, μm/tsp 0.10–117.00

11 Alanine aminotransferase, μm/tsp 0.10–93.60
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treating patients with such diseases. Table 1 lists the features and the range of changes
in their values.

The initial description contained 79 observation points (patients). Of these, 59
points were used to train agent models. 20 points formed an examination sequence
and did not participate in the training of models.

16 agents were generated who trained their models and optimized their structure
according to their own patterns of behavior. Each of the agents solved the problem
of identifying functional dependencies. After completing the formation of their own
structure, the agents began to form relationships, forming AF by the method of
ascending synthesis of elements. Figure 1 shows the results of studies of the influence
of the number ofmodels inAFon the quality of identification of the amount of glucose
in the patient’s blood.

As can be seen from Fig. 2, with the increasing structure of the agent functional,
the value of the standard deviation of the simulation results from the actual values of
the concentration of glucose in the patient’s blood decreases. Thus, we observe the
effect of emergence in the form of a decrease in the value of SLE with an increasing
number of agents that have formed bonds between them.When the number of agents
increases by more than 9, the value of SLE does not change, the integrity of the AF
is achieved by combining 9 agents.
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Fig. 2 The dependence of the standard deviation of the results of modeling the concentration of
glucose in the patient’s blood on the number of agents in the functional
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6 Conclusion

The use of agent functionalities allows to improve the results of processing the
results of observations in the intelligent monitoring system. The definition of agent
functionals is given and the approach to their construction is described.

When agents are combined into functionals, a system-wide effect of emergence
is formed in the form of a decrease in the value of the standard deviation of the
simulation results from the actual value of the patient’s blood glucose concentration
by 34.03%. This suggests that the formation of inter-agent bonds by the ascending
synthesis method provides emergence by multi-agent formation. The ability to opti-
mize the number of agents in the functionality allows you to determine the minimum
number of agents that provide the maximum emergent effect. It is experimentally
proved that the integrity of the agent functional under experimental conditions is
achieved by combining 9 agents.
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Performance Model for Convolutional
Neural Networks

Dmytro Rahozin and Anatoliy Doroshenko

Abstract The paper describes the method for computational performance evalua-
tion of convolutional neural network-based inference for object recognition tasks in
embedded and automotive areas. The convolutional neural network pipeline includes
hundreds of computationally intensive stages, each has some basic stage type. We
propose to analyze the memory traffic generated by neural network-based applica-
tion to predict its performance running on an embedded system. Computationally
intensive inference stages are analyzed to get resource consumption information for
simulated model description, the model is used for coarse-grained simulation of the
inference pipeline. The pipeline is represented as a finite state automaton model
of a computing process and the automaton is annotated with number of consumed
resources. The pipeline is simulated using the previously gathered resource consump-
tion information at the analyzed network stages. The simulation result allows to
determine if the inference pipeline fits the computational platform, to find out if
multiple pipelines can fit the parallel computational platform and analyze computing
resource consumption to choose the proper hardware configuration, that is important
for embedded applications. This approachmay be used for any other computationally
intensive processes.

Keywords Convolutional neural networks · High performance computing · State
automaton · Simulation

1 Introduction

Today convolutional neural network (CNN) inference is a challenging task for
high-performance computing. Image/object recognition employing CNN becomes
more and more popular in automotive and embedded market segments. The main
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effort for hardware platform computational performance improvements goes to
massive parallel computations and computation unit’s architecture optimizations for
“neural networking”—for example, newer mobile video cards and specific neural
network/artificial intelligence processors. Modern CNNs have variable complex
computational profiles [1] and it is practically unreal to map a CNN on some
massive parallel computational platform (e.g. video card) without excessive resource
waste. One of the key problems is the performance of memory subsystem (cache
memory subsystem or video memory hierarchy) so we need some appropriate tools
to analyze it—for example, simulation of CNN computational resource consumption
on a hardware platform.

2 Problem Definition

There are only several popular CNN-based methods used for object recognition
which appeared on some digital image today. The methods can be separated into
two large groups: the first group is based on finding an object or a part of it in some
limited image area, possibly previously marked for further analysis, the second is
based on segmenting thewhole image in parts, each part refers to some semi-standard
environment type (e.g. “road”, “car”, “bike”, “building”, “sky”, etc.). Real practice
shows us that the computing performance of the first group is much better, so these
methods are the most widely used in current industrial applications. The big part of
object recognition software has some modification of popular Yolo network family
inside, for example Yolo-v3 [2], Yolo-v4 [3], Poly-Yolo [4], which allows to fine
tune object recognition precision for customer tasks. Yolo-type networks has better
performance than another type networks, for example R-CNN [5], as Yolo makes
only one pass over the image, but R-CNNneeds two passes—the first to extract image
areas possibly containing objects, and the second to detect objects inside these areas.
Yolo-type networks and another network types are highly profitable for effective
parallelization at massive parallel processors, as multiple Yolo feature extractors
(FE) [2] are run over the small parts of source image simultaneously, but at the end
of computation the results of all FE runs should be joined into the list of found
objects with probabilities. The Yolo-v3 FE structure is rendered on the top of Fig. 1,
other network types FE may differ in structure. Practically all the neural networks
have similar structure of joined big blocks which process large 4-dimensional tensors
(stacks of 3D matrices) and the number of possible computational blocks is more
than 150. So, the neural processing tasks is an application with high demand for
computing power and memory traffic, both naturally is a challenge for effective
algorithm parallelization and prediction of possible speed-up which can be achieved
if the neural network is run on massive parallel processor.

Usually the Yolo-v3 FE chain (Fig. 1) processes quite small 32 by 32 pixels square
image areas, finding a part of some object type inside this area. So, if the source image
resolution is 1280× 1024 pixels, the 32 * 40= 1280 FE copies should be run over the
image to get the final result. Several years ago, the resolution of processed network
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Fig. 1 Darknet-53 feature extractor and corresponding state automaton

was limited to near 600 × 400 pixel resolution, but this resolution in era of Full HD
is out of interest as many details are lost on image. Off-the-shelf camera resolution
constantly increases, for example, switching from 1280× 1024 resolution to Full HD
(1920 × 1080) doubles the number of pixels on the image, doubles the computing
power necessary to process the image and leads to continuously increasing demand
for high-performance computations and increasing the computing power of new
platforms.

The severe problem for practical or industrial object recognition is that the CNN-
based object recognition should run on some specialized hardware with performance
accelerators: video processing cards, accelerations engines (for example Qualcomm
Artificial Intelligence Engine), or another specialized computer. There is no way to
develop some general hardware: different network types have different architectures
and use different FE chains.

3 Performance Model

The basic problem of running CNN on any computational platform is the limited
computational resources. No case was detected when a CNN was perfectly fit the
computational platform. Therefore, researchers should always consider the tradeoff
between accuracy and performance of CNN and consumed resources. For many
application cases there is no way to change platform parameters, so the only way
to fit a CNN on a platform is the optimization of CNN structure and application
parameters.

The key question is the ability of the underlying hardware to run a CNN under
defined time frame and computational resources. The performance model answers
the question if the hardware platform is able to perform the CNN, calculating the final
timings and resource consumption. In order to achieve the goal, the model should
be supplied with actual resource consumption data of different FEs, and these data
should be extracted from actual CNN runs on real data streams. So, in next chapters
we consider (1) how to model platform performance for a CNN run; (2) which data
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should be supplied to parametrize the performance model; (3) how to gather data
necessary for modeling preferably in automatic way.

3.1 Performance Model Basics

Here only the inference stage on CNN is considered for simplicity, as the learning
stage can be performed on “big” computers where the platform limitations are loose-
fitting.We considermassive parallel computing platforms, for example video cards or
special functional units such as Neural Processing Engine in Qualcomm system-on-
chips [6], as older acceleration technologies (single CPUs and SIMDengines) perfor-
mance improvements are not considered any more due to insufficient computing
performance.

The most cases for CNN applications are related to various computer vision
tasks for different environments and tasks, but usually for object recognition. If the
object recognition is performed by unmovable cameras, the requirements for CNN
computers are loosen, as the platform power envelope is not restricted severely.
But the demand for robotic/automotive vision raises now, as a modern vehicle is
equipped with a dozen of color/infrared cameras which should be processed in real
time with limited power envelope. The typical modern CNN engineering task is
to map the developed and evaluated CNN into limited embedded resources. The
mapping process requires a lot of handwork including the optimization an initial
CNN structure previously developed in environment such as Tensorflow (www.ten
sorflow.org) or Caffe (caffe.berkeleyvision.org). The multistage CNN processing
should be fit into restricted resources of a system-on-chip and system performance
should be analyzed before moving to field tests. The mapping process may fail in
at least two cases: (1) CNN resources cannot fit into platform resources, so more
computing power should be added; (2) there are non-used computing resources, so
less expensive computing system can be used.

Therefore, the cornerstone problem is a cheap and fast evaluation of computa-
tional system parameters which is able to run the CNN without paying extra penalty
(usually dozens of dollars per an installed system) for using the platform. It’s clear
that the precise simulation of aCNNrun is not possible, but even semi-fast one (taking
a week or more) and semi-precise (10% accuracy) helps significantly to evaluate the
final systemperformance. This evaluation should be donewithout actualCNNperfor-
mance check at target platform: the goal is to simplify the analysis process for CNN
application performance and it is necessary to evaluate the performance with the
use of the CNN instance running on a general-purpose computer (for example, x86
platform) and correct the evaluation result which employs the performance model
reflecting the actual architecture of anCNNaccelerator. The thoughtful reader should
claim here that the x86 platform is a doubtful case for simulating a CNN as the most
CNN runs are made by video cards. Still the main difference between x86-based
system and video card is the different parallelism degree (e.g., 16 processing at CPU
units vs 2000–4000 units at GPU), but the memory throughput is not scaled so much,

http://www.tensorflow.org
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Fig. 2 Hardware structures for performance simulation

so the memory interface become the limiting factor for CNN runs due to nature of
data processing inCNNpipeline.X86-basedCNN runs showcase thememory perfor-
mance very well, so it is a good starting point for performance evaluation. Figure 2,
left, shows the typical system-on-chip architecture for performance simulation.

Of course, our model cannot properly evaluate all possible computing architec-
tures, for example data-driven deep pipelines (systolic computing pipelines) at Fig. 2,
right. But it is not true that the performance model, described below in text, does not
work for such type of computing architecture, or other architecture types—but the
parametrization of the model changes significantly, and this is the subject for future
work.

A good example of the complexity of the CNNmapping task is the business story
of Israeli Mobileye company, which has spent near 10 years to provide a handy and
useful road traffic analysis solution to a mass market. Modern researches have not
so long timeframe and need some useful tools to predict the final performance of a
CNN running on some resource restricted hardware.

Previously [7] a simplified general model for parallel application runs was consid-
ered. The model aim was somehow different—the simulation was dedicated to prove
the deadlock-free processes execution on a computational platform with limited
memory and time resources. The parallel running programs are represented as an
abstract model, which is represented as a graph of automaton states and transitions
between the states. The resource marks Ri

M and Ri
T were introduced for each state,

each mark corresponds to consumed amount of memory and minimal time resource
necessary to execute code associated with some state. Transitions are assumed to
take very short time, so the resource consumption is considered only for states.
Additional states allow to make a lock on shared resources. Let’s consider the FE
chain at Fig. 1 and its performance model. Here each state reflects some FE, and each
FE at Fig. 1 has its ownRi

M and Ri
T marks, so the initial assumption is that the total FE

chain execution time is the sum of corresponding Ri
T times. So basic consumed FE

resources are considered as the sum of corresponding time and memory consump-
tions, but here we have several inconsistencies. First, any computing accelerator uses
a sophisticated memory hierarchy, which affects the execution time, so Ri

T is f (Ri
M).

Second, memory hierarchy may differ from platform to platform so f (Ri
M) differs.

Third, the memory hierarchy may be controlled by the FE stages execution, and this
directly affects f (Ri

M). All these inconsistencies (but, in reality, they are peculiarities
of CNN execution and a hardware platform architecture) require us to improve the
automaton state markings.
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3.2 Model Parametrization

We should make several assumptions about the performance model. Previously we
have said that massive parallel computing architectures are considered, and they get
necessary data from the memory—Fig. 2, left—shared among multiple processors
or execution units. A memory hierarchy, which use several levels (or zero) of cache
memory is assumed to be used in computing system, as rendered at Fig. 3. The non-
essential part (which can be omitted while simulation parametrization) are enclosed
in dashed lines.

In order to execute the FE chain roughly two sets of operations should be executed:
C = {ci}, the set of computing operations, performed at processor/accelerator func-
tional units and M = {mi}, the set of memory access operations, performed by
memory hierarchy and memory controller. Total Ri

T is the function Ri
T = ft (C,M),

which can be approximated as f t(C, M) = kc||C||+km ||M||, where kc and km are
the weight coefficients, reflecting the relative input of computational and memory
instructions into total FE execution time. ||C|| and ||M|| are the total time necessary to
performC andM operations on a platform. An important model assumption is that kc
� km, so that the memory performance and memory hierarchy structure input is the
basic values for Ri

T calculation on both platforms—x86 platform for simulation and
target platform for final execution. This assumption is very well illustrated by thread
execution in commonvideo cards,where the thread is stopped if the current load/store
operation goes to memory, so another thread, which is not blocked by waiting
memory load/store operation, continues execution. If any computing instruction,
including multiply-and-add, is executed during one processor clock cycle, on-chip
memory access takes several clocks, but the external memory load/store operation
takes dozens of nanoseconds and all video card architecture solutions are developed
to hide this high external memory latency.

To reflect the memory hierarchy an additional resource parameter RD
i is intro-

duced—it defines the memory bandwidth which is necessary to perform FE oper-
ations (or some operation sequence). RD

i depends mostly on (1) memory hierarchy
configuration, which include timings for different cache memory levels access times,
cache level miss time and main DRAM memory latency time; (2) static configura-
tion of tensors, handling actual data for FE execution. Memory hierarchy timings
are well defined for the target platform; tensor configuration is static for real life
applications, so RD

i may be approximated from computing platform and CNN tensor
configurations.

Fig. 3 Simulated memory hierarchy for the performance model
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3.3 Getting Numerical Parameters for Performance Model

Finally, after defining the performance model as state automaton and resource
consumption annotation concept we need to supply the model with real data—so
to measure resource consumption of a CNN inference run. There are at least two
ways to do the measurement—the first, do actual runs and catch processor perfor-
mance counters for the whole program run; the second way—to run the real program
under a processor simulation tool and make a full performance profile for a CNN
run, including clock-accurate cache memory simulation. There are drawbacks for
both ways—the actual run way is inaccurate but fast, the simulated run is slow but
precise. We have chosen the second way—and use a cache profiler to analyze a CNN
run.

Well-known tool Valgrind [8] was used for performance analysis—particularly its
sub-toolCachegrind.Cachegrind emulates thememory hierarchy of a x86 compatible
processor and is able to collect all events related to cache memory state changes and
emulate cache content handling. The tool is able to execute x86 binary instructions
without a recompilation or additional instrumentation and store all cache memory
events in a log file. After the simulated program run is finished, these events are
mapped to source lines of original code and form a listing, which includes the source
code lines and the numbers of cache events of different types “caught” at the corre-
sponding source code line during the simulation. As the cache memory configuration
is a parameter of a simulated program run, this tool is used to analyze the workload
behavior for different cache sizes, configurations, and also to check various cached
data handling politics.

The actual CNN run details are described in the next section.
Figure 4 renders the sample results of the run. Rendering full details is not possible

for this paper, but Cachegrind is able to get information to create ||C|| and ||M|| values.
So, the FE chain (Fig. 1) memory and computing resources consumption may be
predicted from platform description and CNN input configuration. Values of C, M,
kc, km allow to compute f t(C, M) = kc||C||+km ||M|| for each automaton state and to
represent an FE chain or CNN complex pipeline (employing multiple FE chains)
as a parametrized state automaton, which reflect the coarse-grain structure of CNN
inference. It should be noted that sometimes for simplicity we can omit ||C|| values

Fig. 4 Example profile tool output for basic CNN GEMM function
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and use the got ||M|| value for simplicity, employing it as aRi
D for the state automaton.

This greatly simplifies the simulation.
The simple data profiling works well for 1-threaded FE execution, where the only

thread uses cache memory of all levels. For multiple thread execution the first level
cache is used exclusively for a thread, but the last level cache is divided among all
executed thread. For two threads, resource consumption is R1

D and R2
D. Let R

C
D =

R1
D∩R2

D. R
12
D is the common data shared by threads. Local thread data RLi

D = Ri
D\RC

D,
so the necessary resource allocation for both threads is RC

D +RL1
D +RL2

D , that may be
significantly less than initial R1

D + R2
D.

To start the simulation [7] each state (that corresponds to some FE) is annotated
with resource consumptions Ri

T,R
i
M,R

i
D. Actually, R

i
D is united with Ri

T marking.
These markings allow to simulate efficiently the parallel execution. As the number of
execution processors is static for a CNN run, corresponding automatons for parallel
executed FEs are just duplicated. Although the pipeline and the corresponding
automaton looks simple, the simultaneously working pipelines may trap into dead-
lock struggling for resource Ri

M (on the other hand Ri
T just changes the execution

time). The simulation system uses a greedy method to simulate parallel execution
of state automatons, including avoiding possible deadlock states—it is possible to
change this greedy politic, but it is well enough for our simulation purposes, as we
need final timing value to check CNN inference run time and performance. Changing
basic cache operational times and main memory access times (memory may have
static and/or dynamic type) allows to map simulated CNN run performance to some
target architecture and this is the goal of our research.

4 Simulation Sample

In order to simulate theCNNrun,wehave implemented a simplest possible finite state
automaton simulation model, which uses Ri

M and Ri
T annotations in the simplest

form. The automaton architecture is very similar to Fig. 1, but has more states inside,
reflecting complex Yolo-v4 computing structure.

We consider modern Darknet [9] framework, implemented in C programming
language. The list of supported layers inDarknet is comprehensive and can be easily
extended, it has several code forks for researchwork and became an industry standard
very fast. Darknet C-based implementation supports both multicore x86 CPUs and
Nvidia video cards and enables accurate performance analysis even for complex
CNNs. For performance analysis we use Yolo-v4 inference [3] running on 1200 ×
800 pixels image under Darknet [9] environment, it runs well for 6x core Ryzen
platform with 16 GB RAM and for Nvidia RTX 2070 video card with 8 GB memory
on board.

Specially for simulation runs Darknet was compiled for single processor run to
get the accurate cache memory hierarchy performance log. Valgrind profiling is used
in cache simulation mode [10] to gather memory resource consumption information.
Despite of huge amount of code, big memory footprint and extreme complexity of
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the code Cachegrind simulator was able to profile Yolo-v4 inference without any
kind of software recompilation from start to end and made a performance log for
Darknet source tree. This reaffirms the quality of Valgrind simulation tool and ability
of Cachegrind to support heavy workloads.

The sample Cachegrind output is shown at Fig. 4. The original output was stripped
to fit into the paper format: Cachegrind simulates 2 cache memory levels, providing
accounting for cache memory hits and misses for read or write operations. Cache
memory performance log on Fig. 4 is stripped and accounts 1st level cache misses
summary for all neural network stages.

This function generates more than 83% of real memory references. The video
card memory traffic is practically the same for this function.

After checking the results of Fig. 4 we clearly see that basic information for
CNN configuration, e.g.M, N, K tensor dimensions—as they are gemm_nn function
parameters are insufficient for performancemodeling, as for nested loops thememory
traffic is mostly defined by cache memory hierarchy behavior and theoretical evalu-
ation of the traffic volume is not possible. As Valgrind tool simulates parametrized
cache memories and hierarchies, it is possible to check resource consumption for
different cache configurations (sometimes changing only cache memory size is well
enough) and analyze memory traffic changes at least by hand for simulation models.

It should be noted that we have limited this discussion with only one showcase at
Fig. 4. Due to similar basic computational kernels the performance accounting refers
to functions such as gemm_nn. Following Fig. 5 highlights this (functions provide
different convolution types).

The simulation is performed by a simple tool, written from scratch and
parametrized with simplest C preprocessor definitions. It handles simple automaton
descriptions with Ri

T,R
i
M and Ri

D. Basic greedymethods are used for resource alloca-
tionwith default assumption that one CPU core is necessary to execute an automaton.
The simulation may be implemented also using other high-level tools, e.g. Simulink
or AnyLogic, but now we are focusing mostly on defining the performance model,
measuring memory performance to get actual data and map the simulated CNN
inference evaluation to a target platform, as these are the hardest things to do.

Fig. 5 Performance report result generated by Intel Vtune Amplifier Tool
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Considering results, the simulated memory traffic out of 16 MB 2nd level cache
memory for gemm_nn function (Fig. 2) is near 1.5 billion cache misses per an infer-
ence cycle or 24,000MB (24GB) per an inference cycle.We are not considering first-
level cache performance for simplicity. The maximum off-the-shelf DDR4 DRAM
memory access speed is 3200 MB/s, real speed for such tasks is up to 2000 MB/s
(this is a good suggestion for video card memory). So, the simple simulation result
shows that a single-channelDDR4memory for usualmulticore processor limits CNN
inference speed to 24,000/2000 = 12 s at multicore CPU, and this result could be
projected well for video cards. Sure, the picture looks somehow different for video
cards due to different memory access methods and higher bandwidth, but the prin-
ciple is the same so the results of basic simulation can be used to evaluate the CNN
performance on a target platform.

So, what are the benefits we achieve with the use CNN performance modeling
using cache profiler? The basic benefit is that we can evaluate the real memory traffic,
as all existing computing platforms are employing some kind of cache memory or
use some register memory instead of cache as video cards do. Second, as the plat-
form peak memory traffic is well known for engineering specifications, the initial
memory subsystem performance considerations allow to check if the hardware plat-
form has enough performance to fit CNN execution into some timeframe. Third, the
performance model simulates process synchronizations in multiprocessor system, so
enables the evaluation for even a distributed computation platform (running CNN
inference), for its performance limits and possible deadlocks due to lack of resources.
The evaluation is profitable formodernARM-based platformswithmore than 8CPUs
and several neural processing units. Fourth, the performance model allows to deter-
mine how many identical FE chains or CNN pipelines can be run simultaneously
without resource deadlocks—as running only one FE chain cannot utilize all video
card resources. Also, the simulation evaluates the peak resource consumption and
time to run multiple pipelines.

Before moving to the approach shortcomings discussion, we render similar (if
compare the result outline) performance report got by Intel OpenVino toolkit for a
CNN run (Fig. 5).

This sample was got from Intel site docs.openvinotoolkit.org. It highlights that
most of the time is spent in internal convolution functions. Intel Vtune Amplifier
tool is used to gather performance information over a CNN network run (using
OpenVino toolkit). The performance information at Fig. 5 was gathered with use of
internal performance counters,which register internal processor events, such as cache
hits, cache misses, instruction issues, branch prediction hits, etc. Vtune tool renders
practically the same information as Cachegrind simulator and performs much faster
as it does not simulate each processor instruction. Vtune is an excellent tool for fast
evaluation of “hot spot” at software runs, still simulator allows to analyze internal
cache memory and get any statistics we need, and the benefits of this approach are
discussed in the next section.

Author’s experience shows that even basic digits—such as total memory amount
necessary for running CNN on a platform—is useful for early platform evaluation,
as its late evaluation may cause the bad surprise for developers at testing stage.
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5 Parameter Extraction Shortcomings andWays to Avoid It

The proposed approach has some drawbacks and shortcomings, and their source is
the mismatch of a simulated architecture (the Cachegring cache memory model) and
actual target architecture and simulation simplifications. The simplification is made
intentionally, but there are major issues that affect the final computations. Looking
back at Fig. 3 we see that two important objects are not considered—(1) intermediate
cache level—asmostmodern processors have 3 cachememory levels and (2)DRAM.
Extra cache level does not change the performance significantly, as two-level cache
is enough for semi-precise simulation, but dropping DRAM simulation is a possible
issue. The fact is that fast DRAM access is possible inside DRAM pages—they have
at least 4 KB size, and only several pages per DRAM chip are active simultaneously
(page data is stored in output amplifiers). Accessing data in non-active pages intro-
duce DRAM access delays up to 70 ns, it needs to be accounted. The simplest way to
cover this delay is to use some mean value for memory access accounting. The hard
way is to employ a DRAMmemory simulator, similar to [11]. The physics of DRAM
chip cannot overcome the old problemof openingmemory pages in short time—since
1990s opening a DRAM page requires 60–70 ns, and the modern improvements in
memory bus technology for DDR5 DRAM only allow very fast transfer a DRAM
block to cache memory. Another way to hide page opening latency is the multibank
memory structure. So, if the memory access is localized among several memory
pages the memory access speed should not degrade significantly. But the size of 4D
tensor for FullHD camera (2 M pixels) is several megabytes, so basic processing
uses hundreds of pages still the mean memory access time can be predicted. Still,
the question of employing more precise DRAM controller simulation is questionable
and should be reviewed in case of sophisticated memory controller, or in the case
if the compiler which enables “deep” software prefetch to hide the memory access
latency.

Another shortcoming is the result of an older cache simulation paradigm inside
cache simulators. Taking back to Fig. 4 we see that function gemm_nn incapsulated
memory accesses from all FEs in CNN run. Let us consider Fig. 6.

On Fig. 6multiple FEs share the common low-level procedures to provide compu-
tation library. So “summary” values for memory traffic and cache misses for kernels
A, B and C on Fig. 6 do not reflect the real memory traffic generated after instruc-
tions execution in FEs #1, #2, #3. The example of such “kernel” is gemm_nn function
(Fig. 4), which is annotated with memory accesses from all the “high level” code.
Such “summary” simulation hides the real memory traffic and makes cache accesses
evaluation incorrect for simulations for multicore processors which use one common
2nd or 3rd level cache memory. Also, it prevents analysis for memory traffic per FE,
and hardens analysis of FE work with “hot” (previously loaded with reusable data)
and “cold” (without reusable data) cache states.

In order to overcome this limitation, we are considering to implement the API
extension for Cachegrind to handle several copies of memory traffic summary infor-
mation and switch themdepending on FE type or CNNpipeline type. Thiswork looks
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Fig. 6 Typical call graph for FE chain execution

to be quite technical, but requires us to pay attention to details, so we have considered
to review Cachegrind tool extension in a separate paper for memory hierarchy anal-
ysis techniques in simulator. Also, we should render a set of approacheswhich should
be applied to analyzed program to get useful information about software structures
similar to rendered at Fig. 1.

Another point of consideration is if our attention to CNNs looks too narrow for
modern workloads and if our application study is really useful. First, internal CNN
computational kernels (Figs. 4 and 5) look quite similar to linear algebra matrix
operations still with real difference—high memory traffic with complex memory
access patterns. Even inside Yolo-family of object recognition CNNs we observe
absolutely different computational structures. Memory amount required for CNN
runs—8GB or more—challenges every computational platform and provide enough
cases for platform analysis. Second, despite of similar execution structures where
CNN is sequence of FEs, the performance patterns of different CNN structures are
different. For example, Yolo9000, Yolo-v3, Yolo-v4 andYolo-v5 [2–4] have different
structures, very different workload and definitely different demand for platform
computational resources. Anyway, useful performance observations for different
CNN structures also require a separate study, as the observation itself cannot study
much about particular applications.An application study requires analysis of changed
CNN dimensions, batching parameters and different cache sizes. The result of this
study should be the platform performance requirements and their considerations will
be our next study.

6 Conclusions and Future Work

We have described a useful simulation methodic and scenario for analysis of highly
loaded computational platforms. Quite simple simulation system is used to evaluate
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the application performance, and the simulated system description is derived from
real world computational workloads using memory profiling tool. Our technique can
be applied for other computational math and physics problems, for example rigid
body modeling or weather forecasts. Illustrative and simple models improve the
quality of applications analysis and parallelization degree.

In near future we are planning to modify Valgrind/Cachegrind tool so that simu-
lation system can be improved with more detailed information about program runs.
Also, we are going to evaluate performance requirements of different CNNs types.
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Adaptive Selection of Turbo Code
Parameters in Wireless Data
Transmission Systems

Sergei Zaitsev , Vladyslav Vasylenko , Yuliia Tkach , Yurii Posternak ,
and Svitlana Lytvyn

Abstract The article proposes a method for multilevel parametric adaptation of the
turbo code codec in wireless data transmission systems. The choice of the actual
parameters of the turbo code depends on the values of the normalized number of
changes of the sign in the posterior-a priori the log likelihood ratio (LLR) for trans-
mitted data bits of the turbo decoder. The results of simulation showed that the appli-
cation of the method of multilevel parametric adaptation of the turbo code codec
reduces the number of errors by 2–3.3 times, and also makes it possible to increase
the reliability of information transmission in comparison with the known results, for
example, the fourth generation 4G LTE-Advanced mobile communication.

Keywords Turbo codes · Wireless networks · Posterior-a priori the log likelihood
ratio · Reliability of information transmission

1 Introduction

Mobile communications and wireless data transmission systems are widespread in
our time and continue to develop intensively.
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One of the main and urgent tasks is to increase the reliability of information
transfer. It is possible to achieve an increase in reliability through the use of error-
correcting codes, such as: convolutional codes, low-density parity-check codes
(LDPC codes), Hamming codes, polar codes, turbo codes (TC), Reed-Solomon
codes, etc. The most effective are TC and LDPC codes.

TCs are adopted by the mobile communication standards of the third generation
3GUMTS [1], the fourth generation 4G (LTE-Advanced) [2] and the fifth generation
5G [3]. They are inferior in energy efficiency to the Shannon boundary of 0.5 dB for
a channel with additive white Gaussian noise at a coding rate R = 1/3 [4, 5].

LDPC codes [6] are accepted by the 10GBase-T [7], WiMax [8], Wi-Fi [9], DVB-
S2 [10] standards. They are somewhat inferior to TC at a low signal-to-noise ratio.

It should also be noted that polar codes are gaining popularity [11]. They are
currently being considered for possible adoption in future sixths generation 6G
mobile standards.

In wireless data transmission systems of the fourth generation 4G [12–16] and
the fifth generation 5G, single-layer parametric adaptation schemes for TC codecs
are used for adaptation, in which only the coding rate R changes.

Consequently, it becomes necessary to implement schemes for multi-level
parametric adaptation of TC codecs.

2 Analysis of Research and Publications

Thework [17] presents an adaptive algorithm for discrete optimization of signal struc-
tures and coding rate of error-correcting code for DS-CDMA systems. Depending on
the signal-to-noise ratio values, the error probability value is calculated for various
signal modulation schemes and compared with the specified value. The required
parameters are selected depending on the comparison results. In this case, channels
with Additive White Gaussian noise (AWGN) and Rayleigh fading are considered.

In [16], an algorithm is presented for discrete optimization of the coding rate using
a pseudo-random interleaver depending on the value of the error probability.

Work [18] presents a HARQ (hybrid automatic repeat request) system with
soft/hard decision-making during decoding. Soft decoding decisionmaking is limited
by signal-to-noise ratio of 1.4 dB. The adaptation process is as follows: the size of
the information block and the coding rate change depending on the signal-to-noise
ratio. In this case, a channel with an AWGN is considered.

In [19], LDPC codes are used and an AWGN channel is considered. The main
idea of this work is the real-time evaluation of the signal-to-noise ratio and further
adaptation depending on this value. As an indicator of the reliability of information
in the work, the average probability of a bit error of decoding PB dec was chosen.

In [20], LDPC codes are also used and one-level parametric adaptation of the
coding rate R is applied. The choice of the optimal coding rate is done by comparing
the current bit error with table values.
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3 Formulating the Goals of the Article

The purpose of the article is to develop amethod for multilevel parametric adaptation
of a turbo code codec in wireless data transmission systems depending on the values
of the normalized number of changes in the sign of a posteriori-a priori LLR about
the transmitted data bits of the TC decoder.

4 Presentation of the Main Material

In Fig. 1 a block diagram of a modified TC encoder is shown. The encoder refers
to schemes PCCC—parallel concatenated convolutional code. A block of data K is
fed to the block generator. In the block generator additional service information is

added to the data and the sequence X
C
is obtained. Then X

C
is fed to the first recur-

sive systematic convolutional encoder (RSCE-1) and a serially connected interleaver
and the second encoder (RSCE-2). Depending on the normalized value of the LLR
decisions Q are made about changing the number of iterations, the type of inter-

leaver, and the RSCE polynomials. Q =
{−→
Q1,

−→
Q2,

−→
Q3

}
, where

−→
Q1 is the change of

the number of iterations,
−→
Q2 is the change of the interleaver,

−→
Q3 is the change of the

RSCE polynomial.
The input of each decoder gets the information received from the output of the

correspondingRSCE and taking into account the passage of the channelwithAWGN.

X
P

Fig. 1 Block diagram of the modified TC encoder



256 S. Zaitsev et al.

An iterative decoder consists of interconnected component decoders.One iteration
includes two serially connected component decoders, two interleavers and deinter-
leavers. The interleaver and deinterleaver in the TC decoder circuit converts the error
packets at the output of the current decoder into single errors, that greatly facilitates
and improves the operation of the next decoder [21].

The block diagram of a modified iterative turbo code decoder with a decision
maker block, which contains a module for calculating the normalized number of
changes in the sign of a posteriori-a priori LLR F∗, is shown in Fig. 2.

Logarithmic relation likelihood function L(xt ) about transmitted bit xt in general,
is defined as follows [22, 23]:

L(xt ) = Lc(xt ) + La(xt ) + Le(xt ), (1)

where Lc(xt )—channel information, La(xt ) and Le(xt ) a priori and the posterior
LLR data bit xt respectfully. If L

(
xCt

) ≥ 0, it is considered that bit xCt = 1 was
transmitted, else xCt = 0.

In Fig. 3 a block diagram of module for calculating the number of changes in
the sign of a posteriori-a priori LLR Fd, j for a d decoder, d ∈ 1, 2 and j decoding
iterations, j ∈ 1, I .

Fig. 2 Block diagram of the modified iterative TC decoder
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Sign

Sign

==

A

B

A

B

jdF ,Calculation module

Fig. 3 Block diagramof themodule for calculating the number of changes in the sign of a posteriori-
a priori LLR Fd, j

The input of calculation module Fd, j receives a priori LLR Ld, j
a

(
xCt

)
and a poste-

riori LLR Ld, j
e

(
xCt

)
. Then their signs are determined and if they are not equal, then

the value of Fd, j is incremented:

Fd, j = Fd, j + 1, if sign
(
Ld, j
a

(
xCt

)) �= sign
(
Ld, j
e

(
xCt

))
, t ∈ 1, N , (2)

where N is a number of bits in a block.
The more often the values of Fd, j , the more often incorrectly decoded bits appear,

which leads to a deterioration in the reliability of information reception.
The total indicator of the number of changes in the sign of a posteriori-a priori

LLR for all decoding iterations F� is determined:

F� =
I∑

j=1

2∑
d=1

Fd, j . (3)

If the transmission channel does not affect the transmitted information, then the
value of the number of changes in the sign of the a posteriori-a priori LLR will be
minimal and equal to the number of transmitted information bits:

Fmin = N (4)

If the transmission channel affects the transmitted information in such a way that
normal decoding becomes impossible, then the maximum value of the number of
changes in the sign of a posteriori-a priori LLR will be equal to:

Fmax = N (2I + 1)

2
. (5)
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In practice, for a qualitative assessment, it is better to use the normalized value of
the number of changes in the sign of a posteriori-a priori LLR:

F∗ = F� − N

N (I − 0.5)
. (6)

The values of F∗ are used to select the parameters of the turbo code codec.
The algorithm for implementing the method of multilevel parametric adaptation

is presented below.

Step 1. Formation of the set of values of systematic information bits XC of size
1 × N , produced by the turbo code encoder:

XC = {
xC1 , xC2 , . . . , xCN

}
, (7)

where N is the length of the input.
Step 2. The initial parameters of the data transmission system are set: polynomial
generator (1.7/5), Log-Mapdecoding algorithm,TCcoding rate R = 1/2, regular
interleaver (deinterleaver), the number of bits in the transmitted (received) block
N = 1000.
Step 3. Formation of the set of a priori values of the about the transmitted data
bits at the 2nd decoder of the jth iteration

L A =
[
L2, j
a

(
xC1

)
L2, j
a

(
xC2

)
. . . L2, j

a
(
xCN

) ]
. (8)

Step 4. Formation of the set of a posteriori values of the LLR about the transmitted
bits

LE =
[
L2, j
e

(
xC1

)
L2, j
e

(
xC2

)
. . . L2, j

e
(
xCN

) ]
. (9)

Step 5. Cycle execution: if sign
(
Ld, j
a

(
xCt

)) �= sign
(
Ld, j
e

(
xCt

))
, then Fd, j =

Fd, j + 1, F� = ∑I
j=1

∑2
d=1 F

d, j , F∗ = F�−N
N (I−0.5) , t ∈ 1, N for all bits of a block

of length N , decoders d, d ∈ 1, 2, decoding iterations j , j ∈ 1, I .
Step 6. Calculation of the average normalized number of changes in the sign of a
posteriori-a priori LLR based on the results of receiving K data blocks:

F̃∗ =
∑K

i∈1 F
∗
i

K
. (10)

Step 7.Depending on the value of the average normalized number of changes in the
sign of the a posteriori-a priori LLR, the parameters of the turbo code codec will
change. If the calculated value is less than the specified value, then it is considered
that the data transmission system meets the conditions and the parameters do not
change. If it is greater, then depending on the value, the parameters of the turbo
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Table 1 Interleaver types
depending on the average
normalized number of sign
changes of a posteriori-a
priori LLR

F̃∗ Interleaver types

[0.25−0.3] Regular

(0.3−0.35] Pseudo-random

(0.35−0.4] S-random

Table 2 Values of the
encoder polynomials
depending on the average
normalized number of
changes in the sign of a
posteriori-a priori LLR

F̃∗ Polynomial

[0.0−0.05] (1, 17/15)

(0.05−0.1] (1, 35/23)

(0.1−0.15] (1, 75/53)

(0.15−0.2] (1, 171/133)

(0.2−0.25] (1, 371/247)

code codec change.

⎧⎨
⎩

F̃∗ > 0.4, I = I + 1
0.25 < F̃∗ ≤ 0.4, P ⇔
F̃∗ ≤ 0.25, RSCEPolynomial ↑

(11)

If value F̃∗ > 0.4, then the number of decoding iterations is increased by 1.
When 0.25 < F̃∗ ≤ 0.4 is within these limits, the interleaver type is changed
in accordance with Table 1. When F̃∗ ≤ 0.25, then the encoder polynomial is
changed in accordance with Table 2.

Table 2 shows the values of the encoder polynomials depending on the average
normalized number of changes in the sign of the posterior-a priori LLR for the coding
rate TC R = 1/2.

5 Analysis of the Results

Evaluation of the characteristics of the information transmission reliability using the
proposedmethod of structural adaptation of the encoder and decoder of the turbo code
was carried out using the method of simulation. To compare the proposed results, the
fourth generation 4G LTE-Advanced mobile communication standard was chosen as
an analogue. The simulation was carried out in the Visual Studio 2019 environment.
The simulation results were obtained based on the reliability α = 0.95, tα = 0.95
(the argument of the Laplace function), relative accuracy d = 0.1.

A turbo code similar to the 4GLTE-Advanced standardwas usedwith two compo-
nent encoders, a Log-Map decoding algorithm, a regular interleaver (deinterleaver),
the number of bits in the transmitted (received) block N = 1000. The coding rate
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Fig. 4 Simulation results with an additional encoder polynomial change

changed from R = 1/2 to R = 1/6. The signal-to-noise ratio was chosen to be
0.4 dB. The average value of the decoding bit error probability PB dec_ pre = 10−3 is
selected as the preset value of the information reliability.

In Fig. 4 is shown a graph obtained by means of simulation modeling, depending
on PB dec on the operating time of the TC codec in milliseconds when changing only
the coding rate from R = 1/2 to R = 1/6 and a graph with changing the coding rate
and additionally encoder polynomial.

The analysis of the simulation results shows an increase in the reliability of infor-
mation transfer with an additional change in the TC polynomial, while the number
of errors decreased by 0.2–0.7 times.

In Fig. 5 is shown a graph of the dependence of PB dec on the operating time of
the TC codec in milliseconds when only the coding rate is changed from R = 1/2 to
R = 1/6 and a graph with the proposed parametric adaptation algorithm (the coding
rate, the number of iterations and the interleaver are changed).

The analysis of the simulation results shows an increase in the reliability of infor-
mation transfer using the proposed algorithm of multilevel parametric adaptation,

Fig. 5 Results of modeling the proposed method of multilevel parametric adaptation
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while the number of errors has decreased by 2–3.3 times. This indicator is achieved by
adding additional decoding iterations in the adaptation process, using more complex
RSCE polynomials and changing the interleaving method.

6 Conclusions

1. The article proposes a method for multilevel parametric adaptation of the turbo
code codec in wireless data transmission systems depending on the values of
the normalized number of changes in the sign of a posteriori-a priori LLR about
the transmitted data bits of the TC decoder.

2. The results of simulation showed that the application of themethod ofmultilevel
parametric adaptation of the turbo code codec reduces the number of errors by
2–3.3 times, and also makes it possible to increase the reliability of information
transmission in comparison with the known results, for example, the fourth
generation 4G LTE-Advanced mobile communication.
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Neural Network Models Ensembles
for Generalized Analysis of Audit Data
Transformations

Tetiana Neskorodieva and Eugene Fedorov

Abstract We consider the problem of generalized analysis of audit data based on
transformation models ensemble, which are based on artificial neural networks with
associative memory and structural and parametric identification through clustering.
This allows to increase the efficiencyof the audit data analysis by reducing the compu-
tational complexity of structural and parametric identification (using the parallel
processing technology CUDA and clustering in batchmode), increasing the accuracy
of the analysis (using the adaptive structure of neural network models of transforma-
tion and joint clustering of training input and output data), expanding the capabilities
of neural networks with associative memory (using a different number of hidden
layers, corresponding to the stages of the analysis), and increasing the efficiency of
the audit data analysis. The structure of the neural network model corresponds to
the structural model of data transformations of the audit subject area. Developed
software that implements the proposed method through the Matlab package. The
developed software is used to solve the problem of studying the indicators and their
relationships in the task of audit data analyzing.

Keywords Generalized analysis · Audit data · Mapping · Neural network ·
Associative memory

1 Introduction

Currently, the analytical procedures used during the audit are based on the methods
of statistical [1] and data mining [2–5]. These methods are used to solve problems, to
classify, to obtain estimated or predicted values of indicators in the tasks of auditing
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at different levels and in relation to different objects of the audit. These methods can
be used in automated audit systems, which are designed on the basis of intelligent
technologies [6, 7]. In this case, it is necessary to reduce the computational complexity
and increase the accuracy of the methods used in automatic mode.

The development of methods of estimation and prediction [8], clustering [9],
formation of generalized associative relationships [10] are described in the works of
the authors of this article. The goals of creating these methods: reducing the compu-
tational complexity for simple tasks (a single mapping of elements or sub-elements
of the audit subject area), automatic structural identification, increasing the accuracy
for complex tasks (compositions of mappings of elements or sub-elements of the
audit subject area) and the possibility of applying these methods for the general-
ized analysis of elements and sub-elements of the audit subject area (see Table 1).
Procedures used during the audit are based on the methods of statistical [1] and data
mining [2–5]. These methods are used to solve problems, to classify, to obtain esti-
mated or predicted values of indicators in the tasks of auditing at different levels and
in relation to different objects of the audit. These methods can be used in automated
audit systems, which are designed on the basis of intelligent technologies [6, 7]. In
this case, it is necessary to reduce the computational complexity and increase the
accuracy of the methods used in automatic mode.

The methods development of estimation and prediction [8], clustering [9], forma-
tion of generalized associative relationships [10] are described in the works of the
authors of this article. The goals of creating these methods: reducing the computa-
tional complexity for simple tasks (a single mapping of elements or sub-elements of
the audit subject area), automatic structural identification, increasing the accuracy
for complex tasks (compositions of mappings of elements or sub-elements of the
audit subject area) and the possibility of applying these methods for the generalized
analysis of elements and sub-elements of the audit subject area (see Table 1).

Existing statistical methods have one or more of the following disadvantages,
which make it difficult to automate the data analysis for audit objects with different
characteristics:

• it is required to establish relationships between factors;
• the process of determining the structure of the model is not automated;
• assumptions about the distribution of factors are required, a priori information

about the factors is required;
• input data should not be highly correlated, incomplete or noisy;
• difficult to analyze systems with a high degree of nonlinearity;
• the development of the model is carried out more slowly than in the case of the

neural network approach;
• difficult to analyze systems with a large number of factors.

Therefore, a neural network approach was chosen in the work. The audit data
transformation model can be implemented through neural networks with associative
memory. Traditional neural networks with associative memory are:

1. Neural networks with heterassociative memory only [11–14].
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Table 1 Comparative analysis of intelligent analysismethods in audit tasks (basedonworks [8–10])

The economic content
of the display

Model of processing
elements of the subject
area,
Features of the model or
method

Purpose of
processing
elements of the
subject area

Advantages and
disadvantages of the
model or method

Payment—delivery of
raw material

Modified Liquid State.
Machine,
one-dimensional hidden
layer, parameter
identification based on
matrix pseudo reversion

Evaluation and
prediction of
features of raw
material supplies
(by type) based
on the values of
payment features
in a direct check
of the display

Reducing computational
complexity, and
improving the forecast
accuracy for simple
tasks

Settlements with
suppliers–customer
settlements
(a composition of
mappings between a
set of input and output
data)

A neural network model
based on a gateway
recurrent unit. For
parametric identification
of this model is used
adaptive cross entropy
[8] (a combination of
random and directional
search)

Evaluation of
features of
settlements with
customers on the
basis of values of
features of
settlements with
suppliers in a
direct verification
of mapping

Reducing computational
complexity, improving
the forecast accuracy for
complex tasks
This model is faster to
learn but less accurate
than in [8] because the
pseudoreversal is not
paralleled

Payment - delivery of
raw materials

Spectral clustering [9].
Automatically
determining the number
of clusters based on the
explained and sample
variance rule;
automatic determination
of the scale parameter
based on local scaling
(the rule of K-nearest
neighbors is used)

Formation of the
appropriate
number of
sub-elements of
the subject area
of the audit in the
elements that are
mapped

Automatically
determining the number
of clusters, automatic
determination of the
scale parameter,
resistance to noise and
random outliers

Settlements with
suppliers—settlements
with customers (a
composition of
mappings)

Forward-only
counterpropagating
neural network, which is
a nonrecurrent static
two-layer ANN [10],
assumed that the audit
features are noisy with
Gaussian noise

Construction of
generalized
associative
relationships for
generalized
analysis tasks

Automating the
formation of generalized
features of audit sets and
their mapping by means
of a forward-only
counterpropagating
neural network. The
number of pairs is set
manually
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2. Neural networks with autoassociative memory only [15–24].
3. ANNs with heterassociative and autoassociative memory [25–27].

Most associative memory neural networks have one or more disadvantages:

1. not used for both the original and the other sample reconstruction;
2. do not work with real data;
3. do not have a high capacity of associative memory.

In this regard, it is relevant to create a neural network, which will eliminate these
disadvantages. Clustering techniques can be used to summarize audit data and train
neural networks.

1. Partition-based method or center-based [28].
2. Model mixture or distribution-based or model-based methods [29].
3. Density-based methods [30].
4. Methods are hierarchical [30]: agglomerative, divisive or top-down.
5. Spectral methods [30].

Existing clustering methods have one or more of the following disadvantages:

• have high computational complexity;
• do not allow noise and accidental emissions to stand out;
• clusters cannot have different shapes and sizes;
• require the number of clusters to be set;
• require the determination of parameter values.

In this regard, it is relevant to create a method of clustering, which will eliminate
these disadvantages.

The aim of the work is to improve the efficiency of generalized data analysis in
SPPD auditing based on an ensemble of neural network transformation models.

To achieve the goal it is necessary to solve the following tasks:

• propose a structural model for transforming the data of the audit subject;
• to propose an ensemble of neural network transformation models;
• choose a criterion for evaluating the effectiveness of an ensemble of neural

network transformation models;
• propose a method for structural and parametric identification of an ensemble of

neural network models of transformations;
• perform numerical studies.

2 Problem Statement

The problem of increasing the efficiency of auditing by ensemble of neural network
models of transformation

(
g1(S,�1), . . . , gK (S,�K )

)
, where S-set of input data,

�k-set of parameters of k-th neural network model of transformations, is represented
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as the problem of finding such vector of parameters
(
�∗

1, . . . , �
∗
K

)
, which satisfies

the criterion

� = 1

I

I∑

i=1

min
k∈1,K gk

(
Si ,�

∗
k

) → min . (1)

3 Structural Model of Subject Area Sub-elements
Transformations of the “Completeness” Prerequisite
Audit

Verification of prerequisite “Completeness” assumption consists in checking the
consistency of the sequential operations sets oni1 ≺ . . . ≺ onim ≺ . . . ≺ oniM . These
sets define the sub-elements of the audit subject area. Therefore, the interrelationships
of the area subject sub-elements, which are subject to the procedure of checking
the “Completeness” prerequisite, are presented as sequences of mappings of these
sequential operations sets.

Zi1 → Zi2 → Zim . . . → ZiM , im = 1, I , (i1, . . . im, . . . iM) ∈ A
(
Ĩ
)
, Ĩ = 1, I ,

(2)

where

(i1, . . . im, . . . iM) is a combination of types of sequential operations of the set
Ĩ = 1, I ,
oni1 ≺ . . . ≺ onim ≺ . . . ≺ oniM is the sequential operations,

A
(
Ĩ
)
is a set of possible combinations on the set Ĩ = 1, I .

The set of possible combinations of sequential operations types (i1, . . . im, . . . iM)

defined in (2) includes checks in the forward and reverse direction, complete and
incomplete.

The interrelationships of the lower-level domain sub-elements, which are subject
to the procedure of checking the “Completeness” prerequisite, will be represented
as a subsets mappings sequence of sequential operations:

Li1⋃

li1=1

Z(li1) → . . . →
Lim⋃

lim =1

Z(lim ) → . . . →
LiM⋃

liM =1

Z(liM ),

where
l and L are the number and quantity of sets, respectively.
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Let’s form a structural model of subelements transformation of the audit subject
area of the “Completeness” premise by the example of direct material costs audit
(see Fig. 1). This model can be represented as a graph, in which each graph vertex
corresponds to a subelement, and an edge—amapping that describes the relationship
between the corresponding subelements.

To do this, we use the formalization of the direct material costs set in the form
of a graph G(1) = (

Z (1), R(1)
)
, where the vertices are the accounts in which

these current assets are accounted, and the edges are the operations that result
in their transformation. Then the model of transformation of the subject area
subelements of the prerequisite audit “Completeness” for direct full verification
((i1, . . . im, . . . iM) = (1, 2, 3, 4)) is amapping of the data subsets of settlementswith
suppliers Z (r1)

� (i1) ∈ �(
Zi1

) �-algebra of sets into data subsets of the raw materials

stocks Z (r2)
� (i2) ∈ �(

Zi2

)
, then into data subsets of the production Z (r3)

� (i3) ∈ �(
Zi3

)

and finished products Z (r4)
� (i4) ∈ �(

Zi4

)
, T ∈ {

t jm , Tm, j = 1, Jm,m = 1, M, T
}
.

In the particular case, if the partitioning of the sets was carried out on the basis
of logical conditions, characterizing the belonging to one of the subspecies of the
accounting object, then the model of the subject area sub-elements transformation
of audit prerequisite “Completeness” at direct full check is the mappings sequence
of the settlement operations data sets by supplier type into subsets of operations data
by type of raw material, then into subsets of operations data by production type and
finished products type.

raw materials 
capitalization

raw mate-
rials capi-
talization

raw materials 
release into 
production

.

.

.

.

.

.

.

.

.
.
. 
. 

contract
conclusion 

contract 
conclu-
sion 

finished goods 
posting

production 
costs  write-
off on
finished 
products

supplier's 
invoice 
payment

supplier's 
invoice 
payment

.

.

.

.

..
.
.

.

. 

. contract 
conclu-
sion

finished 
goods 
posting

raw materials 
release into 
production

supplier's 
invoice 
payment

production 
costs  
write-off on
finished 
products

production 
costs  write-
off on
finished 
products

Fig. 1 Structural model of transformations of sub-elements of the subject area
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In the generalized analysis in the audit system it is necessary to form a gener-
alized relationship between the sub-elements of the audit subject area. For this
purpose, on the basis of the proposed transformations structural model (see Fig. 1)
the corresponding transformations neural network model is developed.

4 Ensemble of Transformation Neural Network Models

Figure 2 shows the structure of transformations neural network model, which is
based on the proposed transformation model and contains an input layer, one or
more hidden layers and an output layer. Each hidden layer corresponds to a step in
the transformation model. As in the transformation model, input and hidden layer
data are fed to all layers.

This paper proposes to use an ensemble of neural network transformation models
with the parameters of each neural network transformation model identified based
on its subset of training data.

Let the set of input, output and structural data be represented as

S = (
x, y, V(0,1), . . . , V(L−1,L)

)
.

Let the set of parameters k of the k-th neural network transformations mode be

represented as �k =
(

m(0)
k , m(L)

k , W(0,1)
k , . . . W(L−1,L)

k

)
.

Then the selection of the neural network transformations model number from the
ensemble for the specified data a S is performed.

k∗ = arg min
k∈1,K gk(S,�k)

Fig. 2 Structure of the neural network model of transformations
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= arg min
k∈1,K

(∥
∥∥x − m(0)

k

∥
∥∥
2 +

∥
∥∥y − m(L)

k

∥
∥∥
2 +

L∑

l=1

∥
∥∥V(l−1,l) − W(l−1,l)

k

∥
∥∥
2
)

,

where

x is the input vector of the transformation model, x = (x1, . . . , xN (0) ),
y is the transformation model output vector, y = (y1, . . . , yN (L) ),

m(0)
k is the k-th input vector cluster centroid m(0)

k =
(
m(0)

k1 , . . . ,m(L)

kN (0)

)
,

m(L)
k is the k-th output vector cluster centroid, m(L)

k =
(
m(L)

k1 , . . . ,m(L)

kN (L)

)
,

V(l−1,l) is associative links weights matrix between the (l – 1)-th and l-th stages
of the transformation model, V(l−1,l) = [

v(l−1,l)
cu

]
c ∈ 1, N (l−1), u ∈ 1, N (l),

W(l−1,l)
k is the k-th centroid of the associative links weights cluster between the

(l – 1)-th and l-th stages, W(l−1,l)
k =

[
w

(l−1,l)
icu

]
c ∈ 1, N (l−1), u ∈ 1, N (l).

N (l) is the elements quantity in the l-stage of the transformation model,
L is the quantity of the transformation model stages,
K is quantity of clusters (corresponds to the number of neural network transfor-
mation models).

Losses obtained as a result of selecting a neural network transformations model
from the ensemble for the specified data S, calculated as

loss = min
k∈1,K gk(S,�k)

= min
k∈1,K

(∥∥
∥x − m(0)

k

∥∥
∥
2 +

∥∥
∥y − m(L)

k

∥∥
∥
2 +

L∑

l=1

∥∥
∥V(l−1,l) − W(l−1,l)

k

∥∥
∥
2
)

.

5 Choosing the Criterion for Evaluating the Effectiveness
of the Neural Network Transformations Model

In this paper, to identify the parameters of the neural network transformations model,
the loss function is selected, which means the choice of such a clustering function
φ : {1, . . . , I } → {1, . . . , K }, which delivers a minimum of intra-cluster sums of
squares

F(φ) = WCSS(0)(φ) + WCSS(L)(φ) +
I∑

l=1

WCSS(l−1,l)(φ) → min
φ

,



Neural Network Models Ensembles for Generalized … 271

WCSS(0)(φ) =
I∑

i=1

K∑

k=1

[φ(i) = k]
∥
∥∥xi − m(0)

k

∥
∥∥
2
,

WCSS(L)(φ) =
I∑

i=1

K∑

k=1

[φ(i) = k]
∥
∥∥yi − m(L)

k

∥
∥∥
2
,

WCSS(l−1,l)(φ) =
I∑

i=1

K∑

k=1

[φ(i) = k]
∥∥∥V(l−1,l) − W(l−1,l)

k

∥∥∥
2
,

[φ(i) = k] =
{
1,φ(i) = k
0,φ(i) �= k

,

where

xi is the i-th transformation model input vector, xi = (xi1, . . . , xiN (0) ),
yi is the i-th transformation model output vector, yi = (yi1, . . . , yiN (L) ),

m(0)
k is the k-th centroid of the input vector cluster, m(0)

k =
(
m(0)

k1 , . . . ,m(L)

kN (0)

)
,

m(L)
k is the k-th centroid of the output vector cluster, m(L)

k =
(
m(L)

k1 , . . . ,m(L)

kN (L)

)
,

V(l−1,l)
i is the i-th matrix of associative links weights between the (l − 1)-th and

l-th stages of the transformation model, V(l−1,l)
i =

[
v

(l−1,l)
icu

]
, c ∈ 1, N (l−1), u ∈

1, N (l),

W(l−1,l)
k is the k-th centroid of the cluster of associative links weights between the

(l − 1) and l stages, W(l−1,l)
k =

[
w

(l−1,l)
icu

]
, c ∈ 1, N (l−1), u ∈ 1, N (l).

N (l) is the quantity of elements in the l-th stage of the transformation model,
L is the quantity of stages of the transformation model,
K is quantity of clusters,
I is the set power.

6 Method for Structural and Parametric Identification
of a Neural Network Transformations Model in Batch
Mode

1. The initial number of clusters is set K = 2. The maximum number of clusters
is set Kmax, Kmax < I.

2. Clustering function calculation and centroids of input and output vector
clusters.

2.1 A training set is set {(xi, yi)} i ∈ 1, I . The threshold for stopping is set ε1.
The initial partitioning of the training set of input and output vectors into
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K {(xi, yi)} clusters, which is described by the clustering function φ, is set
randomly.

2.2 Set iteration number n = 1. Specifies the maximum iterations quantity Nmax.
2.3 Calculation of the current sum of squares intra-cluster sums

z1 =
{
0, n = 1
WCSS(0)(φ) + WCSS(L)(φ), n > 1

2.4 Input vector cluster centroids calculation based on the k-means rule

m(0)
k j =

∑I
i=1[φ(i) = k]xi j

∑I
i=1[φ(i) = k]

, k ∈ 1, K , j ∈ 1, N (0).

2.5 Output vector cluster centroids calculation based on the k-means rule

m(L)
k j =

∑I
i=1[φ(i) = k]yi j

∑I
i=1[φ(i) = k]

, k ∈ 1, K , j ∈ 1, N (L).

2.6 Calculation of distance squares between vectors and cluster centroids

Dik =
∥
∥∥xi − m(0)

k

∥
∥∥
2 +

∥
∥∥yi − m(L)

k

∥
∥∥
2
, i ∈ 1, I , k ∈ 1, K .

2.7 Clustering function values calculation

φ(i) = argmin
k

Dik, i ∈ 1, I , k ∈ 1, K .

2.8 Calculation of the intra-cluster squares sum in the case of input vectors

WCSS(0)(φ) =
l∑

i=1

K∑

k=1

[φ(i) = k]
∥
∥∥xi − m(0)

k

∥
∥∥
2
.

2.9 Calculation of the intra-cluster squares sum in the case of output vectors

WCSS(L)(φ) =
l∑

i=1

K∑

k=1

[φ(i) = k]
∥∥∥yi − m(L)

k

∥∥∥
2
.

2.10 Condition of completion.
If

∣∣WCSS(0)(φ) + WCSS(L)(φ) − z1
∣∣ > ε1, and n < Nmax, then

increase the iteration number, i.e. n = n + 1, go to step 2.3.
3 The centroids calculation of cluster weights of associative links between

adjacent stages.
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3.1 The training set of weights matrices of associative relations between trans-
formations steps {V(l−1,l)

i }, i ∈ 1, I , l ∈ 1, L , is set a threshold for stopping
ε2.

3.2 The current sum calculation of intra-cluster squares sums

z2 =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

L∑

l=1

I∑

i=1

C∑

c=1

U∑

u=1

(
v

(l)
icu − 1

I

I∑

z=1
v(l)
zcu

)2

, K = 2

L∑

l=1
WCSS(l−1,l)(φ), K > 2

3.3 Weights cluster centroids calculation of associative links between neigh-
boring stages based on the k-means rule

w
(l−1,l)
kcu =

∑I
i=1[φ(i) = k]v(l)

icu∑I
i=1[φ(i) = k]

, k ∈ 1, K , l ∈ 1, L, c ∈ 1, N (l−1), u ∈ 1, N (l).

Consider that w(l−1,s)
kcu = w

(l−1,l)
kcu , s ∈ l + 1, L .

3.4 Calculation of intra-cluster squares sums in the case of associative links
weights between neighboring stages

WCSS(l−1,l)(φ) =
I∑

i=1

K∑

k=1

[φ(i) = k]
∥
∥∥V(l−1,l)

i − W(l−1,l)
k

∥
∥∥
2
.

3.5 Completion Condition

If
∣∣∣
∑L

L=1 WCSS(l−1,l)(φ) − z1
∣∣∣ > ε2 and K > Kmax, then increase the

clusters quantity, i.e. K = K + 1, go to step 2.

7 Structural and Parametric Identification Algorithm
of a Neural Network Transformations Model in Batch
Mode for GPU Implementation

For the proposed method of structural and parametric identification of the neural
network transformations model on the example of an audit we consider an algorithm
designed for implementation on GPU through the parallel processing technology
CUDA (see Fig. 3).

Step 1 Set the maximum clusters quantity Kmax. Initialize the initial quantity of
clusters K.

Step 2 Set the training set {(xi, yi)}, i ∈ 1, I , the threshold for stopping ε1.
Initialize the values of the clustering function ϕ.

Step 3 Initialize iteration number n. Initialize the maximum number of iterations
Nmax.
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Fig. 3 Block diagram of the
structural and parametric
identification algorithm of
the neural network model of
transformations in the batch
mode

Step 4 Calculation of the current sum of intra-cluster squares sums z1.
Step 5 Calculation of input vector clusters centroids based on reduction, using

K · N (0) · I GPU threads that are grouped into K · N (0) blocks. The result
of each block is the centroid m(0)

k j .
Step 6 Calculation of output vector cluster centroids based on the k-means rule,

using K · N (L) · I GPU threads that are grouped into K · N (L) blocks. The
result of each block is the centroid m(L)

k j .
Step 7 Calculate the squares of distances between vectors and centroids of clus-

ters based on reduction, using I · K · (N (0) + N (L)
)
GPU threads that are

grouped into I · K blocks. The result of each block is the distance square
Dik .
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Step 8 Calculate clustering function values based on reduction, using I · K GPU
threads that are grouped into I φ(i).

Step 9 Calculation of intra-cluster squares sum in the case of input vectors. First,
on the basis of reduction, using I ·K ·N (0) GPU threads which are grouped

in I ·K blocks, in each block the product of dik = [φ(i) = k]
∥∥∥x − m(0)

k

∥∥∥
2
.

Then on the basis of reduction, using I · K GPU threads that are grouped
into I blocks, the sum of di = ∑K

k=1 dik . Then on the basis of reduc-
tion, using GPU threads I that are grouped in 1 block, in a block the
WCSS(0)(φ) = ∑I

i=1 di .
Step 10 Calculation of intra-cluster squares sum in the case of output vectors.

First, on the basis of reduction, using I · K · N (L) GPU threads
that are grouped in I · K blocks, in each block the product of dik =
[φ(i) = k]

∥∥∥yi − m(L)
k

∥∥∥
2
. Then on the basis of reduction, using I · K GPU

threads that are grouped into I blocks, the sum of di = ∑K
k=1 dik . Then

on the basis of reduction, using GPU threads I which are grouped in 1
block, the WCSS(0)(φ) = ∑I

i=1 di .
Step 11 If the completion condition is satisfied, i.e., |WCSS(0)(φ) +

WCSS(L)(φ) − z1| > ε1, and n < Nmax, then increase the iteration
number, i.e. n = n + 1, go to step 4.

Step 12 Operator input of the training set
{
V (l−1,l)
i

}
, i ∈ 1, I , l ∈ 1, L .

Initialization of the threshold for stopping ε2.
Step 13 Calculating the current sum of intra-cluster squares sums z2.
Step 14 Initialize stage number l.
Step 15 Compute centroids of clusterweights of associative links between adjacent

steps based on reduction, using K · N (l−1) · N (l) · I GPU threads that are
grouped into K · N (l−1) · N (l) blocks. Each thread calculates the centroid
w

(l−1,l)
kcu .

Step 16 Calculation of intra-cluster squares sums in the case of associative links
weights between adjacent steps. First, on the basis of reduction, using
I ·K ·N (l−1) ·N (l) GPU threads which are grouped in I ·K blocks, in each

block the product of d(l−1,l)
ik = [φ(i) = k]

∥∥∥V(l−1,l)
i − W(l−1,l)

k

∥∥∥
2
. Then on

the basis of reduction, using I · K GPU threads that are grouped into I
blocks, in each block the sum of d(l−1,l)

i = ∑I
i=1 d

(l−1,l)
ik . Then on the

basis of reduction, using GPU threads I which are grouped in 1 block, the
WCSS(l−1,l)(φ) = ∑I

i=1 d
(l−1,l)
i .

Step 17 If l < L , then increase the step number, i.e. l = l + 1, go to step 15.
Step 18 If the completion condition is satisfied, i.e.,∑L

l=1 WCSS(l−1,l)(φ) − z2 > ε2, and K > Kmax, increase the number
of clusters, i.e. K = K + 1, go to step 2.

Step 19 Write the obtained centroids m(0)
k , m(L)

k , W(l−1,l)
k to the database.
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8 Experiments and Results

The proposed method of audit data analysis based on an ensemble of neural network
transformationmodels was implemented through theMatlab package. The following
constraints were imposed on the dimensions of the data:

N (l−1) · N (2) ≤ 1024, K ≤ 1024, I ≤ 1024.

The results of comparison of the proposed method using GPUwith the traditional
method of k-means clustering for training of neural network models with associative
memory (on the example of manufacturing enterprise data) are presented in Table 2.

Evaluation of computational complexity of the proposed method using GPU and
traditional clustering method was based on the number of distance computations,
the computation of which is the most costly place of the method. At that Nmax—the
maximum number of iterations, N (0)—the number of neurons in the input layer,
K—the number of clusters, I—the power of the training set.

The traditional clustering method for training neural network models with asso-
ciative memory usually does not provide structural identification (automatic deter-
mination of the number of clusters), and joint clustering of training input and output
data, which reduces the analysis accuracy (see Table 2).

Traditional clustering method for training neural network models with associa-
tive memory usually does not provide batch mode (allows parallel implementation),
which increases computational complexity (see Table 2).

The traditional clustering method for training neural network models with asso-
ciative memory usually does not provide more than one hidden layer, which narrows
the scope of their applicability to the analysis of audit data (see Table 2).

The proposed method makes it possible to eliminate these drawbacks.

Table 2 Comparison of the proposed and traditional clustering method

Indicator The method

Proposed Traditional

Analysis accuracy 0.95 0.8

Computational complexity O
(
log2

(
I · K · N (0)

)
Nmax

)
O

(
I · K · N (0) · Nmax

)

Automatic detection of the number of
clusters

+ −

Joint clustering of input and output
data

+ −

Batch training mode + −
The presence of more than one hidden
layer

+ −
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9 Conclusions

The actual task of increasing the efficiency of audit automation at the stage of data
analysis was solved by transforming and summarizing the audit indicators data by
means of an ensemble of neural network models with associative memory.

1. A structural model of audit data transformation is proposed, based on which
a neural network model for automatic formation of generalized patterns in
checking the “Completeness” premise is formed.

2. To improve the training speed of the proposed ensemble of neural network
transformation models, a method of structural and parametric identification in
batch mode based on the k-means rule was developed.

3. The proposed method made it possible to achieve analysis accuracy of 0.95
due to the adaptive structure of neural network transformation models and joint
clustering of training input and output data.

4. We propose to extend the capabilities of neural networks with associative
memory by using a different number of hidden layers corresponding to the
stages of transformations.

5. The algorithm of structural and parametric identification based on k-means,
intended for implementation onGPUbymeans of CUDA technology, is created.

6. The proposed method of structural and parametric identification based on the
rule of k-means can be used for the intellectualization of SPR audit.

Prospects for future research is to study the proposed method for a wide class of
artificial intelligence tasks, as well as to create a method of data transformation and
generalization to solve the problems of auditing.
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Method of Adaptive Error Control
Coding of Structured Messages Using
Parameterization of Reed-Solomon
Codes

Roman Andrushchenko and Andrii Rohovenko

Abstract More and more business processes are going online, and special informa-
tion services, APIs, SDKs are created that interact with people and other informa-
tion systems. In the course of their operation, the TCP/IP network stack protocols
are mostly used for communication. The wireless communication devices, mobile
devices: tablets, smartphones, etc. are also becoming increasingly popular. All this
leads to the need to paymore attention to the quality and security of data transmission
over wireless networks, as well as to improve methods of detecting and correcting
of errors that occur during data reception and transmission. The article describes
the method of error correction in data packets based on the structure analysis of
messages, analyses possible ways of implementation and analyses its effectiveness
in combination with Reed-Solomon codes. The proposed method will improve data
transmission processes over network protocols.

Keywords HTTP · JSON · Data serialization · Error control coding ·
Reed-Solomon codes · Computer network · Network software

1 Introduction

1.1 Target Settings

Information systems have been increasingly used in various activity spheres in recent
decades, and in the last few years, the special attention has been paid to wireless
communications and the Internet of Things [1], which require special attention to
the reliability and security of data channels used by nodes of information systems for
interaction and communication with each other and with other information systems.
The number of devices connected to the Internet is growing at an incredible rate,
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which is the main reason for the development of IPv6 protocol in communications
due to the need to expand the address space and ensure growth. A lot of Internet of
Things devices connected to the global network appeared in a last few years. The
combination of these factors results in the need to research, develop and improve the
data transmission methods in telecommunication systems [2, 3].

The error detection and correction process is typically implemented as a part of
low-level protocols that consider transmitted data as a stream or blocks of bits/bytes,
without taking into account the high-level structure and semantics ofmessages [4, 5].

So, some of the piece of information that could theoretically be used for more
successful data decoding is ignored. This approach is generally proven and mostly
correct, as the protocols are low-level and should not consider the data transmitted.
They operate with a set of bits only. However, all these protocols do not always
cope with the tasks assigned to them, especially in the case of interference, noise
that occurs during the transmission process. Therefore, it is advisable, if possible,
to use all appropriate ways to improve the process of detecting and correcting of
errors, including the use of as much information available as possible for recovery.
One way to improve the process is to use knowledge about the data and messages
transmitted, which are considered not just as a set of bits, but as a structure with its
own characteristics.

The TCP/IP protocol stack is the most common in computer networks. It consists
of several layers, and at each level, each protocol of the same layer is built on a
protocol of a lower layer and each protocol has its own specific task. The lower layer
protocols (which belong to the physical/channel layers of the OSI model) deal with,
among other things, the detection and correction of errors that may occur during
data transmission. These protocols consider data as a stream of bits/bytes and do not
take their semantics, structure and content into account. In this regard, some of the
information that could be used to improve the reliability of data transmission is not
utilized. On the one hand, this approach simplifies the implementation of communi-
cation channels, but on the other hand, in case of interference in data transmission,
the speed and reliability of algorithms and technical solutions decreases [6, 7].

Therefore, it is necessary to improve the data transfer process, and in this article,
it is proposed to use knowledge about the data and messages transmitted, which
are considered as a certain structure with its own characteristics, and not just as an
encoded binary data stream.

1.2 Scientific Researches and Issues Analysis

In order to better research the achievements in the field of error control coding, the
articles and developments concerning the combination of different coding methods,
adaptive coding and peculiarities of their implementation, as well as modelling of
their operation were considered [8–10]. In particular, article [8] presents the usage of
turbo codes in power-line communication channel networks (PLC). An example of
adaptive codes usage to correct the errors is given in the article [9], which also empha-
sizes the effectiveness of adaptive algorithms utilizing depending on the current state
of a channel. The article [10] presents the features of the implementation of error
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control coding based on FPGA boards. It should be noted that such implementations
are higher in complexity, but their advantage is the greater speed of information
processing through the use of parallel computing, which is provided by FPGA.

In addition, the peculiarities of data processingwith the use of protocols of theOSI
model are considered, in order to utilize as much information about the transmitted
data as possible to increase the probability of successful message transmission over
network channels [11]. The article [11] states and substantiates the importance to
apply algorithms for search and correction of errors during data transmission not
only in large and enterprise networks, but also in personal and small user networks.

It is worth noting that this article considers the encoding of data without the loss
of information (i.e. it is not about audio or video streams where the partial data loss
is permissible).

1.3 The Goals

The goal is to propose and test a more integrated approach to data preparation before
transmission over network channels,which includes analysis of themessage structure
and data contained in the message. The reliability of the transmission of structured
data over network channels should be increased with the help of the revealed regu-
larities. The research outlines the effectiveness of the content analysis of structural
peculiarities and messages in order to use the results of analysis to improve the
performance factors of data transmission. This article proposes to improve existing
methods of data encoding by using of information about the content and nature of the
messages themselves, which in theory can increase the reliability of the transmission
of structured data.

2 Method of Adaptive Error Control Coding

2.1 The Typical Composition of Structured Data

Abstracting from the formats and implementations (JSON, XML, ProtoBuf, etc.),
they are united by one: messages are divided into components, which are often called
“tokens”. These components have a certain semantic meaning (often even the corre-
sponding token name is specified in the message itself), usually unique within the
message type, and a set of valid values for each token (type). An information system
can have any number of message types and any number of tokens in one message:
their number depends on the complexity of the system. In different programming
languages, such messages are mapped in different data structures, but in most cases,
they are classes (such as in Java) and structures (such as in C). The messages are
serialized before being sent over the network channels, and deserialized after receipt.
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The previous article [12] discussed away to use all these peculiarities of structured
messages to improve the quality of data transmission over the network channels. In
this article we consider the features and implementation details of the proposed
method.

2.2 The Client–server Communication

Let’s suppose that the information system is built on the principle of client–server
architecture. The server responds to the client requests, and there are k > 0 types of
requests in the system.Each request has its own request structure, and a corresponding
unique response structure. All requests and responses to requests are the structured
messages that consist of a set of tokens. The scheme of a request (ask) with the index
k has the form of Ak = {ak1, ak2, …, akn}, n > 0. The corresponding scheme of reply
(response) is: Rk = {rk1, rk2, …, rkm}, m > 0. It should be noted that the number of
tokens and their type in the request and response may differ. In addition, in more
or less complex systems, the tokens are hierarchical and may themselves contain
embodied messages, i.e., for example, the response to request number 1 may look
like this: R1 = {r11, r12}, where token r11 is a numerical identifier and token r12 is
composite: r12 = S {s1, s2, …}.

2.3 Dynamic Subtypes

Let’s use the above features of structured messages and requests in order to increase
the reliability of data transmission over a network channel. The concept of a “dynamic
subtype” is introduced. This is statistical information about the data transmitted by
a specific token. It may change over time and be supplemented. In the simplest
case, we consider the numerical type of token (int, 32 bits). If a certain number of
messages containing a given numeric token and the token value were in the range
(100–150) were transmitted for a certain period of time, it means that the current
dynamic subtype of the token is a number encoded by w = 6 bits of information
(0–50) with an offset equal to s = 100. Thus, such a simple dynamic subtype for a
numeric data type can be encoded by two numbers: the number of bits and the offset.
Let’s consider another case, for example, for text strings. If a text token contained
only a small set of constants (enum), the number of which does not exceed 256, then
the dynamic subtype can encode all text values with a numeric single-byte value.
In this case, such a dynamic subtype will be encoded with a dictionary, which will
contain “key”–“value” pairs, where the key will be a 1-byte number, and the value—
the corresponding text string. Another way to encode a text (or byte) string is to use
three values: an array of valid admissible characters A and the length of a byte string
{Lmin, Lmax}.
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The current state of the dynamic subtype for each token can be controlled in three
ways:

• for each client of the information system separately;
• for all clients in general;
• for each client separately with a timeout (TTL).

In the first case, during the encoding/decoding process, it is possible to take
into account the peculiarities of each client device separately. The disadvantage is
the greater complexity of the algorithm and greater requirements for computing
resources and memory of the device, especially on the server side, because it must
store information about dynamic subtypes for each client, and the clients must be
identified by a unique identifier (e.g., UUID).

In the second case, the implementation is simpler, but the operational efficiency
of the method will be lower. The third way is a compromise between the first two
methods. This paper considers the simplest option, i.e., shared state of dynamic
subtypes for all client devices.

2.4 Method of Encoding

So, let’s have a message of a certain type, which consists of a finite set of tokens. We
introduce the concept of message structure history, which contains the information
about the current dynamic subtypes of tokens, as well as information about the old
subtypes, because synchronization between hosts does not happen instantly. The
history can be represented as a list or an array, where the index of an element is its
identifier. The main requirements for such a list are:

• the ability to quicklymake changes (add a new history element in case of a subtype
change detection with one of the message tokens);

• the possibility of direct and fast access to each history element with constant
complexity O(1).

The general linked lists are not suitable for the current task (because they do not
meet the second requirement), so it is better to use the lists based on arrays, which
are expanded by allocating a new array, if necessary, but with a certain growth rate
calculated by the formula: Snew = 3 · Sold .

The initial value is Sold = 10. It is also possible to use a hash table, which in most
cases enables to add and search for elements with almost constant complexity O(1),
provided the correct hash function is selected. The hash function should be calculated
quickly and has the form of y = f (x), where x is an array of data of arbitrary size, and
y is a number/array of fixed size. The number of collisions in the calculation should
be as small as possible. That is, the distribution of the function values should ideally
approach a uniform distribution [13].

Also, in order to verify the correctness of the data contained in the message, it is
necessary to add a checksum to it,withwhich itwill be possible to answer the question
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with a high probability: whether the decoding process is completed successfully or
not. There are many methods for calculating of checksums. The parity bit is the
simplest option, which consists of adding one bit to the message, which is equal to
“1”, if the number of units is even, and “0”—otherwise. In terms of coding theory,
the parity bit can be considered as a code (n, n − 1) with matrices:

H1,n = (
1 1 · · · 1 )

Gn−1,n =

⎛

⎜⎜
⎝

1 0 · · · 0 1
0 1 · · · 0 1
· · · · · · · · · 0 1
0 0 · · · 1 1

⎞

⎟⎟
⎠ (1)

It is used, for example, in the UART protocol. But it is not reliable, and can only
detect an error in one bit [14].

IP packets use a 16-bit complement code as a checksum. The header is divided
into 16-bit blocks; their sum is calculated. If there are transfers to a new bit after
the calculation, they are added to the amount. This method is more reliable and is
already used in the IP protocol at the network level of the OSI model.

Then the typical structure of the encoded message will look like (Fig. 1).
The error control coding method performed by the encodeN(…) function can be

any method with arguments:

• data to be encoded (d);
• number of additional bits for encoding (�c).

Furthermore, if the encoding method does not provide an easy way to set and
change the code parameters, another way to increase the probability of successful
decoding can be used by engaging the callback function, which will be called by
the encoding algorithm in case the impossible decoding of a part of the message
is detected. The implementation of such a function in the simplest case involves
forecasting based on the current scheme of dynamic subtypes, possible variants of
the symbol to be decoded, checking the result with a checksum. The disadvantage of
this method is that it is necessary to change the decoding algorithm. Therefore, the
usage of the first variant is considered. The general algorithm is depicted in Fig. 2.

Fig. 1 Logical structure (a), physical structure (b)
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Fig. 2 Block scheme of
message transmission
algorithm
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We consider the results based on the Reed-Solomon code (implementation taken
from the ZXingOpen Source library) and the communication protocol of the ThingS-
peak service for Internet of Things devices, developed by IoBridge company (now
purchased by MathWorks).

The Reed-Solomon codes are a partial case of BCH codes. The BCH codes are
the cyclic codes of some length n over the field GF(q) with a distance d, under the
condition that for some value of b ≥ 0, the generator polynomial is:

g(x) = lcm{Mi (x), i = b, b + 1, . . . , b + d − 2} (2)

If we decrease the exponent of the min. polynomials that produce the generating
polynomial of the cyclic code, the redundancy of the BCH code also decreases. The
exponent cannot be less than one, and it is equal to one if x takes a value in the same
field as the field GF(2m), which is used to build a check matrix of code. In such a
field, the minimal polynomial of the element β is x − β. Since the exponents of the
variable x correspond to the position of the codeword, the length of the code must
not exceed the number of elements of the multiplicative group of the field.

The Reed-Solomon codes are often used as component codes in cascade construc-
tions. In the method considered in this example, there is no such structure in the usual
sense, but there is an add-on over the code in the form of a variable parameter of
the code rate and pre-conversion of the message to a more efficient format, which
increases the probability of the successful data transmission.

The advantage of the BCH codes and the Reed-Solomon codes in particular is the
simplicity of their encoding anddecoding algorithm in the channelwith hard decision.
The disadvantage is the lack of a reasonable decoding algorithm in channels with
soft solutions. But this disadvantage is partially eliminated by usage of the method
of “minimum generalized distance”, which is reduced to multiple decoding in the
channel with hard decision [15, 16].

If the division of the informationmessage into parts and the alternation of encoded
tokens with the encoded scheme is not taken into consideration, the procedure can
be clearly depicted as follows (Fig. 3):

R1 = K1/N ; R2 = K2 + KS/KN;�C = K1 − K2 − KS

That’s why:

R2 = (K1 − �C)/N

where

K1 the number of data bits of message encoded by the Reed-Solomon encoder,
bits;

N the total number of bits in the message, bits;
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Fig. 3 The procedure of calculating of the amount of possible redundant bits of information

K2 the number of data bits encoded by state encoder (message without state and
schema), bits;

KS the number of bits representing state and schema, bits;
�C the amount of space which can be used for adjusted error correction code;
R1 the code rate of the origin Reed-Solomon code;
R2 the max possible code rate after adjusting encoder parameters.

Let’s take the following Reed-Solomon code: (15,13), GF(24) with the corre-
sponding generator polynomials:

(15, 13) : g(x) = x2 + 6x + 8 (3)

The minimum polynomial is equal to: α = 2. The code (15,13) can correct 1 error
(d = 3). Since the code in fact operates not with bits, but with their sets of 4, one
error is equated to an error in any bit in the set (or to an error in all bits together, i.e.,
the number of errors in the set can be from 0 to 4, but within one set their number is
equal to one error), which improves the corrective capability of the code.

We take a set of the following messages of the same size:

1) 22 68 22 3a 31 2c 22 74 22 3a 31 37 35 2c 22 77 22 3a 34 35 7d 

2) 22 68 22 3a 32 2c 22 74 22 3a 31 36 33 2c 22 77 22 3a 35 30 7d

3) 22 68 22 3a 32 2c 22 74 22 3a 31 32 32 2c 22 77 22 3a 34 34 7d

4) 22 68 22 3a 33 2c 22 74 22 3a 31 37 38 2c 22 77 22 3a 33 38 7d

5) 22 68 22 3a 33 2c 22 74 22 3a 32 30 31 2c 22 77 22 3a 33 39 7d

6) 22 68 22 3a 31 2c 22 74 22 3a 32 30 32 2c 22 77 22 3a 36 30 7d

7) 22 68 22 3a 31 2c 22 74 22 3a 31 37 36 2c 22 77 22 3a 34 38 7d

If the extra characters are removed, we obtain the token IDs and values:
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1) 68 31 74 31 37 35 77 34 35 7d 
2) 68 32 74 31 36 33 77 35 30 7d
3) 68 32 74 31 32 32 77 34 34 7d
4) 68 33 74 31 37 38 77 33 38 7d
5) 68 33 74 32 30 31 77 33 39 7d
6) 68 31 74 32 30 32 77 36 30 7d
7) 68 31 74 31 37 36 77 34 38 7d

The length of seven messages is 560 bits.
Let’s construct the scheme of dynamic types of tokens for a set of messages (let

the identifier be equal to 1). We have tokens with keys 0 × 68, 0 × 74 and 0 × 77,
which can be matched to single-byte identifiers of the varint type (0 × 1, 0 × 2, 0 ×
3). The token subtype 0 × 1 has a value in the range [0; 2] (0 × 2) with an offset of
0 × 31.The token subtype 0 × 74 has a value in the range [122; 202] (if we convert
from ASCII to a decimal number) or if we specify an offset—then it is [0; 80] (0
× 60) with an offset of 122 (0 × 7A). Performing a similar operation for the third
token, we obtain the range [0; 22] (0 × 16) with an offset of 38 (0 × 26). So, the
message scheme will look like:

Token ID Origin Name Type Max Offset

0x1 0x68 0x1 0x2 0x31

0x2 0x74 0x1 0x50 0x7A

0x3 0x77 0x1 0x16 0х26

If all numeric values are encoded with varint, and the text values are encoded with
the text strings ending in zero-byte 0 × 0, and to indicate the number of tokens at
the beginning of the scheme, the resulting scheme will look as follows:

01 | 03 | 68 00 01 02 31 | 74 00 01 50 7A | 77 00 01 16 26

The scheme is transmitted once, and the messages encoded using this scheme will
look like this (the scheme number comes first, then it is the message):

01 00 35 07 01 29 0C 01 00 06 02 38 00 02 4F 01 00 50 16 00 36 0A

So we have: an original message size—560 bit. The size of the scheme—136 bit.
The size of the resulting message is 168 bits without an identifier.

The first data transfer will contain a synchronization packet, so its size will be a
maximumof176+136=312bits of information. If the schemedoes not change, then
only the identifier is transmitted instead of the scheme, and therefore it is necessary
to transfer 168 + 8 = 176 bits of information. Hence, we have the values of the
parameters: K1 = 560, K2 = 176, KS = 136, K2 + KS = 312.

We encode the original message with the Reed-Solomon code, GF(24), α = 2
(formula 4). Dividing the data array into blocks of 13 information bits, we obtain the
following data symbols:
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6   8   3   1   7   4   3   1   3   7   3   5   7

7   3   4   3   5   7  13   6   8   3   2   7   4

3   1   3   6   3   3   7   7 3   5   3   0   7

13   6   8   3   2   7   4   3   1   3   2   3   2

7   7   3   4   3   4   7  13   6   8   3   3   7

4   3   1   3   7   3   8   7   7   3   3   3   8

7  13   6   8   3   3   7   4   3   2   3   0   3

1   7   7   3   3   3   9   7 13   6   8   3   1

7   4   3   2   3   0   3   2   7   7   3   6   3

0   7  13   6   8   3   1   7   4   3   1   3   7

3   6   7   7   3   4   3   8   7  13   0   0   0

The result of encoding with the above code will look like:

6   8   3   1   7  4   3   1   3   7   3   5   7   6  15

7   3   4   3   5   7  13   6   8   3   2   7   4  15  11

3   1   3   6   3   3   7   7   3   5   3   0   7   2   9

13   6   8   3   2   7   4   3   1   3   2   3   2   7  14

7   7   3   4   3   4   7  13   6   8  3   3   7  13  10

4   3   1   3   7   3   8   7   7   3   3   3   8  11  12

7  13   6   8   3   3   7   4   3   2   3   0   3   6   1

1   7   7   3   3   3   9   7  13   6   8   3   1   6   1

7   4   3   2   3   0   3   2   7   7   3   6   3  12   1

0   7  13   6   8   3   1   7   4   3   1   3   7   2  13

3   6   7   7   3   4   3   8   7  13   0   0   0   9   3

The resulting size of the encoded message obviously increases by the number of
redundant symbols, and for this code—by 2 symbols for each block. The resulting
encoded message size is 165 symbols, or 165 · 4 = 660 bits. Where 80 bits are parity
symbols. If we take the message with the scheme of subtypes, it contains 312 data
bits. Therefore, in an equivalent size encoded message can include 660 − 312= 348
bits that can be used to improve the transmission reliability.

Codeword lengthN = 15.Ntotal = 660—total number of bits of encodedmessage,
ktotal = 312—the total number of data bits, V = Ntotal/N = 660/15 = 44—the

total number of code words (each code word = 15 bits).
So each codeword produced by the adjusted encoder should have minimum of 8

data bits:
k = ktotal/V = 312/44 = 8 (upward rounding)—the minimal amount of data bits

in each codeword.
So, we can use max. possible code (15,8) but such code does not satisfy the

condition of (n − k mod 2) = 0. Therefore, it is necessary to round up, so the
corresponding code that can be used is (15,9).

g(x) = x6 + 7x5 + 9x4 + 3x3 + 12x2 + 10x + 12 (4)
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Table 1 Results for the
example above

encode1[ (15,13),
message]

encode1[ (15,9),
encode2(message)]

Length, bits 660 540

Max acceptable
percentage of
errors, %

6.7 20

This code can correct 3 errors (d = 7) instead of 1. So, its corrective capability is
three times greater. This means that the probability of successful transmission of a
data packet encoded with 1) the use of information about the structure of the message
content and 2) the Reed Solomon’s code (15,9) is much higher than a data packet of
the same size but encoded only by code (15,13):

0   1   0   3   6   8   0   0   0   1   0   2   3

1   7 4   0   0   0   1   5   0   7  10   7   7

0   0   0   1   1   6   2   6   0   1   0   0   3

5   0   7   0   1   2   9   0  12   0   1   0   0

0   6   0   2   3   8   0   0   0   2   4   15  0

1   0   0   5   0   1   6   0   0   3   6   0  10

0   0   0

The result of coding (Table 1).

0    1    0    3    6    8    0    0    0   14    9    9    5   

12   0    1    0    2    3    1    7    4    0    0    9    4   

10   1    3    4    0    1    5    0    7   10    7    7    0    

6    15   3    6    1   14    0    0    1    1    6    2    6    

0    1    3    3   15   11   15   15    0    0    3    5    0

7    0    1    2    8    8   15    0    9   12    9    0   12

0    1    0    0    0    6   10   12    8    0   14    1    0

2    3    8    0    0    0    2    4   10   12    0    1    2   

12   15   0    1    0    0    5    0    1    6   11    2    1    

0    5   11    0    0    3    6    0   10    0    0    0    0  

0    4    4   10   10

The function of code parameters selecting in this case is obviously a step function.
Therefore, the value of additional corrective capability (as a percentage) depends on
the successful result of dividing the message into parts. In particular, if the original
message was N bytes in size, and the internal encoder/decoder supports codes (15,x)
in this case, the function is depicted in Fig. 4.

Let’s explain the Fig. 4 depicted above. It represents an additional portion of
errors in the message which can be safely detected and corrected after receiving the
message by decoder, depending of amount of data which has been encoded by the
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Fig. 4 Additional acceptable percentage of errors which can be corrected

encoder2 (state encoder). For example, let’s have an origin message containing 1001
bits. Reed-Solomon (15,13)-encoder produces encoded message with the length of
1155 bits which can be transmitted over network channel. State encoder can extend
the amount of space within these 1155 bits for additional parity bits by reorganizing
the message content. If state encoder reports to the Reed-Solomon encoder that there
are additional 1001 · 0.16= 160 bits which can be used for parity bits then the Reed-
Solomon encoder may generate code with decreased code rate, e.g. (15,11) instead
of (15,13), but without increasing the amount of data to be transmitted. So within
the same 1155 bits the acceptable amount of errors which can be safely corrected by
the decoder are increased by 6.6%. Please note that the Fig. 4 shows the theoretical
limit, actually there are necessarily additional synchronization packets that increase
the number of bits of information required for decoding during the transmission.

3 Conclusions and Suggestions

The proposed method of adaptive error control coding analyzes and prepares data
for transmission over communication channels by combining 2 encoders: Reed-
Solomon encoder (actually it can be replaced by any parameterized encoder) and
state encoder. The reliability of the transmission of structured data over network
channel is increased in case of using this combined approach as the corresponding
decodermay accept and correct more errors than in case of using only Reed-Solomon
encoder.
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1. The article presents the possibility of effective use of the considered coding
method by example: (a) the Reed-Solomon code and (b) encoding the message
structure. The possibility to increase the corrective capability provided by the
proposed encoding method was tested using a test dataset and the package
“communications” in GNU Octave software [17].

2. This method can be combined with various encoding methods, in particular, any
other code with the parameters which can be parameterized is possible to use
instead of the Reed-Solomon code. In the simplest case, this can be an ordinary
linear code (if the goal is to use as simple encoding/decoding algorithm as
possible, which can be present in devices with limited resources) or other more
complex codes, such as from the family of convolutional codes or turbo codes.

3. The further research can be carried out with the study of the coding efficiency
for the data of different types and structures, as the choice of parameters depends
on the results of the breakdown of the original messages into parts, which in
turn may be different, depending on the internal structure of messages.

4. The algorithm for finding and selecting of tokens can be theoretically improved
and optimized for faster operation. It can also be made more versatile by
dividing it into two parts by analogy with the approach adopted in the Apache
Thrift libraries: (a) token encoding/decoding; (b) classification of subtypes and
generation of the range of acceptable values.

5. In addition, depending on the specific implementation of the method, other data
structures (binary trees, arrays, etc.) can be used for implementation in different
computing architectures. There is a theoretical possibility of parallel computing
usage or even full-fledged parallelization based on FPGA.
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Usage of WBAN Systems and IoT
Solutions in a Medical Environment

John N. Davies , Mariya Verovko , Oleksandr Verovko,
and Iryna Solomakha

Abstract The COVID-19 pandemic has had a huge worldwide effect on everyone.
A major issue that it has brought to light is the requirement for social distancing
resulting in working from home with the ability to utilize video conferencing for
meetings. This has become an essential part of everyday life, hence the requirement
for reliable computer networks. Coping with social distancing in a medical envi-
ronment is far more challenging however the use of Wireless Body Area Network
(WBAN) and the ability to share the data has become enormous aid. A great deal
of development in body sensors has taken place and these devices are becoming
commercially available. WBAN devices can be used to measure many human condi-
tions e.g. heart rate, temperature, sleep-patterns etc. to help with diagnosis. Most
papers onWBAN concentrate on sensors but this paper investigates the suitability of
the technology and the support network required for use in a medical environment.
An integrated system using AWS IoT services to support WBAN devices in different
environments is covered. The implementation of a smart hub for healthcare moni-
toring is proposed. The concept of an Intelligent Bed is introduced and a solution
is provided consisting of a smart hub attached to a bed. Parameters associated with
the wireless characteristics are calculated and use of the reliability of the AWS IoT
services for use as a healthcare monitoring system is investigated.
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1 Introduction

1.1 WBAN as an Emerging Solution in Healthcare
Monitoring

AWireless BodyAreaNetwork (WBAN) according to amedical dictionary is a wire-
less network typically used to monitor vital signs and other physiological parameters
of the human body [1]. However WBAN covers a variety of consumer electronics
applications as well as real-time health monitoring devices. The technology is based
around the IEEE 802.15.6 standard aimed at short distance, extremely reliable wire-
less communication linked to the human body. WBAN devices may be embedded
inside the body, surface mounted on the body or humans carrying in clothes pockets,
by hand or in various bags [2]. This means that the sensor used to provide the data is
not a fixed type and varies with the type of measurement required and manufacturer
[3].

It is also necessary to consider how the data is to be collected, saved and shared to
provide accurate and often live monitoring. There is little point in not using existing
components where appropriate so the design should utilize Local Area Network
(LAN), Metropolitan—Campus Network (MAN) and Wide Area Networks (WAN)
and Cloud Applications. The security associated with this data has become very
important due to the introduction of recent legislation to define who is able to access
it [4]. Figure 1 shows WBAN in different medical environments.

Fig. 1 WBAN usage in a range of environments
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1.2 Features of WBAN Usage in Different Environments

Since there are a wide range of WBAN devices capable of measuring many different
characteristics, often the environment where they are used dictates the network used.
Hospitals have very complex environments that are always changing due to develop-
ments in ailments, treatments, equipment and working practices. Each department
has its own specialized equipment for investigation and diagnosis of patient issues.
Most departments have expensive equipment that provides electronic data that can be
distributed around the hospital e.g. X-ray slides (images). Introduction of theWBAN
in a standard hospital operation can optimize the usage of resources and reduce the
load from medical personnel by improving data flows [5]. This paper makes a great
simplification of the issues that are found in the various departments but by adopting
a standards approach it is anticipated that future developments and changes can be
made easier and provide benefits to all.

Doctors Surgery: Doctor’s surgeries are now becoming a hub for handling patients
before being funneled to the appropriate medical specialist. Present trends are to
reduce the number of smaller surgeries and invest in larger sites with more facilities
and increased capability. Introduction of WBAN (e.g. installation of basic health
monitoring systems with automatic data exchange and synchronization) here would
be an advantage since it provides consistency with the hospitals’ consistency with
the hospitals [6]. Doctor’s surgeries would be treated like mini-hospitals without
the overhead of overnight stays and provision of food etc. This functionality would
enhance the normal running of the surgery. It would be advantageous if most of the
appointments could take place by telephone or by video conferencing. Multi-way
video conferencing is well established and by having specialists on hand it may
reduce the number of separate appointments required.

Domestic Environment: The issue of health monitoring for people, who stay at
home, is of great importance because people have to self-isolate even if they have
mild symptoms. Most homes use Wi-Fi to connect to the internet router and are used
for general purpose applications. While people are at home they have the ability
to use a limited number of sensor devices due to, cost of equipment, knowledge
of operation and limited data rates of their internet connection. But the high avail-
ability of Activity Trackers and other smart-home devices, which provide ability
to measure many human conditions (heart rate, temperature, sleep-patterns etc.),
makes the introduction ofWBAN into the domestic environment possible [7]. Usage
of WBAN based monitoring is a solution that can be used for remote health moni-
toring for the people, who can be treated at home [8]. Using this approach can also
prevent incorrect diagnosis, since the data from sensors are more accurate than the
description obtained from patients using audio or video conferencing.
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2 Design of WBAN System and Its Components

2.1 General Approach for WBAN Development

Medicalmonitoring equipment is heavily regulated and rightly so. There are a number
of International Standards bodies providing guidelines to ensure interoperability.
From a computer networking, sensor point of view the IEEE the standard agreed for
sensor networks is the IEEE15 range. Areas of interest include WBAN /Bluetooth,
High/Low Rate WBAN, Mesh, Visible light, Peer Aware Communications, Key
Management Protocol and Wireless Next Generation. IEEE15.6 covers Body Area
Networks which is the appropriate standard for this area of research [9].

Sensors provided with Bluetooth interfaces can normally only store a limited
amount of data and so there has to be a local Hub that can collect this data and either
store it locally or use a network to transfer it on to the appropriate cloud application.
Storing the data locally is not very convenient and so the use of a LAN to provide
the data at a central point, e.g. a Nursing station, is seen as being essential. Sharing
this data via a computer network provides great advantages to the well-being of the
patient.

It is necessary to connect the WBAN to a LAN due to the short distance that
WBANs are capable of operating over. Typically a LAN would provide a network
that would operate over a ward in a hospital, a doctor’s surgery or a patient’s home.
This can be provided using either a cabled network or a Wi-Fi wireless network.
Utilizing a Campus network (MAN) in a hospital situation allows the monitoring
of patients at a locally level or at a central point e.g. a Nursing station. To perform
remote monitoring data exchange is performed using an Internet connection.

2.2 WBAN Smart Components

In hospitals patients are continuously monitored by equipment located at their
bedside. Blood pressure, heart rate, pulse oximetry, respiratory rate etc. are measured
by specialist equipment containing either wired, Wi-Fi or Bluetooth connections to
allow remote monitoring.

There are a number of developments that are taking place in the area ofmonitoring.
An example of this is the Vscan Extend™ handheld ultrasound that can be used for
abdominal, cardiac, fetal/obstetrics and, more significantly in the present climate,
thoracic/lung ultrasound. This is a portable device and has the ability to transfer
images via a wireless network so can be used in emergency circumstances to upload
important data before transporting the patient to a hospital. Another example is the
Meditronic capsule endoscopy device PillCam™ [10]. It is a camera inside a capsule
that is swallowed by the patient and captures images at a frame rate of 2–6 fps
governed by the capsule speed as it travels through the body giving much more
accurate images. There is a sensor belt worn around the patient’s waist to receive
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the images via a wireless network. A further example is the Dexcom CGM which is
attached to the body just below the skin and every 5minmonitors the glucose content
of the blood. Readings are then uploaded to a smart phone or similar device. This
provides continual monitoring and alarms rather than the daily tests that are utilized
at present resulting in the ability to detect changes at a much earlier stage hence less
medical intervention required [11, 12].

Since the monitoring equipment is provided by many different companies it is
necessary to attach some kind of computer to convert the data into a standard form.
This simplifies the combination of different types of data for monitoring and storage
and also helps integrate newly introduced sensors [13]. WBAN tend to operate over
small distances and so by attaching a Smart Hub (a cheap small computer e.g. Rasp-
berry Pi) to a network to collect data from sensors in a particular area allows creating
a smart hub device. Such a smart hub can be used in a domestic environment to obtain
data about a patient’s health state or it can be attached to a bed in a hospital and make
it an intelligent bed. Many sensor devices provide smart phone access the Raspberry
Pi would control this which would help reduce security problems. A Raspberry Pi
has various adapters which allow it to connect with sensors using Bluetooth etc.
and obtain the data about patient health. However further data processing, secure
transmission, storage and sharing are the tasks to be implemented. There are several
approached and service that can be used for development of complete IoT solution.

2.3 Storage of Health Data in the Cloud

Storage of healthcare data has always been a complex task because of lack of
standardization in data-collection. Medical personnel have typically used a mix of
storages, e.g. paper notes, several electronic patient record systems (EPRS), which
creates duplications and redundancy of stored data. Such approach leads to time
wasting and increases the possibility of medical errors due possible data conflicts or
data loss.

Described problem has been partially solved by the introduction of EHR systems.
Usage of EHR systems significantly simplifies the process of data recording, data
storage and data access. Already used in the most part of EU and US hospitals, EHR
systems are moving on to the next stage of the development, which should increase
data mobility by integration of the EHR system with portable electronic devices,
which could be used by nurses, doctors or patients. Another huge milestone for
healthcare data storage is the introduction of International Classification for Nursing
Practice (ICNP), which provides an agreed set of terms to record observations and
interventions of nurses. ICNP based framework is integrated with the EHR and
significantly simplifies data sharing and data management [14, 15].

Standardization of healthcare data opens new possibilities for these data storage.
One of the approaches that could be used is the usage of cloud computing, which is
widely spread in many business areas. Existing restrictions in healthcare data storing
don’t allow EU healthcare to obtain full benefit from cloud data storage, since it
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has limitations in scalability. However there is a set of cloud-based solutions that
are already in use. They are AWS Cloud, Azure for Health, Apple Health Records,
Cloud Healthcare API by Google, Watson Health by IBM etc. [16].

There are many benefits, which are provided by cloud-based solutions. Usage
of the cloud significantly simplifies medical data access, which means that medical
personnel can quickly and easily get or upload all necessary information and can
be sure that the provided data is the latest and up to date. Other valuable aspect is
the security and role-based availability of the information, which is already imple-
mented by cloud provider. There is also a wide range of solutions for integration
of cloud-based data with other services and applications, which makes it easier to
use healthcare data in multiple systems. Cloud providers also perform real-time
data backup, which significantly increases data reliability and prevents possible data
losses. Considering this information, the conclusion can be made that strong health-
care data in a cloud is not just a trend, but also the way to improve healthcare data
availability and operation of electronic medical systems and solutions.

3 Implementation of Smart Hub Using AWS

3.1 Development of IoT Solutions Using Amazon Services

AWS IoT is one of the leading IoT platforms that provide features and services to
simplify implementation of IoT solutions. One of the AWS IoT Core features is the
availability of the AWS IoT Device SDKs, which provide functionality to build IoT
applications using various hardware platforms. These SDKs consist of open-source
libraries, developer and porting guides and performs connection, authentication and
data exchange between devices andAWS IoTCore usingMQTT andWSS protocols.
There are various AWS IoT Device SDK versions, implemented for C++, Java,
Python and JavaScript [17, 18].

The smart hub concept proposed is based on the data exchange betweenRaspberry
Pi and sensors. Further data processing, storage and sharing is the task that could
be solved by extending AWS onto a Raspberry Pi (or similar hub) by using AWS
IoT Greengrass. Current approach allows devices to process data locally while using
cloud resources and services at the same time (storage, analytics, troubleshooting,
management etc.). Processing of the local events and data is performed by AWS
Lambdas, which operates on the local devices. The general architecture of the IoT
solution, designed using AWS IoT Greengrass, can be seen in Fig. 2.

Considering operation issues and features, related to usage of AWS IoT Green-
grass, the architecture of the intelligent bed solution is separated into two parts:

• AWS IoT Greengrass Core Device, which operates in the local environment (a
hospital, at home etc.);

• AWS IoT Greengrass Cloud Software, which operates in the cloud.
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Fig. 2 Architecture of the IoT solution, performed using AWS IoT Greengrass

AWS IoT Greengrass Core Device includes sensors and other IoT things, which
provides data for the Raspberry Pi. The Raspberry Pi needs to have AWS IoT Device
SDK installed to perform cloud features. The data processing is performed by AWS
Lambda, which operates directly on the device, but has a data exchange connection
with the Amazon cloud.

AWS IoT Greengrass Cloud Software includes IoT Greengrass settings, such as
IoT security policies, AWS Lambda settings and subscriptions, which identify data
resources and direction, MQTT topics, which perform as data pipes and IoT rules,
which declares how the data should be processed further (stored directly to DB,
converted to SQS, SNS or other queue type).

The interaction between the two parts is performed using MQTT. Data is sent or
received in the format of an IoT action and linked to a corresponding MQTT topic,
which is identified in Lambda subscriptions. Any Lambda, placed in a domestic
environment, could only read orwrite to defined topics. The security of data exchange
is controlled by Amazon and is generally performed using SSL certificates, which
should be stored on a local device. There are several ways to process data from
MQTT topics. Each topic has its own unique arn and should be accessed using it.
Direct data transferring fromMQTT topic to Amazon SQS, Amazon SNS and AWS
DynamoDB should be defined using IoT rules.
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3.2 Design of the Smart Hub Using Amazon Cloud Services

Implementation of the IoT hub solution using AWS IoT Greengrass has been used
for the development of a smart hub. AWS IoT Greengrass covers the tasks of data
collection and transmission to the Amazon Cloud. Further analysis, processing and
continuous data sharing to allow doctors to control the state of their patient remotely
require usage of additional services behind AWS IoT Greengrass. The proposed
architecture of the IoT based health monitoring system is present in Fig. 3.

Amazon services andunits, used for intelligent bed implementation, are following:

• AWS IoT Greengrass that is generally used for data collection and data exchange
between local device (Raspberry Pi) and cloud environment;

• AWS IoT Greengrass Lambda, which contains program code, that operates with
data on a local device and sends obtained metrics to the cloud;

• IoT actions, data format for link between local and cloud environment;
• IoT MQTT protocol, used for secure data exchange;
• IoT policy performs security management and access control to cloud resources;
• IoT topic as a pipe for actions from Lambda, placed in a cloud;
• IoT rule, enables data transferring from IoT topic to Amazon SQS;
• Amazon SQS as a temporary data storage, which receives data from IoT

Greengrass and send it next to other Amazon services;
• AWS Lambda function, which is subscribed to SQS topic and perform processing

action on each data updates;
• Amazon DynamoDB stores collected metrics and data about patient health;
• AWSLambda functions, obtain processed data fromDynamoDBand then provide

it to Web Application, which could be accessed by the doctor or other user;
• Amazon Cloudfront for web-application to make it available over the Internet.

Implementation of the proposed concept starts from the placement of the Rasp-
berry Pi and healthcare sensors (pressure, pulse etc.) into patient domestic envi-
ronment. Raspberry Pi requires Bluetooth and Wi-Fi connections, enabled AWS
IoT Greengrass and working IoT Greengrass Lambda on it. At regular intervals the
metrics data is read from sensors by Raspberry Pi Bluetooth adapter. The program

Fig. 3 Architecture of the smart hub, performed using AWS



Usage of WBAN Systems and IoT Solutions in a Medical Environment 305

code, which performs data requests is performed by IoTGreengrass Lambda.Metrics
data are converted to IoT Action format by Lambda to be transmitted to AWS Cloud.
IoT action is a data-structure in JSON format. Each IoT action is passed to AWS
Cloud using MQTT and is placed into the specified MQTT topic. Each IoT Green-
grass Lambda can push data to or read data from MQTT topic. The data flows are
set directly in AWS IoTGreengrass settings.

Specified MQTT topic contains data from local device, but for further analysis
and sharing should be placed in other Amazon storage or message service. There is
a possibility to access MQTT directly from AWS Lambda using its’ unique arn, but
such an approach can lead to a security gap and significantly reduce flexibility. It
requires hardcoded parameters in AWS Lambda and its’ AWS IAM security policy,
because AWS IAM security policy for IoT MQTT can’t be attached dynamically.
That is the reason why Amazon SQS is used as additional data converter and data
storage. To transfer data from MQTT topic to Amazon SQS IoT rule is used, which
is defined in IoT Greengrass settings using SQL syntax.

AWS Lambda is used as a SQS event listener. Current Lambda function is used
to process obtained data and store calculated statistics, gathered metrics and average
values for each patient. DynamoDB is used as data storage, where data is written
from previous AWS Lambda.

Metrics from DynamoDB are used as a data source for AWS Lambdas, which
provide information for Web-application, used by medical personal to control the
state of each patient. AWS Lambdas are implemented as a REST API over HTTPS.
The Web-application is placed in Amazon Cloudfront. Application code is stored
in Amazon S3. Features of the design and security of the application for medical
personal are not covered in current paper, since it doesn’t relate to the topic of the
investigation.

4 Analysis of Proposed Approach

4.1 Analysis of Data Flows and Data Loses in Cloud
Architecture

The proposed approach contains complex data flow with a set of data changes, that
can lead to data loose and misrepresentation, which is a critical point for healthcare
data. The main reason of the possible data confusions are delays in data transferring
between used Amazon services and units. An important task of current investigation
is to find critical point, when the data correctness will be significantly impacted.

The overall time to deliver data from sensors to storage could be calculated using
the function:

T = t1 + t2 + t3 + t4 (1)
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where t1 is a time to deliver data from sensor to Raspberry Pi over Bluetooth and
process it by local lambda function, t2 is a time required to transfer data from local
device to cloud over the Internet using MQTT, t3 is AWS IoT rule operation time,
t4 is a time of the operation of second lambda function, which includes time on
data obtained from SQS, data processing and its storing to Dynamo DB. Analyzing
presented time units the conclusion can be made, that the longest time units are t2
and t4, since both of them include not only the time to transfer data over the network,
but also running program code. Another key point, is that t4 > t2, because local
lambda function only performs converting metrics to JSON format, while the second
lambda function performs queries to DynamoDB to calculate statistics, which block
its implementation till the data is not received. Considering the scenario described
above there is a point when there could be data lose from SQS after obtaining data
from MQTT before processing by AWS Lambda.

The overall data lose can be identified using the number of all packages passed
to SQS (Na), number of packages, that could be stored in SQS (Ns) and number of
packages that could be received and processed by Lambda (Nr). In case of zero data
lose Na = Ns = Nr . However, this equation is not a constant, since both Ns and
Nr are dependent on the AWS setting and affects each other. Nr is identified by a
function:

Nr = 1

(tL + dt)
∗ top (2)

where tL is a Lambda operation time, dt—time between Lambda operation cycles,
top—overall time of system operation.

Ns can be defined as a function, which depends on ts—time of message storage
in SQS, top—overall time of system operation and Na—total number of packages,
that arrived to SQS:

Ns = ts
top

∗ Na (3)

According to theAWS specification, the time of Lambda function operation varies
from 1.5 s (in cold start mode) to 15 m (maximum timeout) and could be identified
as a set Tr = [1.2, 900]. Time the data could be stored in Amazon SQS is from 1 min
to 30 days (with 4 days as default), so it is a set Ts = [60, 2592000] [7]. So, the
union of two sets when the data lose could be identified is Tu = Ts ∪ Tr = [60, 900],
which means that tL ∈ [60, 900] and tS ∈ [60, 900], so 60 s and 900 s are boundary
values of this parameters for both functions, which identifies Nr and Ns. For further
calculations both ts and tL will be replaced by tw.

Considering the previous calculation the conclusion that can be drawn is that data
lose could be identified as the intersection for data unions obtained from the two
functions f(top) for calculation Ns and Nr .
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Nr = 1
(tw+dt) ∗ top{

Ns = ts
top

∗ Na

}

tw ∈ [60, 900]
δN = Ns ∩ Nr

(4)

To illustrate the results the graphical results were obtained for Na = 1000 and
average dt = 10 ms. The result of each particular function Nr and Ns is the union
of values between functions for boundary values 60 s and 900 s. So, the result was
identified by the system of functions. The obtained result is shown in Fig. 4.

1
60.2 ∗ top > Nr > 1

900.2 ∗ top{
60
top

∗ 1000 < Ns < 900
top

∗ 1000
}

δN = Ns ∩ Nr

(5)

As can be seen from Fig. 4 there is an interception of the function. The data lose
starts at the point when 60/top * 1000 = 1/60.2 * top, top = 1901 s and the top value
is obtained when 900/top * 1000 = 1/60.2 * top, top = 7363 s.

This analysis shows that there is a possibility of data loss in a system implemented
with proposed architecture. However, current numbers could be reduced to 0 by using
the following AWS settings—set Amazon SQS storage time more than 15 min or
leave it in default state (4 days). The second key point is AWS Lambda scalability—
in the case of the Lambda operation taking too long AWS automatically creates one
more to force the operation and prevent data loss.

Fig. 4 Graphs of data loss
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4.2 Wireless Distance Simulation

The proposed smart hub device could be used for the intelligent bed concept imple-
mentation in a hospital [19]. To define how many smart beds could be connected to
a standard Wi-Fi point a simulation has been taken.

All hospitals have different layouts for the wards depending on their age, size,
built material and management philosophy. This doesn’t make it very easy to design
and implement computer networks. The use of international standards and utilizing
a standard design philosophy can simplify this task. There are certain basic physical
attributes that can be used, a hospital bed is a maximum size of 0.96 m × 2.2 m, and
space around a bed is 2 m × 2 m. These dimensions provide the basis for deciding
which network technologies to use and are used as the parameters for a simulation.

Bluetooth and Wi-Fi are based on wireless technology operating in the gigahertz
part of the spectrum. They utilize antennae and so follow the Maxwell–Faraday
equation. There are some assumptions made in the simulator that simplify the
calculations.

Let the transmission power = Pt. An important assumption made is that the
medium is “free-space”. Also the devices have a “hypothetical” isotropic antenna
i.e. it radiates equally in all directions. If r is the distance, the power transmitted in
a particular direction would be

Pt
4πr2

(6)

It is assumed that the antenna on the receive side it identical to the transmit side
and so the power received Pr given that Sr is the power hitting the antenna

Pt = Gr Sr
4πr2

(7)

Let the gain on the receive antenna be Gr . The transmit side will also have a gain
sayGt whichwould bemultiplied byPt . Additionally the power received is a function
of the wavelength (λ) of the signal transmitted. Since the relationship between the
wavelength and frequency (f ) is defined as λ = c

f where c is the speed of light, then
the higher the frequency the lower the received power. So received power is

Pr = Gr × Gt × Pt × c2

16π2r2 f 2
(8)

This is Friis equation [20]. To undertake calculations using this formula it is
essential to use the correct units since power and gain are in (decibel-milliwatts)
dBm. To put values into this equation it is simpler to take logs because the values
for power and gain are quoted in decibel-milliwatts (dBm) which is a log value. This
gives the equation
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Pr = Gr + Gt + Pt + 20 × log10

(
c

4πr f

)
(9)

For Wi-Fi operating at 5 GHz at distance of 5 m the following values were used
to calculate Pr the received power in dBm: Pt = 20 dBm,Gr = Gt = 0. The received
power Pr was −37.9.

As a check the recommended power for reliable operation is greater than −65.
The simulation was run for a series of scenarios including: 2.4 GHz, 5 GHz at

distances of 5–80 m in steps of 5 m.
Since theWi-Fi signal is affected bymaterials in line of sight, a curtainwas inserted

15 m and then replaced with a wall at 15 m these are plotted in Fig. 5. Additionally
the value of minimum recommended Pr was plotted for reference (cutoff).

These findings were used to calculate the number of beds that a 5 GHz Wi-Fi
would support from a distance point of view see Fig. 6.

By placing a Wi-Fi router in the center of the ward then the distance from the
edges would = 2.20 + 2 = 4.2 m. Assume the height of the ward is 4 m then using
Pythagoras, the max coverage = 60 m, so X2 = (602 – 42), X2 = (3600 – 16), X =
59 m in each direction. Each bed takes up 2.96 m and allowing for ends then it is
possible to fit 18 bed stations per side.

Fig. 5 Wi-Fi distance results

Fig. 6 Wi-Fi in hospital ward
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5 Conclusions

The introduction of standard WBAN systems into the medical environment is one
of the ways to improve healthcare monitoring in different environments. Usage of
WBAN is a complex system to implement due to the separate technologies involved.
However, the use of intelligent sensors andmonitoring hubs supported byAWS cloud
services can provide more accurate and up-to-date information about a patient’s
heath. The technology is now in a mature state and relatively low cost components
can be used for the items like the sensors and Intelligent Bed.

The proposed intelligent monitoring hub has been constructed using Amazon
services.Amazon IoTGreengrass is used to processes data fromsensors and transmits
it to the cloud. This provides an architecture that is appropriate for data collection
period greater than 5 min, which is completely sufficient for patients, who are treated
at home or visit doctor surgeries to check their health state. Such period is a function
of the AWS Lambda operation features.

This solution is not recommended for more frequent data exchanges due to the
possible data loss and low cost effectiveness. Continuous data streams, used for a
patients in hospitals, requires updated solution, but still could be based on AWS
IoT Greengrass. Using standard network protocols allow data from the sensors to
be secured through to data storage. From a privacy point of view the data, once it is
stored, is the sane as patient records.
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Architecture of Distributed Blockchain
Based Intrusion Detecting System
for SOHO Networks

Ivan Burmaka , Mariia Dorosh , Igor Skiter , and Svitlana Lytvyn

Abstract Intrusion detecting systems are widely used in corporate networks to pro-
tect them from intrusions, but SOHO networks often left being unprotected. One of
the main reasons of this is that a corporate IDS are too expensive and complex for
SOHO users. Opensource systems require good skills in setting up and configuring
IDS and they work standalone without any collaboration. In this paper we propose
the architecture of an intrusion detecting system which will be suitable for SOHO
networks and will be easy to setup and configure. This architecture will also allow
a collaborative intrusion detection by using information collected by nodes from
other networks. Proposed architecture is based on a blockchain technology because
it allows to setup trusted and secure data exchange between IDS nodes.

Keywords Intrusion detecting system · IDS architecture · IDS for SOHO
networks · Decentralized IDS · Blockchain · Consensus protocol

1 Introduction

Cybersecurity specialists are constantly registering new attacks on computer net-
works. These attacks are becoming more advanced and complex every year, to resist
them big companies are using an Intrusion detecting systems (IDS), which allows to
decrease a negative impact of attack on a corporate network.
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But SOHO networks are more vulnerable for network attacks and intrusions,
because in most of cases popular effective intrusion detecting systems are too expen-
sive for such kind of networks. Very often there is no network security administrator,
who can setup firewall and other security tools correctly. So, SOHO networks need a
cheap, easy to setup and secure solution for intrusion detection and protection. And
of course it must be compatible with most of standard hardware, so that it can be
installed on a x64 86 compatible server or for a example a single board computer.
Cosar et al. propose to use a Raspberry PI as an IDS node hardware, and it can be a
good solution because the latest models of Raspberry Pi have a powerful ARM CPU
and a big amount of RAM [1].

So our main goal is to built an architecture of IDS for a SOHO segment. The
intrusion detection describes the process of monitoring network or system events for
any sign of possible incidents [2]. An IDS is an application to realize the process of
intrusion detection. Basically, an IDS can provide two main functions:

• Information recording. An IDS can monitor the target objects and record informa-
tion locally, then the collected data can be sent to other facilities for analysis like
a central event management system.

• Alert generation. The main task of an IDS is to generate alerts (alarms) to inform
security administrators of important identified anomalies.

IDS errors can be divided into two kinds: false positive and false negative. The first
type means that IDs can react on a normal network traffic as on the intrusion. False
negative means passing intrusion like a normal traffic. Rates of this errors are an
important measurement to decide whether an IDS is effective or not. So good IDS
must allow a user to choose whether he wants to have a lower security rate and
decrease number of false positive alerts or make a system as much secure as possible
but with possible false positive alerts.

As mentioned, an IDS can be generally classified into HIDS and NIDS, whereas
such classification can be more specific according to the deployed locations like a
wireless-based IDS,which identifiesmalicious activities throughmonitoringwireless
network packets and protocols. In practice, an IDS product often combines these two
types of detection, as they can complement each other and provide a more thorough
protection [3].

Of course it is possible to use some opensource intrusion detecting system like
Snort, but such systems are a little bit hard to configure and adopt for new threads.
So the solution of the IDS problem for the SOHO will be a distributed community
based intrusion detecting system. The main idea of it is to use information collected
by each participant to protect another participants by distributing information about
attacks and a way to protect from them. But here we face a problem of setting a
trust between the IDS nodes and the easiest way to solve a trust problem will be a
blockchain technology.

The blockchain technology gives us a few advantages. First of all, from a
blockchain definition we see that blockchain is a growing only, log like, data struc-
ture with cryptographically linked blocks, which means that data, which is stored in
a blockchain cannot be modified by a malicious side so that it will be unnoticed. This
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means that for example rules which are stored in a blockchain will be protected from
a malicious modification. Another advantage is a high cryptographic protection, all
records are signed with creator’s key, so it is almost impossible to make a fake record
for some blockchain participant.

2 Related Work

2.1 Intrusion Detection

The main problem of a standalone intrusion detecting modules is that such kind
of IDS does not have any information about a protecting network. This means that
intruders can use it to bypass the protection. It makes a great need for collaborative
IDS or IDS network.

One of the earliest prototypes for a collaborative intrusion detection was a dis-
tributed intrusion detecting system (DIDS) [4]. It could utilize a distributed moni-
toring with a centralized data analysis to analyse the heterogeneous network. The
next step in DIDS evolution was DOMINO architecture [5] which enables DNIDS
deployed at diverse locations to securely share intrusion information between the
heterogeneous nodes. But this solutions does not have full decentralization, data
processing in this systems was centralized. And these solutions also don’t solve the
insider threat problem. But there were also a few tries to design a trust mechanism
for IDS nodes with P2P technologies [6, 7].

Based on this observation, Fung et al. [8] proposed a challenge-based CIDN,
where the trustworthiness of an IDS node depends on the received answers to the
challenges. They first introduced a Host-based IDS framework that enables each
HIDS to evaluate the trustworthiness of others based on its own experience and
uses a forgetting factor to give more emphasis on the recent experience of each
peer. In addition to this, Li et al. [9] identified that different IDS nodes may have
different levels of sensitivity in detecting different types of intrusions. They proposed
a notion of intrusion sensitivity (IS) that measures the detection sensitivity of the IDS
in detecting different kinds of intrusions. Accordingly, they proposed an intrusion
sensitivity-based trust management model [10] that could allocate the values of IS
by means of a machine learning classifiers. Meng and Kwok proposed the idea of
improvement of this idea by decreasing a false alarm level with using a method of
voted ensemble selection [11].

But Li et al. [12, 13] found that there are few types of attacks which allow to com-
promise the challenge mechanism and send malicious feedbacks in some situations
or to some specific nodes (Passive message fingerprint attack and special On-Off
attack) [12].
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2.2 Blockchain

Ablockchain can be described as a distributed data structure,which is shared between
the all participants of a network with a peer-to-peer architecture. The data structure
itself is built of a back-linked list of blocks, where each block is identified by its cryp-
tographic hash and also contains the hash of the previous block. This property allows
to establish a cryptographic link between blocks, creating a so-called “blockchain”
[14] that all participants can examine.

Regarding the control of these permissions, current blockchain implementations
fall into three categories: public, consortium and private [15].

The creation of new blocks in a blockchain is regulated by a consensus protocol
which orders how nodes are collaborating when creating blocks. This protocol may
vary a lot and depends on both the type of the blockchain implementation and the
threat model. To offer guaranteed security properties, public blockchains design the
consensus part to be either computationally hard (Proof-of-Work) or based on the
possession of a scarce resource within the system (Proof-Of-Stake). On the other
hand, consortium and private blockchains apply some kind of Byzantine or benign
fault tolerant algorithms, such as PBFT or SIEVE [16] to cope with malicious nodes.

Many studies have started researching the area of using a blockchain technol-
ogy in distributed intrusion detecting systems. Alexopoulos et al. [17] described a
framework of a blockchain-based CIDS, where they considered a set of raw alarms
produced by each IDS as transactions in a blockchain, then all collaborating nodes
employed a consensus protocol to ensure the validity of the transactions before deliv-
ering them in a block. This can guarantee that stored alerts are tamper resistant in
the blockchain, but they did not implement and evaluate their method in practice.

Menget et al. say that the blockchain technology will help to improve the dis-
tributed intrusion detecting mostly in aspects of data sharing, alarm exchange and
trust computation [3]. Kolokotronis et al. proposes the use of a trust-based blockchain
in IDSs, referred to as trust-chain to protect the integrity of the information shared
among the IDS peers, enhance their accountability and secure their collaboration by
thwarting insider attacks [18]. Sharma et al. proposed DistBlockNet, a distributed
secure software defined a networking architecture for the internet of things by inte-
grating the blockchain technology, allowing a node to interact with others without
the need of a trusted central controller [19]. The architecture of a signature-based
IDS with blockchain for IoT also was proposed by Li et al. The idea of this solu-
tion is to use a blockchain to sets up the data exchange between the signature based
intrusion detecting nodes [20]. But IoT is a very specific use case for IDS systems
because IoT devices mostly have low computational power and specific software, so
IoT experience cannot be fully ported to SOHO networks.
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As we can see, the main role of a blockchain in distributed IDS is providing of a
secure data exchange. So we need to take a look at blockchain data exchange solu-
tions, because IDS can operate with a huge amounts of data in case of using a lot of
monitoring nodes. Li et al. propose a distributed data storage scheme for IoT environ-
ment employing blockchain and cetrificateless cryptography with distributed hash
tables[13], which allows to organize a flexible access right management. Another
blockchain based data storage solution was proposed by Ren et al. where they use
Merkle trees to securely link data blocks to a blockchain [21]. Distributed hash tables
were also used here for an access control. Mao et al. also showed that a Merkle tree
is a good way for data integrity verification for cloud storages.

3 Architecture of a Blockchain Based IDS for SOHOs

The systembeingdesignedbyusmust have the following characteristics to be suitable
for SOHO networks:

• Fully distributed. It is important characteristic in our case, becauseSOHOnetworks
mostly provide cheap solutions with average reliability which means that any time
any node can stop working, but the whole system must continue working. The
system also must not have hard centralization, because central nodes are a single
point of a failure for the whole system. The distribution will make the systemmore
robust and reliable.

• Effective intrusion detection is also an important parameter, because if the system
cannot protect frommost known attacks it is useless. So good IDS needs periodical
signatures updateswhich can help to protect from the newest threats and intrusions.
Also good IDS need to have heuristics modules which can help to find a new and
unknown thread and create signatures for them.

• Collaborative intrusion detection related to the effective detection and means that
each node uses information from other nodes for detecting and preventing intru-
sions. For example information about heuristically detected intrusion can be dis-
tributed between other nodes and then all nodes will detect such kind of intrusions
without using a lot of computational resources.

• Easy configuration is very important for SOHO,where people need a systemwhich
will be easy to setup and configure, because in SOHO networks administrators
mostly do not know how to correctly and securely configure the advanced IDS. So
the best solution for such kind of networks will be the IDS which is installed with
the optimal default settings and the administrator can choose which services are
used in this network and the level of detection sensitivity.Of course the systemmust
have possibility for an advanced configuration for those who can tweak settings
manually.

• Platform independence that is the system must work on the general purpose hard-
ware and be compatible with as much hardware as possible, because a specific
hardware can be too expensive for SOHO.
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Fig. 1 Architecture of distributed blockchain based intrusion detecting system

The most important components of every intrusion detecting system are monitoring
module, data processing module and alarm module. Our system, of course, will
also have these components, but it will be extended with a blockchain related and
collaborative modules (Fig. 1).

So ablockchain part of our IDS is responsive for trusted and secure communication
between IDS nodes via the global (or local) network. As in the most of blockchains,
in our IDS each node is connected with some limited number of other nodes and can
send and receive messages to all connected nodes. The connections are chosen so
that all nodes form an enclosed network where any node can send a message and it
will be delivered to all other nodes.

Theblockchainmodule is settingup connectionswith other IDSnodes and syncing
chain of blocks with IDS rules and important events which are used for the intrusion
detection and heuristics. The rules which are distributed between IDS nodes with a
blockchain are then stored in a local rules database then the set of rules is processed
with a configuration module component which selects from our set of rules only the
rules which are related to the services which are used on a current node and general
rules which are used for all nodes.

The intrusion detecting module reads the rules form a local database and uses
them for the intrusion detection and prevention, and writes events to a log. Important
events are distributed with a blockchain module, because such events can help to
determine some unknown attacks with a heuristics module.
Then information from IDS module is processed by a heuristics module, and if it
founds some suspicious activity, it creates a rule for it and sends it to a blockchain
module for distribution between other nodes. Heuristically created rules will be
marked as the rules for a high sensitivity (before a manual rules check) detection to
decrease a level of false positive alerts.
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4 Blockchain Structure

As we can see, IDS needs a lot of information to work with. First of all it is a set of
rules which the intrusion detecting module needs for quick traffic processing. This
set of data is only increasing most of the time, so it looks good to use a blockchain
for saving and distributing a set of rules.

Another kind of information for a collaborative distributed IDS is an event log.
The event log is also increasing all the time, so it also can be distributed via the
blockchain. But if IDS rules have an extremely small size (for example the set of
SNORT community rules is less than 500 kilobytes) and they can be easily placed
to a blockchain as block data, when we are trying to store the events log, we face
a problem that a size of event logs is increasing very quickly, which will not be
good for a blockchain storage and in most of cases events the log information is
temporary and some nodes may not want to keep it saved forever. For example
single-board nodes possibly will not have such a lot of storage space. This means
that we need somehow to store the temporary information, so that the node can
choose it to store the information for a long time on not. The simplest way to do this
is to move the information outside the blockchain structure and use a provable data
possession (PDP) for checking data integrity [21]. PDPmechanism is mostly used in
P2P networks for data integrity verification. First PDP was based on a probabilistic
strategy to complete the integrity verification, using the homomorphic properties of
the RSA signature mechanism to aggregate the evidence into a small value, greatly
reducing the communication overhead of the protocol. But now the most common
PDP use theMerkle hash tree [21]. In our case this tree also helps to link a data with a
blockchain block. Figure2 illustrates a blockchain block with Merkle tree structure.
Merkle hash tree is a popular technique for data integrity checking. A Merkle hash
tree is a tree in which every non-leaf node is labeled as the hash value of its children
nodes, and every leaf node is labeled as the hash value of a data block. There is a
root on the top of the Merkle hash tree. One of the most common hash algorithm for
Merkle tree is a Tiger hash, which is well optimized for 64 bit processors and do not
have such vulnerabilities as MD5 [22]. Using a Merkle tree will also help to search
for data between the nodes quickly, because any node can quickly announce just
available roots and other nodes will see if this node has a data they need. Of course
such idea of a temporary event log storage will cause in future such situation when
old event logs will be lost forever after some period of time, but in most of cases the
older event log becomes less useless, because it really uses a lot of computational
resources to analyze a huge amounts of logs for a long time and log information will
become irrelevant after some period of time.
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Fig. 2 Blockchain block structure with linked Merkle tree

5 Consensus Protocol

The early version of a blockchain, such as Bitcoin, is implemented by a clever
mechanism called Proof of Work (PoW). In such a system, each block contains a list
of transactions, a random salt and the hash of the previous block. A new blockchain
be created only if a random salt is found. Finding a valid salt is a crypto puzzle
that needs lots of computational power and the computing process is called Mining.
Once a crypto puzzle is solved, a new block is created and the transactions can be
written into this new block. The smart idea behind PoW is that the transactions in
the system are performed and audited by a large group of miners who take great
efforts to run this system. Therefore, it is reasonable to assume that the system is
secure as long as the majority of miners are honest. However, this scheme does not
fit our structure because of high energy consumption and a low transaction speed.
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For example, the most famous cryptocurrency system using PoW is the Bitcoin, it is
only able to process seven transactions per second [23].

To tackle the power-consumption issues of the Bitcoin, other mechanisms have
been explored to replace PoWsuch as Proof of Stake (PoS), Proof of Space (PoSpace)
and Rem (Intel SGX), etc. [24–26].
Li et al. assert that the Rem algorithm is the most suitable for systems with low-end
hardware. The idea of “Rem” is to replace the power-consuming “Proof of Work
(PoW)” with “Proof of Useful Work (PoUW)” where the miners provide trustworthy
reports on CPU cycles devoted to inherently useful workloads [27]. But the main
problem here is that this algorithm is based on Intel’s SoftwareGuard extensions
“SGX”, which permits trustworthy code to be executed in an isolated and tamper-free
environment and SGX can prove remotely the result of such executions. This means
that this algorithm is platform dependent and can work only on Intel processors.
So, we think that the best consensus algorithm here will be PoS like algorithm. The
simplest type of the proof of stake, chain-based, will represent an open IDS model,
where any compatible node can join the network without any restrictions. The chain
based PoS consensus is used only in a permissionless blockchain, so an IDS which is
based on this type of consensus protocol will be fully decentralized. This will make
the sytem more robust and reliable.

A classical chain-based PoS algorithm is not fully suitable for our purpose. As we
can see in most of the cryptocurrencies the PoS consensus protocol woks based on
staking some amount of cryptocurrency. But this way is not suitable for us, because
our transaction is not related to any currency. So, the best alternative value to stake
in our case will be the time, because it is easy to measure on the bases of block
timestamps.

A block structure for our consensus algorithm stays mostly common. A block has
a header with a few common fields. First of all, it is a hash of a previous block, which
helps to link separate blocks into a chain. Another important field is a timestamp
which is used to check the correctness of the block hash. In our case a timestamp is
also used by nodes to measure their staked time. For simplification we do not need
to store staked time in the blockchain, because we can just measure it for each node
from “join the network” transaction and the blocks which were created by this node.
One more field is the block difficulty which will be used to generate the next block.
This value is calculated based on the current blockchain growing speed and in our
case also is based on a current blocks queue in a memory pool.

A maximum staked value is limited with a modular arithmetic, so a staked value
will be reset periodically for nodes which do not use their stake. This will help to
prevent the situation when the malicious node will stake a high value and will have
almost 100% probability to generate a block. The simulation model shows that this
consensus protocol allows to achieve a stable block creation [28]. Such kind of a
consensus protocol does not protect from malicious nodes appearing (if we have a
permissionless blockchain), but there are a fewmethodswhich allow to banmalicious
nodes so that they cannot take part in the block creation and lose all stake. This will
make attack tries inconvenient for an attacker.
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Fig. 3 Block generating time for blocks

Fig. 4 Block generating time distribution for a two nodes, b three nodes

Test implementation of such kind of the consensus protocol shows that such proto-
col can provide a stable block generating process. Two and three nodes configuration
were tested with a time module of 120s. Such testing shows that the time used to
generate one block in most cases is less than 120s. Testing results are shown on
Fig. 3.

The distribution shows that the increasing number of nodes can increase the time
used to generate a block because of the conflicting blocks in a chain, as we can se
on the plots at Fig. 4.

So, such consensus protocolwill be convenient for a distributed intrusion detecting
system because of optimal CPU usage and a stable block generating process.
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6 Rules Management and Configuration

Rules database with the intrusion signatures are one of the most important part of
the most intrusion detecting systems, because the signature based detection is the
fastest method of the intrusion detection and it does not require a lot of computational
resources. This means that the signature based detection can be used even on a low-
end hardware. Signature based methods also have a low false positive error rate in
compare to the anomaly based detection. But rules cannot work standalone, because
a network traffic needs preprocessing before it can be compared to the signatures.
Most of protocols have their specific preprocessing algorithms. For example Snort
IDS has for such purpose dynamic processing modules and these modules are much
more complex than just a set of text rules.

But to be effective the signature based detection system needs to be proper con-
figured. We propose to use a simplified configuration method to make the system
easy to configure for almost everyone. First of all we propose to sort rules database
by a protocol, so that a user can choose only the protocols that his system uses. This
can help to decrease the used rules database size. It also will help to disable unused
dynamic traffic processors so it also will decrease the CPU load for traffic processing.

The rules can also be divided into high sensitivity rules, for users who need a
maximum security level, but the other side of these rules is that such kind of rules
cause a higher false positive error rate, bymarking somenormal activity as suspicious.
The rules with a lower sensitivity rate are more suitable for most of users but these
kind of rules can miss some suspicious activity.

If we just disable rules for unused services system they will have vulnerabilities.
So to make system safe, we need to close all ports which can be related to disabled
services. This will decrease the probability tat someone will use some vulnerabilities
of services which a user forgets to disable. Another step to make the system secure
is to use a set of rules which will detect the requests to the disabled services even if
their ports are closed. So, for example, if someone tries to access HTTP service on
a protected server but HTTP was disabled in IDS configuration, then ports will be
blocked and IDS will report the suspicious event about a probable attack. Such IDS
behavior can help to detect those attackers who are scanning for specific services
and their vulnerabilities. For example, if distributed IDS finds that one IP address is
trying to access one service on many protected servers it can at least blacklist such
address and even report the appropriate ISP about a malicious activity.

And here we come to a collaborative part in rules management. Firstly it is related
to heuristically created rules, based on the list of suspicious events. This means that
the list of suspicious events which is distributed with a blockchain can be processed
by all nodes for public events (or just by a small list of trusted nodes for private
events). So, the node which collects enough information to automatically create the
detection rule creates it andmakes a transaction to a blockchain with a new rule. Such
automatically created rules are marked as high sensitivity rules before the manual
check by cybersecurity specialists to prevent the increasing of a high false-positive
error rate.
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7 Conclusion and Future Work

This paper has proposed the architecture of a collaborative distributed intrusion
detecting system for SOHO networks. Using blockchain in this architecture for the
data exchange allows setting trust between the nodes of a distributed IDS without
using a central trusted node, which makes the system easy to scale and deploy. Using
a blockchain technology also allows to protect data exchange from spoofing and
attacks like MITM. A blockchain here also is used for data verification with Merkle
tree technology, which also allows making system more secure and protects from
using damaged data. Such architecturewill be effective for the collaborative intrusion
detection in SOHO because it allows to join multiple networks to help each other
with the intrusion detection.

There are a few directions for future work. First and the main direction for future
work is an implementation of the proposed IDS architecture and testing its perfor-
mance and security in the artificial environment. If testing shows that the system is
suitable for protecting SOHO networks it can be tested on a real network and future
work will be related to improving the performance and security of such kind of IDS.
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Models of Social Behavior of Learning
Material Acceptance in Science-Centered
Approach in Education

Volodymyr Shevchenko , Denys Berestov , Igor Sinitsyn ,
and Maksym Brazhenenko

Abstract The paper considers methods of mathematical modeling based on the use
of the theory of cellular automata as the main tool for modeling the processes of
public opinion formation. As the object of modeling was chosen social behavior in
the context of the acceptance of educationalmaterial in the science-centered approach
in education. The theory of cellular automata was chosen as a modeling tool because
it is a relatively simple and at the same time effective method for modeling the
interaction of single-type objects. The developed basic cellular automata of themodel
has extended rules of determination of cell state and determination of cell vicinity.
It has also been derived the dependence of the information perception coefficient on
the difference between the state of the cell and its surroundings. These improvements
allow the model to be used to predict changes in social group preferences. At the
same time, the model was implemented in two programming languages Python and
MatLab, which allows to choose the simulation environment when the peculiarities
of the problem statement change.

Keywords Cellular automata · Mathematical modeling · Social behavior

1 Introduction

1.1 Actuality of the Work

In an ever-changing world, each person needs to ensure that he or she is in demand
as a specialist in his or her field of work [1, 2]. To ensure this it is necessary to
have fast learning skills and an objective picture of the world. Higher education
allows you to get the above things. A quality university education consists of many
aspects: the study of the educational program, social activity, and scientific activity
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[3]. In this paper, we will refer to the science-centered approach to education as
one in which science serves as a driving force, encouraging the student to pay more
attention to the subjects of the program and to go beyond the program to deepen their
knowledge in their major. Properly instilled in the student scientific approach allows
further development of non-standard innovative solutions. But forming exactly the
scientific approach in the student is a difficult process because many factors that
prevent its formation. It is useless to force to do science. Therefore, students are
attracted to science through the belief that it is useful for their professional growth.
That is, to a certain extent there is a place of agitation.

Therefore, it is relevant to ensure the effective formation of the student’s under-
standing of the need to participate in scientific activities because of the influence of
teachers. In accordance with this, it is also relevant to develop amodel of the learning
process in a science-centered approach to predict the consequences of management
decisions about the agitation work with students.

With the help of models based on cellular automata, it is relatively easy to simu-
late processes that involve the same-type objects of the real world. Therefore, it
was proposed to use the theory of cellular automata to model the dissemination of
information in society.

1.2 Purpose of Work

To develop methods for predicting changes in public opinion through the develop-
ment of a model of social behavior on the acceptance of educational material in a
science-centered approach to education.

2 Analysis of Existing Developments and Problem
Statement

2.1 Analysis of Existing Developments

Research on the theory of cellular automata (CA) has been conducted since the end
of the 1940s when the idea of CAwas “on the surface” [4]. Therefore, the creation of
this theory is attributed to four scientists, who worked on its ideas independently and
simultaneously. John von Neumann was working on the theory of self-replicating
machines, and his laboratory colleague S. Ulam was developing a mathematical
model of crystal growth. The exchange of ideas led to the creation of a CA model of
systems evolution. Around the same time, N. Wiener and A. Rosenbluth developed a
CAmodel of the excitable medium to describe the propagation of impulses in neural
networks. Further, the CA theory gained popularity in the 1970s, when ordinary
amateurs became interested in it. In particular, John Conway made an important
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contribution when he developed the CA “Game of Life”. Conway was interested
in the problem proposed by Neumann, a model of a self-reproducing machine [5].
Conway simplified Neumann’s ideas and created the “Game of Life” rules. This CA
and its modifications have influenced several branches of mathematics, computer
science, and physics.

In the context of behavioral models, it is necessary to mention the main modeling
approaches: dynamic models based on systems of differential equations, hybrid
models based on differential and algebraic equations. Algebraic equations are usually
sufficient to predict the economic consequences ofmanagement decisions [6]. But the
considered problem formulations rely on the averaged characteristics of the systems,
which do not take into account the topology of the systems under study [7]. Models
based on CA can provide new opportunities, especially when it is necessary to take
into account both statistics and topology of the network. The peculiarity of the theory
of CA is that it can be also used to model and describe a large number of phenomena
[8, 9], for example, to simulate the spread of forest fires [10], car traffic on one lane
[11], quantum world [12] and, importantly in the context of our study, in epidemics
in society [6, 13, 14]. However, there are few studies directly related to the use of
CA for societal behavior in the context of educational processes, in particular at
the university. This generates contradictions between the peculiarities of modeling
problems with a large number of parameters and the narrow set of control parameters
of existing models like Conway’s “Game of Life”.

2.2 General Concepts of the Theory of Cellular Automata

All CA which will be considered further are guided by the following rules:

1. Each CA consists of a cellular field containing cells that can be in predefined
discrete (e.g., 0 or 1) or non-discrete states (e.g., a value between 0 and 1).

2. The cell field can be represented as an oriented or undirected graph, or it can
take the form of a checkerboard, which can also be closed according to some
rules.

3. Changing the states of the cells of a CA is guided by a pre-defined list of rules.
4. The vicinity of a cell is the set of cells, on which the state of the sought cell at

the next iteration of the automata depends.
5. The state of each cell of the automata is redefined at each next iteration of the

CA in accordance with the rules for changing the state of cells.

The considered CA without further improvements is a rather abstract model, for
which the life situation is quite difficult to find, so it is relevant to improve it in the
direction of introducing the necessary set of rules for CA development.
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Fig. 1 Cell field with an
improved rule of possible
cell states

3 Improvement of the General Rules of the Cellular
Automata

3.1 Improvement of the Rule of Possible Cell States

In most CA, cells can accept only well-specified discrete values, which is not appro-
priate in the situation of thought dissemination in society. In this case, the use of
non-discrete values is more appropriate. Consider further that a cell’s opinion can
take values between −1 and 1, where the extreme limits correspond to diametrically
opposite points of view on some issue. In this case, the cell field will be represented
as a colored cell field (Fig. 1). The lighter the cell on the field, the closer its value is
to 1.

3.2 Improvement of the Rule for Determining the State
of a Cell

Since the object of our research (society) is somehowa closed system and it is difficult
(in some cases even impossible) to distinguish objects of the society that are at the
line, we will consider the cell field as closed, which topologically forms a torus form.

To calculate the number of neighbors we use the rule, which was deduced by
Moore [11], that is, each cell will have 8 neighbors in its vicinity. Since a person’s
opinion is to some extent influenced by the opinions of the people communicating
with him, the state of the cell at iteration t + 1 can be represented as a function of 9
variables, where the first variable corresponds to the state of the underlying cell, and
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Fig. 2 CA with an improved cell state determination rule

the other 8 variables are the states of the neighbors. We propose this kind of function:

st+1 = st +
(∑n

i=1 ni
n

− st

)
∗ k (1)

where n—the number of neighboring cells, ni—the state of the i-th cell from the
environment of cell st , st—the state of the cell at iteration t , st+1—the state of the
cell at iteration t + 1, k—coefficient of susceptibility to another’s opinion.

The susceptibility coefficient can be preset by the user or depend on the preset
parameters. The implementation of CA with the implemented rule to determine the
state of the cell is shown in Fig. 2. In general, CA tends to the state of equilibrium
(society’s coming to common opinion). It is connected with the absence of external
factors, which could influence the process of formation of a thought.

3.3 Introduction of the Basic Rule for Determining
the Vicinity of a Cell

In classical CAs [5], the state of a cell depends on the states of the cells in its vicinity,
namely 8 neighboring cells. Thismakes it impossible tomodel systemswhere objects
can contact different number of objects. Therefore, it was proposed to introduce a
basic rule for determining the neighborhood of a cell, which allows the simulation
to set the necessary neighborhood for the cells of the CA (interaction radius). For
example, radius 2 allows having 24 neighboring cells. The number of cells in the
vicinity at an arbitrary radius is determined by the formula:

n = (2R + 1)2 − 1

where R—radius of the intrapopulation interaction.
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3.4 The Complicated Rule for Determining the Vicinity
of a Cell

The basic rule of determining the cell neighborhood can be complicated by intro-
ducing a “terrain map”, which is a set of interaction radius values for each cell of
the automata field. The values for each cell can be set randomly or by the user. This
will make it possible to simulate a social situation in which different objects interact
with different numbers of objects.

To test the workability of the complicated rule for determining the neighborhood
of the cell field, the cells were divided into four sectors, in each of which the cells
share the same interaction radius. The division of the field is depicted in Fig. 3. An
example of work of the CA with the complicated rule of the definition of a cell
vicinity is shown in Fig. 4.

At iteration 30 of the CA (Fig. 4) we can see clear boundaries of established
sectors (Fig. 3). Depending on the radius of interaction, cells of sectors will change
their values with different speeds, with sectors with R = 3 and R = 4 heading to a
state of equilibrium much faster than sectors with radius R = 2 and R = 1. From
this, we can draw the intermediate conclusion that the breadth of the social circle
strongly influences the formation of opinion in society.

Fig. 3 Dividing the field
into sectors

Fig. 4 CA with the complicated rule of determining the vicinity of a cell
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4 Improvement of the Cellular Automata in the Direction
of Modeling of Social Behavior

4.1 The Rule of Dependence of the Susceptibility Coefficient
on the Difference Between the State of a Cell and Its
Environment

Human life, for the most part, consists of choices about different developments: to
go or not to go somewhere; to buy or not to buy something; to take part or not to
take part in some process. When choices are not life-threatening, a person tends
to choose what most of her environment accepts. If the opinion one holds does not
coincide with the opinion of others, one is reluctant to change one’s opinion under the
influence of others. At the same time, when the opinion of the environment is similar
to his own, he strengthens the existing opinion even more. Thus a clear dependence
of sensitivity to another’s opinion on the difference with one’s own opinion emerges.

This dependence can be taken into account and implemented through the introduc-
tion of the rule of dependence of the susceptibility coefficient on the difference in the
state and in the cell and its environment. The corresponding value of the coefficient
k can be calculated using a modified logistic function:

k(�) = L

1 + e−h∗(|�|−x0)
(2)

where � is the difference between the value of the cell state and the environment,
L—the maximal possible value of the coefficient k, x0—point of the middle of the
logistic curve, h is the rate of growth of the logistic curve.

The value of the difference between the value of the cell state and the environment
is calculated by the formula:

� =
∑n

i=1 ni
n

− st (3)

where n is the number of neighboring cells, ni is the state of the i-th cell from the
environment of cell st , st is the state of the cell at iteration t .

The dependence plot of the susceptibility coefficient based on the logistic function
is shown inFig. 5. The parameters of the proposed function (Fig. 5) take values L = 1,
x0 = 0.5, h = −15. In any case, when changing the formulation of the problem, the
coefficients can be changed to fit the peculiarities of the modeling object.

Thus, formula (1) in the rule of determination of the cell state can be combined
with the proposed rule of dependence of susceptibility coefficient on the cell state in
formula (2) and (3):
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Fig. 5 The graph of susceptibility coefficient dependence on the state of a cell and its environment

st+1 = st + � ∗ L

1 + e−h∗(|�|−x0)

Anexample ofCAoperationwith the introduced rule of dependence of the suscep-
tibility coefficient on the difference between the states of the cell and its environment
is shown in Fig. 6. It is necessary to note, that in contrast to previous models (Fig. 4)
in the given one (Fig. 6) one can observe the formation of separate paired epicenters
of cells with large values (from 0.75 to 1) and opposite values (from −1 to −0.75).
This is related to the appearance of the cells’ ability to maintain their own opinion
for some time despite the “hostile” environment. This manifestation corresponds to
concrete cases of real life, so the new rule is appropriate when modeling the behavior
of society.

Fig. 6 CAwith the introduced rule of dependence of the susceptibility coefficient on the difference
between the states of the cell and its environment
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4.2 The Rule of Cyclic Variation of the Radiuses of Field Cell
Interactions

In real life, people are constantly on the move, every day a person is in at least two
different circles of communication: home and work. Similar processes take place
during the educational process: there are general lectures, separate seminars, and
practical classes. Thus, students are constantly changing their social circles. At the
same time, the difference in the performance of individual groups is often due to the
difference in the initial preparation of students for learning, students’ activity, and
the overall favorable environment in the group. The first two factors in the model are
taken into account in the formation of the initial cellular field, while the latter was
not taken into account before.

Therefore, it was proposed to introduce a rule of cyclic change of cell field inter-
action radiuses, which allows setting several “terrain maps” of interaction radiuses
for its subsequent cyclic change during the automata operation. To check the rule
work let’s set cyclic variation of interaction radiuses with shift by 2 values, that is
the cell with radius R = 4 of interaction changes it to R = 2. One cycle will last for
2 iterations of the automata.

An example of CA work with the introduced rule of cyclic change of interaction
radiuses of cells of the field is shown in Fig. 7. After the rule was introduced, the
model changed its behavior: more individual paired cell epicenters with large (0.75
to 1) and (−1 to −0.75) small values are formed on the field. This is due precisely
to the fact that cells communicate with different numbers of surrounding cells when
the interaction radii change cyclically. Under individual group conditions, this means
that another group’s view of an issue has less impact on the group under study and is
less likely to have people with an opinion that is cardinally different from the others.

Fig. 7 Implementation of the rule of cyclic variation of the radiuses of field cell interactions
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5 Approbation of Modified Cellular Automata in Modeling
the Learning Process in the Science-Centered Approach

For modeling of processes of thought formation in a society the mathematical and
algorithmic formalization which has been perfected above on simpler models with
changing conditions of change of a condition of cells, definition of periphery of
cells, dependence of a factor of susceptibility from a difference of states of a cell
and its environment and cyclic change of radiuses of the interaction of field cells has
been used in work. Thus, the abstract CA was adapted to the tasks of modeling the
processes of thought formation in society. For further approbation, let us clarify the
problem statement, terminology, and content of states and processes.

5.1 Formulation of the Task of Modeling the Lifecycle
of the Learning Process Based on a Modified CA

Cell states. Each cell of the field is an individual, whose consciousness can perceive
a certain opinion about some issue. An individual’s opinion can vary within a non-
discrete scale from −1 to 1, where the left boundary (1) is one of attitude to the
question, the middle (0) is a neutral position to the question, and the right boundary
(1) is opposite to the left boundary of opinion. In what follows, we will assume that
the ideal-right (from the point of view of the researchers who use the model) opinion
is the opinion that corresponds to the value 1.

An individual’s opinion changes under the influence of communication with the
individuals around him. The dynamics of the society (cell field) as a whole are very
much influenced by the initial values of the field cells’ thoughts and the radius of the
interaction of each of the cells. At that, without external interference, the average
opinion of the society tends to a neutral value in the range from −0.1 to 0.1.

The radius of interaction in the information field is always different and depends
on the type of communication channel: personal, public events, mass media, and the
like. Therefore, the definition of the interaction radius for each cell of the field during
the real simulation is an important element to ensure the success of the simulation.
In the learning process model, the interaction radius of each cell cannot be the same
for everyone. And this makes the complicated rule of determining the cell vicinity a
necessary part of the learning process model.



Models of Social Behavior of Learning Material … 337

5.2 Testing of the Model on the Example of the Learning
Process with the Science-Centered Approach

The considered statement of the problem was tested on the model of the learning
process in science-centered approach [15] in education, which focuses on teaching
students through encouraging them to scientific activity and creativity during their
studies.

For the positive opinion in the model is considered the opinion that “it is useful
for the student to be engaged in science for learning and self-development as a
specialist”. The opposite negative opinion is that “it makes no sense for the student
to engage in science because it is not needed in the future”.

It is worth noting that the results of modeling depend not only on the initial
state of the cells in the society but also on the controlling influences of the external
environment.

5.3 Problem Statement

The cells are students of the same stream. For the approbation, we will assume that
one thread consists of 100 students so that the field has a size of 10 by 10 cells.

For simplicity, the field is represented in two-dimensional form, and to increase
contacts, it is convolved into a torus. The initial values of cells are set randomly
within the specified numbers. In the case of modeling a real flow of some specialty,
to determine the states of the cells of the field it is sufficient to conduct a sociological
survey on the topic of the student’s attitude to scientific activity and activity. This
will also make it possible to establish the value of student interaction radii. The same
initial cell field (Fig. 8a) and interaction radius field (Fig. 8b) are used for the model.

Fig. 8 Initial fields of the automata. a The initial cell field, b the field of interaction radiuses
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When conditions change, the cellular field will change as well.
Let us consider 6 variants of the development of events:

• With a randomly distributed (by opinion and ability) stream of students, whose
thoughts are not influenced from outside.

• With the flow divided into groups and without influence from the outside.
• With group-divided flow and with influence on a group of 4 flow students.
• With group-divided flow and with influence on a group of 16 students in the flow.
• With group-divided flow and influence on a group of 36 flow students.
• With grouped flow and impact on a group of 36 students in the flow.

5.4 Variant 1: Random Distribution with No External
Influence

To analyze changes in total flux opinion, we will use a graph of flux opinion value
dependence on automata iteration (time). In the case when the cell field is set
randomly without division into subgroups and without influence, the flow opinion
predictably comes (Fig. 9) to the value close to zero (0.011), which corresponds to
the neutral attitude of students to participation in scientific activity. Of course, for
a while, the general opinion fluctuates because each student initially has his or her
own independent opinion, but eventually, everyone’s opinion will come to a neutral
general opinion.

Fig. 9 The graph of the time dependence of the total opinion of the students of the stream
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5.5 Variant 2: Division into Groups in the Absence
of External Influence

Since usually groups of streams are formed at the beginning of the first based on
the rating score or scores of entrance exams, it is appropriate to use the model with
the division into subgroups. For this purpose let’s form a new flow cell field, which
will consist of 4 groups, in each of which students will have attitude to scientific
activity in the range from −1 to −0.5 (the upper-left edge of the field—students
are nihilists, that they are afraid to do science and do not see the point in it), from
−0.5 to 0 (left lower edge—students who are afraid to do science and are inactive
in the learning process), 0 to 0.5 (right upper edge—students who are not afraid to
do science but lack general motivation), and 0.5 to 1 (right lower edge—science-
oriented students who can do science with a little outside intervention). The cellular
field created (Fig. 10) will also be used in subsequent models.

In the case of splitting the flow into groups and not interfering with the process
of opinion formation, the average opinion on the flow (Fig. 11) comes to a neutral
state 4.4 times faster than in variant 1 (Fig. 9). This is due to the fact that in a divided
stream, like-minded students are gathered in one group,which leads to less discussion
activity between students, as was the case in the previous model. The final average
opinion is still almost neutral −0.16. Therefore, in order to form a correct attitude
of students to scientific activity, professors, departmental and faculty leaders need to
be actively involved in the formation of students’ opinions.

Fig. 10 Cellular field of the
stream with separation into
groups
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Fig. 11 The graph of the time dependence of the total opinion of the students of the stream

5.6 Variant 3: Division into Groups and Presence
of Influence on 4 Students

In variant 1 and variant 2 the value of average opinion on the flow always tends to
zero because the natural state for most students is neutral. But this can be influenced
externally by conducting student agitation. To influence students’ opinions, it was
decided to choose four students with whom active agitation (encouragement to write
papers for scientific competitions, to write theses, and conduct research) would be
conducted. Students from the best group (with an opinion value of 0.5 to 1) were
selected for greater effectiveness. As a result of the intervention, the average ratio
of flow (Fig. 12) to research activity increased by 0.45 relatives to the value without
the intervention, which is a fairly significant difference.

Fig. 12 The graph of the time dependence of the total opinion of the students of the stream
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Fig. 13 The graph of the time dependence of the total opinion of the students of the stream

5.7 Variant 4: Division into Groups and Presence
of Influence on 16 Students

In this case, the number of students with whom agitation is conducted has increased
to 16. As a result of increasing agitation to 16, the average ratio of flow (Fig. 13) to
academic activity increased by 0.63 (i.e., is 0.47) relative to the value without the
intervention. At the same time saturation, when the rate of change of the flow opinion
decreases, comes earlier by 40 iterations of the automata, which is also an important
indicator because in this case the resources used on agitation can be saved.

5.8 Variant 5: Division into Groups and Presence
of Influence on 36 Students

In this case, the number of students with whom agitation is conducted increased
to 36, due to which the average ratio of the stream (Fig. 14) to academic activity
increased by 0.79 (i.e., is 0.63) relative to the value without the intervention. The
value achieved is within the range that was set when the best group was formed (0.5
to 1). This makes student learning and collaboration with faculty easier and more
effective.

5.9 Variant 6: Division into Groups and the Impact on 36
Students from Different Groups

It is also reasonable to simulate the case when the students with whom the agitation is
to be conducted are selected evenly in all groups of the flow. The number of students



342 V. Shevchenko et al.

Fig. 14 The graph of the time dependence of the total opinion of the students of the stream

with whom agitation is carried out let us set 36. As a result, the average flow ratio
(Fig. 15) of the academic activity increased by 0.77 (i.e., it is 0.61) relative to the
value without the intervention. Campaigning took place quite effectively, but at the
same time not as much as in variant 5. At the same time in the case of variant 5
campaigning took place systematically without sharp jumps in values.

Based on the created variants of development of the model of the educational
process at the science-centered approach the comparative tablewith an initial number
of students prepared for scientific activity, a final number of students prepared for
scientific activity, and the difference between these values was created (Table 1).

It is worth noting that existing approaches to predicting the spread of ideas in
the learning environment do not take into account the involvement of students with
the help of other students, but only through teachers. This leads to an error ranging
from 20 to 44%, which is a significant deviation. The developed model gives a
gain in estimating the dynamics of change in student preferences at the level of

Fig. 15 The graph of the time dependence of the total opinion of the students of the stream
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Table 1 Comparison of
options for changing
students’ opinions

Variant Initial number Final number Difference between
values

1 25 0 −25

2 25 0 −25

3 25 5 −20

4 25 66 41

5 36 77 41

6 36 80 44

41–44%. Based on the results of the study (Tab. 1), the most effective is the 6th
variant of development, which makes 80% of the students of the stream active in
scientific activities. Depending on the results of the survey of students and further
modeling of various options for the development of events can be selected as themost
optimal. Non-interference of the faculty administration, department, and teachers in
the process of formation of the attitude to scientific activity leads to almost complete
absence of any activity of students, which in turn worsens the quality of student
learning and formation of highly qualified specialists.

6 Conclusions

• The paper developed methods for predicting changes in public opinion through
the development of a model of social behavior on the acceptance of educational
material in a science-centered approach to education.

• The work has for the first time created a model of the educational process in
the science-centered approach to education based on the model of CA, taking
into account the additional parameters of the influence of cell state definition
parameters, the basic and modified rules for determining the vicinity of cells, the
rule of dependence of the susceptibility coefficient on the state of the cell and its
environment.

• The developed model allows us to predict the dynamics of individual thought
propagation in the learning process. The improved CA can be used to model both
the objects of society and the process of dissemination of ideas contributing to
the implementation of a science-centered approach.

• The paper developed software tools to analyze the dynamics of CA using the
model of the learning process in the science-centered approach. The developed
model gives a gain in assessing the dynamics of changes in student preferences
at the level of 41% to 44%, in contrast to existing approaches, which give an
inaccuracy of 20–44% when predicting.

• CA model is implemented in two algorithmic languages Python and MatLab,
which allows you to choose the simulation environment when changing the
features of the problem statement.
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• The direction of further research is to expand the rules of CA, in particular, the
rule to take into account unforeseen influences from outside the simulated society.
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Research of Topological Properties
of Network Reflections Obtained Using
Different Algorithms for Scanning Initial
Networks

Dmytro Lande and Oleh Dmytrenko

Abstract Many modern types of researches of networks use mechanisms for their
monitoring, after which conclusions about the topology of such networks are drawn.
This paper shows that this approach is wrong. The reflections of the initial networks
obtained as a result of monitoring and partially reflect the properties of these initial
networks is often significantly different. The properties of these network reflections
significantly depend on the algorithms used for scanning the initial network. To
demonstrate this statement, the paper researches the properties of network reflections
obtained using three scanning algorithms, which implement the following principles:
(1) the transition to the node according to the PageRank algorithm; (2) the transition
to the node that has the highest PageRank; (3) the transition to the node that has the
highest degree. The networks based on the Erdös-Renyi and Barabási-Albert models
are considered as basic. The paper shows that the values of the characteristics of
network reflections, which are close to the topology and characteristics of the initial
networks, are achieved only during approaching the scanning steps to the number of
nodes in these initial networks. The obtained results are important in the methodical
plan and can be considered as a statement of a problem of finding the algorithm of
scanning of a complex network using of which gives most adequately parameters of
the initial network (first of all, the degree distribution).
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1 Introduction

Recently, more andmore scientific papers have appeared on the study of huge dimen-
sion information networks. Not only the content of such networks but also the struc-
ture (nodes and connections) can be methodically attributed to the category of Big
Data. In practice, it turns out that it is impossible to cover some network in full by
commonmethods. In such cases, special algorithms are used.Due to the past develop-
ment of so-called peer-to-peer networks, algorithms such as the Breadth-first Search
(BFS) method [1], the Random Breadth-first Search (RBFS) method, the Intelligent
SearchMechanism (ISM) method, the Depth-first Search (DFS) [2, 3], the Dijkstra’s
algorithm [4], the Floyd-Worshell algorithm [5, 6], the Bellman-Ford algorithm [7,
8], the finding connection points and bridges in a graph [9], etc. [10, 11].

All these algorithms provide the ability for traversing networks and searching
tree or graph data structures (primarily, it was assumed that they will be used to
find or integrate targeted content). Using these algorithms, some researchers draw
conclusions about the topology of networks, in particular co-authorship networks
[12]. The use of probabilistic models of the networks [13–16] makes it possible
to analyze the structure of dependencies between the corresponding nodes in this
network, to find the probabilities of the existence of certain connections and to
obtain estimates of various network characteristics. But it was found that mentioned
above models do not always display the real network topology. Therefore, this paper
considers and researches how the topology of the network reflection, i.e. the network
built using a limited number of scanning steps, depends on the initial network and
the scanning algorithm.

2 Random Network Model

For modelling, as an example, three artefact networks namely, Barabási-Albert [17],
Erdös-Renyi [18] and Watts-Strogatz [19] networks are investigated. These random
networks models can be considered as prototypes of many real networks.

2.1 Barabási-Albert Network: Model of Preferential
Connection

Most real artefact networks have a power-lawdistribution. It turned out that this distri-
bution is due to an effect called the cumulative advantage or preferential attachment.
The power-law networks include Barabási-Albert networks (Fig. 1) [17].

To build these networks, a special procedure is used, which consists of the fact
that new nodes are gradually added to the initially small number of nodes, links from
which are more likely to connect to those nodes that have more links. That is, in
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Fig. 1 Barabási-Albert
network

the process of network growth, new nodes are more likely to form connections with
those nodes that are already characterized by a large number of connections.

It has been proven that it is the “rich getting richer” (phenomenon that leads to
the emergence of power laws in networks). Obviously, when a new node joins the
network, only one link is used, i.e. the number of edges in the network is comparable
to the number of nodes, and the network is quasi-hierarchical (the hierarchy can be
violated only in the initial composition of nodes).

The degree distribution of the Barabási-Albert model is scale-free, i.e. it obeys
the power law

P(k) ∼ k−3 (1)

2.2 Erdös-Renyi Network

The object that has been intensively reseached in graph theory and is directly related
to complex networks is the classical random graph, or Erdös-Renyi random graph. It
was proposed and researched in the late 1950s by Paul Erdős and Alfred Rényi [20].

The Erdös-Renyi network can be constructed by randomly distributingm connec-
tions between n nodes. This model is equivalent to a model in which the value of
the number of edges m is replaced by the corresponding probability p of a new edge
appearing in the graph (Fig. 2).
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Fig. 2 Erdös-Renyi network

It is sometimes called the random graph model or sometimes just the Poisson
random graph model because of the Poisson degree distribution for n → ∞ and np
= const

P(k) ∼ (np)ke−np

k! (2)

3 The Proposed Network Scanning Algorithms

To build reflections of networks and further research the dependence of the network
characteristics of the obtained reflections of networks on the network characteristics
of the initial networks besides the different number of scanning steps, three proposed
scanning algorithms, which implement the following principles are also used: (1) the
transition to the node according to the PageRank algorithm; (2) the transition to the
nodewith the largest value of PageRank; (3) the transition to the nodewith the largest
value of degree.
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3.1 Building the Network Reflection Using the PageRank
Algorithm

The PageRank algorithm [21, 22] was proposed in 1996 at Stanford University by
Larry Page and Sergey Brin as part of a research project on a new type of information
retrieval system. The system uses the PageRank algorithm tomeasure the importance
of website pages and rank them in their search engine results. Taking into account
the structure and text of hyperlinks, the PageRank algorithm simulated a random
walk of an Internet user starting from a random page. The more random visits to a
page, the higher its ranking.

The PageRank for a page A is calculated according to the following rules. Let T 1,
…, Tn be the pages that link the page A. The algorithm also uses a damping factor d,
the values of which are between 0 and 1, and usually equals 0.85. The function C(T)
is equal to the number of links outbound from page T. Then the PageRank of page
A, PR(A), is equal to:

PR(A) = (1 − d)
n∑

i=1

PR(Ti )

C(Ti )
(3)

In other words, the PageRank are random values, the sum of which for all pages
will be equal to 1.

To calculate the PageRank, the Internet space is represented as an oriented graph,
the vertices of which correspond to the pages, and the edges correspond to the hyper-
link between them. Let n pages be included in the search index. Then a matrix of
transitions M of size n × n is created to model a random walking. The element of
this matrix mi j , which is in row i and column j has a value of 1/k if the page with
number j has k outgoing links, among which there is one that link page with number
i. If there is no such outgoing link, the element mi j equals 0.

The probability distribution of finding a random traveler can be described by a
column vector whose row j will be equal to the probability of being on the page j
[23]. This vector corresponds to the simplest and idealized variant of the PageRank.

To build a reflection of the initial network according to the described above
PageRank algorithm, you need to make a traversing along the path, which is deter-
mined by a randomwalk across the initial network. The number of network scanning
steps is limited. During the scan, all nodes and connections are fixed. The set of these
nodes and connections and determines the reflection of the initial network.
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3.2 Building the Network Reflection Using the Algorithm
of Maximum PageRank

At the initial stage, the PageRank characteristic is assigned for each node of the
initial network. Next, the network is scanned as follows: from the current node via
the outgoing link the transition to the node that has the highest PageRank ismade. The
network scanning process is continued during a limited number of steps. If during
traversing the network there is a return to the node from which the transition has
already been made, then the next transition via the not yet passed outgoing link that
leads to the node with the highest PageRank is made. If there is no such outgoing
link, the scanning process is continued from any random node of the initial network.

3.3 Building the Network Reflection Using the Algorithm
of Maximum Degree

Node degree is a characteristic of the total number of both incoming and outgoing
links [11, 24].

Building the network reflection using the algorithm of maximum degree is made
on the same principle as in the previous case, however, the defining characteristic of
the node is not PageRank, but its other characteristic the degree of the node is used.

Since all the proposed algorithms to some extent have a probabilistic nature,
then for a particular initial network many different reflections of the network can
be obtained. Therefore, the resulting values of the characteristics of the network
reflections are averaged over many implementations.

4 Results

The network obtained as a result of using the Barabási-Albert model was used for
the research. The graph corresponding to the generated network consists of 200
vertices randomly connected by 398 edges (each new node attached to the network
was connected to the existing one only using the 1 edge). The density of the obtained
network is 0.01, and the average degree is 1.99.

The network scanning was performed using the three algorithms proposed above.
The maximum number of scanning steps was 50, 100, 150, and 200.

Figures 3, 4, and 5 presents different reflections of the initial Barabási-Albert
network for respectively different network scanning algorithms.

Figure 3 shows the reflection (highlighted in bold) of the initial Barabási-Albert
network, which was obtained using 50 scanning steps, which in turn were made on
the principle of randomwalking, i.e. on the principle that uses the common PageRank
algorithm. The obtained reflection of the initial network consists of 18 nodes and 33
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Fig. 3 The reflection of the initial network built using the PageRank algorithm, and the degree
distribution of the obtained network reflection

edges (Fig. 3). The average node degree is 1.833, and the network density is 0.108.
The degree distribution of the nodes of the obtained reflection, as well as the degree
distribution of the initial Barabási-Albert network, at least asymptotically follows a
power law.

The research was also done using the algorithm that implements the principle of
transition to the node that has the highest degree. After 100 scanning steps of the
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Fig. 4 The reflection of the initial network built using the algorithm that implements the principle
of transition to the node that has the highest degree, and the degree distribution of the obtained
network reflection

initial Barabási-Albert network using the above mentioned algorithm of maximum
degree, the reflection of the network, which consist of 37 nodes and 69 edges, was
obtained (Fig. 4). The average node degree is 1.865, and the network density is 0.052.

After 200 steps scanningof the initialBarabási-Albert network using the algorithm
of transition to the node that has the highest PageRank, the reflection of the network
that consist of 65 nodes and 126 edges was obtained (Fig. 5). The average node
degree is 1.938, and the network density is 0.03.

Analyzing the results presented in Figs. 3, 4, and 5, it can be seen that networks
that are the reflections of the initial Barabási-Albert network and built using a limited
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Fig. 5 The reflection of the initial network built using the algorithm that implements the principle
of transition to the node that has the highest PageRank, and the degree distribution of the obtained
network reflection

number of scanning steps, have the same power-law degree distribution as the initial
network.

In general, it can beobserved that during approaching the number of scanning steps
to the number of nodes in the initial network for each of the considered algorithms
for scanning this network, the degree distribution of the obtained network reflections
approximates a power-law degree distribution, bywhich theBarabási-Albert network
is characterized a priori.

Also, to research the dependence of the network characteristics of the reflections
on the number of scanning steps as an initial network was used a network built using
the Erdös-Renyi model. The graph corresponding to the generated network consists
of 200 vertices randomly connected by 428 edges (the probability for edge creation
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is 0.01). The average node degree the generated network is 2.14, and the network
density is 0.011.

To build the reflection of the initial network (Fig. 6), 200 scanning steps using an
algorithm that implements the principle of transition to the node that has the highest
degree is made. As result, the reflection of the initial Erdös-Renyi network, which

Fig. 6 The reflection of the initial network built using the algorithm that implements the principle
of transition to the node that has the highest degree, and the degree distribution for the obtained
network reflection
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Fig. 7 The Poisson degree distribution of the initial Erdös-Renyi network

consists of 65 nodes and 143 edges, was obtained. The average node degree is 2.2,
and the network density is 0.034.

Figure 6 also presents the degree distribution of the nodes of the obtained network
reflection. As can be seen, using a limited number of scanning steps, the reflection
of the initial Erdös-Renyi network, which has distinct from a Poisson degree distri-
bution was obtained. While the initial Erdös-Renyi network has a Poisson degree
distribution.

After more detailed research on the example of networks built using the Erdös-
Renyi network model, and applying different scanning algorithms, the reflection of
the original networks, which have close to a power-law degree distributions were
obtained. For example, the Erdös-Renyi network, which has 1000 nodes and 10,030
connections (the probability for edge creation is 0.01) and which has a Poisson
degree distribution (Fig. 7) was researched. 500 scanning steps using the algorithms
that implement the principle of transition to the node that has the highest PageRank
and degree, respectively. As a result, the close to a power-law degree distribution of
the corresponding network reflections were obtained (Figs. 8 and 9).

The experimental data presented in Table 1 illustrate the dependence of the char-
acteristics (the average node degree and the network density) of the networks reflec-
tions on the algorithms used for scanning the initial networks (Barabási-Albert and
Erdös-Renyi networks) and on the number of scanning steps.

In general, for a different limited number of scanning steps, depending on the
chosen scanning algorithm, the different characteristics of the reflections of the
Barabási-Albert and Erdös-Renyi networks were obtained.

It was found that increasing scanning steps leads to an approximation of the
average degree and density of the obtained reflections of the Barabási-Albert and
Erdös-Renyi networks to the average degree and density of these initial networks.
That is, when approaching the scanning steps to the number of nodes in the initial
networks for each of the proposed scanning algorithms, it is possible to achieve such
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Fig. 8 The degree distribution of the Erdös-Renyi network reflection that built using the algorithm
of maximum PageRank

Fig. 9 The degree distribution of the Erdös-Renyi network reflection that built using the algorithm
of maximum degree

characteristics of the networks reflections that are close to the characteristics of the
initial networks. Also based on the data obtained by computational experiments, it
is shown that almost all reflections of the initial networks that built using the model
Barabási-Albert and Erdös-Renyi, and also using a limited number of scanning steps
and the different scanning algorithms have a power-law degree distribution.
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Table 1 Dependence of the network characteristics of the reflections on the number of scanning
steps and the chosen scanning algorithm

Initial network Scanning
algorithm

Number of
scanning
steps

Number of
nodes

Number of
edges

Average
degree

Density

Barabási-Albert
network
(Number of nodes
is 200, Number of
edges to attach
from a new node
to existing nodes
is 1)

PageRank 50 18 33 1.833 0.108

100 33 61 1.848 0.058

150 43 78 1.814 0.043

200 60 115 1.917 0.032

Max
PageRank

50 25 44 1.76 0.073

100 36 70 1.944 0.056

150 50 95 1.9 0.039

200 65 126 1.938 0.03

Max
degree

50 25 44 1.76 0.073

100 37 69 1.865 0.052

150 53 102 1.925 0.037

200 63 122 1.937 0.031

Erdös-Renyi
network
(Number of nodes
is 200, Probability
for edge creation
is 0.01)

PageRank 50 20 34 1.7 0.089

100 42 70 1.667 0.041

150 58 103 1.776 0.031

200 80 132 1.65 0.021

Max
PageRank

50 23 41 1.783 0.081

100 38 79 2.079 0.056

150 56 108 1.929 0.035

200 73 147 2.014 0.028

Max
degree

50 21 38 1.81 0.09

100 48 95 1.979 0.042

150 57 118 2.07 0.037

200 65 143 2.2 0.034

5 Conclusion

The paper shows that the characteristics of network reflections, which are close to
the topology and characteristics of the initial networks, are achieved only during
approaching the scanning steps to the number of nodes in these initial networks.

For the first time, the experimentally obtained characteristics of the reflections
of networks depending on the characteristics of the initial networks, the scanning
algorithms and the number of scanning steps are presented.
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Also, based on the data obtained by computational experiments, it was shown
that almost all reflections of the initial networks that built using the model Barabási-
Albert and Erdös-Renyi, and also using a limited number of scanning steps and the
different scanning algorithms have a power-law degree distribution.

The obtained results are important in themethodical plan and can be considered as
a statement of a problem of finding the algorithm of scanning of a complex network
using of which gives most adequately parameters of the initial network (first of all,
the degree distribution).
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20. Erdős P, Rényi A (1960) On the evolution of random graphs. Publ Math Inst Hung Acad Sci

5(1):17–60
21. Page L, Brin S, Motwani R,Winograd T (1999) The PageRank citation ranking: bringing order

to the web. Stanford InfoLab
22. Langville AN, Meyer CD.: Google’s PageRank and beyond: the science of search engine

rankings. Princeton University Press



Research of Topological Properties of Network Reflections … 361

23. Rajaraman A, Ullman JD (2011) Mining of massive datasets. Cambridge University Press
24. Albert R, Barabási AL (2002) Statistical mechanics of complex networks. Rev Mod Phys

74(1):47



Using Image Segmentation Neural
Network Model for Motion
Representation in Sport Analytics

Iulia Khlevna and Dmytro Zhovtukhin

Abstract The article describes the relevance of understanding the structure of
motion in sports. An important component of understanding movement is the visu-
alization of actions over time, which can be done by video analytics. The paper
highlights the advantages and disadvantages of the background subtraction and the
optical flow approaches, which try to get amask of themoving objects, and highlights
methods and algorithms for determining the motion in sports. The paper proposes
an inverse solution to the motion representation problem. First, develop an approach
to obtain masks using a neural network, and then use it to describe the change of
the object’s location per frame. An understanding of the structure of motion was
compiled and investigated based on the “COCO” dataset, from which 2693 anno-
tated images were used. The solution to the problem was implemented using deep
learning methods and Python programming language as a basis for the software
product. The paper presents the results of training on such metrics like the total loss
function for segmentation, loss function for masks only, learning rate, false nega-
tive, false positive, and accuracy. Examples of the developed algorithm work and its
visualization are given. Results for several sports, such as tennis, gymnastics, and
football, are presented. The algorithm output images of these examples clearly show
the change in the position of objects over time. The prospect for further research is
the development of an information system that can be integrated into the software
environment of sports analytics projects.

Keywords Data science · Machine learning · Deep learning · Data visualization

1 Introduction

For sports forecasting and analytics, it is important to understand the structure of
motion [1]. This is important both for training activities and in assessing the results of
athletes, determining winners, and so on. An important component of understanding
people‘s movement is the visualization of actions over time, which can be done by
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video analytics. Working with video files in terms of data analytics is a step-by-step
review of each frame. The result is created based on the data of current and previous
frames. So, the main task is to process each image of the video. It is possible to
divide sports into two groups. The video files of the first group have events with
complex spatiotemporal relationships. The second group has simple actions based
on sequences of short movements.

In paper [2], was proposed an approach to detecting moving objects in a video
sequence by removing the background. The authors suggest first to create a back-
ground model before removing it from each sequence image and then segment the
moving objects. Another method, the principle of which is presented in [3], is to
detect motion using optical flow. But the optical flow cannot be calculated locally,
because only one independent measurement is available from a sequence of images
at a given point, while the flow velocity has two components.

Usage concepts of models, methods, and algorithms for understanding the struc-
ture of motion are presented in [4–12]. After analysis of mentioned works, it is
possible to confirm that the decision of a problem can be based on classical algorithms
as well as deep learning approaches.

Mathematicalmodels for finding the change inmotion should be used in simplified
environments of sports analytics [4, 5]. In paper [6], was proposed an approach
based on the estimation of the spatiotemporal boundaries of the detected events
by maximizing the normalized Laplacian spatiotemporal operator in space and time
scales.Continuation of thiswork canbe a combination of anymathematical classifiers
[7, 8]; semi-hiddenmodels [9]; generativemodels [10, 11]. The disadvantage of these
works is the lack of a comprehensive description of the ordering and placing of the
features consistently over time.

Papers [12, 13] aims to use temporal structures to understand the motion based on
dynamic Bayesian networks andMarkovmodels. The disadvantage of these works is
the complicated design [14], detailed training data, which can be expensive to collect
[15]. The solution to this problem is presented in [16], but the paper does not care
about the time of object motion.

From the literature review, it is established that each approach to understanding
the structure of motion in sports analytics has its advantages and disadvantages.
Therefore, the development of models for understanding the movement in sports
analytics, changes their parameters, combining algorithms to support each other’s
strengths, and highlighting their weaknesses in understanding the structure of motion
has a scientific and practical interest.
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2 Presentation of the Main Material

2.1 Model

The chosen concept involves the usage of image segmentation. “Mask-RCNN” archi-
tecture [14] was chosen for this task. This is a popular and accurate model based on
neural networks of two-stage detection with a prediction of the mask (Fig. 1).

First look at the generation of a mask, the main element for which, as for any
network that works with images, is the convolution operation (1).

O(i, j) =
m∑

k=1

n∑

k=1

I (i + k − 1, j + l − 1) ∗ K (k, l) (1)

where

i runs from 1 to M − m + 1, and j runs from 1 to N − n + 1,
M ∗ N is the dimension of the input image.

The convolution layer of the network allows to combine values of adjacent pixels
and find more common features of the image. To do this, a small square matrix (in
Mask-R CNN it is 3 × 3, 1 × 1 pixels), which is called the kernel, is consistently
applied to the image. Each element of the kernel has its weight, which is multiplied
by the corresponding values of the pixels of the image. The sum of these products is
the result of the convolution operation. It should be noted that the coefficients of the
convolution kernel are finding during the training of the model, while the number,
size, and position of the kernel are determined before training.

The parts of the input image that may contain an object pass through a set of
successive convolutional layers paired with the ReLu activation layer. Activation

Fig. 1 Mask-RCNN architecture [14]
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in the neural network is an attempt to emulate the work of neurons in the brain of
living beings. In nature, the signal from one neuron goes to another under certain
conditions, in ReLu such a condition is to compare the value with zero. If the result
after the convolution is greater than zero, then the unchanged number is returned,
otherwise, it will be set to zero.

As a result, the mask and the model’s confidence in the prediction are returned.
The described procedure is performed for each class the model can predict and one
mask with the highest level of confidence is selected. Since there will be only one
class—for humans, the mask for the human position will be compared with a mask
consisting of only zeros and means the absence of a human.

2.2 Dataset

The “COCO” dataset [15] was used in this article. It is designed for object detec-
tion, segmentation, human keypoint detection, material segmentation, and signature
generation tasks. For now, its authors have collected more than 330 K images. Not
all of them are annotated with masks, so a smaller amount of data is used for the
segmentation task. Usually, a training subset is used for the training process, but for
this work, another part was used. First, 79 categories that not people, were ignored.
Second, a validation dataset was used. This choice was made since the model must
learn on new images. Nowadays learning neural networks do not require the training
weights from scratch. To facilitate future research, deep learning libraries contain
pre-trainedmodels. Newmodels begin to learn not with random coefficients, but with
already known ones. Since weights can already determine some patterns in the data,
it is much faster to get an acceptable result for new classes and images. This approach
is called transfer learning. Therefore, the data for the new model was selected from
the validation subset, and the weights were pre-trained using training data. Thus, the
model obtained during this work is more focused on the images of people from the
test set.

In total, 2693 annotated images were used. Additionally, the image was divided
into 3 groups in the ratio of 7.5: 2: 0.5, for training, validation, and testing subsets.
The training set contains 2019 photos, and the validation—539. The model saw them
both during the training process, but the weights were updated only using training
samples. The final learning results were tested on a smaller set, which contains 135
unknown to the neural network images.

The process of learning masks requires a file, where the true coordinates to
the people in the images will be. A single data description format is accepted for
working with the “COCO” dataset. Because the data was filtered and can no longer
be described by the source file provided by the “COCO” authors, a new annotation
file was created. Each image is described by a separate dictionary (data structure).
Annotation example:
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{ "segmentation": [[ 480.0, 96.71, ... , 477.58, 243.13 ],
[ 479.64, 297.78, ..., 479.64, 333.87 ]], 

"iscrowd": 0, "image_id": 0, "bbox": [ 359.0, 59.58, 121.0, 342.35 ], 
"area": 15618.319299999996, "category_id": 1, "id": 1713044 }, 

“category_id” represents the class number of the object (will always be equal to 1),
“bbox” is the bounding box of the object, “image_id” is image number, “iscrowd”
is a label indicating whether there is a cluster of objects in the image, “area” is the
area occupied by the object. The most important field is “segmentation”. It must be
an array of arrays, each of them contains consecutive pairs of numbers denoting the
x and y coordinates. By connecting these points, the contour of the object can be
obtained. Although the purpose of the model is to predict the mask, providing binary
mask images for all instances is inefficient in computational terms, so simplified
notation is used. Nevertheless, the result of applying the network to an image is still
a binary matrix.

For working with the “COCO” dataset was used a cocoapi [16]. It helps to
download, analyze, and visualize annotations. The API supports several annota-
tion formats, so this software product was used to make it easier to work with large
datasets. The source code is freely available on “GitHub”, so anyone can use it.

2.3 Training Parameters and Metrics

Detectron2 is a powerful tool for workingwith neural networks [17]. This is a popular
library of computer vision models which allows users to integrate the latest computer
vision technologies into the workflow. The advantage of “Detectron2” is that it is
distributed with an “Apache License” [18], which permits to use of the software for
any purpose, freely distribute, and modify it. This library is based on “PyTorch”, a
framework for working with neural networks. The advantage of using such tools is
that they allow you to speed up processes by computing on GPUs. “Google Collab-
oratory” provides a limited number of hours of GPU free usage, so the model was
trained in this environment.

This work is based on the “Mask R-CNN”, and the “Detectron2” includes its
implementation. In addition to previously created models, new ones can be created
thanks to the Detector2. To do this, several steps should be done: dataset registration,
model selecting, and training configurations description.

The dataset can be registered by adding the path to the appropriate folders in the
DATASETS.TRAIN and DATASETS.TEST variables. MERGE_FROM_FILE and
MODEL.WEIGHTS indicate the architecture of the model and the weights by which
it should be initialized, these fields should reference the actual files in the Detectron2
library.

Some others important hyperparameters: IMS_PER_BATCH is the number of
images in one batch (5 was used); MAX_ITER parameter that characterizes the
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number of iterations (500 was used); BATCH_SIZE_PER_IMAGE is responsible
for the number of different objects that can be found by the model in one photo (128
was used); BASE_LR determines the initial learning rate (0.002 was used).

The authors of the “Mask R-CNN” model proposed the following loss function
(2):

L = Lcls + Lbox + Lmask (2)

where

Lcls—loss function for classification,
Lbox—loss function for bounding box detecting,
Lmask—loss function for mask prediction.

The Lmask metrics its most important for one class image segmentation. It is the
average binary cross-entropy for masks (3):

Lmask = − 1

m2

m∑

i, j=1

[
yi j log ŷ

k
i j + (

1 − yi j
)
log

(
1 − ŷki j

)]
(3)

where

yi j—ground truth class label for the pixel at (i, j);
ŷki j—is the value that the model predicted for the same pixel for a particular class
k.

Another important value for evaluating our model is a metric called COCO mAP
[19]. To describe it, some other concepts need to be clarified.

Intersection Over Union (IOU):

I OU = area
(
Mp ∩ Mgt

)

area
(
Mp ∪ Mgt

) (4)

where

Mp—mask predicted by model,
Mgt—ground truth mask.

True Positive (TP): object detected correctly.
False Positive (FP): object detected incorrectly.
False Negative (FN): object not detected, but it is present.
True Negative (TN): object not detected, and it is absent.
These metrics depend on the threshold value. Each time IOUs are compared to a

threshold and belong to one of these categories.
Precision is the fraction of relevant instances among the retrieved instances (5),

and recall is the fraction of relevant instances that were retrieved (6).
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Precision = T P

T P + FP
= T P

all detections
(5)

Recall = T P

T P + FN
= T P

all ground truths
(6)

The Precision × Recall curve is a graphic way of estimating a model. For each
threshold value from0 to 1, Precision (5) andRecall (6) are calculated and represented
in pairs on the graph as axes. Average Precision (AP) is defined as the area under the
Precision x Recall curve. It is a number from 0 to 1. Mean Average Precision (mAP)
is the average AP for all classes. For the COCO dataset, count 10 of these values for
thresholds from 0.5 to 0.95 with steps of 0.05. Thus obtain a single metric (7).

mAPcoco = mAP0.50 + mAP0.55 + . . . + mAP0.95
10

(7)

To better understand the model performance, the values for the threshold of 0.5
and 0.75, as well as mAPcoco (7) for objects of different sizes are highlighted. For
predictions of less than 322 pixels, more than 962 pixels, and in between.

Segmentation accuracy can also be useful:

segmentation accuracy = T P

PT + FP + FN
(8)

2.4 Evaluating the Model

Figure 2 shows the learning results for several metrics: total loss function; loss
function for masks; learning rate; FN; FP; accuracy. These data were obtained for a
training dataset with 8215 people instances in 2019 photos. There is a fast increase
or decrease in the first 200 iterations, then change insignificantly. This shows the
correctness of the selected number of steps of the learning algorithm. A smaller
number would not lead to the best network, and a larger one would take a long time
without model improvement.

The best value for the total loss function 0.6776 and masks only loss function—
0.2234. Although the overall value is quite large, it is better to focus on the segmen-
tation metric. The pixel-wise accuracy is 0.9023, and the losing of objects level is
0.08572.

The mAPcoco metrics for test and validation datasets described in Table 1.
For each value, the dataset, which was not seen by the model, gives better results.

It indicates that the network has studied the general tendency to determine the human
positions. For the IOU 0.5 threshold, the model makes the best prediction, so this
threshold will be used in the future.
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Fig. 2 Model estimation a total loss function, b loss function for masks only, c learning rate, d
FN, f FP, g accuracy

Table 1 mAPcoco for validation and test sets

AP AP50 AP75 APs APm APl

Val Test Val Test Val Test Val Test Val Test Val Test

53.4 59.2 81.9 86.4 58.8 65.5 37.0 41.3 61.3 65.0 70.3 74.4

The model determines the mask best for large objects, so it should not be used to
search for people on a small scale.
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2.5 Proposed Algorithm Description

Motion analysis involves obtaining a path that has been passed by an object. The
proposed method reveals a visual representation of the motion. In sports analytics,
it is important to see the trajectory of the athlete on the field, not the coordinates of
the pixels where he was. Therefore, the result should be an image showing the path.
To do this, data from the neural network is used. Accordingly, each video frame is
processed in a prepared neural network. For each received prediction of the person,
it masks saved. The matrix for storing all masks has the dimension of the processed
video. In the end, each value describes the number of all human appearances in the
corresponding pixel of the resulting image. This algorithm is shown in Fig. 3.

For visualization, it is necessary to turn the received matrix into the image. Obvi-
ously, for videos longer than 255 frames, it is not possible to convert the number of
human appearances to pixel brightness. Therefore, all values greater than 1 should
be placed in the range from 1 to 255. To do this, each number is divided by the largest
number in the matrix, multiplied by 255, and rounded to an integer.

For a color representation, a color map is applied to the image. A color map is
a set of pairs for each possible pixel brightness value. It is created for each channel
separately, so 3 separate sets for red, green, and blue channels should be created.
The green color shows the athlete’s short stay in a certain location, yellow shows the
average, and red shows the longest.

The last step is mask blurring for smoother motion. Applying convolution with
Gaussian filter (9) as a kernel returns a blurred image.

G(x, y, σ ) = 1

2πσ 2
e

−(x2+y2)
2σ2 (9)

where

x, y—the distance from the start of axes to half the size of the kernel minus one
in both directions,
σ—standard deviation of the Gaussian distribution.

Fig. 3 UML diagram of the proposed algorithm
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Themask overlay the source video frame get another informative way to visualize
the movement. That can be achieved with Formula (10):

dst = α · img1 + β · img2 + γ (10)

where

α, β, γ—coefficients in a range from 0 to 1. Will be used 0.7, 0.5, and 0.
img1, img2—video frame and color mask.

The proposed algorithm returns a static image that represents the total trajectory
of the player. This method involves the use of fixed cameras so that the result can
be interpreted. For moving cameras, it is more appropriate to depict the operation of
the algorithm on video using the last few masks predicted by the model.

2.6 Algorithm Operation Examples

The Python programming language was used to implement the process described
above. The “OpenCV” library is used for convenient work with the image.

Several short videos fromdifferent sports, such as tennis, gymnastics, and football,
were selected to test the algorithm and visualize its results. The top left contains an
original photo, top right—photo with color map, bottom left—binary mask, and
bottom right—color mask.

The first test video consists of 449 frames of 1920 × 1080 size. The process of
creating the result took 230 s, which equals about 2 frames per second. The video
shows a short part from a football match [20]. Results of the algorithm are presented
in Fig. 4. The camera filmed the game from a large distance, so the players on the
field were small.

The model has successfully determined people’s positions. Since several players
were close to each other, the result is difficult to interpret due to the crowds. It can
be identified that in this video the movement is not active and most of the players
are standing in their places most of the time.

Next is a video of a tennis match (see Fig. 5).

Fig. 4 The results of the proposed method for a fragment of a football game
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Fig. 5 The results of the proposed method for a fragment of a tennis game

The video consists of 1108 frames, size 1920× 1080 [21]. Processing took 568 s,
which is equivalent to 2 frames per second. The results show that the algorithm
recognized the viewers rather than the players. The trajectory of the player closest to
the camera was determined, but in comparison with static spectators, he was in each
place for a short time, so his path is all green. The combination of the color mask
and original frame helps to determine the area of his movement on the field.

To avoid the previous problem with viewers, for the video of the gymnast at the
OlympicGames [22], only the largest maskwas used for visualization (Fig. 6). Speed
and size of video the same as previous ones. In a 100 frames video, the girl moves
from one side of the bar to the other. The algorithm depicted her path correctly and
clearly. It is possible to estimate the speed of movement: at first quite slowly, as

Fig. 6 The results of the proposed method for a fragment of a gymnast’s performance
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evidenced by the semi-saturated color, in the middle the speed increased, which is
highlighted in green, at this time the girl gained speed for jump.

In the end, she completes the jump and stops at one point, which is highlighted
in red. The jump itself can also be determined.

This result was the best in terms of interpretation, so it can be concluded that the
described method of motion estimation is suitable primarily for short videos with a
small number of non-static objects.

3 Conclusion

Presents examples of testing the algorithm and visualization of its result. method
work on some short videos from different sports, such as tennis, gymnastics and
football. The resulting image of these examples clearly shows the change in the
position of objects over time. Runtime is approximately 2 FPS. The final images
can be used to analyze sporting events that happened in the past. Potentially, the
algorithm can be useful for athletes whose results are critically dependent on their
location. For example, to determine the leader in a race where it is difficult for a
person to determine the winner. The method works with pixels that accurately show
the boundaries of objects, and will not make a mistake, because it calculates who
crossed the finish line first.

The algorithm shows the possibility of using neural networks to segment people in
order to represent theirmovement. The prospect is the development of an information
system that can be integrated into the software environment of sports analytical
projects.
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Abstract The quality of the recommendations provided as a result of the applica-
tion of decision support systems largely depends on the quality and reliability of the
knowledge provided by experts. Solving the problem of automatic ambiguity detec-
tion in the textual expert formulations is a significant step towards increasing the
reliability of knowledge and the adequacy of the models on the basis of which deci-
sion support is provided. Most approaches to automatic ambiguity detection rely on
the use of part-of-speech tagging as the first step in ambiguity detection. The article
proposes an automatic part-of-speech tagging method based on quasi-inflections
(variable word components), the accuracy of which is comparable with the present
rule-based approach implementations. The advantages of the rule-based approach
include a significant reduction in the required amount of information, simple imple-
mentation of tagger improvements and a high degree of components’ portability
(rules, dictionaries, quasi-inflections, exceptions). Comparing the reported accuracy
of part-of-speech taggers, Markov models and the transformation approach achieve
an accuracy of up to 97%. At the same time, the accuracy of the rule-based approach
varies from97 to 100%. The proposedmethod’s novelty is the use of quasi-inflections
as the main and only method for determining the part of speech and grammatical
characteristics of the word. Testing was conducted on 7 sets of textual formula-
tions. The proposed method showed an accuracy of 98.70%. The paper provides a
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1 Introduction: Analysis of the Problem Situation

One of the stages of the decision support process in various fields is the group
construction of the domain knowledge (DK) model in the form of an appropriate
knowledge base. Based on the knowledge gathered in such a model, both explicit
(well-known toprofessionals) and expert (gained through the experience and intuition
of certain narrow specialists), decision options for decision makers (DM) can be
generated and evaluated. Since a significant share of knowledge in any field belongs
only to experts, the use of expertise is very important to fully and adequately reflect
all the properties of the domain knowledge in the knowledge base and further use
them by decision support systems (DSS) to generate high-quality recommendations
for a DM [1, 2].

For DSS of all classes, the stage of obtaining (collecting) expert information is
mandatory [1], which precedes the stages of concordance [3, 4] and aggregation
of information of different types [5, 6], and it is at this stage that experts provide
knowledgeboth in the formof quantitative andqualitative assessments and in the form
of textual formulations. It is during the formulation of a list of criteria, goals, factors,
etc. that a misunderstanding can begin, which will result in a misinterpretation when
building a knowledge base: a hierarchy of criteria, relationships and/or influences
between the components of the system that is being modeled.

Formulations of the main goal, sub-goals during its decomposition, programs,
projects, measures, solutions as well as any expert formulations use natural (human)
language, which is characterized by ambiguity at all language levels. Formula-
tions that may be perceived differently by different stakeholders due to ambiguity
threaten to reduce the adequacy of the models and increase development costs and
development time when corrections and changes are needed. The adequacy of the
created DK models directly affects the quality of DSS recommendations. Therefore,
it is necessary to reduce possible ambiguity during DK modeling for supporting
decision-making.

To reduce the ambiguity of textual information, the following methods are used
to process it. The most common way is ambiguity resolution—an automatic process
that determines which meaning (interpretation) is more likely. However, given the
risk of misinterpretation and the number of people involved in the process who
will operate with such an interpretation, this is not an acceptable option for a DSS.
The non-automatic method of ambiguity processing is represented by four different
techniques by which it can be implemented: ambiguity avoidance (writing instruc-
tions), ambiguity prevention (writing in a fixed format), ambiguity detection (auto-
matic detection in written text) and ambiguity correction (semi-automatic means of
correction that interact with users) [7]. Ambiguity avoidance is not very effective,
because even with the instructions provided, users rarely really make sentences less
ambiguous [8]. Ambiguity prevention, of course, sets limits that reduce the chance
of writing ambiguously, but it is also a rather restrictive technique. A significant
number of scientific publications are devoted to methods of recognizing ambiguity
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by people, but there are far fewer automatic implementations of detecting ambigu-
ities. It is expedient to detect ambiguity of formulations during construction of DK
models for decision-making support.

The ambiguity detection method is going to be used in two functional subsystems
of expert DSS: the subsystem for obtaining knowledge about DK from experts (when
writing expert formulations) and the subsystem for processing and generalization of
expert knowledge. Such DSS include, in particular, the Solon-3 Decision Support
System [9] and the Consensus-2 Distributed Collection and Processing of Expert
Information System [10].

2 Discussion

In the scientific literature, issues of content ambiguity have been raised in many
perspectives.

Gleich et al. [11] used lexical analysis and part-of-speech (POS) tagging to
detect ambiguities of all four types, but all adjectives and adverbs are considered
in the method as potential ambiguity, which gives too many false positive results.
In this context, it is important to create our own method of lexical analysis of the
formulations provided by experts. The basis of this analysis is POS tagging.

POS tagging or grammatical tagging is the process of assigning POS tags to
words in a text [12]. The tagging process consists of three stages: tokenization,
morphological analysis (assigning possible tags) and ambiguity resolution (selection
of the most probable tag) [13].

Traditionally, one distinguishes 2 main approaches to automatic morphological
analysis: the rule-based (constraint-based) approach and the statistical or proba-
bilistic approach, better known as stochastic [13–16]. Currently, the transformational
approach is also specified as the third of themain ones [12, 17]. Some scholars believe
that the third main approach is the distributive one [18].

The rule-based approach uses contextual information to limit the number of
possible POS tags [19] or to define a POS tag of a word [20]. For example, if in
the English text the word is preceded by an article and followed by a noun, the tag
“adjective” will be assigned. In addition to contextual information, morphological
information is often used. For example, if a word is preceded by an auxiliary verb
and the word ends in -ing, the “verb” tag will be assigned. Some taggers take into
account case and punctuation [15]. Such information is useful in different languages.
For example, in English, the case helps to define what the word “us” is: a pronoun
or the acronym for “United States” (US). In German, for example, all nouns begin
with an uppercase letter.

In the statistical (stochastic) approach, the most probable tag is selected on the
basis of statistical data obtained during the analysis of unambiguously marked text.
The frequency of words or the probability of n-grams is used as a criterion for
maximization. The most common algorithm for implementing the n-gram approach
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is the Viterbi algorithm. A combination of probabilities of certain sequences of tags
and frequency of words is more complicated [16].

Brill’s transformational approach uses machine learning, combining rule-based
and probabilistic approaches. Like a rule-based approach, transformational learning
is based on rules. Like the probabilistic approach, rules are automatically retrieved
from data (a text corpus). One of the most widely used transformational tagging tools
is the tagger developed by Brill [21].

Distributive tagging is an approach that eliminates the need to use manual rules
andmarked learning corpora that may not be available for certain languages or fields.
Unlike the rule-based approach and the stochastic approach, distributive tagging is
performed completely unsupervised. Schütze [22] proposed the analysis of distribu-
tive word patterns by constructing a matrix of adjacency of terms followed by a
singular decomposition of this matrix to identify latent dimensions. In the space of
reduced dimension provided by the singular arrangement of the matrix, the tokens
are indeed intuitively grouped by POS. Given the context, it is possible to achieve
results similar to POS tagging.

When comparing a rule-based approach and a stochastic approach, the proba-
bilistic approach is often chosen because of the possibility of automatic learning and
lower time costs [14]. Also, the stochastic approach is more effective in the anal-
ysis of long sentences than the rule-based approach [23]. Moreover, the probabilistic
approach, in particular using the Markov model, is better to use in cases where the
set of possible tags (tagset) is small in size. If the set of tags is large, the rule-based
approach is more effective [24].

Comparing the claimed accuracy of POS taggers, Markov models and the trans-
formation approach achieve an accuracy of up to 97% [21, 25]. At the same time,
the accuracy of the rule-based approach varies from 97 to 100% [26].

E. Brill identified the following advantages of the rule-based approach over the
stochastic approach: a small amount of stored information; clarity of a set of content
rules; ease of finding and implementing improvements; greater degree of portability
from one set of tags, corpus’ genre or language to another [20]. However, the degree
of portability of the rules is still low, because one needs to create different rules for
each language.

Given the need to obtain correct rules that correctly determine the POS tag, the
possibility of automatic learning is not a priority. Text formulations in DSS are of
different, but mostly small length. Considering the volume of sets of possible tags,
in addition to the common POS in each language (noun, verb, etc.), the size of each
set depends on the specific language. The accuracy of each of the three approaches
(rule-based, statistical and transformational) is roughly identical, but the ability to
achieve a slightly higher score is important when choosing a tagging approach, as
the next stage of automatic ambiguity detection—syntactic—strongly depends on
POS tagging. Therefore, it is the rule-based approach that is a priority for solving
the problem in the field of expert decision support. However, a hybrid approach at
a certain stage of development is not excluded, for example, the use of probability
as a last resort in cases where the number of possible tags is not reduced to one,
despite the use of rules. In studies [15], the usefulness of the hybrid approach was
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experimentally tested: having combined a morphological analyzer with statistical
data from a corpus, the average efficiency was increased by 15.53% compared with
the use of only a morphological analyzer.

In addition to the used approach, POS tagging is classified into supervised
(automated) and unsupervised (automatic) tagging.

The system, introduced by Brill in 1992, is considered by the author and some
scholars as a kind of rule-based approach [14]. After all words in the dictionary
are assigned the most frequent tag, the module guesses the word tag according to its
affixes (prefix, suffix). Then context rules are applied [20]. This method is acceptable
for use as a basis.

In addition to the accurate definition of the correct tag, a rule-based approach can
be used to identify a list of possible tags, then the definition of a particular POS is done
by another module [15]. However, if information about POS of neighboring words
is provided, this approach is able to perform both tasks. Thus works an existing
constraint-based tagger by reading a sequence of words and alternative tags and
passing it to a grammar converter, which leaves only one tag for each word based on
contextual information [13].

Without resorting to parsing, contextual analysis is possible by analyzing word
sequences [16]. For example, in the sentence “in large cities the level of air pollution
is much higher” it is possible to distinguish the sequence of words “in large cities”,
which can be analyzed independently of the other words in the sentence. Thus, there
is accurate information that the word “in” is always a preposition in all texts except
colloquial and literary styles. If it is known that the word form “large” is an adjective,
and the word form “cities” is unknown, then this sequence may correspond to the
sequence of tags “preposition+ adjective+ noun”. The same sequence of tags can be
assigned if it is known that the word form “cities” is a noun, and “large” is unknown.
Such sequences of words are called n-grams.

Brill demonstrated that a rule-based approach without any knowledge of syntax
can be as effective as a stochastic approach. The tagger developed by him initially
assigns the most probable tag to each word based on an analysis of a large marked
corpus without regard to context. Then two procedures are performed: (1) words that
are absent in the training corpus and begin with a capital letter are considered proper
names; (2) the rest of the words that are not in the training corpus are assigned the
most frequent tag for the last three letters of the word. This simple algorithm has
a low error rate of 7.9%. Training implies making a list of words with their most
frequent tag. Next, rule templates are used, which significantly reduce the number of
errors made before applying the templates, and lead to a small number of new errors.
The process of testing new templates is easy, as templates that generate rules that
give mostly incorrect results are not included in the final list of templates. Applying
only 71 templates, the error rate was reduced to 5.1%. Among these templates, 66
of them reduced the number of errors, 3 did not work, and 2 increased the number
of errors. Brill also noted the ability of a rule-based approach to make more accurate
POS tagging in idioms through automatic learning. Thus, the only knowledge gained
non-automatically is the procedure of identifying proper names [20].
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The disadvantage of Brill’s approach is the low speed of operation compared to the
stochastic approach. Increasing the speed while maintaining efficiency is possible by
converting the program based on transformations into a deterministic finite converter
[14]. However, this negates an important advantage of the tagger—the simplicity of
its construction, which Brill emphasized [20].

Brill’s approach, later called transformational, is still a hybrid of rule-based
and stochastic approaches and achieves an accuracy identical to the probabilistic
approach—97% [21].

Since the detection of ambiguity of formulations largely depends on the accu-
racy of POS tagging, it is advisable to use a rule-based approach with automated
acquisition of rules.

Based on the above analysis, there is an urgent need to develop a method that has
high accuracy. Since statistical and transformational approaches achieve an accuracy
of no more than 97%, a rule-based approach is promising.

3 Research Objective

Improvement of the reliability of knowledge and adequacy of models, on the basis of
which decision support is provided, through automatic ambiguity detection in textual
formulations of experts. Thedevelopment of a highly accuratemethodofPOS tagging
is one of the components of detecting ambiguity of textual formulations.

4 Formal Statement of the Problem

What is given: W = {wi}, i = (1, n)—set of words of expert formulations, P =
{pj}, j = (1, m)—set of names of parts of speech, D = {dk}, k = (1, l) is a set of
dictionaries, where words have appropriate grammar information, and n, m and l are
the powers of the corresponding sets (number of elements in sets).

Needed to define: Mapping W → P.

4.1 The Proposed Method

To solve the problem, a method is proposed, which, unlike existing methods, is based
exclusively on the use of lists (dictionaries) of rules and quasi-inflections. Due to
the use in the method of constructing dictionaries of automatic retrieval of elements
of the set W that do not reflect W → P, automatic inversive (reverse) alphabetical
sorting of unmapped elements and automatic retrieval of all elements of the set W
containing a quasi-inflection, whose POS correspondence is being checked, a high
level of compliance is achieved in a certain mapping.
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The method of constructing dictionaries of rules and quasi-inflections is a proce-
dure that involves automated verification of the validity of rules and quasi-inflections.
It can be performed arbitrarily or systematically. If the procedure is performed
arbitrarily:

1. The rulemaker (RM) automatically retrieves the first element from the set W,
which does not have the mapping W → P.

2. The RM manually determines the corresponding element of the set P.
3. The RMmanually hypothesizes that all elements ofW, which contain the quasi-

inflection, isolated from this element ofW, must bematched to the same element
of P.

4. The RMmanually creates a corresponding rule of the type Condition → Result
in the formof “ifRuleType text tag”,writing in a text filewith the rules (described
below).

5. The RM automatically (using the software) obtains a text file with all the unique
elements ofW that meet the condition of the rule, sorted in inverted alphabetical
order.

6. The RM manually reviews all the obtained elements of W in case of mismatch
of the element of the set P.

7. If a discrepancy is found, the RM manually

a. clarifies the rule by increasing the quasi-inflection limit to the limit where
the subset of W will not contain elements that do not correspond to the
element of the set P specified in the rule, or

b. adds additional rules before the current rule to cover all elements of the
subset ofW that do not match the element of the set P specified in the rule.

8. The RM repeats the procedure again for the next element ofW, which does not
have the mapping W → P.

If the procedure is performed systematically:

1. The RM automatically retrieves all unique elements of the set W that do not
have the mapping W → P, sorted in inverted alphabetical order.

2. The RM manually allocates in order an inseparable sequence of elements W,
which correspond to 1 element of the set P.

3. The RM finds a common quasi-inflection in all elements of the selected
sequence.

4. The RMmanually creates a rule based on a common quasi-inflection by writing
it in a text file with the rules (described below).

5. The RM repeats the procedure from step 2 for the next sequence of elements of
the setW.

The procedure and methods for compiling a dictionary of quasi-inflections are
identical to compiling a dictionary of rules. The only difference is that for the dictio-
nary of quasi-inflections the only condition is that the word should end with a certain
quasi-inflection.
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Solution method:

1. The preliminary stage (described above).
2. Check the element of the set W for full match. In case of match, go to step 5.
3. Obtain an element of the set P, i.e. the analyzed class (POS), via analysis by

rules.
4. Obtain the analyzed subclass, i.e. grammatical characteristics present in each

element of the set P, by analysis.
5. By gradually truncating the final letters, try to find the basic form of the element

of the setW in all elements of the set D. In the absence of a match, go to step 6.
6. Add information from appropriate dictionaries to the element of mappingW →

P.
7. Repeat steps 1–5 for each element of the setW.
8. Return the mapping W → P.

The method is implemented in the form of an automatic POS tagger based on
quasi-inflections, using a rule-based approach.

When using the tagger, the user enters text in a dialog box, launches auto-
matic tagging and receives information cards for each word. Each information card
contains: (1) the entered word; (2) its analyzed class and subclass, if they could
be identified; (3) the lemma; (4) a list of possible dictionary options, if any. Each
dictionary option contains its own class and subclass. For example, for the entered
word “вyлиць” the information card will contain the analyzed class “iмeнник”,
the analyzed subclass “мнЖ” (plural of feminine), fuzzy match with the lemma
“вyлиця” and one dictionary option that provides a feminine noun singular.

In order to make the tagger work correctly, the preliminary step should be
performed. It consists of creating a database of rules for determining the main
classes (POS), which is carried out by the RM, and filling in the dictionary, which
is compiled by a lexicographer or imported. The list, names and structure of files
containing dictionaries and rules are not fixed and can be changed as needed. At the
preliminary stage, a list of quasi-inflections for determining subclasses (grammatical
characteristics) is also compiled.

The procedure for compiling rules can be arbitrary, for example, in case of
accidental discovery of a new unrecognized word, or systematic.

The systematic approach implies automatic obtaining a list of all unrecognized
words, from which the compiler has the ability to analyze and further derive rules in
an automated mode.

In both cases, the basis for compiling a rule is an unknown word form, which
is demonstrated to the person who compiles rules (compiler) in the development
mode. The compiler creates a rule of type “if RuleType text tag”, where “RuleType”
is a type of check with a certain list (“ends”, “equals”, “does not equal”, “begins”),
“text” is the part of the word form to which the rule applies, “tag” is an assigned
POS from a defined list (“iмeнник”, “пpикмeтник”, “дiєcлoвo”, etc.). For example,
according to the rule “if EndsWith бa iмeнник”, if the word form ends with “бa”,
the tag “iмeнник” is assigned. Thus, the hypothesis is made that all words ending
with the letters “бa” are nouns.
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Each hypothesis should be tested before making full use of the new rule. To
confirm or refute the hypothesis, when checking the rule “if” is changed to “ifLog”
for tracking, after which the compiler launches an automatic analysis of the text
corpus. All cases of the rule execution are recorded. To filter the text, duplicate word
forms are removed from the final report. After analysis, the results are displayed
in inverted alphabetical order. Also, an extendable list of exceptions that are not
recorded in the report is applied.

To increase the accuracy of the rules, i.e. to limit their application, the compiler can
combine them using the logical operator “AND”. For example, the rule “if EndsWith
aвi AND NotEquals пpaвi iмeнник” assigns the tag “iмeнник” to all words that
have the quasi-inflection “aвi” except the word form “пpaвi”.

The POS of most words, namely those that cannot belong to several POS or to one
POS with different grammatical features (for example, different cases), is uniquely
established using only quasi-inflections, i.e. the last letters of words that may be
smaller than, equal to or greater than the morpheme ending, in particular a quasi-
inflection may be equal to the whole word. That is, a quasi-inflection is a variable
part of the word, starting from the end.

To reduce the number of rules, a certain class is considered as the main, and the
rest—as exceptions. For example, by default, words ending with the letter “г” in
the Ukrainian language are considered to be nouns. But words that have the quasi-
inflection “мiг” or “cяг” are assigned the tag “дiєcлoвo”. The basic rule is placed last
in the list so that the exception rules are checked first. Thus, at the time of publication,
the developed system uses 804 rules, which determine a POS.

In addition to grapheme analysis using rules, a fuzzy match is used for words that
differ from the lemma form, such as “cлoвa” (the lemma is “cлoвo”). This study
implemented an algorithm that provides for the gradual truncation of the last letters
of word forms in a textual formulation and a dictionary, which is the implementation
of stemming (trimming) of variable parts of words [24], which is used for many
natural language processing needs, including content monitoring systems [27]. To
avoid false matches, for example, the noun “paз” in the dictionary for the adverb
“paзoм” in the formulation, it is possible to compare the analyzed POS with the
POS in the dictionary. Also, to increase the number of correct matches, grammatical
features are compared. For example, if the noun “пpeзидeнт” occurs in the text, and
the word form is compared in the dictionary with the existing noun “пpeзидeнcтвo”,
it is necessary to compare the gender of nouns. Thus, the coincidence will not occur,
because by analyzing the word form “пpeзидeнтa” masculine will be obtained, and
in the dictionary the noun “пpeзидeнтcтвo” has the neuter gender. Fuzzy match can
cover up to the last 6 characters.

In this implementation, for both full and fuzzy match, 16 dictionaries with a total
volume of 5030 registered words are used. If the dictionary contains a word from
the expert text formulation, used in the lemma form, the analysis by the rules and
fuzzy match are not carried out. Brill’s approach follows the same principle [17].
The disadvantage of this principle is the incorrect definition of the tag in cases where
the word form occurs in the text not in the lemma form, but there is a formal match
with another word. For example, in the phrase “пpoмиcлoвoгo poбoтa”, the word
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“poбoтa” will be assigned a feminine tag instead of a masculine one, because there
will be no fuzzy match.

Recognition of the number and gender of nouns in the formulation is also realized
by analyzing a quasi-inflection. To better match the plural with the correct lemma
form, separate quasi-inflections are distinguished for each of the three types of the
plural: (1) plural whose lemma form ismasculine; (2) plural the lemma formofwhich
is the feminine; (3) plural the lemma form of which is the neuter gender. At the initial
recognition of the plural, the noun is checked for the presence of a quasi-inflection
of any type of plural.

In order to compile rules and lists of quasi-inflections, our own Ukrainian-
language corpus of official style texts with a volume of more than 137,000 words
was compiled. The corpus includes textual formulations in 7 goal hierarchy structure
files, which were entered into the Decision Support System “Solon-2” [28], texts of
14 UN conventions (on the Law of the Sea, on Contracts for the International Sale of
Goods, on the Rights of the Child, Against Corruption, against transnational orga-
nized crime, on Human Rights, on the Elimination of All Forms of Discrimination
Against Women, on Biological Diversity, on the Rights of Persons with Disabilities,
against Torture, etc.), one contract, a court decision, more than 40 passages.

Because speech is a dynamic phenomenon, all rules are based on factual cases, not
theoretical principles. For example, despite the theoretical knowledge that in official
style texts most words are nouns, not all quasi-inflections get basic rules according
to which the word form is assigned the tag “iмeнник”. In some cases, most words
ending in a quasi-inflection can be adjectives or verbs. Moreover, there are letters
that words cannot end with. No word forms ending with the letters “ґ” or “ц” were
found in the training corpus. Thus, following the de facto principle of compiling
making, it is possible to avoid redundancy.

5 Results

The novelty of the method is the use of quasi-inflections as the main and only method
for determining the POS and grammatical features of the word.

To test the effectiveness of the proposed method, test was conducted on the basis
of textual formulations in 7 goal hierarchy structure files provided to the Decision
Support System “Solon-3” [9] and used in collectivemodeling ofDK in the Systemof
distributed collection and processing of expert information “Consensus-2"[10], with
a total volume of 4378 words. The results of manual tagging were compared with
the results of automatic tagging, considering manual tagging as correct. The markup
uses 17 main class tags: “iмeнник”, “пpикмeтник”, “пpиймeнник”, “cпoлyчник”,
“aбpeвiaтypa”, “дiєcлoвo”, “пpиcлiвник”, “зaймeнник”, “дiєпpикмeтник”,
“дiєпpиcлiвник”, “чacткa”, “чиcлo”, “cкopoчeння”, “чиcлiвник”, “пoмилкa”
(misspelling), “cпoлyчнeCлoвo” (e.g., “як”), “iншe” (for example, foreign words).
Word class tags for manual tagging are coordinated with the information provided by
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the resource “CлoвникиУкpaїни online” of the Ukrainian language and information
fund of the NAS of Ukraine. Each text unit was assigned a tag based on the context.

During the testing, 59 automatic tagging errors were detected, while in themanual
tagging there were 2 words with the tag “error”, i.e. these are words that were
misspelled in the text. To offset their impact, the number of text words that contain
errors should be subtracted from the number of automatic markup errors and the total
number of text words.

POS tagging accuracy “is defined as the ratio of the number of word forms
correctly tagged over the total number of word forms tagged” [29]. Because some
textual formulations contain errors, the following formula was used to determine the
accuracy of A:

A = 100% − x − y

n − y
× 100%

where A is the accuracy, x is the number of errors in the automatic tagging, y is
the number of applications of the class “пoмилкa” in the manual tagging, n is the
number of words.

Substituting the available values, we have:

A = 100% − 59 − 2

4378 − 2
× 100% = 98, 697% ≈ 98, 70%

Thus, the tagger showed an accuracy of 98.70% for POS tagging of text formula-
tions in the test corpus.Words that have received the “error” tag inmanualmarkup are
not taken into account when determining accuracy, as a POS tagger is not a program
for detecting and correcting errors. The tag obtained by analysis was chosen as a
priority. If the analyzed tag is missing due to a full match or inability to determine,
the POS tag was obtained from a dictionary.

Most of the words whose class could not be determined are abbreviations.
The demonstrated high accuracy of the method can be achieved with strict adher-

ence to the describedmethod of compiling dictionaries of rules and quasi-inflections.
Such accuracy is comparable with state-of-the-art POS tagging results (Table 1):

6 Validation of the Method

Currently, the format of the developed POS tagger is partially compatible with the
format of TreeTagger, which has an accuracy of about 96% [30, 31], and incompatible
with the format of POS tagging Universal Dependencies [32]. Since the Universal
Dependencies project is the most promising and universal format for presenting
sentence structure using the dependency grammar, it is necessary to either change
the format of POS tagging of the proposed method or compare the output data of the
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Table 1 POS tagging accuracy

Technology (method, approach or tagger) Accuracy (%)

Ukrainian-language model in Universal Dependencies: the used tagger 91

TreeTagger 96

Markov models (probabilistic/statistical) 97

Transformation approach 97

Ukrainian-language model in Universal Dependencies: Stanza check 96.77

Ukrainian-language model in Universal Dependencies: claimed 97.5

Proposed method 98.70

Universal Dependencies format with the data obtained by the proposed method by
establishing correspondence between the units of POS tagging of two formats.

When the latter option is selected, the text is first analyzed by both the proposed
method and an external tagger using the Universal Dependencies format, and then
the results of POS tagging are compared to match the names of POS. For example,
class “iмeнник”matches “NOUN” in the format ofUniversal Dependencies. In cases
where the match is broken, for example, an external tagger recognizes the noun as
an adjective and marks it with the tag “ADJ”, one can compare the correctness of the
results. Such cases may occur because the accuracy of the compared POS taggers
differs. For example, the accuracy of the POS tagging stated by the authors of the
Ukrainian-language model in Universal Dependencies format is 97.5%, while the
accuracy of the morphological analyzer stated by the authors is 91%. At the same
time, POS tagging of the Stanza neural analyzer [33], written in Python, using the
same model has an accuracy of determining POS of 96.77%.

It is possible to compare the results manually. The relevance of this is that POS
tagging itself can also be ambiguous. Thus, the proposed method can be used to
improve the overall process of ambiguity detection.

The Stanza neural analyzer with the help of separate modules allows to sequen-
tially perform tokenization, POS tagging, lemmatization, parsing and named-entity
recognition (for example, “Зeмля”, “Київ”, etc.). The accuracy of parsing directly
depends on the accuracy of POS tagging.

Stanzamodules for tokenization, includingmulti-word tokenization, POS tagging
and lemmatization were used for comparison. The POS tagging module requires
modules for tokenization to be loaded. The lemmatizationmodule is used to facilitate
manual comparison, but is not required for POS tagging.

Tokenization is the first step as well in the developed on the basis of the proposed
method tagger. But then lemmatization and POS tagging can constantly call each
other. This is due to the fact that an incomplete match in the dictionary also finds a
lemma of a certain word form and can use it to increase the accuracy of POS tagging.
At the same time, POS tagging is used to improve lemmatization.

Having received 2 annotated texts in different formats, their compar-
ison is performed, where POS names of one format correspond to POS
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names of another format, for example the name “ADJ” in Universal Depen-
dencies corresponds to the name “пpикмeтник” in the developed tagger,
“ADV”—“пpиcлiвник”, “NOUN”—“iмeнник”, “VERB”—“дiєcлoвo”, “ADP”—
“пpиймeнник”, “PRON”—“зaймeнник”, etc.

The comparison revealed minor differences due to the format rules. First, in
Universal Dependencies, acronyms usually belong to a certain POS and are indi-
cated as a feature, and in the proposed method, an acronym is an independent class
on a par with a POS. For example, the word “ЗMI” is assigned the tag “NOUN” in
Universal Dependencies, but the tag “aбpeвiaтypa” in the proposed method. Second,
punctuation inUniversalDependencies is always considered as a separate token and is
denoted by the “PUNCT” tag, and in the proposedmethod, punctuation is considered
either part of a form (but not a lemma), or a separate token if not adjacent towords, and
then denoted by the “пyнктyaцiя” tag. For example, if the text contains “цiлeй:”,
Universal Dependencies distinguishes 2 tokens, and the proposed method—only
one. Third, the symbol “*” (star) has the tag “SYM” in Universal Dependencies
and “пyнктyaцiя” in the proposed method. However, there are also cases of incor-
rect analysis, especially of acronyms. In particular, for the word “ПTIC” the Stanza
model identified the tag “PUNCT” twice and “NOUN” once, for the word “ПT”—in
most cases the tag “NOUN”, the tag “PUNCT” once, the tag “PROPN” once. At the
same time, in the proposed method in all cases the word has the tag “aбpeвiaтypa”.
Tokens “132”, “134”, “140”, “141” are identified by the Stanza model with the tag
“ADJ”, and the proposed method assigns the “чиcлo” tag. No other differences were
found.

7 Conclusions

The method of POS tagging based on quasi-inflections is presented, which has an
accuracy of 98.70%, comparable with the existing modern methods that use a rule-
based approach, but at the same time differs by the consistency ofmeans used, specif-
ically quasi-inflections and fuzzy match. Given the small number of tools needed to
achieve high accuracy, the proposedmethod is suitable for use in thefield of automatic
detection of ambiguity of expert formulations in DK modeling.

The proposed method and the analyzer developed on its basis are largely portable.
Portability is the ability to use the developed system of dictionaries, exceptions, rules
and their types and number-generic lists of quasi-inflections for other languages, but
their lists will be different for each language. Completing each component does not
require changes to the program code.

The proposed method and the tagger developed on its basis are largely portable.
The portability implies the ability to use the developed system of dictionaries, excep-
tions, rules and their types and number-gender lists of quasi-inflections for other
languages, but the lists will be different for each language. Filling each component
does not require changes to the program code.
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Another advantage of the proposed method, as well as any implementation of the
rule-based approach, is the lack of need to store large statistical tables.

Further research is planned to be performed using the proposed method at the
next stage of automatic ambiguity detection—syntactic one, which is based on
information obtained at the lexical stage, in particular POS tagging.
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Dynamic Malware Detection Based
on Embedded Models of Execution
Signature Chain

Ihor Karpachev and Volodymyr Kazymyr

Abstract Today, the most mobile devices, such as tablets, e-books, watches, fitness
bracelets and etc. operate under the Android OS. At the same time the Android
OS can be considered as unstable environment mainly because there are a lot of
untrusted sources of mobile applications potentially containing dangerous code
which is executing side-by-side on the Android Runtime (ART) as user’s appli-
cations. In this paper new methodology is considered for determining the accuracy
of malicious software (malware) assessments to provide the application functional
safety. Dynamic functional tracing tool is used to build API call chains. Sequence of
API calls chains compared used local and global alignment techniques from bioin-
formatics. Code samples from Google Play and Malware Genome Project were used
for emulating safe and dangerous API calls.

Keywords Mobile applications · Functional safety · Android OS · Malware · API
calls · Application execution signature chain

1 Introduction

Mobile devices are at the epicenter of modern growing demand of people staying
interconnected and being able to solve their everyday tasks online. That is why,
mobile devices captured more than half of the market of computing and commu-
nication systems, which led to extreme urgency of general protection of mobile
applications, user data and functional security.

The rapid development of mobile applications, developed for Android OS, has
highlighted the vulnerabilities of this system and necessitated the improvement of
tools that can provide the appropriate level of functional safety. Analysis of current
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publications [1, 2] indicates an exponential growth of cyber threats for mobile appli-
cations of the Android system, while automatic methods of detecting and classi-
fying malicious algorithms do not allow to avoid this type of threat. It should be
noted that machine learning approaches of artificial neural network algorithms that
allow to determine the level of threat based on basic parameters of program code,
for example, when analyzing API calls, also do not provide adequate cyber-attack
tracking efficiency due to sensitivity to code syntax or code obfuscation.

Most of existing security measures provided by OS Android are based on preven-
tive actions and system restrictions in order to ensure platform security in general.
Considering significant delay in resolving security issues and potential risk to lose
private data or even disruption in functional safety of the system there is a necessity
of an extra safety unit on top of existing general security system, which will help to
notify user of potentially malicious software at the executing stage in runtime.

Functional and information security are two fundamental components of mobile
application’s safety that complement each other. The definition of information secu-
rity is to ensure the availability, integrity and confidentiality of system data, while the
functional security unit ensures the correct execution of the functions of the control
system and transfer of control objects to a safe state in the event of system failures.
The system analysis of mobile applications must include a functional safety unit that
monitors potentially dangerous conditions and identifies relevant events that could
lead to data loss, access to the confidential data of third parties or blocking device
access by third parties.

2 Related Work

A systematic analysis showed that the problems of Android security are related to not
perfect privileges system, which is convenient and effective when user installing new
applications (AndroidOSdisplay application permissions) [3–5], but leaves attackers
access to functional nodes and sensitive data. Large amount of research has studied
how to detect malware prior to installation. These researches can be roughly divided
into static and dynamic analysis categories. For instance, TaintDroid, DroidRanger,
DroidScope [6] can monitor behavior in runtime, where systems like Kirin [6, 7]
identify malicious software using static analysis. Both methods have pros and cons,
for instance dynamic runtime identification creating extremeoverhead andnot always
can be directly applied to mobile device. By contrast, static analysis software is not
causing such runtime performance issues but cannot be scaled properly due to fact
that they are mainly build on manually crafted detection patterns.

Data leakage was discovered by Ulm university researchers where default Google
Sync and Google Calendar apps transmits token in unencrypted way. By using
this token user can login to any Google Service. This issue was fixed in Android
OS 2.3+ by using software patch [8]. Google as a main contributor of Android
every new version of OS restricting and improving access to resources such as



Dynamic Malware Detection Based on Embedded … 395

file system, executing permissions category, transitive kernel access, these actions
reducing operational surface for attackers but not completely eliminates it.

In contrast with Google there are a lot of 3rd parties researches have been done
in area of improving security of existing Android OS, one of them is DroidScope
which is type of a Virtual Machine Introspection (VMI), which can be classified
as a dynamic analysis framework. Contrasting other dynamic analysis frameworks,
it’s not located inside the emulator but creating OS virtual machine and OS-level
semantics by locating outside the emulator. In this case, even in the kernel, the
privilege escalation attacks can be detected. It makes any attackers task very hard.
DroidScope is built, with rich set of APIs available to human analysts.

Other interesting solution is DroidRanger detection framework, which is based
on two-stage analysis in order to detect zero-day malware and existing well-known
malware. Detect framework normally utilize permission-based behavior footprint,
building behavioral scheme and compare with existing knowledge database.

Another modern approach which is using neural projection method is used in
order to provide characterization of malware families [9]. Method is interesting not
only because machine learning techniques has been applied to such problem, but
also decision tree is built in order to visualize and analyze such malicious software
even better. In general, method is not applied to one application but to the family of
applications instead.

There is another category of static malware detection tool—android permission-
based analysis. The basis of such systems is analysis of permissions based on latent
semantic indexing (LSI: Latent Semantic Indexing). LSI is commonly used tech-
nique to match queries to set of documents. Today, LSI can be considered as a
standard method of matching higher order textual terms to documents (or any other
compared entity, where textual blocks can be extracted). The technique is based on
the calculation of a matrix in which rows are given by code elements and words,
and columns—by documents. In order to search for relevant documents, the matrix
is reduced using the method of singular value decomposition (SVD: Singular Value
Decomposition) [10]. This method is applicable as a malware preventive tool due to
performing prior to installation.

Traditionally most recent researches in this area are focused on application layer
such as worms, viruses, cross-service attacks and similar. Nearly all of these vulner-
abilities can be fixed by providing patches and updates to OS itself or specific appli-
cation, but this leaves time room for attackers between discovering type of attack and
actual deploying updates to physical device or server as mentioned previously. Soft-
ware and hardware developers are normally reacting to the issue when it’s already
happened and have to find solution after system and/or user already got some damage.
Automatic API calls chain generation can proactively protect and notify developers
or users of potentially dangerous application behaviors in advance.
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3 Functional Safety Analysis of Android OS

The API is the most sensitive component of the Android OS, which is protected
through a system of access permissions (Android Permission), which determine the
privileges of users and developers. To run critical functions of the software applica-
tion for the developer, it is necessary to access the application manifest file Android-
Manifest.xml with the subsequent consent of the user, who gives the application the
appropriate privileges. Once permissions are granted and the application is installed
on the mobile device, revoking them while the application is running can be quite
difficult (in case of system permissions) and the system does not restrict the appli-
cation from using its privileges. Most methods of automatic detection of malicious
code by Android are divided into two general categories [11]:

• detection of malicious code based on signatures,
• detection of malicious code based on machine learning.

Signature-based approaches are based on finding specific patterns in bytecodes
and API calls, which are easily circumvented by transforming program code at the
bytecode level, machine-independent low-level code generated by the translator
and executed by the interpreter. Machine-learning approaches remove patterns of
program behavior (mainly, permission requests and critical API calls) and use stan-
dard machine learning algorithms to perform malicious code classification [12].
However, as the removed features are related to the syntax of the program, this type
of detector is also not a reliable tool for protection against all type of threats. In terms
or characteristics, today the effectiveness of software developed on the basis of these
approaches depends largely on the quality of the developed detection scheme, char-
acteristic of a particular behavior of software applications, so their specialization can
be considered quite narrow.

A typical method of dealing with vulnerabilities in Android is an automatic patch
system. Given that Android applications have not developed tools for automatic and
effective vulnerability correction, a number of studies have been conducted to build
algorithms for automatic patch generation for standard software applications running
according to the client–server paradigm. Such algorithms analyze the program code,
determine the cause of the vulnerability that led to the misuse of Android software
and mobile device hardware, and then create a source code patch that can be used
to temporarily fix the vulnerability without interfering with the operator process. To
fix Android applications, it is necessary to use the bytecode rewriting technique to
implement the patch code [13]. The main idea of this process is to overwrite the
DEX file in order to establish all API calls and ensure compliance with the relevant
security rules. Temporary blocking of Android applications can also be used to
control potential security and privacy breaches. In addition, algorithms have recently
been developed to allow hints to be placed in a bytecode program and thus protect
access to resources. On the other hand, to solve problems associated with significant
vulnerabilities in software applications, it is necessary to develop new techniques
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that would effectively control the confidentiality of the information flow carried out
by OS applications.

A characteristic feature of Android software applications is the rapid growth of
program code due to updates and patches. At the same time, due to limited resources
on mobile devices, there is a strict limitation on the size of applications, and thus the
process of overwriting the bytecode requires an optimization phase.

4 Modelling of Application Execution Signature Chain

Development of amethod for ensuring the functional safety ofAndroidmobile device
is a complex task. Every android application generates digital trace when using
Android SDK in order to communicate with Android OS resources. Application
execution signature chain (AESC) is a sequence of functions called from android
application to Android OS via SDK. The aim of AESC is to model the chain of API
calls and match it with patterns during malware detection.

The mathematical model of the chain matching can be represented in such way.
Let’s denote P = {Pk}, k = 1, K—a set of API calls pattern related to malware

application. Every pattern is a chain of API calls Pk =
(
pkj

)
, k = 1, K , j = 1, n.

During detection we will get a chain of API calls which we will denote as a vector
C = (ci ), i = 1,m. The task is to find pattern that corresponds to chain C. In order
to achieve it we repeatedly capturing the chain—Cq which is built within constant
time quantum Q.

The API calls detection will be performed in two phases with use of two known
algorithms from bioinformatics [14]. On the first phase the algorithm of local align-
ment by Smith-Waterman is used to select the suitable patterns from set of P solving
the problem of finding similar areas in two sequences. This algorithm is convenient
when comparing two sequences whose lengths differ significantly. Considering that
at the beginning of quantization the lengths of the API calls chains may be insignif-

icant, this circumstance is decisive. In this case Pk =
(
pkj

)
and Cq = (

cqi
)
are the

input sequences in cycle over k. On the every step of the cycle alignment is done
using a similarity matrix Mm×n with elements Mi, j that are calculated by the rule:

Mi, j = max
{
Mi−1, j−1 + w; Mi−1, j + g; Mi, j−1 + g; 0}, i, j > 1 (1)

where w—score for match (+1) or mismatch (–1) of symbols in row i and column
j , g—penalty for gap when transition is along row or column (g = –1). If variants
give negative values then result equals 0.

Matrix is filling by calculation of the neighbor values (diagonal, upper and left)
of the current cell beginning from zero cell. Note, that it is impossible to get negative
values in the matrix since 0 is as lowest value. For the appropriate alignment the trace
back procedure is used beginning from the cell with the highest value and moving
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Fig. 1 Example of local
alignment

Fig. 2 Example of global
alignment

to pre-positions while the cell with score 0 will be reached. An example of such
alignment is shown in the Fig. 1.

Among all the patterns P = {Pk}, those that have the maximum score (without
gaps) are selected. Such procedure is repeated each time the API call chain length
increases by adding newly discovered calls. This reduces the number of patterns
examined. As a result, one or more patterns P∗ ⊂ P will be selected.

On the second phase of detection the algorithm of global alignment byNeedleman
and Wunsch is used. It provides a comparison of sequences along their entire length
and, in our case, is necessary to assess the coincidence of the fixed API calls chain
with the selected pattern P∗. As in the previous algorithm, alignment is performed by
constructing a similarity matrix Mm×n . However, the rule for calculating cell values
has a different form

Mi, j = max
{
Mi−1, j−1 + w; Mi−1, j + g; Mi, j−1 + g;}, i, j > 1. (2)

The value of the lower right cell of the matrix will be the best alignment score
of the two sequences. To construct the alignment itself, it is necessary to restore the
calculation path using the trace back procedure. Figure 2 represents the example of
global alignment.

Using the result of the global alignment, it is possible to calculate the percentage
of coincidence of the evaluated chains. For example from Fig. 2 this is 78%. In future
such estimate is used to define the stop area in the software detection method.

5 The Method of Dynamic Building Android Application
Execution Signature Chain

Dynamic building of API call chains can be divided into several parts:

1. Building a database ofAPI call chains patterns,malware application description,
type of malware in order to notify user in human-readable format. Process of
building patterns will be based on Malgenome dataset

2. All execution signatures will be divided into two major groups primary and
secondary. Primary AESC is a chain which can cause disruption in work, so
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a straight threat to functional safety—this is primary task of current work.
Secondary AESC is a sequence which can lead to entire or partial data loss
or unauthorize access by third party—therefore is a direct task of information
security.

3. Dynamic application analysis could be made by any dynamic function tracing
tool as long as it’s suitable for building AESCs. In the scope of current work
Frida framework was used.

4. Accumulation and fragmentation of dynamic API calls will be done during
specific time interval or quantum of time Q, in order to find sequential pattern
match from existing database.

5. Sending fragment of AESC with metadata (fragment of AESC+ number of the
sequence n) to server via API which will be injected by Frida framework.

Server API main task is a searching of fragmented AESC matching. If fragment
match with any AESC from database—user notification required as well as further
action in order to ensure functional safety.

Building of AESC patterns database. In the scope of current work Malgenome
project was used as a source for building malware signature database. Malgenome
dataset provides wide range of malware application’s sequence of functions call and
permissions requested by eachmalware application. In database eachAESC contains
API call chain, human readable format description and how it potentially could harm
functional safety. If most of the API calls belongs to android permissions which
potentially can cause disruption in functional safety—this AESC mark as primary,
all other will be marked as secondary, because they can be identified as a threat for
information security.

Simple example of building AESC could be provided by malware application
which unlock or change android initial screen lock password by deleting ormodifying
data/system/gesture.keyfile (method allowedmalware application to lock androidOS
and block actual user from using Android OS resources). Next step is to show modal
dialog which cannot be closed and drawn over other apps (these dialogs normally
contain threat or extortion message). First user reaction—full device reboot, but
this will not help due to android.permission.REBOOT permission combined with
Android Broadcast Receiver which is used by malware application. So even after
full reboot malware application will get onBootComplete event and will be able
to show blocking dialog again. Malware application required filesystem read/write
permission in order to being able execute current behavior, along with draw over
other apps permission. Related API functions are coded by pseudo symbols (Table
1) according to full set of required permissions that listed in Android manifest file:

• android.permission.WRITE_EXTERNAL_STORAGE
• android.permission.READ_EXTERNAL_STORAGE
• android.permission.SYSTEM_ALERT_WINDOW
• android.permission. ACTION_MANAGE_OVERLAY_PERMISSION
• android.permission.RECEIVE_BOOT_COMPLETED
• android.permission.SYSTEM_ALERT_WINDOW
• android.permission.REBOOT
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Table 1 API calls sequence and pseudo symbol

Sequence number API function Pseudo symbol

1 FileInputStream.getChannel A

2 FileChannel.map B

3 File.delete C

4 FileInputStream.close D

5 Ljava.lang.Class.getField E

6 File.exists F

7 AlertDialog.Builder G

8 alertDialog.setCancelable(false) H

9 android.os.IBinder.bindService I

Table 2 Malware application description in database

Id APK Description

1 Blob App may block device screen, with reboot auto launch feature

Table 3 AESC of malware
application

AppId AESC Description

1 ABCDEFGHI Primary

Straight after reboot API call sequence of malware application will be repeated
and intercepted by Frida. In malware database new record of AESC will be added
(Tables 2 and 3):

Usage of Malgenome dataset provide wide range of similar API call chains and
android permissions required to implement malware functionality. This approach
can help to identify zero-day malware which is not flagged or reported as a malware
in Google Play Store yet.

Dynamic analysis of APK using Frida. Frida is dynamic function tracing tool
of android application—APK [15], which helps to define application behavior in
runtimeby injecting code into binaryDalivik executable files (DEX).CapturedAESC
will be normally executed during of time quantum Q and further analyzed by server
application. At the first stage Q experimentally selected 60 s as initial time frame
(value less then 1 min creates high network load and cause AESC to be more frag-
mented). This time frame will cause AESC to be fragmented and necessity of each
request to be stateful and contains token t (sequence identity) of potentially malware
application and sequential number of call chain n for server to match fragmented
parts into uninterrupted AESC. Token can be obtained by applying function f to
application A:

f (A) = tunique (3)
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In scope of a device the name of application package is unique, but it can be
same for different devices. Generated hash from device id and testing application
package name will give fully unique token t . Next step, after identifying token and
capture fragmentedAPI call chainwe can build server request containing pair (r,Cr ),
where r—sequential number of quantum Q, Cr—API call chain captured within the
quantum. In simplest case server seeks full pattern match. If match found server
notifies client of potential malicious nature of tested application and how it can
disrupt functional safety. If there is no match found—no action needed. In more
complicated scenario—if AESC has got fragmented match, server temporary record
sequence number, token and chain (t, r,Cr ). Every request with same token will be
stateful, i.e. if during next request no match found state will be flushed, otherwise
server will accumulate fragmented chains until full match found.

6 Experiments and Results

6.1 Evaluation Measures

In order to evaluate detection performance, known metrics derived from confusion
matrix will be used [16]:

True positive rate = TP

TP + FN
(4)

False positive rate = FP

FP + TN
(5)

Precision = TP

TP + FP
(6)

Recall = TPR = TP

TP + FN
(7)

F − measure = 2 × Recall × Precision

Recall + Precision
(8)

where true positive or TP and true negative or TN are values classified as malware
correctly. False negative or FN and false positive or FP are values classified as
malware incorrectly. Based on these metrics there are two classes: positive and nega-
tivemeasures which will help to understand true positive and false positive rate better
(Table 4).

True positive rate or TPR is the value of predicted software classified correctly.
False positive rate or FPR is the value of predicted classified incorrectly. These
metrics sometimes shows in percentage. Precision, which is also called positive
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Table 4 Confusion matrix
classes

Class Positive prediction Negative prediction

Positive TP FN

Negative FP TN

predictive value is used for the rate of relevant results rather than irrelevant. Recall
is a sensitivity for most relevant results. In order to combine recall and precision
into single metric we used F-measure (sometime called F-Score). This value helps
to measure two values at the same time (it uses harmonic mean in place of arithmetic
mean). F-measure is a value that estimates the entire systemperformance and required
because sometimes model can have high precision and low recall or vice versa which
makes it hard to evaluate and compare these values separately.

Experiment results. Initially main experiments were planning to conduct by
dynamically changing value of quantum Q and recording delta in evaluation
measures, but due to implementation details of method of dynamic API call chains
would lead to measuring method performance only, which is outside of scope of
current work. There were conducted 3 experiments with 502 applications across all
tests with 81.8% of malware applications among them. There are two main dynamic
parameters: number of malware applications and percentage of malware application
within single experiment. First experiment contains 100 applications (94% malware
apps), second contains 306 applications (85.62% ofmalware apps) and third contains
117 applications (20.5% of malware apps). Results of three experiments depicts in
Table 5.

Obtained results shown that with increasing percentage of malware applications,
inside single experiment scope, there are insignificant decreasing of TPR value by
1% simultaneously with significant decreasing of FPR by 96.66%. Surprisingly,
experiments shown thatmethodbehavior better inmixed environmentwheremalware
application more than 15% and with increasing amount of benign application is not
changing significantly. Most of the application markets including Google Play Store
aremixed environmentswhere vastmajority of the app is notmalwarewhich is similar
to environment in experiment 3 with low FPR in comparison with experiment 1.

Results comparison. Current experiment results can be compared with results
[17] obtained in similar work of android malware detection by analyzing device’s
network traffic which has been implemented by using machine learning algorithms
(MLA). In series of two experiments, they assessed file classifiers: the decision tree
(J48), Bayes Network (BN), K-nearest neighbors (KNN) and multi–layer perceptron

Table 5 Experiment results

Exp Number Malware (%) TPR (%) FPR (%) Precision Recall F-Score

1 100 94 98 0.66 0.9587 0.98 0.9692

2 306 85.62 99 0.022 0.9961 0.9961 0.9961

3 117 20.5 96 0.021 0.92 0.9583 0.9387
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Table 6 MLA and AESC results comparison

Method Feature selection TPR (%) FPR (%) Precision Recall F-Score

MLP Yes 88.25 11.75 0.887 0.883 0.88

MLP No 93.03 6.97 0.932 0.972 0.944

KNN Yes 99.65 0.35 0.997 0.997 0.997

KNN No 98.63 1.37 0.986 0.986 0.986

Exp. 3 – 96 0.021 0.92 0.9583 0.9387

(MLP). MLA with feature selection provides good statistic value of TPR, but with
quite high FPR which degrade overall F-measure and makes usage of this method
not always reasonable. Table 6 compare results with and without feature selection
on some MLA techniques that performs on same malgenome dataset with different
number of applications.

For instance,MLPwith orwithout feature selection shownhighTPRvalue 88.25%
and 93.03% respectively with relatively low FPR value 11.75% and 6.97%—which
means high error rate (by comparing F-measures fromMLA experiments and exper-
iments conducted in current work we can see that only harmonic mean showing
overall method results), author of this evaluation also mention that detection time
of malware application is extremely critical in case of mobile device. That is main
reason for measuring method performance in “Evaluation of machine learning clas-
sifiers for mobile detection” [16] where was the attempt to decrease detection time
by using feature selection. Method of pattern matching of AESC has no this draw-
back because all heuristic analysis and CPU intensive tasks are moved to server
side where computing potential is much higher than on mobile device, so response
time will consist from network speed and time required for full AESC matching or
fragmentation. Another advantage of remote server is logic encapsulation along with
impossible reverse engineering procedure in comparison with android client–based
solution where even code obfuscation is not reliable way of hiding implementation.
Once third-party will understand how this defensive unit works it will be easy to
block or interrupt normal malware detection procedure.

7 Conclusion

OS Android required continues improvements and upgrades in terms of security
due to high user coverage and growing popularity. Dynamic analysis systems are
showing high efficiency and benefits in preventing damage from modern malicious
software by constant runtime analysis of application’s interaction with OS environ-
ment. There is no single solution to security issues where even typical obfuscation
algorithms can significantly complicate the analysis of malicious software code and
the process of generating an application execution signature chain. Based on obtained
results, analyzing of dynamic API call chains method showed less error frequency
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in a mixed application environment. Despite the fact that reaction time is much
higher in comparison with OS updates and application’s patches, this is not guar-
antee full device and user protection. At this point damage already can be done, that
is why developed method, like any other dynamic analysis method will work better
with some static analysis tool which makes system hybrid and taking best of two
approaches. Proposed solution is operating on application layer which slows down
overall detection. Also, physical layer of Android runtime can be extended by adding
this dynamic analysis capabilities, so shifting this task to hardware level can improve
overall security task performance.
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Abstract Cyber defense requires research and investment in advanced technological
solution as well as in the development of effective methods and tools for identifying
cyber threats and risks. This implies a need for awell-defined process for user require-
ments elicitation. The paper presents a structured approach for the identification of
cybersecurity knowledge and elicitation of user needs, based on the development
of specific use cases. Employing use cases is an effective way to identify the cyber
security gaps. Example use case descriptions of the attacks on a general computer
network are given. The proposed use cases are analyzed within CAIRIS platform.
The modelling process confirms that CAIRIS is a powerful tool to enrich the context
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1 Introduction

Cyber defense of critical systems and citizen is a challenging task at the national
and regional level. Cyber attacks can devastate Critical Infrastructure organizations,
such as those part of the Health Care, Energy, or Security sectors, where damage can
lead to loss of life. Because such attacks may not be limited to a single organization
or state, collaboration is necessary to address common cyber threats and challenges.

Recognizing the need for collaboration to address increasing cyber threat, the
European Union (EU) established a programme to create a European cyber security
ecosystem. The ECHO (European network of Cybersecurity centres and competence
Hub for innovation and Operations) project is one of the four pilot projects, funded
by the European Commission, to create a cybersecurity competence network [1].

ECHO involves 30 industry and research partners from 14 member states. It aims
to strengthen theEU’s proactive cyber defense, improve the technological capabilities
of a secure digital market, and protect the European citizens against cyber attacks
more generally. With such a diverse range of partners and ambitious objectives,
a consistent approach for eliciting and specifying requirements is important. The
techniques used or capturing requirements needs to be easy for different partners to
adopt, and requirements need to be managed using affordable tools that are likely to
remain maintainable both now and in the future.

The use-cases are widely used as a technique for eliciting requirements for soft-
ware systems, because of the benefits they provide. They can be used to elicit and
specify requirements a user’s perspective, they are effective for communicating with
stakeholders, bringing hidden requirements in the minds of the stakeholders to the
surface where they can be specified [2]. Nasr et al. [ibid] illustrate such bene-
fits by using use cases to specify requirements for the embedded systems in the
avionics domain. Faily et al. [3] demonstrate the usability of the use cases approach
designing security and usability into a non-trivial software system for a research and
development project.

Because use cases are an effectiveway to identify the user needs and cyber security
knowledge gaps in different sectors, Task 2.1 of ECHO used use cases to understand
the scope and complexity of different problem domains, share knowledge of domain-
specific business knowledge and threat models, including the modus operandi of
actors and attackers. In doing so, they helped standardize and streamline the story-
telling and narrative of attacks in the sectors of concern, using a structure that enabled
(i) requirements elicitation for information sharing models, (ii) the development of
the curricula and modelling for enhancing cybersecurity/cyberdefense skills through
the federated cyber range, (iii) inputs for the identification of sector-specific and
inter-sector security challenges, (iv) inputs for the identification of technological
challenges and opportunities, (v) the scoping and development of demonstration
cases.

In this paper, we present our approach for use-case driven requirements analysis
for ECHO. In Sect. 2, we present the definitions adopted for the specific task’s needs.
In Sect. 3, we provide an overview of the main features of the CAIRIS platform [4],
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which we used to model, analyze and validate the ECHO use cases. We illustrate
the approach taken to elicit storylines and use cases in Sect. 4, and our approach for
subsequently modelling and analyzing them with CAIRIS in Sect. 5. We conclude
in Sect. 6 by briefly describing benefits and implications of our approach.

2 ECHO Approach for a Use Case Definition

The ECHO concept for representation of the cybersecurity vulnerabilities includes
three components: scenario, storyline and use case. Each identified sector contains a
single scenario, which aggregates multiple storylines. The storyline includes a set of
use cases based on the common type of attacks or the common infrastructure (asset).
This set of use cases is about user needs that should be addressed. Figure 1 presents
the hierarchical relation between the three terms—scenario, storyline, use case.

The words scenario, storyline and use case are being used differently in different
areas and perceived differently by different authors. For the goals of the ECHO
project, we have used the following definitions:

• Use case—A use case describes an interaction between attackers and the
system/systems under attacks. Each use case has the following mandatory
attributes: a name, a unique identifier, and a step-by-step description of a basic
course of action. Some use cases also describe the system’s states at each step,
exception conditions and variant paths. (adapted from “A technical discussion on
Use Case Best Practices”, 06/11/03, IBM) [5]. Although the definition originates
fromSoftwareEngineering, the clearway inwhich it describes the attacker-system
interactions and corresponding outcomes makes it suitable for cyber security
needs analysis.

• Storyline—A storyline groups several use cases sharing common infrastructure.
• Scenario—A set of storylines, related to the activities of malicious actors aimed

to damage, theft or destroy assets in a specific sector (domain).

One of the first challenges we encountered when developing a use case template
was the ambiguity over how to write use case descriptions, and choosing the right
level of detail. Several books have been written on appropriate ways to write a good
use case description. Based on an analysis of the best practice, we concluded that

Fig. 1 Relations:
scenario—storyline—use
case
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the usability of use cases is greatly enhanced by adopting a common structure for
writing the descriptions. To address the project’s objectives and needs, the template
for ECHO use cases description was proposed. A template example for particular
application is presented in Sect. 4.

3 Use Case Modelling with CAIRIS

Many tools support the management of use cases, but few support the management
and analysis of complementary security design concepts used by ECHO.

CAIRIS (Computer Aided Integration of Requirements and Information Security)
is an open-source platform for designing both security and usability into system
specifications [4], and is a tool exemplar for how security and usability engineers
might collaboratively address security and privacy problems at the earliest stages of
the design process [6].

CAIRIS does not prescribe any particular design technique or methodology, and
supports a wide variety of usability, security, and specification concepts. These
include many of the concepts proposed in our approach. It supports the specification
of use cases, assets and all the elements feeding into a risk analysis process. It also
supports threat modelling using Data Flow Diagrams (DFDs) and attack trees. Faily
et al. [7] present an approach for reasoning about tainted data flows in design-level
DFDs.

CAIRIS supports a number of features which make it useful as a collaborative
design platform. First, it supports the automatic generation of visual models, which
can be dynamically created as model elements are added, updated, or deleted. Many
visual models scale poorly because the bounded rationality bias makes it difficult
to manage models that have become too complex to comprehend. By generating
models, providing the ability to filter model, and providing different views of the
same system, CAIRIS overcomes this problem. The most relevant visual models for
our objectives include:

(I) Asset models: these are based on UML class diagrams;
(II) Task models: these are augmented UML use case models, which include

additional information on task usability and misuse case risk impact;
(III) Risk models: these quickly visualize the elements contributing to risk, and

can be categorized by metadata, e.g. ATT&CK tactic [8];
(IV) Goal models: based on the KAOS [9] modelling language, these can show the

system goals that exemplar system need to satisfy, and obstacles that obstruct
these. These obstacles are attack trees.

(V) DFDs: these illustrate data flows between entities, processes and data stores
in exemplar systems, and trust boundaries these cross.

Figure 2 illustrates the CAIRIS asset model, and shows how security information
is used to augment theUMLclassmodel elements. The actor figures indicate personas
that interact with tasks that use assets in this particular context. The shading of red
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Fig. 2 CAIRIS asset model example

indicates the asset attack surface based on vulnerabilities the assets are currently
exposed to; the darker the shade of red, the more exposed the attack surface is.

CAIRIS has been designed for interchangeability. CAIRIS model files are based
on XML, and are intentionally both human and machine-readable. CAIRIS supports
import/export is supported for a number of different file interchanges, specifications
can be generated in PDF, OpenDocument Text and Word, and CAIRIS has a well-
documented REST API [10].

Third, CAIRIS has been released under a permissive open-source license allowing
both ECHO partners and user to consume models without any cost. CAIRIS can be
freely used and extended as part of theECHOprojectwithout any restrictions. Finally,
unlikemany open-source projects, CAIRIS has been heavily documented and, as part
of theCAIRIS source code, and its documentation and tutorials are revised frequently
as features are added and updated.

4 An Example Storyline and Use Cases Definitions

The approach used is based on end-users threats in corresponding sectors. The ECHO
end-users are organizations, whose main business is in the selected sector of interest.
They support the project with expert knowledge about the cybersecurity issues in
their sector. Therefore, their knowledge of attacks are considered to be among the
highest probable threats in the particular sector. The identified threats are modeled
by use cases. The subsequent paragraphs present an example of use case concept
applied to the military domain.
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Storyline: Attacks on a HQ General computer network.

Story: There is an EU-supported peace-keeping mission in a zone of conflict. For the
needs of the mission, a HQ is established. It is situated in a military base. A general
computer network is deployed within the military base. Every officer has a work-
station (mobile computer) with Ethernet connection to the network. The network
topology is given in Fig. 3. An Active Directory (AD) domain controller is used to
manage the user accounts in the network. There are adversary governments, who
want to create a bad image for the peace-keeping mission about being unsuccessful.
So, they have decided to support a local terrorist organization (noted as TORG) with
information about the technology needed to steal information from the HQ. TORG,
for its part, is particularly interested in headquarters plans and the personal infor-
mation of military staff. There is a hostile state (noted as HST), which is interested
in compromising the EU mission image. HST agents support TORG with know-
how. The Internet is provided by a DSL modem via domestic operator who provides
Internet also for the needs of the national airport, located in that area. In the dormitory
and the recreational places of the military base, a Wi-Fi network is deployed.

The HQ has planned to organize a convoy for fuel and other supplies to the
local airport. It is scheduled for a predefined date. They have written the necessary
documents and orders including a letter for the port authorities.

Storyline’s context: The storyline and its associated use cases will take place in the
defense domain. An attack on the network would allow sensitive data ex-filtration
towards the opposing military forces (TORG in this case).

Storyline’s objectives:

Through realizing this storyline and its use cases:

• The strength of the general network security will be tested
• Possible future attacks towards computer networks will be prevented and/or

damage will be mitigated

Fig. 3 The HQ network infrastructure



Cybersecurity User Requirements Analysis: The ECHO Approach 411

• The cyber defense staff will be educated to know about and defend against the
described types of attacks.

Cyber-attack/s description/classification:

• Threat:

– Computer viruses
– Spyware
– Hackers (High technological opposing forces)
– Personnel (human factor).

• Exploited vulnerability:

– Wi-Fi firmware vulnerabilities
– Possible Man-in-the-middle (MITM)
– Personnel
– Missing data encryption
– OS command injection
– Unrestricted download of dangerous file types
– Reliance on untrusted inputs in a security decision
– Cross-site scripting and forgery
– URL redirection to untrusted sites
– Path traversal
– Weak passwords
– Software that is already infected with a virus.

Assets/processes affected: data, files, passwords, hardware (firmware).

Type of attacker: Terrorist group, supported by a hostile state.

Purpose of attack: Compromising the public confidence in the peace-keepingmission
via support of terrorist group activities (military attacks) with valuable information.

The storyline “Attacks on a HQ General Computer network” includes three use
cases: UC01 “Wi-Fi router firmware attack”, UC02 “Man-in-the-middle attack”, and
UC03 “USB flash stick malware attack”.

4.1 UC01 “Wi-Fi Router Firmware Attack”

Name: Wi-Fi router firmware attack.

Initial stage: Everything works as desired.

Summary: Similar to the CIA’s CherryBlossom [11]/Weeping Angel [12] toolkits
are provided to TORG by its hidden supporters (agents from HST). In this UC,
we call it “VapourMonger”. The goal of TORG is to steal information. That’s why
they try to hack the Wi-Fi network and obtain information via faking common sites
everybody uses. These sites are for example the venerable (in this UC) social network
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MasseHook. Because the attack needs to be performed remotely, TORG can use
drones which they manage to land in the vicinity of the base or people carrying the
equipment in backpacks.

Logical steps:

Step 1: A brute force WPA attack is started by TORG using its VapourMonger
toolkit.

System state: Everything works as desired.
Step 2: Eventually the toolkit manages to find the Wi-Fi password on the 2nd day
of the attack, and proceeds with Step#3.

System state: One of the Wi-Fi access points is under attack.
Step 3: A wi-fi admin password is found. The Wi-Fi access point attack phase#2
might find the password very quickly if a default password is held or might take
some time if changed. Once found, the toolkit proceeds to the next step.

System state: The access point control panel page is under attack. Wi-Fi
administrative password is known to the toolkit.
Step 4: The VapourMonger toolkit uploads a new firmware image in the access
point. The malicious firmware supports MITM attack by re-routing the connec-
tions to the Internet via outside device back to the Wi-Fi router (because it needs
Internet access). So, the toolkit starts a MITM attack.

System state:Wi-Fi password+Wi-Fi control panel page password are known
to the toolkit.
Step 5: A fake (but having valid SSL certificate) clone of MasseHook social
network page collects all passwords to the real MasseHook social network. Once
a password is collected, the next TCP connections from the same IP/MAC address
are passed-thru without intervention to allow the user to have normal service.

System state: Wi-Fi network password and Wi-Fi access point control panel
page password are known to the toolkit. The firmware is altered. A MITM attack
is in progress.

Initiating actor: TORG.

Supporting actors: The HQ staff, HST government.

Final system state: On success: data leak. TORGknows the profiles of the EUmission
staff, where do they live, their habits, who are their friends and family members.

Inputs: TORG knows where the military base is. (In fact, everybody knows that).
Timing of the steps; MasseHook page requests from the users which are re-routed
to the fake MasseHook page.

Outputs: HQ staff profile pages; friends lists and passwords for MasseHook.
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4.2 UC02 “Man-in-the-Middle Attack”

Initial stage: HQ use DSL connection to a local internet provider. Computer network
in the HQ operates as usual. The network administrator needs to download some
drivers for a new scanner.

Summary: MITM Attack is performed with an aim to penetrate in HQ’s network,
take control over workstations and AD controller, and download sensitive data.

Logical steps:

Step 1: A TORG attacker succeeds to mount a modified (for MITM) router on the
communication line between the HQ and the Internet provider.

System state: Everything works as desired, but the communication passes
through the attacker’s MITM device.
Step 2: A man-in-the-middle attack (MITM) is performed. Communication of
HQ’s network with Internet is altered. URL, DNS responses are modified to point
to a fake (mirror) site with modified binaries.

System state: The Internet access is controlled by the attacker.
Step 3: The administrator downloads a driver for his new scanner. His download
request is redirected to a fake web site. The driver downloaded is an executable
of self-unpacking installer type, crafted by the hackers to contain the real drivers
and the advanced persistent threat (APT) malware.

System state: The driver executable is present on the administrator’s worksta-
tion (WS#1).
Step 4: Themalware setup is executed on the administrator’s workstation (WS#1).
It installs the malware and the drivers and starts the malware.

System state: The malware is active on the administrator’s workstation.
Step 5: The APT establishes a connection with its C&C server outside indicating
its readiness for commands.

System state: The malware is active on the administrator’s workstation. It’s
connected with the C&C server.
Step 6: By external commands, sensitive data from the Administrator’s worksta-
tion is ex-filtrated. Hashes of user and Administrator passwords are sent to the
C&C.

System state: The hashes and files of the administrator’s folders are present on
the attacker’s side. The other state—no change.
Step 7: Attacker cracks the hashes and sends commands to gain administrative
rights on the Administrator workstation.

System state: A process of the APT with elevated privileges is running on
the administrator’s workstation. The attacker has access to all active directory
resources.
Step 8: Attacker succeed to download the plan for the petrol supply convoy and
its schedule.



414 V. Katos et al.

System state: Plans for the convoy route and schedule are known to TORG.
Other processes: no change. The APT is ready for commands to disrupt the
communication when TORG decides to launch a real attack on the convoy.

Initiating actor: TORG.

Supporting actors: Northland intelligence team, HQ’s system administrators, Local
Internet Provider.

Final system state: The HQ Infrastructure is infected. The APT is connected to C&C
and serving requests from TORG.

Inputs: TORG intelligence team knows details about a local Internet provider and
used cable connection to HQ; HQ’s system administrator knows that he needs
software drivers; Timings of the steps; The convoy plan.

Outputs: Exfiltrated plans; User and Administrator passwords; HQ’s network
topology.

4.3 UC03 “USB Flash Stick Malware Attack”

Initial stage: The described computer network infrastructure works normally without
errors.

Summary: Local citizens are hired as support staff in the HQ. One of them—a poor
citizen—Namir cleans the HQ office. A TORG agent recruits him for $200 with
task to leave a USB flash drive in the HQ office. The flash stick is marked as EU
unclassified information and is infected with malware. The unsuspecting officer on
duty inserts the flash stick in his computer, which is Windows-based. Two months
later, from a military unit, which defends the port at zone of conflict two platoon
commanders are killed in Brussels on their annual leave. The TORG takes the
responsibility.

Logical steps:

Step 1: The cleaner leaves the USB flash drive on the desk in the HQ office.
System state: TheHQcomputer network infrastructure is functioning normally.

Step 2: An hour later an officer on duty notices the “registered” USB stick and
inserts it into WS#2 to see what it contains.

System state: The HQ computer still functioning normally.
Step 3: The worm accommodated at the flash stick is activated.

System state: The malware is active on WS#2.
Step 4: The malware (on WS#2) scans all files in the Documents folders. Then it
uploads them to an attacker supplied site on the Internet.

System state: The malware is active on the user’s workstation. The exfiltrated
content is present on the attacker’s host.
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Step 5: System state: The malware is active on the user’s workstation, waiting for
new files to upload.

Initiating actor: The TORG hired employee.

Supporting actors: The officer on duty; HST cyber forces (with malware).

Final system state: A malware is active on WS#2. The uploaded content contains
files of the HR with names and ranks of the staff with the plan for the annual leave
of the staff.

Inputs: Timing of the steps; Plans (to be stolen); TORG knows who from locals has
been hired by the EU mission.

Outputs: Exfiltrated files; Infected system.

5 An Approach for Modelling the Example Storyline
Within CAIRIS

This section presents an approach for turning an ECHO storyline and use cases into
a CAIRIS model that validates and visualises described kill chains. Our approach
surfaces assumptions that hidden in the storyline document and puts into context the
threat intelligence contributing to the different risks leading to the final outcome.

The approach has three steps that identify and progressively refine the risk model
elements.

Step 1: Initial Asset Identification
The first step entailed identifying explicit and implicit assets from the storyline

and modelling the relationships between them. We identified an initial set of seven
assets by browsing the storyline and use cases:Workstation, Domain controller, DSL
modem, DHCP Server, HQ personal information, Wi-Fi access point, Base network.

In later steps, as we understood the storyline and the context a bit better, we
elected additional assets being attacked, elaborated existing assets, and identified
relationships between the assets. The final asset model is shown in Fig. 4.

While modelling, it was also necessary to state assumptions in our model about
things that were implicit. For example, references to the Wi-Fi password implied
that a single credential was used to obtain access to the base network, which also
included Internet access.However, deployment of active directory assumes additional
credentials are needed to access resources on workstations.

Step 2. Rationalising the Attacker
We reviewed the storyline to understand the different system roles presented in

the document. In Step 1, an ‘external user’ appeared to be present. In Step 2, the role
inadvertently downloading themalware could be an administrator and, in Step 3, both
roles are present. Given the context, we decided to define’trusted’ and ‘untrusted’
roles.
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Fig. 4 Complete asset model for the storyline

It is then necessary to model attackers with the motivations and capabilities to
carry out the attacks described. For this storyline, we identified three attackers:

• ‘Ardit’ (named after Ardit Ferizi) is an attacker with a certain amount of technical
knowledge, and at least sufficient knowledge to properly operate the tools he has
been given.

• ‘Bob’ is a network administrator.
• ‘Charlie’ is an officer on duty.
• ’Trudy’ is a cleaner.

Of these attackers, only Ardit and Trudy have any malicious intent. The other
attackers are motivated primarily by productivity.

At this stage, we also modelled tasks and skeleton personas implicit from the
storyline. Two taskswere identified.Oneof these (Patchkit) entails a skeletonpersona
(Bob) following procedures for doing a monthly update of all the workstations. This
task was associated with the Workstation asset.

The other task (Starts shift) describes the procedures carried out by another
skeleton persona (Charlie) who starts a shift as a duty operations officer—an activity
that doesn’t preclude the checking of information on USB sticks. This task was
associated with the Workstation asset and a newly identified HQ plans asset.

Normally,wewould begin our analysiswith some user research and the creation of
personas. In this case, to avoid confusion, we name the attackers ‘Bob’ and ‘Charlie’
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in CAIRIS as ‘Bob Attacker’ and ‘Charlie Attacker’. The personas associated with
these tasks are named Bob and Charlie respectively, to allow these user models to
evolve should user research subsequently be carried out to better understand the user
goals and expectations for the personas’ associated roles.

Step 3. Modelling the Kill Chains
Each use case describes a kill chain, where each use case step describes a risk.

Once the risk in each step is realized, it affords a possible vulnerability or threat
that provides the foundation for the risk in the next step. Modelling the risk in each
step entails identifying an exploitable vulnerability and the assets being exploited,
the attack carrying out the threat, the threat itself and the threatened assets, and a
misuse case scenario that puts the risk in context. When we applied this approach to
the storyline, we produced the Risk model in Fig. 5.

The next figures and paragraphs describe theUC01 “Wi-Fi router firmware attack”
risks’ modelling. The other two use cases’ cyber security risks were modelled using
the same approach.

In the first step, corresponding with the risk ‘Crack Wi-Fi password’(Fig. 6).
The threat described corresponds with a WPA brute force attack facilitated by the
VaporMonger toolkit, and the vulnerability is the use of default passwords. Together,
these form the basis of the ‘Crack Wi-Fi password’ risk, made possible by Ardit
getting closer enough to the base perimeter to obtain the base Wi-Fi signal. On the
basis of the brute force attack, the router password can be obtained in a short period
of time.

The second step corresponds with the malicious re-route risk (Fig. 7). This is
facilitated by the attacker obtaining theWi-Fi password via theCrackWi-Fi password
risk and, using the VaporMonger toolkit, patching the firmware to poison the router’s
DNS cache. Like the previous risk, this attack is possible due to the use of a default
password for theWi-Fi router,whichwe assumewould be known to theVaporMonger
toolkit.

The third step corresponds with the Site redirection risk (Fig. 8). The Malicious
re-route risk facilitates the Base cache poisoning threat, where the malicious re-
routing ensuresMasseHook network requests are redirected to a fake site that collects
credentials before re-directing traffic to the authentic site. This is made possible by
permissive checking of DNS tracking.

6 Conclusion

In this paper, we presented the approach used by ECHO for devising use cases for
subsequent analysis and validation using CAIRIS. Our approach helped elicit sector-
specific cybersecurity knowledge available within the ECHO consortium, identify
the user needs within the different industry sectors.

The benefit of our approach for use case definitions was the subsequent specifica-
tion of user requirements that the ECHO outputs should address. Relevant use cases
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Fig. 6 Crack Wifi password risk

Fig. 7 Malicious re-route risk
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Fig. 8 Site re-direction risk

description provides some assurance for the development of the project assets, and
useful guidelines for the validation of the solutions developed.

Our approach has a wider application than only requirements elicitation. The
use cases could and should be used to drive the development process. The research
has proved that CAIRIS is an effective platform for enriching the context of threat
models. We are currently using CAIRIS to apply security-by-design principles to the
design of ECHO Early Warning System and ECHO Federated Cyber Range. Our
experiences designing these systems will be the subject of future work.
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Abstract Today, in the context of growing cybercrime, corporate networks including
agricultural networks require adequate protection against external cyber-attacks. A
four-levelmodel of cybersecuritymanagementmulti-agent system (MAS) of agricul-
tural enterprise, based on theCyber SituationalAwareness paradigm, is proposed. For
modeling the interaction between attack agents and protection agents, it is proposed
to use the apparatus of fuzzy game theory, in particular—fuzzy game with “nature”.
The aim is not to find the best solution, but to find winning strategies that form a
fuzzy knowledge base and obtain a fuzzy system security function. The main study
purpose is to analyze and substantiate the introduction of fuzzy game models in
the information security management system of agricultural enterprises corporate
networks. The hypothesis of the study is to explore the possibility of using fuzzy
game models, in particular games with “nature”, in the cyber defense management
systems of agricultural enterprises. The theoretical and methodological basis is the
methodology of Game theory and the main Fuzzy logic provisions. The proposed
models provide an opportunity to improve an agricultural enterprises cyber secu-
rity management system. Using modern methods of corporate networks protection,
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external cyber threat. The proposed approach allows to consider fuzzy indicators to
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the large number of computational operations in decision-making in the process of
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1 Introduction

Information systems and decision-making methods based on knowledge are now
becoming the leading factors of sustainable agricultural production. Cybersecurity
management systems have become extremely complex and intensively automated.
Accordingly, farmers need to know and understand the benefits of using intelligent
information systems to solve various management problems. At present, agricultural
enterprises are not intelligent enough, as a result of which they are not able to detect
new types of attacks, to distinguish false alarms in normal situations, to interfere
with the normal operation of the system.

The use of artificial intelligence methods in the field of cybersecurity is aimed
at raising awareness of possible situations and automatic detection of threats, the
so-called cyber situational awareness [1].

When focusing on knowledge, the automated system of the enterprise can be
considered as a set of agents that act as separate intelligent systems. The opera-
tion of such systems is based on parallel and asynchronously operating “intellectual
services”, each of which is matched by a software agent. The interaction of agents
occurs through the common bus of the enterprise. The design of services takes into
account the possibility of interaction with other external systems and the possibility
of embedding in other platforms. Prompt response to unforeseen external events,
adaptive planning of units, control of resource use in real time—the main functions
of the system [2].

The issue of automated control system stability and its security is largely deter-
mined by the reliability of the protection system, which depends primarily on the
chosen strategy. It is possible to improve the management system of cybersecurity
of agricultural enterprises by modeling a multi-agent management system of cyber
defense of agricultural enterprises, whichwill result in scenarios of behavior of attack
agents and defense agents in conditions of uncertainty. In this case, the actions of
attack agents are defined as fuzzy linguistic statements.

2 Related Works

Inmost cases, the efforts to use intelligent systems in agriculture are aimed on solving
certain problems of the agricultural enterprise. Evidence of a sufficient coverage of
the functions of systems built on the basis of knowledge is confirmed by Talaviya
et al. [3] in detailed review on artificial intelligence application in agriculture.

The use of multi-agent systems to ensure production processes is mostly special-
ized. For example, the control system of agricultural product is considered by Zhu
et al. [4].

With the development of intelligent open systems, the issue of ensuring its security
is becoming increasingly important. Nikander et al. [5] emphasize that the most
common problems in farm-level cyber-physical environment are consequences of a
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lack of foresight, farm staff errors or are caused by the environment. In the context of
farm communication networks, human errors include topological problems occurred
from poorly installed or mismanaged equipment, whereas the environment can cause
problems via extreme temperatures, humidity, animal contact, or extreme weather.

The security of information systems is a serious problem today as existing threats
take on new dimensions. Information security designed to protect important infor-
mation assets from accidental or intentional damage. Cybersecurity is a set of proce-
dures and systems to protect computer systems and networks from intentional and
unintentional damage or threats.

In recent years, there is a tendency to expand the existingmathematical approaches
to solving problems of cybersecurity management through Game theory methods
implementation. Manshaei et al. [6] provided an overview and systematization of
128 works in six main categories: security of physical and MAC-level, security of
self-organization of networks, intrusion detection systems, anonymity and confiden-
tiality, security economics and cryptography. Each category identifies security issues,
players and game models.

In particular, Do et al. in the paper [7] consider the existing theoretical and game
approaches to the problems of cybersecurity and confidentiality. Game-theoretic
models are used to combat various threats to network security and have proven their
usefulness.

In the web security game, the attacker and the security defender can have too
many strategies, which will make the problem computationally more complex and
time consuming. Hence, fuzzy mathematics can be used to handle the situation.
Ansari and Datta Gupta [8] suggested use Fuzzy game-theoretic approach based
on the interactions between the security defender and the ubiquitous attacker. A
non-cooperative game is formulated where the attacker tries to access and modify
data assets of an organization and the defender tries to protect the resources. The
suboptimal Nash equilibrium guarantees that irrespective of the attacker’s strategy
the defender’s strategy is optimal. A Fuzzy logic and Game theory based adaptive
approach for securing opportunistic networks against black hole attacks considered
by Chhabra et al. [9].

Mentioned researches may serve as a foundation for further research using Fuzzy
Game theory for information systems protection strategies development, including
agricultural domain.

A method of choosing the best strategy for protection agents is proposed, when
the situation that requires a decision allows its formalization in the form of a game
with “nature” according to linguistic estimates and statistical values of probabilities
of attack agents strategies.

3 Materials and Methods

The theoretical and methodological basis of the study is formed in the context of
cyber-situational awareness in the multi-agent model. General scientific methods
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were used, in particular analysis and synthesis, induction and deduction. Specific
methods of Game theory were used for the research, in particular games with nature
and the main provisions of Fuzzy logic.

3.1 Multiagent Management System of an Agricultural
Enterprise

In general, the multi-agent cybersecurity management system of an agricultural
enterprise is defined as follows:

MAS = (A, EA, I AA, IA, BOS, ES, S, ACus, ACat ), (1)

where MAS is multiagent system; A—a set of agents; EA—multiple operating envi-
ronments of agents; I AA—a set individual action agents; IA—a set of interactions
between agents; BOS—a set of basic organizational structures; ES—development
strategy; S—a set of internal and external information flows (source of attacks);
ACus—a set of user actions; ACat—the set of action intruders.

The greatest difficulty in the theoretical research and practical implementation of
modern MAS are issues related to information security of agents and information
resources they operate.

The set of agents A of the multi-agent system includes a subset of agents for
cybersecurity:

A = ((AnA), (Con f A), (PA), (Count A), (T A), (U A), (I nt A)), (2)

which perform the corresponding functions (see Table 1).
A simplified composition of agent classes was used to model the MAS of an

agricultural enterprise cybersecurity management. The model of the multi-agent
system is presented as four-level (perception of the situation, understanding the
situation, projection, permission) situational awareness of the internal state and the
environment and an adequate response to the level of the identified threat [10].

Ageneral viewof the simulatedMASas situational awareness and communication
between agents is presented in Fig. 1.

Note thatwhen applying theMAS to each component of the agricultural enterprise
is placed in accordance with the agent who can solve only some local problem. The
solution to the global problem can be realized by implementing a set of agents and
organizing effective interaction between them.TheMASwill allow to consider the set
of all possible strategies in conditions of uncertainty and choose the most acceptable
(effective).
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Table 1 Classes and goals of cybersecurity agents of a multi-agent management system of an
agricultural enterprise

The sets of agents Name Functions

AnA Analysis agent analysis of the environment, detection of
vulnerabilities, notification of the configuration agent,
troubleshooting

ConfA Configuration agent elimination of vulnerability and confirmation of its
absence

PA Protection agent detection of suspicious actions

CountA Counteraction agent elimination of the process of unauthorized actions,
their sources and consequences

TA Training agent collecting, processing and disseminating vulnerability
data for the training of other agents

UA User agents execution of permitted functions for the use of
network resources

I nt A Attack agents gaining access to classified information, interfering
with the system, equipment failure, other damage

Fig. 1 MAS and agent relationships

3.2 Theoretical-Game Approach to Ensure the Stability
of the Multi-Agent System

Multi-agent system of control and protection involves the use of attack agents (I nt A)
and defense agents (PA) as input data. To justify the choice of strategies to ensure
the safety of agricultural enterprises, we propose to use the apparatus of game theory.

Inmodern control and protection systems there is a tendency to expand the existing
mathematical approaches to justify the choice of strategies for ensuring the safe-
ty of agricultural enterprises, through the use of game theory. Theoretical-game
approaches are used for: display the interaction of attack agents (I nt A) and protection
agents (PA), predict the actions of attackers and determine the appropriate actions of
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protection; obtainingquantitative estimates of the information system level protection
by predicting the actions of attack agents (I nt A) and protection agents (PA).

If the defense agents know the matrix of the game and a finite set of attack agents’
strategies, but do not know what strategy is implemented in a particular situation, the
matrix game formalizes the situation of choosing defense strategies in uncertainty,
each party has no information about the actions of the other party.

When the security system detects an intrusion into the network for which it does
not have a ready-made appropriate strategy, it makes sense to apply a strategy based
on the formation of abnormal traffic for this user, i.e. to create for the attacker to
simulate the success of his attack by changing the data he views or copies, but its
actions that lead to undesirable consequences for the network.

Set of possible strategies of attack agents and decisions of defense agents have a
complex structure, and it is almost impossible to prove their completeness. In addi-
tion, it is consideredmore useful for protection agents not a discrete range of possible
decision results, but a continuous one, with information about the distribution of the
realization degree of these results. Traditionally used methods of decision-making
in conditions of uncertainty do not provide such an opportunity. More appropriate
to the essence of the task can be considered a game with “nature” in a fuzzy setting
[11].

Consider the interaction of attack agents (I nt A) and defense agents (PA) as a
game with “nature”, where the agent (PA) must choose a strategy in the conditions
proposed by attack agents.

In particular, consider the case of linguistic evaluation (for example, large,
medium, insignificant) of attack agents, which is formalized by fuzzy sets and point
values of probabilities of attack agent strategies (statistical processing of sensory
data).

To solve the problem, it is necessary: determine which of the possible options
for determining the source data and in what combination will provide the most
adequate model of the situation that requires decision-making (involvement of
experts); develop the certain procedure for formulation of the input conditions of
the problem that depend on the chosen option; create the appropriate libraries for
each of the selected options with its own method of solving.

Elements of the payment matrix in the case of fuzzy problem statement can be set
either in the form of fuzzy numbers or linguistic estimates. The transition to a fuzzy
payment matrix requires the following tasks.

Formation of linguistic values set for the elements of the payment matrix.
To evaluate the selected strategies with the appropriate attack agents (payment

matrix) set the term set of linguistic assessments of the level of security (behavior of
security agents) T = L(low), LM (below average), M (medium), MH (above
medium), H (high). These estimates are formalized by fuzzy sets of triangular
(trapezoidal, normal) membership functions.

D̃ = {μL(x), μLM(x), μL(x), μM(x), μMH (x), μH (x) : x ∈ [0, 1]}. (3)



Fuzzy Game-Theoretic Modeling of a Multi-Agent Cybersecurity … 429

When building a payment matrix for each alternative solution ai ∈ A and every
state of nature s j ∈ S a set of fuzzy linguistic estimates will be matched D̃i ={
μi j (x), i = 1,m, j = 1, n

}
, where μi j (x) belongs to the set D̃.

As a result, we obtain a payment matrix with elements in the linguistic form

D̃ =
∥∥∥d̃i j

∥∥∥, where d̃i j is the value obtained by fuzzification, which is formalized by

a fuzzy set with membership function μi j (x), x ∈ [xmin, xmax].
In addition, it is necessary to specify the distribution of probabilities in the space

of attack agents’ strategies P = {
p j : j = 1, n

}
,
∑

j p j = 1.
Then decision-making based on the linguistic evaluation of attack agents and

the point values of the probabilities of attack agent strategies can be represented as
follows:

G =
{
A, S, P, D̃

}
, (4)

where A = {
ai : i = 1,m

}
—protection agents set of strategies; S ={

s j : j = 1, n
}
—attack agents set strategies; P = {

p j : j = 1, n
}
—distribution

of probabilities on the set of strategies of attack agents,
∑

j p j = 1; D̃ =
{μL(x), μLM(x), μL(x), μM(x), μMH (x), μH (x) : x ∈ [0, 1]} =

∥∥∥d̃i j
∥∥∥—the set of

fuzzy estimates of the selected strategies with the corresponding attack agents (fuzzy
payment matrix).

Fuzzy paymentmatrix of the gamewith “nature” according to the linguistic assess-
ment of attack agents and point values of strategies probabilities of attack agents will
be given by means of the Table 2.

Building an integrated assessment of strategies, which can be used to decide on
the best strategy (lowest cost) for defense agents. Note that in this problem it is
impossible to apply any of the known criteria, because they are designed to work

Table 2 Fuzzy payment matrix of the game with “nature” according to the linguistic assessment
of attack agents and point values of strategies probabilities of attack agents

Attack agents’ strategies
probability p̃ j

Strategies of attack agents, s j Integrated strategy evaluation,
γi

Protection agents’
strategies ai

s1 s2 … s j … sn

p1 p2 … p j … pn

a1 d̃11 d̃12 … d̃1 j … d̃1n γ1

a2 d̃21 d̃22 … d̃2 j … d̃2n γ2

… … … … … … … …

ai d̃i1 d̃i2 … d̃i j … d̃in γi

… … … … … … … …

am d̃m1 d̃m2 … d̃m j … d̃mn γm

Best strategy min(γi )
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with numerical data, and to linguistic estimates and formalized fuzzy sets, you can
apply only logical operations, including comparison of fuzzy sets [12].

Therefore, it is advisable to bring the form of fuzzy sets (membership functions)
to a single option. For transformation, it‘s proposed the operation of replacing an
arbitrary fuzzy set with a fuzzy set with an equivalent triangular (trapezoidal, normal)
membership function, where the left and right boundaries and the center of gravity
coincide with similar indicators of the original membership function.

To calculate the integrated assessment of the consequences of applying certain
strategies, the input data for constructing an equivalent fuzzy set with a triangular
membership function are: the boundaries of the carriers of fuzzy sets of the corre-
sponding string and the coordinate of the center of gravity of the whole set of fuzzy
sets [xmin, xmax], xCG—coordinate center scales.

The triangular dependence function is uniquely given by a triple:

[
xL = xmin, x

∗, xH = xmax
]
, (5)

where x∗ is the unknown coordinate of the maximum of the membership function,
which in this case is determined by the maximum of the values of the membership
functions of fuzzy sets of the corresponding line (strategy) of the estimation matrix.

The x∗ value can be calculated based on a known ratio to determine the coordinates
of the center of gravity triangle with vertex coordinates [xL = xmin, x∗, xH = xmax]:

xCG = 1

3

(
xL + x∗ + xH

)
. (6)

When calculating by relation (5) at arbitrary values of xL , xCG , xH , the value of
x∗ > xH can be obtained, which is impossible under the conditions of determining
the membership function.

Therefore, when calculating the value of x∗ it is necessary to enter the appropriate
restriction. Then:

x∗ =
{
xCG − (xL + xH ), x∗ < xH ;

xH , x∗ ≥ xH .
(7)

Another situation is possible when calculating by relation (5) for some combina-
tion of values xL , xCG , xH it will be obtained that x∗ < xL , which is also impos-
sible under the conditions of construction of membership functions. In this case, the
following restriction must be introduced:

x∗ =
{
xCG − (xL + xH ), x∗ > xL;

xL x∗ ≤ xL .
(8)

Thus, the possible result of the application by the protection agent of some strategy
ak , if the exact strategy of the attack agent is not known, can be represented by an
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equivalent fuzzy set:

⎡

⎢⎢
⎣

a1
a2
· · ·
am

⎤

⎥⎥
⎦ → D̃ →

⎡

⎢⎢
⎣

ATr
1

ATr
2

· · ·
ATr
m

⎤

⎥⎥
⎦ (9)

The final step in solving the game is choosing the best strategy from a variety
of possible ones. For this purpose, it is necessary to compare the received integral
estimations of strategies [13].

We formulate a fuzzy hypothesis H̃0 about the possibility of considering one fuzzy
estimate better than another, formalized by a fuzzy set with a triangular (trapezoidal,
normal) membership function μH̃0

(x) = x , x ∈ [0, 1]. Then the task of comparing
fuzzy sets is to determine the degree of their correspondence (proximity) to this
hypothesis. As already mentioned, the membership function can be considered as a
set ofmaterial points Y = {

yk : k = 1, K
}
, with coordinates {xk, μ(xk)}, xk ∈ [0, 1].

On this set for further calculations, it is necessary to choose a point—its gener-
alizing characteristic. Such a point is the coordinate of the center of gravity. The
integrated assessment conformity degree of the consequences of the choice of a
particular strategy xi is determined by the distance between the coordinates of the
respective centers of gravity:

γ =
√(

xH
CG − x∗

CG

)2 · (
μ

(
xH
CG

) − μ
(
x∗
CG

))2
, (10)

where xH
CG—is the coordinate of the center of gravity of the membership function

of the fuzzy hypothesis; μ
(
xH
CG

)
—its value at this point; x∗

CG—is the coordinate of
the center of gravity of the membership function of fuzzy integral estimation of an
arbitrary strategy; μ

(
x∗
CG

)
—the corresponding value of the membership function.

Obviously, the smaller the value of this indicator, the higher the correspondence
of a particular estimate to the hypothesis H̃0, the better the corresponding strategy
will be.

4 Results

In the process of testing the model, a knowledge base of intrusion detection systems
was created,which contains attack scenarios (attack agents). The strategies of security
agents based on them differ from each other both in objects and parameters for
monitoring and in time. For example, consider three scenarios (Table 3).

For reasons of convenience of calculations, the values of the elements of the
evaluation matrix were reduced to the range [0,1].
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Table 3 Fuzzy representation of the game with “nature” between attack agents and defense agents
in 3 scenarios of attack agents

Attack agents’ strategies probability Strategies of attack agents, s j

Protection agents’ strategies ai s1 s2 s3 s4

p1 = 0.2 p2 = 0.4 p3 = 0.1 p4 = 0.3

a1 (L; LM) (LM; M) (M) (M; MH)

a2 (M; MH) (M) (L; LM) (LM; M)

a3 (MH) (LM) (H) (L; LM)

5 Discussion

As follows from Table 4, the best strategy should be considered a3, which will be
offered to the protection agent.

The proposed model of decision-making based on a fuzzy game with “nature”
allows you to choose the best option in situations of uncertainty, when assessments
of the consequences of the decision can be presented only in the form of vague,
linguistic statements. Since none of the known criteria can be applied in this problem,
as they are designed to work with numerical data, and only logical operations can be
applied to linguistic estimates and formalized fuzzy sets, it is proposed to form an
integral assessment of the consequences of the chosen solutionmembership function,
which stores the entire amount of source information and simplifies the procedure
of comparing the obtained fuzzy, integrated estimates.

Ten cyberattack scenarios and strategies for their prevention have been developed,
each implemented up to 100 times. The results presented on Fig. 2 show the average
values of the detection and prevention percentage of losses. The actions of the defense
agents were chosen according to the result of solving a fuzzy gamewith the attacking
agent.

This approach allows to consider fuzzy indicators to estimate the number of
losses in different scenarios, which can significantly reduce the large number of

Table 4 Fuzzy representation of the game with “nature” between attack agents and defense agents
in 3 scenarios of attack agents in the coordinates of the centers of gravity

Attack agents’ strategies
probability p j

Strategies of attack agents, s j Integrated (weighted)
assessment of strategy,
γiDefense

agents’ strategy
value CG(ai )

s1 s2 s3 s4

p1 = 0.2 p2 = 0.4 p3 = 0.1 p4 = 0.3

CG(a1) 0.263 0.342 0.5 0.657 0.437

CG(a2) 0.657 0.5 0.241 0.321 0.451

CG(a3) 0.788 0.263 0.912 0.211 0.417

Best strategy (Strategic choice), min(γi ) 0.417
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Fig. 2 Accuracy of detection of the proposed approach

computational operations in decision-making in the process of adverse situations.
The probability of losses in the implementation of different scenarios according to
the proposed methods is slightly different from the results of a discrete game with
“nature” and the usual statistical assessment. Implementation time will be much
shorter due to the use of expert judgment.

6 Conclusions and Further Research

This paper proposes a solution to the problem of agricultural enterprises manage-
ment information systems protection bymodeling decision-making systems based on
game theory. A multi-agent cyber security management system has been developed,
which is an integral part of the agricultural enterprise multi-agent security system.
The cybersecurity system contains attack agents and defense agents, their place and
functions in the system are determined on the basis of the cyber situation awareness
concept. To ensure their effective functioning, a fuzzy game-theoretic approach is
proposed, in particular fuzzy games with “nature”, which ensures the stability of the
multi-agent system.

In this approach, the evaluation of defense agent strategies is implemented on the
basis of attack agent’s linguistic evaluation, which is formalized by fuzzy sets and
point values of attack agent strategies probabilities, which allows to choose winning
strategies. They form the knowledge base on the basis of which it is possible to
determine the strategy of agents-protection of an agricultural enterprise information
management system.

For further research, a promising areawill be the introduction of automated assess-
ment of possible scenarios, based on a single knowledge base of amulti-agent system.
This will ensure the functioning of security agents while preventing external cyber-
attacks. It would also be useful to consider combinations of linguistic estimates of
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attack agent strategies and linguistic values of probabilities of attack agent strategies
in different scenarios.

Acknowledgements The work was carried out and funded under the NATO project CyRADARS
(Cyber Rapid Analysis for Defense Awareness of Real-time Situation)—grant agreement number:
G5286 [14].

References

1. Pappaterra MJ, Flammini F (2019) A review of intelligent cybersecurity with Bayesian
networks. In: 2019 IEEE international conference on systems, man and cybernetics (SMC).
Published. https://doi.org/10.1109/smc.2019.8913864

2. Skobelev PO, Simonova EV, Budaev DV, Voshhuk GYu, Laryukhin VB (2018) Oblach-
naya intellektualnaya sistema SMART FARMING dlya upravleniya tochnym zemledeliem
(Cloud-based smart system SMART FARMING for precision farming management). In:
Informaczionnye tekhnologii v upravlenii (ITU-2018). SanktPeterburg

3. Talaviya T, Shah D, Patel N, Yagnik H, ShahM (2020) Implementation of artificial intelligence
in agriculture for optimisation of irrigation and application of pesticides and herbicides. Artif
Intell Agri 4:58–73. https://doi.org/10.1016/j.aiia.2020.04.002

4. Zhu Y, Li S, Liu S, Yue E (2011) Design of agent-based agricultural product quality control
system. Comput Comput Technol Agri IV:476–486. https://doi.org/10.1007/978-3-642-18333-
1_56

5. Nikander J, Manninen O, Laajalahti M (2020) Requirements for cybersecurity in agricultural
communication networks. Comput Electron Agri 179:105776. https://doi.org/10.1016/j.com
pag.2020.105776
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Abstract Transport category airplane modification creation process obtained wide
distribution among all airplane-design companies all over the world, including
Ukraine. It is the main development direction for the airplanes of this category,
because new achievements are introduced the most quickly and the time of new
airplanes implementation decreases considerably by means of modification changes.
But, according to the analysis, some problems arise, among which it’s necessary to
mention the problem of the modification mass increase up to 27–30% in comparison
with the base airplane. This leads to considerable worsening takeoff and landing
characteristics of modifications. To minimize this mass increase, a new method is
proposed for mass structurization to starting mass and takeoff mass, with estima-
tion of their increase reasons, resulting in their difference minimization. Thus, the
mass at a final stage of the modification designing is indicated as starting mass, but
the modification mass at the certification stage is indicated as takeoff mass. The
proposed method for the airplane mass variation estimation also allows to solve the
other problems, related to takeoff and landing and economical characteristics of the
modification.

Keywords Airplane modifications · Starting and takeoff masses · Takeoff run ·
Required runway length

V. Riabkov · R. Tsukanov (B) · L. Kapitanova · M. Kyrylenko
National Aerospace University «KhAI», Kharkiv, Ukraine
e-mail: ruslan_xai@ukr.net

L. Kapitanova
e-mail: zzzmila888@gmail.com

O. Dveirin
Antonov Company, Kyiv, Ukraine

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Shkarlet et al. (eds.),MathematicalModeling and Simulation of Systems, Lecture Notes
in Networks and Systems 344, https://doi.org/10.1007/978-3-030-89902-8_32

437

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-89902-8_32&domain=pdf
http://orcid.org/0000-0001-6512-052X
https://orcid.org/0000-0001-8348-8707
http://orcid.org/0000-0003-3726-4838
http://orcid.org/0000-0003-3878-6734
http://orcid.org/0000-0002-3258-7251
mailto:ruslan_xai@ukr.net
mailto:zzzmila888@gmail.com
https://doi.org/10.1007/978-3-030-89902-8_32


438 V. Riabkov et al.

1 Introduction

Transport category airplane modification creation have been distributed in the world
airplane designing and became the main direction of this airplane type development
[1].

This process is also widely utilized in the Antonov Company. Since seventieth of
the last century, on the base of such worldwide known airplanes, as An-26, An-12
and An-124, dozens of their modifications have been created, the most adequate
requirements to that time [2].

American companiesBoeing andLockheed, and theUkrainianAntonovCompany
are the most experienced in military transport designing [3].

These airplane-design companies are leading in development of methods and
routines for creation of high-performance modifications of transport category
airplanes. They achieved perfection in the implementation of modification changes
in the airplanes under consideration.

But even for these companies, solving the mass problem for modifications having
higher productivity remains actual problem, as it is integral index of their efficiency.

2 Analysis of References Data and Problem Statement

The main documents, on which the airplane design process is based, are aviation
regulations Part-25 [4] and Part-33 [5], where all the requirements to new developed
transport category airplanes are specified. But they do not contain conditions for the
case, when some part of modification parameters is taken from the base model, but
the other part should be changed taking into account modern requirements.

Requirements, which should be met during aviation engines creation, are stated
in the normative publication [5]. But the conditions of the main engine integration
in the system «airplane-engine» are not stipulated in this document, which does not
allow to optimize the «modification-engine» system.

Operational and economical conditions of transport category airplane operation
are clearly defined in the requirements of ICAO [6] and IATA [7] international orga-
nizations. But mass parameter as integral index of their efficiency is absent in these
documents.

The problem of airplane mass formation in combination with other key parame-
ters, such as thrust-to-weight ratio, speed performance etc. is considered in the survey
[8].

But it is again for new developed airplanes, when limitations to some of these
parameters are designated not so strictly.

Among Ukrainian publications, it is necessary to note the work [9], where the
authors gave dependencies for mass determination, but only for newly designed
regional airplanes, without considering other airplanes of types.
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In publication [10], the problem of mass minimization in the process of wing
panels manufacturing is considered, as a particular case of modification changes in
wings of already designed airplanes, but generalization for other airplanes of types
has not considered.

In publication [11], mass variation, as a result of tightened strength requirements
and inevitable reinforcement of particular components, is indirectly considered, but
variation of other airplane parameters has not mentioned.

In publication [12], particular variation of specific component is shown, its oper-
ation improvement is also shown, but impact of its variation onto airplane as a whole
and its mass is not shown.

Thorough research as for estimation of structural changes in airplane is given in
the publication [13]. The research shows necessity of the modification changes, but
their influence onto mass variation has not considered.

Particular changes of the modification mass are also considered in the publication
[14], which also does not give an answer on the following question: in what manner
can their influence on the modification mass variation be taken into account and
structured. In publication, formation of the most common airplane parameters are
considered, when there are no strict limitations, which exist in the modification
development process: what should be left without any changes, andwhich parameters
should be improved, and how this influences the modification mass, as the most
integral index of its efficiency.

The important conclusions follow from the given analysis of references and
publication [15]:

• Whenmaking transport category airplanemodifications, inevitable growth of their
starting and takeoff masses takes place at all stages of their lifecycle;

• For the time being, there is no structural approach to evaluate reasons of the
modification mass growth from starting mass value to the mass value with which
the modification is certified;

• This leads to decrease in specific indexes of efficiency per mass unit.

3 Goal and Tasks of Survey

The goal of the publication is investigation of the transport category airplane mass
variation in the processes of its designing, prototype testing, series production, and
the mass evaluation at the airplane modification certification.

To achieve this goal, it is necessary:

• To perform analysis of modification changes features on the examples of military
transports;

• To develop method and models for the modification mass structurization into
starting mass and takeoff one;

• To simulate the interrelation between starting mass and airplane key parameters;
• To determine the reasons of airplane modification takeoff mass growth;
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• To perform investigation of takeoff mass variation influence on the takeoff and
landing parameters of certified modifications.

4 Features of Modification Mass Variation (on Example
of Military Transports

During development of military transports, the problem of their mass formation
taking into account their purpose appears:

• Presenceof cargo cabinof big sizeswith cargodoors of correspondingdimensions;
• Presence of strong cargo deck (floor), equipped with tie-down points and capable

to withstand heavy loadings (both concentrated, and distributed) caused by
transported cargo;

• Presence of cargo door structural elements, performing the function of loading
devices (ramps, loading bridges etc.) and being simultaneously airplane structural
components;

• Wide range of carrying capacity and possibility of wide variation of mass of the
transported cargo and uplifted fuel ratio;

• Wide range of center-of-gravity position, reaching 18–20% MAC (Mean Aero-
dynamic Chord);

• Possibility of cargo and troops paradropping with the mass of paradropped
monolithic cargo reaching the airplane carrying capacity;

• The main properties of military transport, finally, are derivative frommasses of its
components, and, consequently, technical and economic efficiency is completely
determined by the structure and values of component masses, which reflect all
other properties;

• Creation of complex technical system as military transport is rather long-term
cycle. The time from the development beginning till «peak» of operation makes
tens of years together with manufacturing and operation cycles. As a result,
prediction of all characteristics and, consequently, masses for this period is
required;

• Within this period definite changes to both initial conditions and content of the
military transport project take place, which influences its output performance and,
first of all, mass of components.

These problems become more acute by the fact, that the more airplane size is, the
more considerably the «square—cube» law manifests; as mass ratio of the empty
airplane, without making special actions, has the expressed tendency to substantial
increase.

The problem of mass performance is partially solved by means of base airplane
modification designing scientific-and-technological advance over a period of its
application taking into account. But even in this case, there are some objective and
subjective reasons for mass considerable variation before its certification.
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5 Method and Models of Modification Mass
Structurization into Starting and Takeoff Masses

As the modification mass variation takes place during all its lifecycle, it requires
introducing new terms: starting (initial) mass and takeoff mass (with which the
modification is certified).

Starting mass means the mass of base model and the mass of modification at the
final stage of designing.

It is usually estimated in the terms of airplane mass balance:

ms + mPP + mf + meq + mpl = 1 or
∑

mi = 1, (1)

where
(
ms; mPP; mf; meq; mpl

) → mi/m0—are the mass ratios of structure,
power plant, fuel, equipment and systems, transported cargo, included in the existence
equation;

m0—is the starting mass of base airplane or the takeoff mass of modification.
Takeoff mass means the mass of modification at the certification stage that is

accounting all improvements, arisen in the process of manufacturing and flight tests.

6 Modeling of Starting Mass Interrelation
with Modification Key Parameters

To analyze the reasons of the modification starting mass variation, the equation of
its weight balance is presented in the form of the system of the mass components

m (S, PP, F, EQ, PL) = f (S, PP, F, EQ, PL(m0; ∈ Pi)), (2)

where ∈ Pi—is a set of determinative parameters.
It is a mass mathematical model of base airplane and its modifications.
In this model, starting mass (m0) plays a role of the main «controlling» parameter

or «dimension» parameter. The set of other parameters Pi describing the project
according to their specific physical sense can be subdivided into four groups or bases
of data included in the project; each of them has definite semantic information:

• Specific requirements to the project. This group of parameters can be defined as
«REQUIREMENTS»data base anddenoted as «R». It defines designing boundary
conditions, which implied by specified technical requirements;

• Group of parameters, determining physical possibilities of achieving the required
properties and qualities, necessary to solve the airplane creation problem. All
physical specific indexes, achieved for the considered level of technical state
of science and industry (material specific strength, aero-gas-dynamic factors,
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specific consumptions, and other specific masses of properties and qualities) can
also be included. This group of parameters can be defined as «LEVEL» data base
and denoted as «L»;

• Group of parameters describing «dimensionless» layout-geometrical model and
airplane structure that is its shape. This group, characterizing relative airplane
volumetric-geometrical data, can be defined as «IMAGE» group of parameters
and denoted as «I»;

• Small group of parameters, which is a characteristic of «I» group «saturation»
with specific mass expanses to implement the parameters, included in the groups
«R» and «L». This group characterizes mass and energy density of the airplane
(including specific loading on the lifting surface, starting thrust-to-weight ratio,
load per mid-section unit area) can be called «DENSITY» and denoted as «D».

Experience of transport category airplane modification creation shows, that mass
plays special role in their technical and economic efficiency, which predetermines
these groups relation with technical and economic efficiency of all decisions. The
condition is met within each of the groups

∈ Pi(R, L, I, D)

m0
= TER

Starting mass
, (3)

Thus, TER (Technical and Economic Requirements) are natural measurer of
expenses necessary to achieve the specified set of properties and qualities of airplane.

But, no matter how good the airplane was arranged and optimized at the initial
stage of designing, dialectics of the creation process inevitably leads to variation
of both numerator and denominator of this ratio. Hence it’s clear, that the project
parameters «drift» from the optimal ones and, as a result, its efficiency worsening.

Thus it’s necessary to take into account, which solution of the condition (3) can
exist only, when specified requirements correspond to the available possibilities of
their implementation.

Elicitation of this fact that is modification required characteristics comparison
with available technical possibilities and reduction of the set of parameters ∈ Pi in a
single specific image, is a compromise problemof the newmodification development.

Hence, there is a necessity in the method for solving equation of existence (1) in
respect to the modification analysis problems, which allows to retrace the relation of
∈ Pi with mass characteristics variation (see Fig. 1).

When solving the system ofweight balance, we use the approach of its conditional
subdivision into required and availablemasses with specific combination of R, L, I, D
parameters, which describe the airplane version being designed:

ηreq = mpl(m0, R, L, I, D) + meq1(m0, R, L, I, D) (4)

ηa = 1 − [
ms(m0; R; L; I; D) + mpp(m0;R;L; I;D)

+mf(m0; R; L; I; D) + meq2(m0; R; L; I; D)
]
, (5)
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Fig. 1 Structure of modification mass components

which can be characterized for each specific combination of R, L, I, D parameters
describing the airplane as:

ηreq—is the required airplane useful-to-takeoff load ratio under specified require-
ments and set of functions of systems and equipment;

ηa—is the available airplane useful-to-takeoff load ratio under specific scientific
and technical level of industry.

In other words, the required mass (mreq) determines that part of starting mass
(m0), which should be given for constant values of R, L, I, D.

But the available useful-to-takeoff load ratio shows, which part of mass (m0)
can be given to meet the technical and economical requirements under the existing
conditions of their implementation.

The equation of existence can be solved, that is the airplane can be created for
the specified requirements, only in the case when the conditional required mass is
equal to the conditional available mass. It is also clear, that change in the R, L, I, D
parameters combination that is their variation in the process of airplane modification
with greater productivity, shifts the solution of the equation of existence to a new
point, which corresponds to a new starting mass (m0) of modification (see Fig. 2).

Starting mass increment is determined by the expression:

η

m0

ηр1

ηa2

ηreq1

ηreq2

dm0

ηreq=
m m ;   Preq 0( )Σ

m0

ηa=1-
m m ;   Pa 0( )Σ

m0

Fig. 2 Increment of starting mass (dm0) in the process of modification creation
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)
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where dm = dmfl − dmemp.
When estimating the starting mass increment on the base of expression (6), it is

also necessary to take into account its inevitable growth, caused by some subjective
and objective reasons (see Fig. 3).

Let us make subdivision into two subgroups within widened interpretation of
equation of existence for the modification. All the fixed mass parameters attribute
to the first group, variable mass parameters caused by the modification variations
attribute to the second one. In this manner the proposed method becomes universal,
applicable for modification changes at all stages, even in the process of finished
airplane operation.

Systems of Eqs. (1), (4), (5), (6) essentially are a mathematical model of the
modifications, describing relation between groups of parameters (R, L, I, D), the
starting mass and its changes in the designing process. It is necessary to mention,
that such systems are substantially concrete for the specific airplanes and even for
the specific designers companies. These systems give possibility to retrace common
laws, for example, expressed shift of mass ratio minimum to the side of greater
starting mass with the modification productivity growth.

7 Airplane Modification Takeoff Mass Increase Reasons

Absence of necessary resources. Solving of many problems during modification
development, presence of sufficient material and technical resources to the beginning
of new item production, their insufficiency dictate certainty of design-manufacturing
solutions, that leads to the takeoff mass increase.

Standardization and unification increase necessity. High level of standardization
and unification of the modifications increase their technical and economical indexes,
but inevitably results in the modification takeoff mass growth.
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Manufacturing deviations increasingly depend on lack of resources and corporate
culture. Latent foul-up, manufacturing technology violation, part structure change
or material replacement contribute to the airplane takeoff (empty) weight growth.
Examples of latent foul-up can also be: increased thicknesses of cast part walls;
absence of lightening holes; uncut or not rounded cones in sheet and pressed parts;
tolerances exceeding during mechanical processing; fasteners replacement etc. They
lead to the modification takeoff mass growth.

Static and fatigue tests of new modification are obligatory during its designing.
Results of the static and fatigue tests (later in time) of structure strength discovers
possible mistakes in calculations and designing, imperfectness of methodology,
assumed loading schemes of airframe components. Elimination of insufficient static
and fatigue strength of structural components is performed commonly due to their
reinforcement, which also leads to the certified modification takeoff mass increase.

Flight tests. Mass reserve can be required according to the results of factory,
state, certification, operational and other types of tests. Mass reserve can be required
to perform one or several characteristics: payload, flight, takeoff and landing
performance, stated reliability indexes and other contracted data.

Mass reserve absence to the moment of flight test beginning can result in wors-
ening some operational characteristics, for example, flight speed, engine optimal
power settings, kilometric fuel consumption, cruising flight altitude etc.

Application of the method for modification mass structurization into starting
and takeoff ones, and the models for their difference minimization is confirmed by
the quantitative variation of An-26, F-27 and B-727 airplanes modification masses,
shown in Figs. 4 and 5.

8 Research of Takeoff Masses’ Variation Influence
on Takeoff and Landing Parameters of Certified
Modifications

Objectivity of the specified reasons influence on takeoff mass variation when
designing modifications with increased flight and hourly productivity is also justified
by the data shown in Fig. 6.

As it is clear from Fig. 6, takeoff mass increase trend for the heavy airplane
category is the most pronounced from zero till 38%.

So considerable increase in modification takeoff masses firstly results in decrease
of their takeoff and landing characteristics, such as takeoff run and landing run, and
also required runway length.

It is typical for all weights of transport category airplanes (Table 1).
As it is clear from the Table 1, the takeoff run increases almost by 500 m, and

taking into account possible aborted takeoff, required runway length can increase by
1000 m.
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to stages of their creation and operation

Objective and subjective increase of starting and takeoff masses influences nega-
tively on the estimation of airplane specific efficiency pursuant to the most important
indexes.

Thus, specific workability per unit of takeoff mass is

A = A

m0
= mpl

m0
= mplL, (7)

but specific fuel efficiency is determined by the expression

te = mf

m0A
= mf

m0
· 1
L

, (8)

where L—is the flight range.
Index «b» relates to the base airplane, and index «m» is to modifications. It is

clear, that if to consider the relations Am

Ab
and tem

teb
, they characterize improvement or

worsening of technical and economic indexes at variation of the starting (or takeoff)
masses of modification.

Some approaches [8, 9] are proposed to solve these problems.
These programs include the most important stages of this airplane lifecycle:

consideration of various versions of solutions at the designing stage and strict
monitoring over the solutions adoption at the manufacturing stage.
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modifications relative to base model according to stages of their development and operation

Very effective and modern direction of «keeping» the increase of starting and
takeoff masses of more productive modifications is the path of deep modification
changes. They are performed in wing geometry (to increase its lift-to-drag ratio) and
in power plant (to expand thrust-airspeed characteristics of main engines). Harmo-
nization of these changes already at the stage of more load-lifting modification
designing provides minimal increase of starting and takeoff masses [1, 3].

9 Discussion of Research Results of Modification Mass
Formation Based on Structural Modelling

A new method for structurization of transport category airplane modification mass
into starting and takeoff is proposed. The masses are limited by low value by the base
airplane mass, and by the upper value—by the required competitiveness parameters
of newly developed airplane (para. 5).

The developed models (2)–(4) allow to estimate the airplane modification starting
mass variation and discover of its growth reasons (see Fig. 3) at its designing stage.
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Fig. 6 Variation of modification takeoff masses of certified heavy transport category airplanes:
a—Boeing-747 airplane modifications, b—IL-96 airplane modifications, c—A340 airplane modi-
fications

Table 1 Influence of takeoff masses of A330 and A340 airplane modifications on their takeoff and
landing characteristics

Airplane model and its
modification

Takeoff mass, kg Engine model Takeoff and landing parameters

Takeoff run, m Landing run, m

A330-200 243,450 GECF-6-80E 2256 1509

A330-300 243,450 GECF-6-80E 2652 1745

A340-200 275,000 CFM56-5C 2652 1790

A340-300 276,500 CFM56-5C 3048 1864

A340-500 368,000 RRTzent500 3186 1960

A340-600 368,000 RRTzent500 3186 2012

The reasons have been discovered, and expressions (5)–(8) have been given,which
allow evaluation of the takeoff mass increase at all time periods till the modification
certification (see Fig. 3).

Quantitative estimation of inevitable increase of starting and takeoff masses can
also be given on the examples of such widespread transport airplanes, as An-26
(Ukraine), B-727 (USA) and F-27 (Holland).

Themodificationmasses structurization into starting and takeoff allows estimating
quantitatively their influence on:
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• Takeoff and landing characteristics of such airplane modifications as A330 and
A340 (see Table 1).

• Important competitiveness indexes—the specific productivity per unit of takeoff
mass and the specific fuel efficiency.

It is necessary to stress, that the given models of starting and takeoff masses
increase evaluation, as opposite to the models used nowadays, allow determination
of takeoff mass of the certified modification with the stated parameters of efficiency
at the designing stage [1].

10 Conclusions

1. By the analysis of already created modifications of military transports, it was
established that:

• The modification mass considerably depends on the airplane purpose. The
mass increase in comparison with the base airplane, on which base the
modification was created, is noted;

• Themodificationmass increase takes place at all stages of its lifecycle: during
designing, after prototype testing, in series production, and in the certification
process. The total increase of the modification mass in comparison with the
base airplane reaches 27–30%.

2. To minimize modification mass growth, the method and models for structur-
ization of the modification mass into starting and takeoff has been developed.
Thus, the starting mass is presented in form of models of its dependence on the
main parameters, implemented in the modification. It was established, that the
starting mass increase is stipulated by the requirement of necessary carrying
capacity and flight range of the modification, and also by:

• The level and experience of the company developing the military transport
modification;

• Lack of time for designing.

Takeoff mass growth is determined by:

• Absence of necessary resources;
• Mass increase of component items, supplied by co-executors;
• Necessity of the modification of standardization and unification increase.

3. In evidence of the application of the proposed method and the models, quantita-
tive evaluation of the starting and takeoff masses of modifications of so efficient
airplanes as An-26 (Ukraine), F-27 (Holland), and B-727 (USA) is given.

4. Influence of takeoff mass variation of B-747, IL-96 and A340 airplane modifi-
cations on worsening the takeoff and landing parameters such as: takeoff run,
landing run, and on the specific indexes of their productivity and fuel efficiency
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per unit of added mass has been estimated. That is required when evaluating a
specific modification competitiveness.
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Decision Support with Bayesian Influence
Network During UAV Flight Control

Maksym Herashchenko , Kirill Bashinsky , Yurii Kamak ,
Serhii Nesterenko , Serhii Rudnichenko , and Oleksandr Isachenko

Abstract Whenconductingunmanned aerial vehicle (UAV) test flights, the air traffic
controller constantly monitors their performance, taking into account the state and
trends of the environment and the technical parameters of test flights UAVs are
performing. This person is the responsible one whomakes decisions in the context of
these tasks (decision-maker, DM).One of the tasks is tomake a timely and reasonable
decision on whether to perform an immediate landing of a UAV in the presence of
adverse factors or to continue the test flight. The article describes the building process
and the result as a possible version of the decision support system (DSS) based on
the Bayesian network of influence. The Bayesian network of influence is described
as a variant of the Bayesian network of trust, which uses nodes that simulate DM
solutions and possible loss of working time in the event of UAV recovery after a
possible accident. The simulation results revealed a synergy effect in the event of
simultaneous action of several adverse test factors, in which the total negative effect
of these factors is higher than the sum of the effects in the case where each factor
acts alone. The practical results of research which can be used in simple cases are
revealed. However, the article concludes that the effective operation of the proposed
DSS is possible only in a fully functional environment of probabilistic modeling.

Keywords Unmanned aerial vehicle · Decision making · Bayesian network of
influence

1 Target Setting

The development and production of unmanned aerial systems (UAS) require a signif-
icant number of tests at different stages of their life cycle. UAS testing includes as a
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component a large number of flights of unmanned aerial vehicles (UAV). The orga-
nization and management of such flights are usually performed by a test crew headed
by its commander. In these circumstances, this one is the responsible decision-maker
(DM). For specificity, only that part of his area of responsibility is considered here,
which includes mainly two tasks:

• timely implementation of all activities planned for the test as a set of experiments;
• implement the UAV flight manager functions in terms of ensuring the safe and

productive performance of test flights.

When conducting UAV flights, DM constantly monitors the progress of their
implementation, and at the same time takes into account the state and trends of the
environment and the technical parameters of UAVs that perform test flights. One of
the tasks of DM is to make a timely and conscious decision on whether to make the
immediate UAV landing or to continue the test flight under the objective external
conditions that occur at the time of the decision. Each of these decisions has both
positive and negative effects, and these effects have for the most part the opposite
effect on the intermediate andfinal test results. For these reasons, the decision-making
process is subjectively difficult.

The need tomake such a choice is accompanied by the uncertainty of the situation,
which arises from that facts:

• at the same time there are many factors of the environment and the UAV state,
which often affect the results of a decision in opposite ways;

• DM’s tasks outlined above are competitive. It is desirable to solve them
simultaneously, but in most critical situations they often become mutually
exclusive.

For these reasons, there is a new task of creating a certain decision support system
(DSS) for DM for the UAV test flight management, the purpose of which can be
considered as the actualization of possible losses and risks in decision-making.

2 The Aims of Article

The purpose of this article is to describe a possible variant of DSS based on the
Bayesian network of influence (BNI) [1], the use of which during test flights of
UAVs will allow:

• increase the efficiency of tests;
• provide more safety for both personnel and technical means involved in the test.
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3 Actual Scientific Researches and Issues Analysis

The UAS emergence and its rapid progress in recent decades have shown [2] that
they are relatively inexpensive but highly effective means of solving a wide range
of tasks, both military and civilian. In addition to reconnaissance and surveillance,
which historically emerged among the first ways of the UAS use [3], their combat
use as a means of delivering strike weapons has proved very effective, as shown by
the experience of recent local military conflicts [4].

In the practical application of UAVs, their flight control is performed according
to the usual standards [5]. However, at the stages of research and development, when
UAV test flights are performed, these rules are applied in simplified versions, taking
into account the special conditions of research polygons of organizations that conduct
testing and certification of UASs. It should be noted that so far no proper attention has
been paid to the development of adequate specialized information support for UAV
test flight control. Specifically, this applies to DSS developments aimed at facilitating
deciding byDM in test situations with uncertainty, lack of decision-making time, and
the difficulty of taking into account the many external factors that often contradict
each other.

The general principles and sequence of creating modern decision support systems
in conditions of uncertainty are set out in many studies, examples of which are:

1. Work [6], which outlines the approach to the creation of DSS, based on the idea
of DM training on the example of previously made decisions and analysis of
their consequences. To do this, a computer environment is created to interpret
scriptswith the exception situations from the subject area (essentially a computer
game), working with which, DM learns to make more effective decisions.

2. Study [7], which contains information on DSS that can be used in the work of
situational control centers. To facilitate decision-making, the author proposes
to use a one-dimensional utility function, which is calculated according to the
methodology developed by him based on expert opinions and information from
several databases. The work offers, along with the already known [8], another
rather complex method of convolving the vector of partial efficiency criteria
into one indicator, based on which DM is proposed to make decisions.

3. In [9] the development and definition of DSS characteristics based on fuzzy
situational networks are described, in which the set of states of the controlled
system and control influences are represented by a graph, the nodes of which
correspond to the system existing at a certain time in a certain state with a
certain probability. The numerical basis of the method is a matrix of results
of pairwise comparison concerning the degrees of partial criteria consistency,
the list of which is determined expertly. Such a model allows the performance
of probabilistic calculations, based on which is a sub graph of the output with
the maximum score, the end nodes of which are interpreted as images of the
recommended optimal solutions.

The implementation of the above approaches can be illustrated by several
examples of DSS described in the literature.
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For example, the DSS described in [10] is included in the integrated combat
control systems of the submarine (SM). The system is designed to assist the SM
commander in an objective assessment the tactical circumstances and based on this
assessment tomake proposals for the best course of action. Theworking organization
of the integrated command system contains the recommendations DSS about doing
by the submarine the combat operations. The method of forming proposals to the
commander is not described.

In [11], data concerning general-purpose DSS are shown, which provides DM
solutions based on vector estimates, the individual coordinates of which (partial
indicators) correspond to the DM’s subject area perception. The model includes
a description of management scenarios and a multi-criteria model for comparing
alternatives. The mentioned vector estimates are generated by the system based on
pseudo-statistical data obtained by simulation.

In [12], the attempt to describe DSS for the UAV operator is made, whose work
is essentially reduced to the recognition of images of reconnaissance objects by
filtering the images obtained, highlighting features, and comparing them with refer-
ence images stored in the database. These actions are required to calculate the coor-
dinates of the selected target and “form recommendations to the UAV operator”, the
nature of which is not specified in the article. There is also no data on how to make
recommendations.

The simulation application of modeling development of DM solutions of different
levels can be illustrated by the developments of the Belarusian company “Belfortex”,
which based on a unified platform “Fort-2” [13] are made. This platform implements
the principles of the High-Level Architecture (HLA) [14], developed in the United
States in the mid-1990s on behalf of the United States Department of Defense.

An example is the “Complex of mathematical models for playing up the fighting
of groups of troops FORT” [15]. This complex is a tool for commanding the armed
forces at the General Staff level and, according to the description, it supports the
simulation of the following tasks:

• substantiation of building an air force (AF) group and air defense forces (ADF);
• effectiveness study the enemy’s tactical techniques in overcoming him the air

defense system;
• assessment of combat capabilities and effectiveness of the created military group;
• directions of armament modernization substantiation for the AF and ADF.

In [15] it is stated that the system described can be optionally supplemented by
algorithms of computational and optimization nature, namely:

• optimization of the choice of positions of anti-aircraft missile systems;
• automated fighting order construction;
• the active noise interference impact study on the results of hostilities;
• determining the effectiveness of electronic warfare and others.

Analysis of these data shows that the DSS developments authors focus mainly
on providing DM as much information as possible about the situation (problem)
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the DM wants to make the decision. Often it is done using some kinds of multi-
criteria convolution methods. Postulated in the number of works taking into account
the vagueness (lack of certainty) of the input information is reduced to solving not
a stochastic but a deterministic problem, which, at best, is based either on expert
knowledge or methods of pairwise ranking criteria, or a combination thereof.

This paper proposes a prototype DSS, which the above-described shortcomings
of existing approaches and solutions take into account. Its methodology is based
on a well-developed mathematical apparatus of probabilistic inference [1]. It is one
of the variants of Bayesian networks of trust, namely networks of influence [1],
which feature is the ability to model the DM’s decision and predict the conse-
quences. The use of Bayesian influence network technology allows combination
expert experience with correct probabilistic modeling of the situation and, besides,
ensures the adaptability of the model by refining its parameters during the usage
statistics accumulation.

4 DSS Model Building

UAV test flights (TF) are usually carried out in the regulated conditions [5] of themili-
tary proving ground (aerodrome). There are representatives of the UAS organization-
developer, as well as representatives of the customer in the test team (TT, Table 1).
Latter are the staff of the state organization, which is responsible for the objectivity
of the test results. Both these staff groups take part in the organization and conduct
the testing.

In these circumstances, the TT head is the DM that manages the UAV’s flights,
i.e. DM is the one who decides to launch the UAV, gives operational orders on the
course of the flight during its implementation, and decides to do immediate action
in case of abnormal or threatening situations during the flight. Among the latter is
the decision on whether to continue the TF, or whether to do the immediate UAV
landing to avoid undesirable consequences.

DM decisions regarding the UAV flight and the adoption (or non-acceptance)
any measures in connection with current situations are influenced by factors that
can be conditionally classified into factors external to UAVs and factors that can be
considered internal. Within this study as the main external factors may be considered
the following:

Table 1 The test team staff From the UAS
organization-customer

From the UAS
organization-developer

Chief of the TT Ground Pilot

Specialists in the UAS
features/subsystems research

Ground navigator

Staff of logistic and
providing of UAS
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• the quality of the geopositioning navigation system (GPS), which characterized
by the number of GPS satellites, which is observed stably by the UAS during the
TF;

• availability and sufficiency of energy reserve to continue the flight on the UAV
board. In most models of small and medium-class UAVs equipped with electric
drive, this value correlates with the residual charge of the onboard battery.

The main internal factors are:

• quality and stability the video image transmission simplex channel from UAV
video cameras to the ground control station (GCS) of the UAS;

• quality and stability the duplex telemetry channel UAV-GCS.

It should be noted that the factors listed in this list are considered here as the
most significant. If necessary, under other conditions, this list can be modified for
example, due to other parameters of UAV flight telemetry.

Let the weather get worse during the TF. Before the DM a dilemma appears—to
continue the TF or to command to the UAV landing immediately?

TheTF continuation, on the one hand, perhapswill allow to complete themeasure-
ments planned for this flight, which has a positive impact on the implementation of
the test program. On the other hand, with further deterioration of the weather, the
landing process itself can lead to theUAV accident or damage. Thismeans significant
material losses for its recovery and the inability to continue testing with it until its
recovery.

ImmediateUAV landing helps to avoid the threat ofUAVaccidents, the probability
of which increases in bad weather conditions. But on the other hand, there will
be a break in testing. TF, not completed, will have to be re-planned and must be
performed from the beginning another time, which means unproductive waste of
time and material resources.

Taking into account written above, it can be concluded that, depending on the
DM decision, the resolution of the dilemma mentioned above actualizes at least two
main factors that are desirable to minimize simultaneously:

• the risk of UAV accidents, which increases with the TF continuation while the
flight conditions deteriorating;

• possible loss of working time in the process of performing tests due to downtime
or elimination of the consequences of abnormal situations.

The problem is that DM does not have formalized guidelines in the process of
making such a complex decision and, as a result, is often guided only by its intuition,
which is unreliable.

Bayesian trust network may be build a in the environment of BayesFusion Genie
Academic 3.0 according to the [1], supplementing it with nodes of decision-making
and calculation the probable accident risk and the value of possible working time
loss. Under these conditions, the Bayesian network of trust acquires new properties,
as a result of which the term “Bayesian networks of influence” (BNI) is applied to
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them. This network will perform the DSS function when it is open in the GeNiE
environment, and with its support, it will be changing its state due to DM actions.

The process of constructing a BNI begins by creating nodes, which are proba-
bilistic variables images, in the environment [1] for modeling Bayesian networks.
A simple probability variable (in terminology [1] it corresponds to the Chance node
type) is described by its states (outputs) set and a priori conditional probabilities
its existing in each of them. These probabilities distribution is given by the condi-
tional probabilities table (CPT), which is the node property. Probability values are
determined either expertly or from statistics available.

In our case, these model nodes reflect the expected state of the factors that the
DM pays attention to when the one is deciding to continue or terminate the TF.

These nodes are then connected by directional arcs (ribs), which simulate the
causal relationships between nodes. An oriented acyclic graph of nodes and ribs
forms a Bayesian trust network (BTN). To create additional functionality in BTN,
the Decision type nodes (solution) and/or Value nodes (calculated value) can be
included in it. Then such graph usually is called the Bayesian network of influence
(Fig. 1). According to the graph theory [16], the node from which the directed edge
originates is called an ancestor (or parent node), and the node inwhich such a directed
rib ends is called a descendant, or a child node. Nodes that have no ancestors are
called graph leaves.

The BNI in Fig. 1 contains the “Decision” node that simulates a discrete variable
with two states: theFly statemeans the decision to continue the TF and the alternative
Land solution corresponds an order to perform an immediate UAV landing. Node
“Delay” is introduced to create ability for calculating the probable loss of the test
team working time in a particular decision in a given flight situation.

The “Weather”, “Satellites”, “Video”, “Telemetry” and “Battery” nodes-leaves
simulate a group of input flight parameters that the DM takes into account when
making a decision. The experience of UAV operation and testing shows that these
factors are statistically independent, that is, a change in any of them does not change

Fig. 1 Bayesian network of influence to support the decisions of the UAV air traffic controller.
Nodes are shown visually as Icon
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the prior probabilities distribution of the others. Therefore, there is no need to model
any of their cross-effects.

The “Environment” and “Link” nodes are intermediate nodes whose purpose is
to generalize the values obtained from the input group of graph nodes (leaves). The
introduction of such nodes into the BNI structure is a typical technique. Its purpose
is to alleviate the expert’s load who determine the initial modeling parameters values
in the CPTs. In our case, these are the probabilities in the “Risk” node CPT and the
probable amount of time lost in the “Delay” node.

The ground UAV pilot and navigator perform operational UAV control during
the flight, and, if necessary, DM can take into account their assessment of the tech-
nical feasibility of flight. These assessments are affected by current environmental
factors (“Environment” node) and communication channels (“Link” node). Since in
the model on Fig. 1 the impact of these nodes on the nodes “Risk” and “Delay” is set
explicitly by the corresponding ribs of the graph, known output values of the nodes
“Pilot” and “Navigator” create some information redundancy for DM. It makes
decision-making more reliable.

To start modeling in BNI, a priori probability distributions must be expertly deter-
mined by dialog filling their CPTs in all nodes of the model. Examples of such tables
are shown in Fig. 2.

Created according to Fig. 1 BNI with defined CPT of all nodes is ready for use
as DSS.

The mathematical basis of working with BNI is the recalculation a priori joint
probabilities for events-consequences under the conditions when the result of events-
causes (part or all of them)becomesknown.Theseprobabilities are called aposteriori.
This means that the DM “performed certain experiments” (or simply have read some
indicators from the instruments). As a result some of the model variables changed
their state from “such, that may be in a number of states with probabilities set by
CPT” up to the state of “variables with a known outcome, the probability of which is
now known as 100%”. Such a change in the state of a probabilistic variable is called
“its evidence with result defined”.

Fig. 2 Examples of the a priori conditional probability tables for BNI nodes, a—for the “Weather”
node; b—for the “Risk” node
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The known Bayes formula [17]

P(A|B) = P(B|A) · P(A)
P(B)

(1)

establishes the dependence of the conditional probability P (A|B) of the occurrence
of event-consequence A in the information presented about the event-cause B (a
posteriori probability of event A) on the conditional probability P(B|A) occurrence
of event B in the presence of information about event A and a priori probabilities
P(A) of event A and the full probability of event B. Therefore, after obtaining the
value of variable B (its evidence) by the Bayesian formula, it can be calculated the a
posteriori probabilities of variables that are direct descendants.

If, for example, for the proposed model (Fig. 3) mark.

P(Decision = Fly) = P(d); P(Environment = bad)

= P(e); P(Link = bad) = P(l); P(Risk = Yes) = P(r)

then for the Risk node, formula (1) takes on a more specific form

P(r|l, e, d) = P(d|r) · P(e|r) · P(l|r) · P(r)
P(d|r) · P(e|r) · P(l|r) · P(r)+ P(d| − r) · P(e| − r) · P(l| − r) · P(−r)

. (2)

In this context, the notation−rmeans a situation where the event r does not occur.
Formula (2) is cumbersome. It shows that the conditional probabilities calcu-

lation became much more complicated when the number of influencing factors of

Fig. 3 BNI after performing Bayesian probabilistic inference. Visual display of nodes is switched
to Bar Chart mode
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the dependind event increases. Therefore, for the methods of probabilistic modeling
practical use, one need to use appropriate software tools, one ofwhich is theBayesFu-
sion GeNiE. Difficult work on correct manual programming the formulas similar to
(2), is automated in it. The user only needs to make a correct graphical model of the
simulated variables interaction.

In essence, recalculating the conditional probability of a dependent event means
taking into account the additional knowledge from the achieved result of the event-
cause.

But the causes and consequences of the described calculation are themselves the
causes of other events modeled by the structure of the edges of the graph of the BNI
model. Therefore, the GeNiE software environment iteratively continues to recalcu-
late the nodes a priori probabilities in their a posteriori values, while performing a
complete bypass of themodel oriented acyclic graph. This process is called “Bayesian
probabilistic inference” [17]. In the BNImodel, it will end when posterior state prob-
abilities values will be calculated for all nodes. An example of a BNI with updated
a posteriori states after Bayesian inference is shown in Fig. 3.

In Fig. 3, the nodes-sheets, marked , have certain definitions, and the probabil-
ities of the nodes, marked , are calculated during the execution of the probabilistic
inference.

DM makes decisions using the DSS proposed here according to the following
algorithm. The initial state of the model—it is open in the environment BayesFusion
Genie Academic.

1. For leaf nodes “Weather”, “Satellites”, “Video”, “Telemetry” and “Battery”,
evidence of those states of the corresponding factor, which DM observes at the
current time, are entered. This is done by double-clicking on the desired result
name of the desired node. For example, in Fig. 3 it is indicated: the weather is
good (good = 100%), UAS sees GPS satellites poorly (bad = 100%), video
from the UAV comes unsatisfactory (bad = 100%), telemetry refused (bad =
100%), the remaining battery charge is medium (mid = 100%).At the Decision
node, double-click on the name of the decision, which, say, this person considers
possible to make. In Fig. 3 selected solution is Fly—to continue the test flight.

2. The GeNiE application according to these data calculates and demonstrates the
initial simulation: the risk of UAV accident is 53%, which can be considered
serious. The possible estimated loss of working time of the TT to eliminate the
consequences of the accident may amount to 3076 working days, as the serious
level of possible damage to the UAV will require, accordingly, serious repairs.

3. The DM, based on this data, can try to change his possible solution from Fly
to Land (perform an immediate landing). Then the initial values will change to
(Risk Yes= 21%, i.e. small; possible loss of time Delay = 0.5 working days, as
this is a possible loss of time to re-perform the urgently interrupted incomplete
testing flight).

4. The DM officially notifies the subordinate of the decision one has reached,
understanding the risk value and the possible consequences calculated by the
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DSS. It is clear that all responsibility for the final decision remains with the
DM, DSS acts only as an advisory system.

5. If necessary, go to point 1 and the cycle of DSS is repeated.

5 Results

Here was performed a study of the simulation results on the developed model (Fig. 3)
of the different decision-making situations if DM decides to continue the test flight
(Decision = Fly). Given the small number of input parameters in the model, the
analysis of the risk of UAV accidents during the continuation of the test flight with
different combinations of adverse factors was performed. The results of these model
experiments are presented in Fig. 4.

If the limit of allowable risk accept as R < 50%, then from Fig. 4 it is clear that
with the simultaneous action of three or more adverse factors, the continuation of
the flight is an irrational decision, the implementation of urgent landing UAV looks
as more correct strategy.

An interesting issue is the study of the quantitative extent of the influence of
individual factors on the results of DMdecision-making in terms of ensuring trouble-
free flight. From the experience of flights, it is well known that the greatest impact
on the risk of accidents during landing has adverse weather, and this fact is taken into
account by experts in determining the CPT for the nodes of the model in Figs. 1 and
3. To illustrate the quantitative measure of the influence of adverse weather, which is
a property of the model proposed here, according to the simulation, Fig. 5 is shown.

Zone a of Fig. 5 shows how the risk increases when the influence of weather is
added to the influence of single factors; the b zone corresponds to situations when
the influence of weather is added to two factors; zones c and d respectively, when
the influence of weather is added to three and four factors.

Fig. 4 Risks of UAV accidents during continued test flight under the influence of various
combinations of adverse environmental factors and communication conditions
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Fig. 5 Additional increase the UAV accidents risk during flight continuation, when bad weather
factor is added to the combinations of adverse factors

The simulation results showed that the synergistic effect of each factor in addition
to the already existing combination of factors ismanifested in a qualitatively identical
way, similar to that shown in Fig. 5. Synergism is especially pronounced when at
least one additional factor is added to a single adverse factor.

The comments made above regarding the simulation results in Figs. 4 and 5 are
practical but limited in nature, and therefore can facilitate DM decision-making only
when one does not have access to DSS during control UAV test flights. But these
recommendations do not reflect the full complexity the factors interaction in the
process of testing, so the real benefit is available only in conditions when the DSS
based on BNI will operate in a realistic simulation environment capable to perform
Bayesian inference.

6 Conclusions

1. Bayesian trust networks are an adequate and effective mechanism for building
decision support systems in conditions of unclear situations that promptly arise
during the testing of military equipment.

2. The simulation results revealed a synergy effect in the event of simultaneous
action of several adverse test factors, in which the total negative effect of these
factors is higher than the sum of the effects in the case where each factor acts
alone.

3. A practical recommendation in the absence of DMaccess to theDSS is to decide
on the urgent landing of the UAV if at least three adverse factors begin to act
simultaneously during the UAV test flight.

4. Despite the identification of the practical research results that can be used in
simple cases, the actual work of the proposed DSS should be performed in a
full-featured probabilistic simulation environment, an example of which is the
application BayesFusion GeNiA.
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Modeling and Analysis of the Main
Statistical Parameters of the Testing
System of Special Equipment

Ihor Korniienko , Svitlana Korniienko , Volodymyr Dmytriiev ,
Anatolii Pavlenko , and Dmytro Kamak

Abstract The purpose of the testing institute, which is considered in the article, is
to conduct mass independent tests of special equipment. Usually, testing is a stage
in large government programs, therefore there is a great responsibility in conducting
testswith a highquality.Consequently, delays and especially disruptions of the testing
procedures are also inadmissible. This requires finding ways to optimally plan all
the operation processes of the testing institution upon receipt of an intensive flow of
requests for testing special equipment.Modeling of the institute’s activitywas carried
out with the help of the theory of queuing systems. Based on the general data set for
the last few years, the central, second and thirdmoments of the arrival rate of requests
for testing and the test rate are calculated. The statistical probability of deviation of
testing beginning times due to the influence of certain external and internal factors
inherent to the testing process is determined and its statistical characteristics are
calculated. The exponential law of distribution of the arrival rate of testing requests
and the service rate is determined, that reduces the queuing system to the following
kind M/M/n. Based on the analysis of the behavior of the input flow of requests for
testing, the general scheme of queuing formation is adjusted. The limiting parameters
of the testing system are calculated and the minimum requirements for the number
of service channel are formulated. To ensure adequate capacity, requirements for
the formation of reserves in the testing system are justified. A further solution to
the problem of researching the effectiveness of the testing institution is to model
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the behavior, distribution and prioritization of sub-flow of requests for testing for
different types of special equipment and search for optimal methods of distribution
of personnel on testing teams according to the structure of the input flow of requests
for testing.

Keywords Testing · Queuing · Special equipment · Input flow · Testing requests

1 Introduction

In recent years, the rearmament program of the Armed Forces of Ukraine has been
intensively implemented. The priority of the program is the development of new
domestic specimens of special equipment or a deep modernization of existing ones.
This has led to a significant increase in the total number of testing requests for
specimens of special equipment which can be carried out only by one government
testing institution. In our case, the model of such a testing institution is studied. As
it turned out, the growth of the flow of requests for testing increased the risk of late
completion of tasks of testing special equipment at different stages of its life cycle.
Delays at the testing stage might lead to further delays in the technological process
of development and mass production of specimens of special equipment.

In order to service the increased input flow of testing requests, the structure of the
testing institution was expanded and new specialized units were created. To some
extent, this played a positive role, but, as practice shows, did not eliminate the risk
of delays in conducting mass tests. Further increase and complication of the testing
institution structure is unacceptable due to the increase in its maintenance costs. In
order to minimize the risk of disruptions during the processing of test requests and
to normalize the planned processes for preparation and testing, it was proposed to
study the processes in the testing institution, which are somehow related to the all
process testing. This study aims to identify problems that lead to test delays and to
develop methods for optimal management of the testing system.

The currently well-developed analytical apparatus of queuing theory was chosen
as a research tool [1]. The choice of this mathematical approach was based on the
general idea of queuing theory: the existence of a requests input flow which arrives
in the service system. According, a testing request is a requirement to be fulfilled by
a testing institution. With, statistical estimations of the testing system productivity
are received already at the analytical modeling stage. They are able to indicate prob-
lems during the servicing of the input flow of requests and allow obtaining optimal
parameters for the system service of testing institute.
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2 Background and Related Work

This work continues the series of publications covering the optimization of testing
processes. Particularly in [2], the usage of queuing systems theory for modeling
processes in a testing institution is substantiated. The main theoretical studies of
queuing systems theory, which are presented in [1, 3], have found application in the
research of dynamic systems in many areas, including computer science [4], social
infrastructure, education and manufacturing [5, 6], solution of military-special prob-
lems [7], modeling of military-technical systems [8, 9], study of combat operations
effectiveness [10], comparative assessment of military equipment [11].

In [2] the analysis of parameters of an input flow of requests for testing and
its possible influence on the efficiency of functioning of the testing institution is
carried out. The mathematical study of probability theory [12] and mathematical
statistics [13] served as the basis for obtaining the parameters of the input flow of
requests for testing. In addition, [2] substantiates and defines the unit of time that best
meets the property of consistency for statistical data sets [12]. In [2] the statistical
mathematical expectation value of the number of requests per week is determined to
beM∗[X ] = 1.79.Also, in [2] itwas established that the probability of time arrived of
testing requests is distributed according to exponential law and the number of requests
per week is distributed according to the Poisson lawwith parameter λ�t ≈ 1.87. The
established distribution of the time of receipt of the request according to exponential
law is important and convenient for further modeling of the testing institution as a
queuing system [14].

Studies of the behavior of requests in a queue with different importance and
urgency [15, 16] served to form an approach to the differentiation of testing requests
and the creation of a system of queues, which is also given in [2]. In [17] considered
the problem of service rate control of a single-server queueing system, where given
a model, which useful in providing a tractable alternative for the control of service
centers with nonstationary arrival rates.

3 Research Method

3.1 Description of the Model of Testing Institution

The testing institution is a structure whose main activity is related to the systematic
and infallible conduct of mass tests and certification of specimens of special equip-
ment. The testing process itself at the institution can be represented by the queuing
system shown in Fig. 1 [2].

Requests for testing specimens of special equipment are sent to the system input
(to the testing institution), thus forming a system of queues. The waiting time of a
request in the queue is a necessity related to formation time of a test team, preparation
of the methodological component of the tests, training of operators who will operate
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Fig. 1 Diagram of the testing institution queuing system

the equipment during the tests, preparation of the test site, measuring systems and
waiting for testing. Moreover, we note that some requests do not require the above
technological operations and, accordingly, their time waiting in queues is less. An
example of such an occurrence is a specimen that was previously tested and all these
operations were performed for it, but during the tests, the specimen was rejected due
to deficiencies and returned for testing after their elimination by the developer.

The group of queues is formed because of the heterogeneity of specimens of
special equipment, for the testing of which, as a rule, narrow-profile specialists
are involved. That is, each queue consists of requests for testing the same type of
specimens of special equipment. For such requests, the waiting time in the queue
ωn = ωt

n +ωc
n , where ωt

n – the waiting time for the implementation of technological
processes of preparation for testing the specimen on request Cn; ωc

n—waiting time
of the request due to the occupation of the i-th service channel. For re-occurring
requests which do not require preparatory action: ωn = ωc

n .
In [2] the main statistical parameters of the input flow are defined:

• mathematical expectation of the number of applications per week—M∗[X ] =
1.79;

• variance and standard deviation of the input flow, respectively—D∗[X ] = 1.93
and σ ∗[X ] = √

D∗[X ] = 1.39;
• Poisson’s distribution parameter (input flow intensity) λ�t ≈ 1.87;
• coefficient of variation of time intervals between requesti ν(A(t)) = 1.08.

In addition to the existing factors and force majeure factors that determine the
nature of the input flow of testing requests, it can be expected that some contribu-
tion was caused by time deviations associated with the quarantine measures of the
COVID-19 pandemic.
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3.2 Input Flow of Testing Requests

Rationale behind the Study. Despite the results obtained in [2], the study of statis-
tical parameters of the input flowof test requests has not lost its relevance and remains
necessary for a couple of reasons:

• in [2] there was opted for a time interval of 1week (�t = 1) for statistical analysis
of the random variable α(�t)—the number of test requests received during the
time interval �t . Note that a week is considered as a time interval of 5 working
days. To obtain reliable results for a statistical experiment, according to [12],
the number of observed time intervals n�t ≥ 500. Under this condition, it can
be argued that the statistical frequency of the occurrence of a random variable
Wα(�t) will be equal to the probability Pα(�t), i.e. Wα(�t) → Pα(�t). Since
there are only available statistics for 4 years n�t = 209, additional observations
are required;

• during 2020, there were time deviations in the receipt of test requests related to
the COVID-19 pandemic, so it is important to study the correspondence of the
flow of requests to the Poisson exponential distribution:

Pα(�t) = (λ�t)x

x ! e−λ�t ; x = 0, 1, . . . ; (1)

• monitoring of the flow of requests should be carried out constantly due to possible
deviations of intensity associatedwith advancements in the research, development
and production areas, the number of government testing requests, the rise or
decline of economic processes in the country, etc.

Modeling and Analysis of Results. When processing the general set of statistical
data at n�t = 209 the following parameters of the input flow of test requests are
obtained:

• statistical mathematical expectation of the number of testing requests per week
M∗[α(�t)] = 1.83, statistical variance D∗[α(�t)] = 1.95 and statistical
standard deviation σ ∗[α(�t)] = 1.39;

• a study of the nature of the probability distribution of the random variable
confirmed its exponential distribution. The graph of the statistical distribution
function is shown in Fig. 2.

The calculation of the Poisson parameter was performed by the least squares
method for the linearized function (1), resulting in λ�t ≈ 1.94. Given that �t = 1,
λ ≈ 1.94 can be taken as the intensity of the testing requests. In comparison with
previous results, there is a slight increase in the intensity of the test flow and an
increase in variance.

The study of time intervals between related requests was carried out according
to the calendar of receipt. If the requests were received in one day, the time interval
between them is set to�τi j = 0. As a result of processing the general set of statistical
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Fig. 2 Input flow parameters of testing requests: Wα(�t)—histogram; Pα(�t)—statistical distri-
bution function

data n�τ = 1461, the following results were obtained: mathematical expectation
of the time interval between requirements M[�τ ] = 3.79, the standard deviation
σ [�τ ] = 4.16, the coefficient of variation ν = 1.09. These estimate were calculated
with the general set of calendar dates for the entire observation period. Note that the
time interval �t = 1, for which 2 days are non-working days was chosen for our
research, and which, in principle, cannot be included in the statistical estimate for
the intervals of testing request receipts. Moreover, the receipt of test requests on non-
working days is an impossible event. Therefore, it is justified to reduce the sample
size by 2/7, and assume accordingly that M[�τ ] = 2.71, the standard deviation will
be σ [�τ ] = 2.97.

3.3 Testing System

Formation of theList of Parameters of theTestingSystem. Let’s define parameters
of system of queuing which characterize its performance:

• numerical characteristics of the statistical distribution of the processing time of the
request (conducting practical tests)—mathematical expectation M∗[x], variance
D∗[x] and standard deviation σ ∗[x], where x—is the time of testing the sample
of special equipment;

• the intensity of processing test requests μ = 1/M∗[x];
• the nature of the law for the request processing time probability distribution in

the system;
• numerical characteristics of the statistical distribution of the waiting time of

the request in the processing queue—mathematical expectation M∗[ω], variance
D∗[ω] and standard deviation σ ∗[ω];
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• statistical probability of successful tests P∗(Cn).

Modeling. As a result of researching the general set of statistical data (on carrying
out tests of specimens of special equipment), the following parameters of processing
test requests were determined.

Statistical estimates for the processing time of requests (test of the sample):
mathematical expectation M∗[x] = 5.85, variance D∗[x] = 85.24, standard devi-
ation σ ∗[x] = 9.23. Estimates were performed using the assumed time unit of
�t = 1 week. The statistical value for the intensity of processing test requests
μ = 0.17.

To establish the nature of the law for the request service time probability in the
system, the statistical histogram of the distribution of the request service time was
built (see Fig. 3).

To verify the correspondence with the exponential law of the distribution of statis-
tical results of the time of testing of a specimen of special equipment, we linearized
the function F(x) = 1 − e−μt and calculated the value μ = 0.29 with the method
of the least squares. The theoretical curve, which is built on the results of calcula-
tions, is shown in Fig. 3. The level of correspondence of experimental and theoretical
results is checked using the Pearson consistency criterion. For the accuracy parameter
α = 0.05 and degree of freedom k = 17 the result χ2 = 11.99 is obtained, which
confirms the hypothesis of the Poisson character of the distribution of the request
service time probability.

Statistical estimates for the time the request stayed in the queue were determined
for planned ω and actual ω′ parameters. The time spent in the queue was determined
from the date of the request for testing the specimen to the beginning of the test
phase. The mathematical expectation is then M∗[ω] = 20.27 and M∗[ω′] = 21.28;
the variance D∗[ω] = 734.20 and D∗[ω′] = 777.02; the standard deviation σ ∗[ω] =
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27.09 and σ ∗[ω′] = 27.87. Estimates were performed using the assumed time unit
�t = 1 week. Probability of test delays is P

(
ω �= ω′) = 0.12. The mathematical

expectation for the delay is M∗[ω �= ω′] = 0.59, the variance is D∗[ω �= ω′] =
11.97 and the standard deviation is σ ∗[ω �= ω′] = 3.46.

The statistical probability of successful tests is P∗(Cn) = 0.85.
Analysis of results. Based on the defined statistical estimations of parameters for

the functioning of the testing institution, it is possible to calculate average parameters
of efficiency and formulate requirements for the bandwidth of the testing system.

Average time spent on service requests is x = M∗[x] = 5.85 week (as before,
units of time are counted inweeks).According toLittle’s formula, the average amount
of requests which are in the practical testing phase is Nx = λx = 11.34. Ideally,
for ensuring a maximum performance of the queuing system the utilization factor
should follow: ρ → 1; 0 ≤ ρ < 1, and according to [1] ρ = λx

m , when m—number
of service channels, then m > λx

ρ
. Hence, the minimum number of channels of the

testing system mmin = 12.
Accordingly [2], the total time spent by all requests in the testing system is γx (t) =

Nxt , then for a year t ≈ 52�t and γx (t) = 590.14 (requests-weeks)/For a 40-h
working week γx (t) = 23605.92 (requests-hours). The minimum need for personnel
directly involved in testing is then Ntester ≥ γx (t)

Wnorm
nteam , when Wnorm—the general

norm of working hours, nteam—the average number of personnel in a testing team.
Taking for example that Wnorm ≈ 2000 (hours), nteam = 5, then the minimum
requirement for nominal operating modes Ntester ≥ 60, that is, these personnel are
exclusively engaged in practical tests.

The average waiting time for a request in the queue according to the actual data
is ω′ = M∗[ω′] = 21.28. Respectively, the number of requests that are in the queue
at the same time is Nq = λω = 41.28. Taking into account the statistical probability
of successful tests, the average number of requests that require preparation is N

′
q =

Nq P∗(Cn) = 35.08. The existing requests are distributed in queues according to the
types of special equipment and the provisioning of specialized personnel (Fig. 1).
Ideally, at the uniform distribution of specialized personnel for the needs of testing
and personnel sufficient availability, the one service channel has N

′
q/m request.

Average time required to prepare one test request is τ q = ωmmin

N
′
q

, the intensity of

preparation for the test for one request (speed of progress of the request in the queue
to one channel) μq = 1/τ q . With the minimum number of channels allowed mmin

the one channel has N
′
q/mmin

= 2.92 requests, then μq ≥ 0.14.
Using a similar approach for calculating the minimum required amount of

personnel per year for preparing requests for the practical testing phase and taking
into account the number of personnel nteam = 3, required for such work, it can be
concluded that Nresearcher ≥ 110.
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4 Discussion

Investigations of the input flowparameters and their comparisonwith previous results
did not reveal significant deviations. Even when we increased the sample size by a
third, we have not yet reached the ideal general data setsize, for which it is safe to
say that probability parameters are obtained. However, the similarity of the results
obtained in different studies with an interval of 1 year is already a positive result.

Also, at this stage, we did not see a significant impact of COVID-19 quarantine
measures on the nature of the law of distribution of the input flow of requests for
testing specimens of special equipment. We confirmed the exponential law of distri-
bution of the amount of requests received within an interval of 1 week. The impact
of quarantine measures can be seen in the slightly increased variance in the number
of test requests. There is still a further need to monitor the intensity of the input flow
of requests for the timely management of the processes that accompany the testing
of specimens of special equipment.

The study of the behavior of the requests in the queue showed the need to detail a
model in the overall scheme of the testing institution as a queuing system, which is
presented in Fig. 1. This representation does not reflect the procedures for the initial
processing of requests while they are in the queue. Then the queuing system can be
represented by the scheme shown in Fig. 4.

Input flow of test 
requests

Request queues divided 
into groups

The output flow of 
requests

Tests

channels

1

2
i
n

The next stage of 
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Return to previous life cycle stage
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n
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requirements for 
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Fig. 4 Diagram of the testing institution queuing system with technological preparation phase
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In Fig. 4, the processing of incoming requests requirethe mandatory initial prepa-
ration of the requests, if such a request entered the system for the first time. If the
request has already been in the system before and was rejected as a result of the tests,
it skips the preparation phase and is sent to the queue of the “Tests” service system.

In theory, we can assume that the queue has a limit on the request waiting time,
but during our observations such cases were not detected, so in the simulation we
can assume that the waiting time of the request in the queue is unlimited. Similarly,
the queue is unlimited in the number of requests that can expect processing. We
also found the statistical frequency of deviation of the starting time of the tests
from the planned one. Such time deviations are the result of insurmountable factors
independent of the operation of the testing institution. The need to study such factors
was pointed out in [2] and statistics are currently being gathered on this issue.

It should be noted that the performed and presented approximate calculations
of the structural parameters of queuing nodes were performed for the worst-case
scenario of extreme occupation of test personnel, despite the average load param-
eters. In addition, the structure of the flow of requests has certain inhomogeneity,
estimates of which can be seen in [2]. This means that certain requests may be in the
queue, despite the availability of free service channels (for example, due to lack of
personnel of the required specialization, which is busy testing another model of the
same type of special equipment). In order to prevent this, the presence of a reserve
(personnel, equipment i.e.) in the testing system is required, whichminimizes the risk
of temporary deviation in the servicing of the request. The need for reserve personnel
is also shown by the presence of a peak in incoming requests. Despite the stationary
nature of the input flow, a significant increase in the intensity of request receipts is
periodically observed. The periodicity of the peak load, which can be called “slow
oscillations”, is shown in Fig. 5.

For these reasons, and taking into account thewide range of special purpose equip-
ment and, often, its uniqueness, in the future it is necessary to separately investigate
the issue of the required reserve, and possibly develop a mechanism for the optimal
formation of test teams.

Studies of statistics on the processes associated with the preparation and
conducting of tests have identified the main statistical characteristics of processing
requests. Analysis of the nature of the statistical law of distribution of request
processing time (carrying out tests) showed its proximity to a stationary Poisson flow.
This hypothesis was tested using the Pearson consistency criterion, which resulted
in a positive result. This allows us to study the processes in the testing institution,
which is represented by a queuing system of the kind M/M/n, which is the best
case scenario because of the convenience of the mathematical description of Markov
processes for queuing systems of this type. It is also known [7] that service nodes
that are designed for Poisson flows will serve other kinds of flows with the same
efficiency.
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5 Conclusions and Future Work

5.1 Conclusions

The obtained numerical statistical characteristics of the processes accompanying
the testing of specimens of special equipment allow for a close approximation to
modeling the activities of the testing institution. The established exponential laws
of distribution of random variables—intensity of receipt of requests for testing and
intensity of requests processing, allow to use the most convenient mathematical
approach and considerably simplify the process of modeling.

Based on the analysis of statistical data, we determined the magnitude and nature
of the time deviation of the beginning of the phase of practical tests that took place
under the influence of various internal and external factors. Despite the presence of
such deviations and the need to predict them, their share in the overall flow of input
requests is not critical and does not pose significant threats to the test process as a
whole. The determined numerical characteristics of the input flow of requests also
allowed to model in detail the general scheme of test processes.

The analysis of the established processing parameters allowed to determine the
limit parameters of the queuing node and to formulate the minimum requirements
for the number of service nodes and, accordingly, the number of personnel. We also
substantiated the needs for the formation of reserve in the queuing node, which will
ensure adequate capacity and prevent disruption of government tasks.
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5.2 Future Work

Investigate and detail the processes of queue allocation and develop an appropriate
mathematical study for modeling the behavior of test request sub-flows for different
types of special equipment.

Investigate the process of forming test teams (channels in the queuing node)
and develop an approach to the optimal distribution of personnel in test teams in
accordance with the structure of the input flow of testing requests.
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Nataliia Yehorchenkova , Oleksii Yehorchenkov , and Anton Sazonov

Abstract In the paper, the authors propose to use a process approach and machine
learning methods, namely Logical Regression, Random Forest, and XGboost algo-
rithm, for project selection in the portfolio in banking. The paper’s objective is an
improvement of the PDCA model using of machine learning method for the project
portfolio management in banking. Tasks of the paper: to develop a model of the
PDCA approach for project portfolio management in banking; to check the different
machine learning algorithms for the project portfolio dataset of a real bank; to evaluate
and select the best algorithm. As a result, there was concluded, the construction of
the cyclical PDCA process using project and process management technologies and
machine learning methods in symbiosis can ensure effective project and program
portfolio management, as the process will be controlled with a constant cycle of
improvement and minimal human impact.

Keywords Logistic regression · Random forest · XGBoost ·Machine learning ·
Project portfolio management · Banking · Process approach · PDCA

1 Introduction

1.1 Problem Statement

In the conditions of the developing economy of Ukraine, business entities are in
a tough competitive environment and are comprehensively focused on the struggle
for the consumer and long-term development. Such factors necessitate the adoption
of quality and rapid decisions in the management, adoption, and implementation
of necessary changes, targeting new consumers and markets, creating new offers to
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meet existing and create new demand for goods and services. Today’s companies
understand that the speed of effective change is the key to success and long-term
sustainability. It is important to note that project management covers almost all
sectors of the economy, as project management tools have a very wide range of
applications. One of such sectors is the financial sector of the economy in which, in
particular, the implementation of projects plays an extremely important role. CEOs
of financial institutions are well aware that the implementation of projects is not
a whim but a forced affair. The high level of competition, the developing market,
and the increase in the demand for lending among individuals and legal entities
intensify the competition for consumers of financial services. Depending on the
Strategy, projects are implemented to optimize resources (implementation of Lean
Production) or increase competitive advantages (i.e. those that allow to meet the
requirements of the existing market). The National Bank of Ukraine, as a regulator of
the financial sector, implements a culture of project management, setting an example
to other state control and private banks in Ukraine. Looking at public information
from open sources about the achievements of the banking system of Ukraine on the
way to the implementation of projectmanagement, you can find different approaches,
methodologies, and concepts.

In practice, project management, at different levels of the banking sector solves
different problems. It might be a one-time solution to existing problems, or the way
of existence (implementation of projects in construction, marketing, etc.), or it is
a system function, the task of which is achieving the strategic prices of the bank
or reducing costs. Of course, if the bank implements projects in its activities (both
external and internal), projectmanagers and functionalmanagers are facedwith some
issues, such as:

• unavailability of resources (material or labor);
• excess of projects number in the portfolio;
• delays in project implementation;
• inability to achieve the desired results, goals, objectives;
• failure at the linear level of problem-solving, and others.

In the paper for solving defined problems, the authors propose to develop a PDCA
process approachmodel usingmachine learningmethods (MLM) for project portfolio
management in banking.

1.2 Process Approach for Banking

Theoretical and practical issues of the process approach to management have been
studied by such foreign scientists as E. Deming, M. Hammer, D. Champy, D.
Harrington, R. Susa,M. Robson, F. Ullah, and others, among domestic researchers—
L.Balabanova,V.Baranovsky,O.Belarus,O.Vasyurenko,O.Vovchak, I. Bushuyeva,
A. Kozachenko, and others. It is worth noting that process management involves
continuous improvement of processes.
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Among the methods of process improvement are three main conceptual
approaches to improving the efficiency of the organization in the process manage-
ment:

1. insignificant improvements to the process—improvement/change of the
sequence of participants and executors of individual operations, procedures,
or stages;

2. gradual improvement of processes (optimization)—requires certain re-source
costs and constant improvement of the process, the founder of such a model
is E. Deming, which he described in his work “Modern Time Management”
(PDCA cycle) [1];

3. redesign (reengineering) of processes, which leads to significant changes in
established management functions, comprehensive and radical transformation
of the entire business. M. Hammer and D. Champy. in his work “Faster,
better, cheaper: Nine methods of business process reengineering” in 2016 [2]
describe reengineering as follows: “Reengineering is a fundamental rethinking
and radical redesign of business processes to achieve significant improvements
in such key performance indicators for modern business as cost, quality, and
efficiency”.

For project portfolio management in banking, it is better to use the second
approach—PDCA cycle, because processes of this approach allow to continuously
improve the portfolio at the expense of regular revision of executing projects,
initiating new and suspending the worst projects.

1.3 PDCA Approach

The PDCA cycle of continual improvement should answer four key questions: What
should it be like? What should we do and how should we do it? What was achieved?
What else is there to be done? (Fig. 1).

PLAN (P)—What should it be like?

Each process cycle starts with defining objectives and action planning. The success
of the whole cycle mostly depends on this stage. The reason for that is clear. If
objectives are not properly defined, and particularly, if the plan was not set properly,
it is difficult to expect that the complete cyclewill function properly. The plan needs to
have clearly defined operational rules and, to be comprehensive and besides planned
activities, it has to be able to predict unexpected activities and problems.

DO (D)—What should we do and how should we do it?

Implementation of actions is crucial for this stage. The set plan is developed and
worked out during this stage. In production, this phase means production and supply,
and in-services—it means realization of services. According to the current standard,
the implementation of services is defined as the implementation of products.
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Fig. 1 PDCA cycle of continual improvement of processes

CHECK (C)—What was achieved?

The primary task of this stage is to check the achievement of objectives. It studies
the contributions of changes and examines all factors affecting the understanding
of the problem. For comprehensiveness and validity of initial assumptions and the
comprehensiveness of the problem study, this stage applies specific methods and
procedures such as statistical methods. In the production conditions, this stage cycle
has the role of studying customers’ reactions to the new product or service.

ACT (A)—What else is there to be done?

Identifying room for improvement is embedded in the last but very important stage.
If previous stages have given good results, the implementation that has been planned,
developed, and studied is implemented.

One complete rotation of the circle means the complete cycle of improvement
and/or quality improvement. If the performed cycle has not given expected results,
the news cycle should be started with the new plan, new information, and applying
knowledge gained during the previous cycles.

The PDCA is a universal approach—suitable for all domains (production, educa-
tion, health, financial institutions, etc.). It has the main attributes of the quality
management philosophy and the scientific approach to understanding and improving
the process. PDCA cycles are continual processes of all working groups and they
refer to all processes in the organization. If applied, this approach indicated the
management’s commitment to its main role:

• in continual improvements. The PDCA cycle means continual training and distri-
bution of knowledge. It means that one completed cycle encourages starting a new
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one with a new plan, new information, and applying knowledge gained during the
previous cycles. Every next cycle has improved plan and process;

• activities, improved checks and analyses, and other new improvements. This
methodology is a dynamic process with the role of catalyst in process improve-
ment.

The application of this principle and the PDCA methodology enables central
banks to continually re-examine the manner of functioning and improving their
performances. The only seeming limitation in terms of central bank objectives may
be that the central bank does not define them individually since they are primarily
defined by the law. However, in no way does this limit the central bank to continually
re-examine the implementation of set objectives and to improve its processes and
complete performances. The application of this principle records the following bene-
fits: determining processes and their improvement, better budgeting, removing defi-
ciencies from previous period, enhanced credibility, more quality inputs for deciding,
and the like (ISO 2006) [3].

Thus, the use of PDCA ensures the constant development of processes and meets
the needs of a rapidly changing market. And any activity that has a set of regular,
interconnected operations, procedures, actions performed by the owner and/or partic-
ipants of the process to create a product or service that has value for the consumer
(customer) both external and internal can be defined as a process. Thus, it can be
described, controlled, and constantly improved. The PDCA principle can be used
as the main method that needs improvement to develop a cycle of project portfolio
management process for its effective management.

As far as the most important goal of project portfolio management for the banking
is implementing the strategy, the project portfolio management in the PDCA model
has to meet the following conditions:

1. to provide the implementation of the strategy;
2. to provide effective interaction of the bank departments when updating the

project portfolio;
3. to provide information and report to stakeholders on the status of the project

portfolio implementation.

1.4 Paper’s Purpose and Objectives

The paper’s purpose is the improvement of the PDCA model using of machine
learning method for the project portfolio management in banking.

Objectives of the paper:

• to develop a model of the PDCA approach for project portfolio management in
banking;

• to check the different machine learning algorithms for project portfolio dataset of
a real bank;

• to evaluate and select the best algorithm.
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Fig. 2 PDCA model for achieving strategic goals and initiatives

2 A PDCA Model for Project Portfolio Management
in Banking

2.1 Model of a PDCA Approach for Project Portfolio
Management in Banking

The PDCA can be applied to a specific set of project portfolio components. In the
paper, it is proposed an updated model of the project portfolio life cycle, in which
the phases will be clearly defined in time constraints and consistent in their imple-
mentation, and will last 1 calendar year in the total. The general model that will be
used in the research on achieving strategic goals and benefits is presented in Fig. 2
“PDCA model for achieving strategic goals and initiatives”.

1. Phase 1 “Scheduling of initiatives”—defines and establishes the sequence of
works at which a strategic plan of project initiatives implementation is created.

2. Machine learning method—methods of decision support for the project
included in the portfolio based on the developed models and algorithms.

3. Phase 2. “Quarterly project portfolio update”—provides interaction and
sequence of works at which the initiatives identified in the strategic plan are
initiated and selected for further authorization in the project portfolio. This
phase has the following sequence of works, with a total duration of 3 calendar
months:

4. Phase 3. “Analysis of project portfolio implementation”—provides an anal-
ysis of the annual performance of the portfolio and provides answers to questions
about the extent to which the bank was able to achieve strategic goals through
the implementation of projects.

5. Phase 4. “Project portfolio approval” is responsible for the strategic adjust-
ment of the portfolio, the applying of the necessary administrative measures to
improve/correct deviations and approval (Fig. 3).
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3.4. Update and approval

provides updating and approval of the portfolio as of the new quarter.

3.3. Monitoring and reporting

provides monitoring and reporting during the project portfolio implementation

3.2. Authorization of potential components

provides coordination and authorization of project portfolio components

3.1. Planning of potential components

provides identification, categorization, evaluation, selection, prioritization and balancing 
of the project portfolio potential components.

Fig. 3 Phases of PDCA model

For now, the decision-making process is carried out by the management of a bank.
But criteria of these decisions often are subject to the influence of the human factor.
So not every decision will be loyal and effective enough. So there is necessary to use
the machine learning method for the formalization of the decision-making process.

3 Machine Learning Method

To develop a model of decision-making processes in project initiating in portfolio an
experiment was conducted. For this experiment, a dataset with real bank projects was
chosen. The dataset has 17 columns (features) and 155 raws. The issue with creating
the models was that we have a small dataset. Therefore, to avoid overfitting, we used
relatively simplemodels. In logistic regression,we controlled the regularization using
the C parameters (inverse of regularization strength—smaller values specify stronger
regularization) to deal with the overfitting. For tree-based models like XGBoost, we
controlled the overfitting by tuning a series of parameters:

• Restricting the maximum depth of trees via max_depth (low values).
• Making the model more conservative via gamma and eta (high values).



486 N. Yehorchenkova et al.

• L1 and L2 regularization via reg_alpha and reg_lambda (high values) [4].

For the experiment was used the programming language Python and environment
Jupiter Notebook.

Figure 4 is shown the logical structure of the experiment.

1. Data reading and evaluating

Table 1 is presented a fragment of the row dataset.

1. Data 
reading  and 
evaluating

2. Data 
processing

3. Defining 
target, train 
and test data

4. Select the 
best algorithm

5. Prediction 
accuracy 

assessment

Fig. 4 The logical structure of the experiment

Table 1 Fragment of the dataset (transformed table)

No 1 2 3 …

Group UB SP OB …

Initiative code UB_0_008 SP_1_004 OB_1_009 …

Category Strat Usual Usual …

Budget <5 Mln 1 0 0 …

Budget Mln 7,18 2,55 3,68 …

Date start plan 17.06.2016 01.07.2015 28.07.2015 …

Date end plan 28.12.2018 30.08.2016 30.04.2019 …

Duration plan 30 13 45 …

Duration >30 1 0 1 …

Compliance strategy 1 0 1 …

Authorization 1 1 1 …

Finish fact 1 1 1 …

Requirements law 1 0 1 …

PM name William T Thomas M Scarlett Y …

Sponsor name Bill E Jerry H Gordon D …
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2. Data clearing and processing

Preparing dataset to learning and development of machine learning model dataset
was processed. There were removed unnecessary features: ‘№’, ‘Initiative code’,
‘Authorization. For categorical data were used One Hot Encoding.

The fragment of the processed dataset is presented in Table 2.

3. Defining target, train, and test data

As a target was defined as a feature “Authorization”. This feature shows the status of
initiating projects: 0—aprojectwas rejected (18 projects), 1—aprojectwas approved
(137 projects) (Fig. 5).

Table 2 Fragment of processed dataset (transformed table)

Group UB SP OB …

Category Strat Usual Usual …

Budget <5 Mln 1 0 0 …

Budget Mln 7,18 2,55 3,68 …

Date start plan 17.06.2016 01.07.2015 28.07.2015 …

Date end plan 28.12.2018 30.08.2016 30.04.2019 …

Duration plan 30 13 45 …

Duration >30 1 0 1 …

Compliance strategy 1 0 1 …

Finish fact 1 1 1 …

Requirements law 1 0 1 …

PM name William T Thomas M Scarlett Y …

Sponsor name Bill E Jerry H Gordon D …

Note full table consists of 13 rows × 124 columns

Fig. 5 Approved and reject projects
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The learning models and evaluation of its accuracy dataset were split in the ratio
of 80% train to 20% test data.

4. Select the best algorithm

For developmentmachine learningmodel for selecting project in portfolio in banking,
there are necessary to check several algorithms on the dataset and choose the most
suitable one. Authors considered the next algorithms: Logistic Regression, Random
Forest, and XGBoost. Let’s consider every algorithm in more detail.

4.1 Logistic Regression

Logistic regression is a statistical model that in its basic form uses a logistic function
to model a binary dependent variable, although many more complex extensions exist
[5]. Logistic Regression is one of the most simple and commonly used Machine
Learning algorithms for two-class classification. It is easy to implement and can
be used as the baseline for any binary classification problem. Its basic fundamental
concepts are also constructive in deep learning. Logistic regression describes and
estimates the relationship between one dependent binary variable and independent
variables. [6].

An algorithm of logistic regression learning is presented in Fig. 6.
There were received the next parameters:

• ROC AUC mean—0.9050505050505052;
• Standard deviation—0.115440656564388.

The scores parameter is shown in Fig. 7.

4.2 Random Forest

To start to build the 
logistic regression. 
We set small value 
for C parameter for 

stronger 
regularization.

To perform cross-
validation

To receive the ROC 
AUC parameters: 
mean, standard 

deviation and scores

lr = LogisticRegression(
penalty='l2',

C=0.1
)

%%time
cv_scores = cross_val_score(clf_lr, X_train, y_train, cv=skf, 

scoring='roc_auc')

cv_scores.mean(), cv_scores.std(), cv_scores

Fig. 6 An algorithm of logistic regression
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Fig. 7 Logistic regression ROC AUC scores

Random forests or random decision forests are an ensemble learning method for
classification, regression, and other tasks that operate by constructing a multitude of
decision trees at training time and outputting the class that is the mode of the classes
(classification) or mean/average prediction (regression) of the individual trees [7].

An algorithm of Random Forest learning is presented in Fig. 8.
There were received the next parameters for Random Forest:

• ROC AUC mean—0.9054834054834056;
• Standard deviation—0.09226411754916562.

The scores parameter is shown in Fig. 9.

4.3 XGBoost

To start to build the 
Random Forest. 

To perform cross-
validation

To receive the ROC 
AUC parameters: 
mean, standard 

deviation and scores

from sklearn.ensemble import RandomForestClassifier
rf = RandomForestClassifier(n_estimators=100)

clf_rf = Pipeline(steps=[('preprocessor', preprocessor), 
('classifier', rf)])

%%time
cv_scores = cross_val_score(clf_rf, X_train, y_train, cv=skf, 

scoring='roc_auc')

cv_scores.mean(), cv_scores.std(), cv_scores

Fig. 8 An algorithm of random forest
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XGBoost is an open-source software library that provides a gradient boosting frame-
work for C++, Java, Python, R, Julia, Perl, and Scala. It works on Linux, Windows,
andmacOS. From the project description, it aims to provide a “Scalable, Portable and
Distributed Gradient Boosting (GBM, GBRT, GBDT) Library”. It runs on a single
machine, as well as the distributed processing frameworks Apache Hadoop, Apache
Spark, and Apache Flink. It has gained much popularity and attention recently as the
algorithm of choice for many winning teams of machine learning competitions [8].

An algorithm of XGBoost learning is presented in Fig. 10.
There were received the next parameters for XGBoost:

To start to build the 
XGboost. 

To perform cross-
validation

To receive the ROC 
AUC parameters: 
mean, standard 

deviation and scores

from xgboost import XGBClassifier
xgb = XGBClassifier(

max_depth=2,
gamma=2,

eta=0.8,
reg_alpha=0.5,

reg_lambda=0.5
)

clf_xgb = Pipeline(steps=[('preprocessor', preprocessor), 
('classifier', xgb)])

%%time
cv_scores = cross_val_score(clf_xgb, X_train, y_train, cv=skf, 

scoring='roc_auc')

cv_scores.mean(), cv_scores.std(), cv_scores

Fig. 10 An algorithm of XGBoost
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• ROC AUC mean—0.8844155844155844;
• Standard deviation—0.10612993581714016.

The scores parameter is shown in Fig. 11.

5. Prediction accuracy assessment

As far as we have two suitable algorithms with good performance (mean accuracy
and standard deviation) Random Forest and XGBoost, the authors developed two
learning models and compared the results.

In the process of XGBoost construction was defined prediction accuracy assess-
ment by ROC AUC metric (0.9655172413793103). According to this metric, the
accuracy of the XGBoost is 96%. In the Random Forest model, there was received
prediction accuracy assessment by ROC AUC metric (0.7327586206896552). So,
the accuracy of the Random Forest is 73%. Therefore XGBoost algorithm is the best
solution for the decision-making process of project initialization in the portfolio of
banking.

4 Conclusion

In the paper, the authors propose to consider using of process approach and machine
learning method for the task of project selection to a portfolio in banking. It was
improved the PDCAmodel and developedmodels by algorithms Logical Regression,
Random Forest, and XGBoost and evaluate these models through an experiment
for a project portfolio dataset of a bank. In the result of the experiment, it was
defined that the best algorithm is XGBoost, and the prediction accuracy for the
project portfolio dataset is 98%. Such research allows us to consider using machine
learning approaches for project portfolio management in banking.

Thus, the construction of a cyclical PDCA process using project and process
management technologies and machine learning methods in symbiosis can ensure
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effective project and programportfoliomanagement, as the processwill be controlled
with a constant cycle of improvement and minimal human impact.
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