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Abstract. Social networks have become the main means of communi-
cation and interaction between people. In them, users share information
and opinions, but also their experiences, worries, and personal concerns.
Because of this, there is a growing interest in analyzing this kind of con-
tent to identify people who commit self-harm, which is often one of the
first signs of suicide risk. Recently, methods based on Deep Learning have
shown good results in this task, however, they are opaque and do not facil-
itate the interpretation of decisions, something fundamental in health-
related tasks. In this paper, we face the detection of self-harm in social
media by applying a simple and interpretable one-class-classification app-
roach, which, supported on the concept of the attraction force [1], pro-
duces its decisions considering both the relevance and distance between
users. The results obtained in a benchmark dataset are encouraging, as
they indicate a competitive performance with respect to state-of-the-art
methods. Furthermore, taking advantage of the approach’s properties, we
outline what could be a support tool for healthcare professionals for ana-
lyzing and monitoring self-harm behaviors in social networks.

1 Introduction

Nowadays, social networks are the preferred communication channel around the
world. They offer a forum for people to share their daily activities, thoughts,
and ideas. Furthermore, they are also a face-saving platform for sharing worries,
personal concerns, even related to very personal health issues. This has drawn
attention for research purposes, since on these platforms people tend to express
themselves more freely than in other circumstances, providing a priceless chance
for understanding and modeling the relation of language and users’ profiles.
Accordingly, some recent efforts have been done to study the content gener-
ated by users suffering from different mental health problems like depression,
schizophrenia, anorexia, and self-harm.
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Mental health is a major challenge for social well-being. Self-harm, in partic-
ular, is a mental health problem that involves deliberately harming the body1,
and whose extreme cases can lead to suicide [13]. Recent studies [9,21] have
shown that social media platforms are widely used by people who commit self-
harm to seek information, as well as advice and support. However, due to the
enormous amount of information that is generated in these media, it is very diffi-
cult for experts to manage it to identify users at risk and then support them. To
address this issue, computational tools are being developed to help professionals
performing such a complex task. This paper presents our effort in this direction.

Identifying self-harm is a very challenging problem from the computational
linguistics perspective. It has been addressed considering user-generated content
in different platforms like Flickr [20], Reddit [10,11,21], Twitter [3], and Insta-
gram [19]. Self-harm content has been mainly studied by modeling the posts’ con-
tent by means of bag-of-words and word embeddings, together with well-known
traditional classifiers (like logistic regression and support vector machines) as
well as with complex deep learning models (like convolutional, recurrent and
attention-based NNs) [10,11,21]. Other works have developed frameworks that
consider different features like online activity and visual content [20]. In addition,
some others have attempt to further explore discussion forums on self-harm [3],
or to exploit information regarding to the emotional changes shown on this type
of content [4]. Language used in self-harm content is strongly related to the one
used in suicide.

Attempting to promote research on mental health related topics, some shared
tasks have been organized. One of the best known is the Computational Linguis-
tics and Clinical Psychology Workshop (CLPsych2), which, in its 2016 edition
[17] included a task aimed to classify posts from the ReachOut.com site3 accord-
ing to four levels of risk of harming. The majority of the participating teams
used word-based approaches with traditional classifiers as well as some lexical
resources related to affective information. On the other hand, in the framework
of the Early Risk Prediction on the Internet Lab (eRisk4), a task dedicated to
self-harm detection on Reddit posts was organized in 2019 [22] and 2020 [14].
Most participating teams also employed basic representations like the BOW,
and traditional classifiers like Random Forest and SVM (the most widely used);
nonetheless, the best results were obtained by deep learning models, in particu-
lar by BERT-based classifiers [15]. From these previous works, it is important to
highlight that, despite deep learning methods offering outstanding results, they
have a major drawback: they are not easy to interpret [7].

In this paper, we propose to face the task of self-harm detection in social
media by means of a one-class classification (OCC) approach [12]. The obser-
vation that motivates our choice is that the posts from users who do not harm

1 https://www.mayoclinic.org/es-es/diseases-conditions/self-injury/symptoms-cause
s/syc-20350950.

2 https://clpsych.org/.
3 It is an online community of Australian youth.
4 https://early.irlab.org/.

https://www.mayoclinic.org/es-es/diseases-conditions/self-injury/symptoms-causes/syc-20350950
https://www.mayoclinic.org/es-es/diseases-conditions/self-injury/symptoms-causes/syc-20350950
https://clpsych.org/
https://early.irlab.org/
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themselves, who indeed are the vast majority, are very diverse in topics and style,
making the negative class very complex to model, and, in consequence, not really
useful to discriminate the users who actually harm themselves. In contrast, we
assume the posts from the latter group are more homogeneous, since this kind
of users tend to talk about their emotional state as well as to share about the
actions of self-injury they have carried out.

Out of the existing OCC approaches, we decided to use the Global Strength
Classifier [2] (henceforth denoted as gSC), a novel and transparent instance-
based classifier supported on the concept of the gravitational attraction force.
It evaluates the relation among instances by their strengths, considering their
distances as well as their masses (relevance) with respect to the target task.
Accordingly, in the task at hand, gSC classifies an unlabeled user as a “case of
self-harm”, if he/she shows a significant attraction to all training positive users,
although the most relevant users, those who post more information related to
self-harm, will have a greater influence on the classification decision.

gSC was originally evaluated in the depression and anorexia detection tasks,
showing very competitive results compared to more complex models [2]. In this
paper, we move a step forward by extending its evaluation and proposing new
functionalities for it. The main contributions of this work are:

i) We present for the first time gSC in the task of self-harm detection. This
model, besides offering competitive results also provides some degree of intu-
ition of the classification decisions it takes, then contributing to the under-
standing and diagnosis of this important mental disorder.

ii) We carry out an in-depth analysis of gSC properties and their correlation
with the classification errors, providing insights on its robustness for detect-
ing and monitoring mental disorders in social media.

iii) We outline a user-friendly interface to support health professionals for the
detection and follow-up of users who harm themselves. This interface takes
advantage of the different characteristics of gSC to allow the interpretation
of results, a key aspect in any health-related task.

The rest of the paper is organized as follows: The gSC method is introduced in
Sect. 2. Section 3 presents the experimental settings. Section 4 shows the obtained
results as well as an analysis carried out on them. The proposed support tool for
helping health professionals is described in Sect. 5. Finally, in Sect. 6 we pointed
out some conclusions and directions for future work.

2 gSC: A One-Class Approach for Detecting Mental
Disorders

gSC is a supervised classification method based on the attraction force concept
build for depression and anorexia detection [2]. It works under the intuition that
only by observing the positive users (i.e., target class) it is possible to characterize
the associated mental disorder. Thus, gSC uses only information from one single
class for its decision-making. The gSC criterion for classifying an unlabeled user
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xu as positive is that the strength with which he/she is attracted to the training
set X (target strength, Strg) has to be similar to the strength with which all
elements in the training set are attracted to each other (reference strength, Sref ).
The above is illustrated in Fig. 1.

Fig. 1. Graphical representation of gSC.

Formally, gSC works as follows: Given a training set belonging to the positive
class X = {x1, x2, x3, . . . , xN} and an unlabeled user xu, Strg and Sref are
calculated with Eq. 1 and 2, respectively. Observe that both equations use Eq. 3.

Strg(xu) =
1
N

∑

xi∈X

strength(xu, xi) (1)

Sref (X) =
1

(N)(N − 1)

∑

∀xi,xj∈X
i�=j

strength(xi, xj) (2)

strength(xu, xi) = G
m(xu)m(xi)
dist2(xu, xi)

� m(xu)m(xi)
dist2(xu, xi)

(3)

where N is the cardinality of the training set (denoted as X); strength(•, •) is
the attraction force between two given users, and m(•) represents the mass of
each user, which is nothing more than a measure of his/her relevance or relation
to the target domain. G is the gravitational constant and dist(•, •) is the distance
between the two users in the given feature space. It is important to specify three
things, first, that each user is represented by a single document that comprises all
of his/her writings; second, that different metrics, other than the cosine distance,
can be used to measure the distance between users; and third, that constant G
is omitted from Eq. 3 since it is only a scaling factor.
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Once both strengths are calculated, the decision of whether or not xu belongs
to the positive class is made up according to Eq. 4, where the resulting quotient
between both strengths is compared against a predefined threshold β.

c(xu) =

{
1 (positive), if

Strg(xu)
Sref (X) ≥ β

0 (negative), otherwise
(4)

2.1 Mass Assignment to Users

The criterion for determining the relevance or mass that a given document (i.e.,
user) has is one of the main concepts in gSC. In this case, each document has
a mass value that is proportional to the amount of terms related to a given
vocabulary containing on it. Hence, the more terms it comprises, the greater
mass it has. Formally, the mass of each sample is calculated according to Eq. 5.

mass(x) =
1 +

∑
∀wi∈L f(wi, x)
1 + |x| (5)

Where L is a lexicon related to the task at hand (in this case, the vocabulary
includes terms related to self-harm), f(wi, x) is the number of occurrences of the
term wi in the document x, and |x| is its length.

3 Experimental Settings

3.1 Dataset

To evaluate the performance of gSC for self-harm detection in social media, we
take advantage of the dataset developed for the eRisk-2020 [14] shared task. It
is composed by a collection of posts from Reddit users. Two categories were
included: self-harm, which includes users who explicitly said that they had self-
injured, and a control group which comprises users that have not mentioned
to commit self-injury. In the rest of the paper, the latter is sometimes also
referred as the negative class. Table 1 shows some characteristics of the dataset.
It is important to highlight that, given the fact that gSC works under an OCC
approach, only the self-harm group was used during training. While, both self-
harm and control instances were exploited for evaluation purposes.

Table 1. Dataset main characteristics.

Training Test

Self-harm Control Self-harm Control

No. of users 41 299 104 319

No. of posts 1322 45006 11691 92138

Avg. posts per user 32.24 150.52 112.41 288.83
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3.2 Text Representations

As mentioned before, gSC needs to compute the distance among all users. For
evaluation purposes we considered different feature spaces, defined by the fol-
lowing text representations:

– Word Embeddings. All posts belonging to a given user were concatenated,
thus, each user is represented by a single document containing all his/her
posts. As pre-processing, all posts were converted to lower-case, and hash-
tags, user mentions, urls, punctuation marks, and stopwords were removed.
Regardless of the type of embeddings used, users were represented by the aver-
age vector of all their words. We used the following three types of embeddings:

• Word2Vec [16]. Vectors of 300 dimensions trained on the Google News
dataset.

• GloVe [18]. Vectors of 200 dimensions trained on Twitter data.
• FastText [6]. Vectors of 300 dimensions trained on Wikipedia, and on the

UMBC and statmt.org news datasets.
– BERT Embeddings. We followed a standard design for sentence classifica-

tion tasks using BERT [8], which considers the hidden state h of the final
layer over the special token [CLS] as the full representation of the input
sequences. In particular, we used the bert-base-uncased pre-trained model5.
In this case, each post of a given user was treated individually; afterwards,
the obtained vectors were averaged and the resulting vector used as the final
user representation.

3.3 Self-harm Vocabulary for Mass Calculation

As in other related tasks, lexical resources for addressing self-harm detection are
scarce, therefore, a common practice is to build in-house resources for experi-
mental purposes. In the case of gSC, having a lexicon to calculate the mass of
the instances is essential. A lexicon composed by 61 terms, which are shown in
Table 2, was created. The starting point of this resource was the vocabulary of
self-harm terms found in [20], which were collected from a wide set of Flickr
posts related to the topic at hand. We manually enriched this list by adding
terms that could be relevant for capturing self-harm content.

Table 2. Lexicon used for mass assignment.

addiction, alone, anemia, angry, anorexia, anxious, arm, arms, bath, bathroom, blade,
blades, bleeding, blood, body, bruised, bulimia, cut, cuts, cutting, dark, depressed,
depression, die, failure, finger, fingers, hand, hands, harm, harming, hate, help, ill-
ness, kill, killme, knife, leg, legs, mental-illness, night, pain, palm, plan, plans, razor,
sad, sadness, scar, scars, self, selfharm, selfhate, skin, sh, sleeve, sleeves, stress, suf-
fer, suffering, suicide

5 https://huggingface.co/transformers/pretrained models.html.

https://huggingface.co/transformers/pretrained_models.html
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3.4 Parameters’ Tuning

For using gSC, some parameters must be tuned. In a similar fashion than in
[2], we decided to evaluate different values of the parameter β = {0.5, 1, 2}. It
serves to adjust gSC for being lenient or strict in decision-making. To calculate
the distance between two instances, the cosine distance was used. For what
concerns to the baselines, for kNN-based methods we considered k = {1, 3, 5, 7}
and for OCC-kNN we evaluated β = {0.5, 1, 2}. For SVM and OCC-SVM, the
parameters used were kernel = {linear, poly, rbf, sigmoid}, as well as C =
{0.5, 1.0, 1.5, . . . , 10.0} and nu = {0.05, 0.1, 0.15, . . . , 0.95}, respectively.

4 Results

As in the eRisk-2020 shared task, and for comparison purposes, we use the F1-
score over the positive class as main evaluation measure; precision and recall
are also included for completeness. We compare the performance of gSC against
well-known machine learning methods: kNN and SVM, as well as their OCC
versions, denoted as OCC-kNN and OCC-SVM, respectively. Besides, we also
include the best ranking model in the eRisk-2020 shared task [15], denoted as B-
eRisk-M. This model used a variety of BERT-based classifiers that were trained
with additional data6 than the provided for official training. Table 3 shows the
results of the baseline methods as well as the ones obtained with gSC for self-
harm detection. The results of all methods correspond to their best parameter
settings. For gSC, Word2Vec embeddings and β = 1 generated the best result.

Table 3. Performance of gSC and baseline methods in the self-harm detection task.

Method F1-score Precision Recall

gSC 0.679 0.697 0.663

OCC-kNN 0.434 0.291 0.856

OCC-SVM 0.548 0.500 0.606

kNN 0.395 0.246 1.000

SVM 0.642 0.927 0.490

B-eRisk-M 0.754 0.828 0.692

According to the results in Table 3, gSC outperforms all baseline models in
terms of F1-score. Although gSC does not outperform B-eRisk-M, it should be
noted that the latter is a complex binary classification BERT-based model and
it does not use the same information than our method during training. Instead,
gSC only exploits data from the target class for making decisions. Considering
the official eRisk-2020 results, gSC would have ranked in the 4th position, being

6 Mart́ınez-Castaño et al. exploited data collected from Pushshift Reddit Dataset [5].
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surpassed only by three variations of the B-eRisk-M model. We applied the z-
test of significance between gSC and B-eRisk-M with p-value = 0.01, concluding
that there is no significant difference between them, which means that gSC is a
statistically similar method.

Furthermore, we also calculated the P@10 value considered as confidence level
for the quotient of the division of Strg by Sref , described in Eq. 4. A P@10 = 1
was obtained by ordering the classified instances from highest to lowest, accord-
ing to their confidence level. The higher the confidence level, the higher the
amount of evidence that a user has traces of self-harming.

4.1 Error Analysis

Attempting to further analyze the results obtained by gSC, we decided to rank
all the users in the test set in terms of their classification confidence level, as
described at the end of the previous section. After this ranking, we noticed that
most users having a confidence level higher than 2 were correctly classified. In
particular, 37 users felt into this situation, from them, only one was a false pos-
itive. Reading the posts from this user, we realized that although not marked as
positive, he/she mentioned many terms associated with self-harm (corresponding
to Table 2) in his/her writings. This particular case highlights one of the main
drawbacks of gSC, which is that the classification decisions strongly depends on
the vocabulary used for measuring the masses. On the other hand, the majority
of misclassifications occurred for confidence levels between 1 and 2. In this case,
only 33 out of 62 users were correctly classified.

An additional analysis was carried out aimed to infer the reasons for the false
positives and false negatives obtained by gSC in the experiments. In this case,
we considered two aspects: the masses of the test users and their distances to the
training users. Figure 2 shows two boxplots regarding four classification metrics,
namely, True Positives (TP), False Positives (FP), True Negatives (TN), and
False Negatives (FN), for the masses (in the left) and distances (in the right).

With respect to the masses, it can be observed that instances with high mass
values tend to be correctly classified as positive. On the other hand, instances
with low mass values were identified as negative, but in many cases incorrectly.
That is, the mass values from TN and FN are very similar, which indicates that
it is very complex to detect users who harm themselves when they do not show
the signals of self-harm in an explicit way or, in other words, when their writings
do not use the words from the reference lexicon.

Regarding the distances to the training set users, Fig. 2 shows an opposite
story. Correctly classified instances in the positive class mostly show small dis-
tance values with respect to the training data. However, false positives seem to
have even lower distance values. The distances observed in the TP and FP sets
are very similar, indicating that it is very difficult to distinguish the users who
harm themselves, when they do not share similar posts to other positive users,
in other words, it seems to be very complicated for gSC to distinguish a positive
user when he/she shares different experiences and sentiments than the rest of
the positive users, even when he/she does so explicitly and frequently. On the
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Fig. 2. Masses and distances of the instances in the testset with respect to classification
metrics.

other hand, the TN shows the highest distance values, which could indicate that
there are indeed term differences in the posts written by healthy users and those
generated by self-harming users.

5 Decision-Making Support Tool

Nowadays, novel NLP models are increasingly sophisticated and complex, which
has led to improve state-of-the-art results on a wide variety of problems. How-
ever, one of the most important drawbacks of these models is its interpretability.
A task like the one discussed in this paper, where the interpretation of the results
is crucial, needs to be addressed by methods allowing a simpler interpretation.
In this sense, taking advantage of the properties of gSC that allow us to extract
relevant information for interpretation purposes, we developed a prototype of a
Decision-Making Support Tool that could serve to health professionals to estab-
lish a diagnosis on the basis of the social media content. Figure 3 illustrates a
proposal of the interface developed as a potential support tool.

Within this interface, a user (expected to be a health professional) could find
the following:

– On Point 1, through a color palette the self-harm level associated to a given
subject is shown. Levels are represented from the lowest degree of evidence in
green to the highest one in red. Pressing on any color shows an ordered list
of subjects according to their self-harm level, (it is obtained as the confidence
level).

– On Point 2, the user can select any subject, then information like its confi-
dence level, mass, average distance to the training set, N most frequent words,
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Fig. 3. Interface of the support system for health professionals.

and N most frequent lexicon-words will be displayed. Besides, a 3D model
of the subject features space is also shown. Here, the instances in training
set and the subject itself are shown; those instances which exert the greater
strength on the subject can be explored.

– On Point 3, all post of the selected subject are displayed.
– Pop-up windows are also considered in this interface. Window A shows the

lexicon used to calculate the masses. Window B shows the whole list of most
frequent words or the list of the most frequent lexicon-words of the selected
subject. When any user in the 3D model is selected, all her post are displayed
through Window C.
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6 Conclusions

In this paper, we tackle self-harm detection in social media. Such a complex task
was approached by using gSC, a one-class classification method based on the con-
cept of textual attraction forces proposed in [2]. According to the experimental
setting performed, gSC outperformed baseline methods from both perspectives
binary and one-class classification; besides, the obtained results are very com-
petitive and encouraging against the state-of-the-art. Given the features of gSC,
its outcomes are easier to interpret than other state-of-the-art models. An error
analysis was carried out, the findings seem to confirm the ability of the aspects
considered in gSC for classifying self-harm content. The first version of an outline
support tool for healthcare professionals was also introduced. Such application
leverages the properties of gSC for presenting not only the label assigned to a
given user but also which aspects were considered by the model during classifica-
tion. As future work we are interested on evaluating the approach on data from
other social media as well as to consider an early risk detection perspective.
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