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Abstract. The present work deals with implementing tourist recom-
mendation systems designed to predict the user preferences about a place
or tourist activity in Mexico. Three recommendation systems have been
proposed: two based on collaborative filtering (user and items) and the
other based on demographic issues. To this aim, a corpus has been built
by collecting 2,263 ratings from TripAdvisor.com about eighteen tourist
places in Mexico. Experimental results show that the demographic-based
recommendation system outperforms those based on collaborative filter-
ing, obtaining a mean absolute error of 0.67 and a mean square error of
1.2980. These results also show significant improvement over a majority
class baseline based on a sizeable unbalanced corpus.

Keywords: Tourist recommendation system · Collaborative-based
filtering · Demographic-based filtering

1 Introduction

Tourism in Mexico has a significant impact on the economy due to its mul-
tiplier effects in the generation of added value and employment [13]. Only in
2019, the tourism industry contributed 17.2% of gross domestic product (GDP)
in Mexico [7], obtaining sixth place in the international tourism ranking [18].
In terms of economic income, tourism in Mexico represents approximately 22.5
billion dollars per year [21]. Recently, the economic impact generated by the
SARS-CoV-2 coronavirus pandemic has repercussions that may extend into the
medium term [2,6,23]. Despite this, digital technologies have allowed a reorienta-
tion of the social, cultural, and economic models related to the tourism proposals
that would alleviate such impact.

Currently, many technologies allow and achieve the scope of tourism at all
its levels (transport, restaurants, hotels, events, among others). However, a large
number of web pages and online services specialized in tourism usually drown rel-
evant results to informational “noise” that can hinder the best touristic options
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according to the user preference [8]. One of the technologies that optimize the
selection process for suitable tourist places based on the user profile is the recom-
mendation system. A tourist recommendation system seeks to predict a ‘score’
or preference that users have regarding tourism options, aiming to match tourist
attractions with user needs [1].

The main objective of this work is to generate baselines for future researches
related to tourist recommendation systems specialized in Spanish-speaking coun-
tries, especially in Mexico. With this in mind, three recommendation systems
have been proposed. Two of them are based on collaborative filtering, while the
other one considers demographic issues. For this aim, a new corpus was built,
consisting of 2,263 opinions and ratings about eighteen touristic attractions from
the state of Nayarit, Mexico. To the best of our knowledge, this is the first cor-
pus of touristic opinions in Spanish that includes ratings about places in Mexico
intended for the training and evaluating of tourist recommendation systems.

The rest of the paper is organized as follows. In Sect. 2, related works on
tourist recommendation systems are mentioned. In Sect. 3, the proposed method-
ology and the database that was built are described. In Sect. 4, the results
achieved are described. Finally, in Sect. 5, the conclusions reached in this work
and the proposed future work are listed.

2 Related Work

Nowadays, some works in the scientific literature deal with the application of rec-
ommendation systems in the tourism domain [10,16,25]. These works are com-
monly categorized according to three well-known recommendation techniques:
content-based filtering, collaborative filtering, and hybrid recommendation sys-
tems [25].

In content-based filtering, a user receives recommendations of similar items
to the ones the user favored in the past. For the decision-making process, dif-
ferent content factors can be considered from the tourists’ preferences [10]. For
example, Binucci et al. [4] designed a content analyzer for a content-based travel
recommendation system. They use geographical data provided by a set of points
of interest (POI) to indicate how much a POI is relevant for a set of possible top-
ics of interest. On the other hand, Vu et al. [22] obtain tourist dining preferences
based on restaurant review websites. They use text processing techniques to ana-
lyze tourists’ preferences concerning dining activities (cuisines, dishes, meals, and
restaurant features). Shen et al. [20] use location-based social networks to offer
tourists the most relevant and personalized local venue recommendations. How-
ever, content-based filtering is not a suitable approach when there is an absence
of prior user data to make decisions. Under this perspective, collaborative filter-
ing can offer early data based on user similarities [24].

In collaborative filtering, a user receives recommendations of items establish-
ing relations with people that have similar tastes, or choices preferred in the past.
Recent examples of recommendation systems using the collaborative approach
are [3,14]. Al-Ghobari et al. [3] proposes a tourist recommendation system that
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integrates the preferences of users and their geographical information to gener-
ate personalized and location-aware recommendations. They used a k-Nearest
Neighbor item-based collaborative filtering for this purpose. Their solution aimed
to develop a mobile application that uses the service of Google to provides sug-
gestions based on nearby popular attractions. Kuanr et al. [14] present a tourist
recommendation system that store the opinions of local users about their prefer-
ences on food and purchase. Their system uses the stored information by finding
similar users to any querying user and providing him recommendations of the
sites with good food and products available on those sites.

Regarding the hybrid recommendation systems, they combine both content-
based and collaborative filtering to issue recommendations. For example, Fararni
et al. [8] propose a hybrid architecture and a conceptual framework based on big
data technologies, artificial intelligence, and operational research. Other research
works, like those reviewed in [25], also use hybrid approaches by using linked open
data (a concept as the data is shared and built based on semantic web, linked
data, and open data) in the tourist domain.

3 Methodology

This study is conducted using two phases: data collection and the design of the
recommendation systems, which are described below.

3.1 Data Collection

In order to achieve the proposed goals, a corpus was built by collecting tourism
reviews in Spanish and overall ratings of about eighteen domestic tourist places
or attractions in the state of Nayarit, Mexico.1 Data were collected from TripAd-
visor.com, a website with user-generated content that captures aspects of travel
experiences. A web crawler was used to gather the information via the follow-
ing two software tools: Selenium WebDriver and Python Selenium [17]. A total
of 2,263 online reviews and ratings performed by 2,033 users were collected from
May 2012 to January 2021. Each of these ratings consists on a five-point Likert-
type scale [15]: 1 (terrible), 2 (poor), 3 (average), 4 (very good) and 5 (excellent).
Table 1 shows the distribution of corpus instances according to their rating.

The eighteen tourist places were selected considering eight tourism types
based on the purpose for travel: sun and beach, cultural, adventure, religious,
natural, gastronomic, ecotourism, and shopping. Table 2 shows the typology of
tourism used for these places.

In addition to the reviews and ratings, information about each of the 2,033
users was also obtained via a web crawler. However, manual processing was
required to gather the gender of the users and a brief opinion on the rated
places. There are no empty fields in the corpus instances, in such a way that if a
user did not have any of them, the user and its ratings are omitted. Finally, the
username was changed to an ID preserving the privacy of the opinions. Table 3
shows the user information consisting of eight fields.
1 https://sites.google.com/cicese.edu.mx/rest-mex-2021/corpus-request.

https://sites.google.com/cicese.edu.mx/rest-mex-2021/corpus-request
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Table 1. Distribution of corpus instances according to their rating.

Rating Number of instances

1 65

2 77

3 239

4 653

5 1229

Table 2. Typology of tourism destinations.

Tourist places Types of tourism destinations

Bahia de Matanchen Sun and beach

Playa Los Muertos Sun and beach

Bucerias Art Walk Cultural, shopping

Centro Historico de Tepic Cultural, religious

Galerias Vallarta Shopping

Isla de Coral Sun and beach, ecotourism

Islas Marietas Sun and beach, adventure, ecotourism

Manantial La Tovara Sun and beach, adventure, ecotourism

Mercado del Pueblo Sayulita Gastronomic

Mexcaltitan Natural

Playa Destiladeras Sun and beach

Playa El Anclote Sun and beach

Playa Los Ayala Sun and beach

Splash Water Park Adventure, shopping

The Jazz Foundation Cultural

Isla Isabel Sun and beach, ecotourism

Cerro de la Contaduria Cultural, adventure

Santuario de Cocodrilos El Cora Ecotourism

Additionally, a history of opinions of some of the 2,033 users was also col-
lected. This history of opinions consists of comments and observations that each
of these users made about the tourist places he/she visited (non-necessarily those
listed in Table 2). Table 4 shows the fields of the history of opinions.

Finally, the set of instances in the corpus was split into the following two
groups: a training sample consisting of 1,582 randomly selected ratings and a
test sample containing 681 randomly selected instances for performance measure-
ment. The split of the corpus instances was made in a stratified K-fold validation
based on the distribution of Table 1. Therefore 70% for each rating was ensured
for the training sample and 30% for the test sample.
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Table 3. User information in the corpus.

Field Description Data type

ID The user ID for each recommendation Text

Gender The tourist’s gender [Male, Female]

Place The tourist place that the tourist is recommended
to visit

Text

Location The place of origin of the tourist (the central,
northeast, northwest, west, and southeast regions
refer to the regions of Mexico)

Text

Date Date the recommendation was issued Date

Type Type of trip that the tourist would do [Family, Friends, Alone,
Couple, Business]

Rating The rating represented the level of satisfaction
that the tourist will have when going to the
recommended place

[1, 2, 3, 4, 5]

Comment The comment that the tourist granted Text

Table 4. History of opinions of the users

Field Description Data type

Comment The comment that the user granted (unknown = blank
comment)

Text

Rating The level of satisfaction that the user had regarding an
specific place

[1, 2, 3, 4, 5]

Place The place a user visited (this place can be from anywhere
in the world, not necessarily from Mexico)

Text

Location The place of origin of the user (the central, northeast,
northwest, west, and southeast regions refer to the regions
of Mexico)

Text

Overall rating The overall rating that a place has on the TripAdvisor.com
site

[1..5]

In the following subsections, the models used for generating recommendations
of tourist places are described.

3.2 Collaborative-Based Filtering

Collaborative-based filtering (CF) is a common technique to determine similarity
decisions in recommendation systems. CF seeks to predict items for a target user
(for whom the recommendation is aimed) using data of other similar users or
items. While the user-based approach finds the users who share the same rating
patterns with the target user, the item-based approach looks into the set of items
the target user has rated and computes how similar they are.

In this work, CF is used applying both user-based and item-based
approaches to recommend tourist places. The recommendation models under
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these approaches are built using the well-known k-Nearest Neighbors (KNN)
algorithm or some of its variants. The KNN-type algorithms allow providing
recommendations by aggregating the ratings of the closest k neighbors. In par-
ticular, the present work uses the algorithm of KNN with means [11], which takes
into account the mean rating of each user as well as the mean of k neighbors.
Since there is a low number of items compared to the users, different param-
eters of k were used. The user-based approach was applied with the following
values of k = 10, 20, 25, 30, 35. These values were chosen following the work of
Ghazanfar et al. [9], where they evaluated the optimal value of k from 0 to 100
and computed the mean absolute error for various models of recommendation
systems. On the other hand, for the item-based approach, the values of k were
1, 3, 5, 7, 9. Since there are only 18 items (or tourist destinations), the size of k
is limited from 1 to 18 for this approach.

The KNN user-based and item-based approaches were implemented by using
the Surprise library2 which is a Python Scikit for recommendation systems.
This library offers a range of recommendation system algorithms, including such
variations of KNN and different similarity indexes at ease. Surprise library was
also used to compute the following four steps: (1) building the user-item rating
matrix, (2) computation of similarity matrix, and (3) compute rating predictions
and identify recommendations.

Building the User-Item Rating Matrix. The user-item rating matrix con-
sists of the ratings given by users to items (the tourist places). It relies on the
similarities between given user ratings to predict a target user’s ratings on par-
ticular items. Table 5 shows an example of the user-item rating matrix. In this
table, the columns correspond to the tourist places while the rows to the users.
The intersection between them is the rating that a user gives to a specific tourist
place.

Table 5. Example of the user-item rating matrix.

Islas Marietas Manantial La Tovara Sayulita ... Mexcaltitan

user 1 5 ...

user 2 3 ... 4

user 3 3 ... 5

...
...

...
...

...
...

user n 4 5 ...

Computation of Similarity Matrix. The similarity matrix consists of
weights that represents the relation between two elements (users or items). The
higher the weight value, the firm of the relation between them. In this work, the
2 https://surprise.readthedocs.io/en/stable.

https://surprise.readthedocs.io/en/stable
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cosine similarity between all pairs of elements (users or items) was computed to
generate the weight values. Let Uij be the set of all users that have rated both
items i and j in the recommendation system, and let Iuv be the set of items
rated by both users u and v. The rating of user u for item i is denoted as rui.

Equation (1) express the cosine similarity between users u and v, while Eq. (2)
describes the similarity between items i and j. Table 6 shows an example of
similarity matrix for users.

sim(u, v) =

∑
i∈Iuv

rui · rvi
√∑

i∈Iuv
r2ui ·

√∑
i∈Iuv

r2vi

(1)

sim(i, j) =

∑
u∈Uij

rui · ruj
√∑

u∈Uij
r2ui ·

√∑
u∈Uij

r2uj

(2)

Table 6. Example of similarity matrix for the users-based approach.

User 1 User 2 User 3 ... User n

User 1 – 0 0.61 ... 0

User 2 0 – 0.45 ... 0.4

User 3 0.61 0.45 – ... 0

...
...

...
...

...
...

User n 0 0.4 0 ... –

Computing Rating Predictions and Identifying Recommendations.
The rating prediction is computed considering the mean rating of each user.
Let µu the mean rating of each user u (or µi if the prediction is computed using
the item-based approach). The rating prediction r̂ui for user u about item i is
expressed in Eq. (3) under the user-based approach and in Eq. (4) under the
item-based approach. In these equations, Nk

i (u) denotes the set of k neighbors
of u that have rated the item i.

r̂ui = µu +

∑
v∈Nk

i (u) sim(u, v) · (rvi − µv)
∑

v∈Nk
i (u) sim(u, v)

(3)

r̂ui = µi +

∑
j∈Nk

u(i) sim(i, j) · (ruj − µj)
∑

j∈Nk
u(i) sim(i, j)

(4)

3.3 Demographic-Based Filtering

Demographic-based filtering (DF) categorizes users or items based on their
attributes and performs a recommendation based on such demographic catego-
rizations. In the present work, a recommendation model using DF was generated
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by using the following user information: gender, location, and the type of trip
that the tourist did. These fields (described in Table 3) comprised the feature
vector for each user instance. Table 7 shows an example of the set of features
that characterizes the demographic information on users. Regarding the tourist
place instances, each of them consists of a binary feature representation of the
typology of tourism destinations (see Table 2). For this binary representation,
0’s and 1’s indicate whether or not the tourist place fits one or more types of
tourism destinations. In order to build the recommendation models, we used the
following machine learning algorithms implemented in Python Scikit-Learn: the
KNN for k = 10, 20, 25, 30, 35, random forest (RF), and neural networks (NN).

Table 7. Demographic information on the users who rated a tourist place.

ID Gender Location Type

User 1 Male Argentina Business

User 2 Female West region of Mexico Family

User 3 Female Central region of Mexico Alone

...
...

...
...

User n Male USA Friends

4 Experimental Results

Experiments were conducted to evaluate the performance of the three proposed
recommendation models. The experiments were carried on Google Colab, a free
cloud-based service of a Jupyter notebook3. The performance of the models was
evaluated by using the following error measures:

– Mean absolute error (MAE). It measures the average magnitude of the abso-
lute value differences between the true and the predicted rating [5].

– Mean squared error (MSE). It evaluates the quality of the recommendation
models to make predictions computing the average of the squared difference
of the predicted ratings.

– Root mean squared error (RMSE). It evaluates the accuracy of the predicted
ratings penalizing disproportionately large errors [12].

To use different metrics that allow evaluating other aspects of the recom-
mendation models, the values were transformed from reals to integers through
rounding. Thus, the original regression problem was converted to a classification
problem considering five classes: 1 (bad), 2 (bad), 3 (fair), 4 (very good), and 5
(excellent). In particular, we use the following two types of statistical measures:

3 https://colab.research.google.com.

https://colab.research.google.com
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– Accuracy. It measures the percentage of cases in which the recommendation
model was correct.

– F1-score. It represents the harmonic mean between precision and recall

See [19] to get more details about the metrics for evaluation of the recom-
mendation models.

A majority class baseline was used as the reference value for the experiments.
This value is computed by selecting rating 5 as the default response, which
corresponds to a 54.1854% of accuracy (see Table 8). Notice that approximately
30% of the corpus instances have a rating equals to 4 while the remaining rating
(from 1 to 3) represents almost the 20%.

Table 8. Results for a majority class baseline.

MAE MSE RMSE Accuracy F1-score

0.72246 1.49779 1.22384 0.54185 0.14057

Table 9 shows the performance of the CF model under the user-based app-
roach. The result with the lowest error measures and the highest accuracy is
when k = 10. This is not the case for the F1-score and Accuracy measure,
where the highest value results when k = 25. Notice that there is no significant
difference concerning the remaining results. Regarding the majority class base-
line, this approach obtains lower MSE and RMSE values; however, it does not
outperform the rest of the metrics.

Table 9. Performance of the CF model under the user-based approach.

k value MAE MSE RMSE Accuracy F1-score

10 0.79083 1.07988 1.03917 0.32599 0.13035

20 0.79374 1.0937 1.0458 0.32452 0.12993

25 0.79348 1.09309 1.04551 0.32745 0.13188

30 0.79354 1.09302 1.04548 0.32599 0.13091

35 0.79359 1.09314 1.04553 0.32599 0.13091

Table 10 shows the performance of the CF model under the item-based app-
roach. The result with the lowest error measures and the highest accuracy is
when k = 9. For the F1-score measure, the highest value was obtained when
k = 1. Similar to the CF model under the user-based approach, there is no sig-
nificant difference concerning the remaining results. In addition, this approach
also obtains lower MSE and RMSE values than those of the majority class base-
line, but it does not outperform the rest of the metrics.
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Table 10. Performance of the CF model under the item-based approach.

k value MAE MSE RMSE Accuracy F1-score

1 0.79588 1.11894 1.0578 0.32599 0.13167

3 0.78267 1.07929 1.03889 0.32892 0.12528

5 0.79882 1.11894 1.0578 0.32158 0.12819

7 0.79735 1.11747 1.05711 0.32305 0.12969

9 0.78120 1.07489 1.036768 0.328928 0.12517

Finally, Table 11 shows the performance of the DF models trained by the
machine learning algorithms: random forest (RF), neural networks (NN) and
KNN with k = 10, 20, 25, 30, 35 (see Sect. 3.3). All DF models outperform the
majority class baseline in all the used evaluation metrics (although lower MSE
and RMSE values are obtained with the CF models). The overall best result is
obtained for the DF model trained by RF.

Table 11. Performance results for the demographic system

Model MAE MSE RMSE Accuracy F1-score

KNN 10 0.69456 1.33186 1.15406 0.51982 0.19155

KNN 20 0.70778 1.39207 1.17986 0.52569 0.18355

KNN 25 0.70044 1.37885 1.17424 0.53010 0.18286

KNN 30 0.69603 1.36857 1.16986 0.53303 0.18070

KNN 35 0.68428 1.3392 1.15724 0.53597 0.18438

RF 0.66666 1.29809 1.13933 0.54478 0.20378

NN 0.68428 1.3392 1.15724 0.54185 0.17582

5 Conclusions and Future Work

In this work, three recommendation models were proposed: two based on col-
laborative filtering (user and items) and the other based on demographic issues.
These methods serve as baselines for future work on recommendation systems
for sites in Mexico. A corpus was built, collecting tourism reviews in Span-
ish and overall tourist places in Nayarit, Mexico. This is the first corpus, as
far as the authors are aware of, which includes ratings about places in Mexico
intended for tourist recommendation systems. Experimental results show that
the demographic-based filtering approach outperforms a majority class baseline
(used as a reference). This is not the case for the collaborative-based filtering
(users and items) approaches, although they obtained the lower overall MSE and
RMSE values.
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As future work, it would be interesting to explore other recommendation
approaches such as context-based models or others using deep learning and nat-
ural language processing.
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