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Preface

We are delighted to introduce a set of contributions to today’s state of the art in Law and
Technology in this volume, the fifth in a series on the AI Approaches to the Complexity
of Legal Systems (AICOL). Since the first AICOL workshop held in Beijing in 2009,
many other have followed, at the crossroads of artificial intelligence, the web of (linked)
data, political science, legal theory, and legal studies. Some AICOL workshops, with
the same cluster of topics, have taken place in conjunction with EU-funded FP7 and
H2020 projects. But most of them have been launched jointly with conferences devoted
to AI and law, such as the International Conference of AI and Law (ICAIL) and the
International Conference on Legal Knowledge and Information Systems (JURIX).

AICOL I-II, published in 2010, included papers from the first AICOL workshop
(co-located with the 24th IVR World Congress, September 15–20, Beijing, China) and
the follow up held later that year (co-located with JURIX 2009, November 16–18,
Rotterdam, The Netherlands). AICOL III, published in 2012, resulted from the third
AICOL workshop (co-located with the 25th IVRWorld Congress, August 15–20, 2011,
Frankfurt, Germany) along with AICOL-IV@IVR (July 21–27, 2013, Belo Horizonte,
Brazil), andAICOL-V@SINTELNET-JURIX (December 11, 2013,Bologna, Italy). The
fourth volume included papers from AICOL-VI@JURIX 2015, AICOL-VII@EKAW
2016, AICOL-VIII@JURIX 2016, AICOL-IX@ICAIL 2017, and AICOL-X@JURIX
2017. The present volume includes AICOL-XI@JURIX2018, held in Groningen, the
Netherlands, on December 12, 2018, and AICOL-XII@JURIX2020, held online via
Brno, Czech Republic, on December 9, 2020.

The AICOL proceedings are usually published every two years in the form of a
selection of the best papers. The present edition is no exception, although COVID-19
has made things a bit more difficult. We faced this situation by joining forces with
Technologies for Regulatory Compliance (TERECOM, from the H2020 Project LYNX
H2020-780602) and EXplainable & Responsible AI in Law (XAILA), also held jointly
with JURIX in 2020, as detailed in the Introduction. It is worth mentioning that the
LAST-JD-RIoE Marie Skłodowska-Curie Innovative Training Network provided some
papers with promising research as well.

The present volume contains 21 contributions (17 long papers and 4 short papers).
All contributions were submitted to a double peer-review process — first to be accepted
at the scientific workshops, and then to be resubmitted, reviewed again, and published.
The contributions have been organized into the following blocks: (i) Knowledge Repre-
sentation; (ii) Logic, Rules, and Reasoning; (iii) Explainable AI in Law and Ethics; (iv)
Law as a Web of Linked Data and the Rule of Law; (v) Data Protection, Privacy Model-
ing, and Reasoning. This time, the volume reflects the ethical turn that has occurred in
the field of AI during the past three years, also fostering a new reflection on legal rights,
legal governance, and the rule of law.



vi Preface

As always, we thank the reviewers for their excellent work, and we encourage the
reader to explore the outcomes of research having in mind what they can observe by
themselves, in the ever changing brave new world of digital regulation.

August 2021 Víctor Rodríguez-Doncel
Monica Palmirani

Michał Araszkiewicz
Pompeu Casanovas

Ugo Pagallo
Giovanni Sartor



AICOL Organization

Program Committee Chairs

Víctor Rodríguez-Doncel Universidad Politécnica de Madrid, Spain
Pompeu Casanovas La Trobe University, Australia/IDT-UAB, Spain
Monica Palmirani University of Bologna, Italy
Ugo Pagallo University of Turin, Italy
Giovanni Sartor University of Bologna/EUI, Italy
Danièle Bourcier CNRS, Paris 2 Panthéon-Assas University, France

Program Committee

Laura Alonso Alemany National University of Córdoba, Argentina
Michal Araszkiewicz Jagiellonian University, Poland
Guido Boella University of Turin, Italy
Marcello Ceci University College Cork, Ireland
Luigi di Caro University of Turin, Italy
Tom van Engers University of Amsterdam/TNO, The Netherlands
Enrico Francesconi ITTIG, Italy/EurLex, Luxembourg
Michael Genesereth Stanford University, USA
Jorge González-Conejero Autonomous University of Barcelona, Spain
Guido Governatori Data61, CSIRO, Australia
Davide Grossi University of Liverpool, UK
John Hall Model Systems, UK
Renato Iannella Airservices Australia, Brisbane, Australia
Beishui Liao Zhejiang University, China
Arno Lodder Vrije University, The Netherlands
Marco Manna University of Calabria, Italy
Martin Moguillansk Universidad Nacional del Sur, Argentina
Pablo Noriega IIIA-CSIC, Spain
Paulo Novais University of Minho, Portugal
Adrian Paschke Freie Universität Berlin, Germany
Silvio Peroni Universtity of Bologna, Italy
Ginevra Peruginelli ITTIG, Florence, Italy
Enric Plaza IIIA-CSIC, Spain
Marta Poblet RMIT, Australia
Martín Rezk Free University of Bozen-Bolzano, Italy
Antoni Roig Autonomous University of Barcelona, Spain
Livio Robaldo University of Luxembourg, Luxembourg
Piercarlo Rossi University of Piemonte Orientale, Italy
Antonino Rotolo University of Bologna, Italy



viii AICOL Organization

Carles Sierra IIIA-CSIC, Spain
Barry Smith University of Buffalo, USA
Clara Smith UNLP/UCALP, Argentina
Said Tabet RuleML Initiative, USA
Daniela Tiscornia ITTIG, Italy
Leon van der Torre University of Luxembourg, Luxembourg
Raimo Tuomela University of Helsinki, Finland
Anton Vedder Tilburg University, The Netherlands
Serena Villata Inria, France
Fabio Vitali University of Bologna, Italy
Adam Wyner University of Aberdeen, UK
Radboud Winkels University of Amsterdam, The Netherlands
John Zeleznikow La Trobe University, Australia

XAILA Organization

Program Committee Chairs

Michał Araszkiewicz Jagiellonian University, Poland
Martin Atzmueller Osnabrück University, Germany
Grzegorz J. Nalepa Jagiellonian University, Poland
Bart Verheij University of Groningen, The Netherlands

Program Committee

Kevin Ashley University of Pittsburgh, USA
Floris Bex Utrecht University, The Netherlands
Szymon Bobek Jagiellonian University, Poland
Jörg Cassens University of Hildesheim, Germany
David Camacho Universidad Autonoma de Madrid, Spain
Pompeu Casanovas La Trobe University, Australia/IDT-UAB, Spain
Enrico Francesconi ITTIG, Italy/EurLex, Luxembourg
Paulo Novais University of Minho, Portugal
Tiago Oliveira National Institute of Informatics, Japan
Martijn von Otterlo Tilburg University, The Netherlands
Adrian Paschke Freie Universität Berlin, Germany
Juan Pavón University Complutense de Madrid, Spain
Monica Palmirani University of Bologna, Italy
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Abstract. This introduction presents the fifth volume of a series started twelve
years ago: the AI Approaches to the Complexity of Legal Systems (AICOL).
The introduction revises the recurrently addressed topics of technology, Artificial
Intelligence and law and presents new challenges and areas of research, such
as the AI ethical and legal turn, hybrid and conflictive intelligences, regulatory
compliance and AI explainability. Other domains not yet fully explored include
the regulatory models of the Web of Data and the Internet of Things that integrate
legal reasoning and legal knowledge modelling.

Keywords: AICOL workshops · Artificial intelligence and law · Semantic web ·
LegalXML ·Web of linked data · Internet of Things · Ethics · Human rights ·
Privacy · Rule of law

1 Introduction

This is the Introduction to the fifth volume of AI Approaches to the Complexity of Legal
Systems (AICOL). During the past twelve years, AICOL editions have been consistently
showing the evolution of the research carried out in the field of technology, Artificial
Intelligence, and law. In this edition, we point out the main trends and developments
of the last three years, in a time marked by the pandemic, but also by a growing and
sustained heed in the regulatory models of the Web of linked Data and the Internet of
Things integratedwith legal reasoning and legal knowledgemodelling. It would be a case
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of increasing returns, asmany outcomes of research are just a step ahead, not having been
implemented yet. In this scenario we are assisting to the cross-fertilization of different
research fields: subsymbolic AI should be combined with symbolic AI and Semantic
Web in order to provide better instruments to implement the concept of explicability and
the ethics principles. Human-centered AI needs integrated approach where technical,
social, legal and ethics approaches are used together for supporting the Human-in-the-
loop principle. This is a matter of time, as more young researchers are joining and are
advancing and figuring out new approaches to cope with the problems raised in digital
scenarios that are becoming the natural ecosystems of our time. But it is also a matter
of will, as many solutions require the agreement and collaborative effort of citizens,
companies, governments, and social and economic institutions. As we will state in this
volume, we are facing hybrid and conflictive environments, in which, the simultaneous
emergence of new technologies is changing the notion of what it means to be human in
the digital age [1]. The reminder of the Introduction will briefly address these renewed
challenges, focusing on its ethical and legal components, before briefly introducing the
contents of the volume.

2 A Latest AI Ethical and Legal Turn

Scholars and institutions have extensively discussed the ethical (and legal) principles of
AI over the past years. So far, we have got more than a hundred of such declarations,
recommendations, or charters1. Since the early 2020s, this kind of exercise has somehow
turned out to be more precise from a legal viewpoint with a series of initiatives brought
about by the European Commission. The Commission has proposed a number of acts
that directly affect the design, production or use of AI systems. This is the case of the
Digital Services Act package—which includes the Digital Services Act and the Digital
Markets Act—much as the proposal for a new AI regulation from 21 April 2021. The
final version of these texts remains of course an open issue. For example, the final form
of the GDPRwhich was approved in 2016 was very different from the initial proposal of
the European Commission in 2014. We need no prophetic powers, however, to suspect
that most of this new set of legal provisions are here to stay and will affect some of the
ways in which AI can be used and even designed.

Some of the new set of legal rules proposed by the European Commission are already
the focus of some chapters in this book. After all, the proposal for a new AI regulation in
Europe adopts several recommendations that yourAICOLeditors have advanced over the
past years, be it Art. 53 of the AI Regulation on sandboxes [2], or Art. 56 on the European
AI Board [3]. On the other hand, according to a recurrent technique of EU regulations,
the legal bar is often set in connection with the state-of-the-art. In the phrasing of Recital
no. 49 of the AI Act, “High-risk AI systems should perform consistently throughout
their lifecycle and meet an appropriate level of accuracy, robustness, and cybersecurity
in accordance with the generally acknowledged state of the art.”

Likewise, the regulation hinges on the state of the art in Art. 9(3) on riskmanagement
systems, and Art. 10(5) on data and data governance. In this light it is fundamental also

1 To be more precise, as of August 2021, the online inventory of AI Ethics guidelines gathered
173 documents. https://inventory.algorithmwatch.org/.

https://inventory.algorithmwatch.org/
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to investigate the Data Governance Act proposal of the European Commission where a
new form of consent is supposed to open new intensive debates among scholars: “data
altruism” permits to contribute personal data to recognized organizations for “general
interest, such as scientific research purposes or improving public services”. The Data
Strategy is oriented to encourage big data sharing as “common good” and it is fre-
quently clashing with the human rights framework devoted to asking for transparency,
accountability, explicability and knowability of dataset, AI modelling, parameters, and
algorithm processing. The next challenge of the ongoing digital transformation is to
govern the groundbreaking technologies through a harmonized regulation, capable of
correctly balancing all of the following: economic growth of digital economy, unit-trust
policy for a fair competition, data sovereignty for protecting society and fundamental
rights (e.g., face recognition EU approach).

3 A Hybrid and Conflictive Environment

Hybrid intelligence (HI) has been recently defined as follows: “We define HI as the
combination of human and machine intelligence, augmenting human intellect and capa-
bilities instead of replacing them, to make meaningful decisions, perform appropriate
actions, and achieve goals that were unreachable by either humans or machines alone”
[4]. The authors have also identified themainHI research challenge for the times to come:
“how to build adaptive intelligent systems that augment rather than replace human intel-
ligence, leverage our strengths, and compensate for our weaknesses while taking into
account ethical, legal, and societal considerations.”

This might certainly be an undisputed goal for general AI and for regulatory designs
as well, putting AI at the center of these ethical and legal challenges. From AICOL, we
could suggest an additional turn. Stemming from the same perspective, the regulatory
lens should be adjusted to promote this approach, adapting it to an evolving and changing
legal environment. We deem the authors right. Without a deep social knowledge of the
economic and political conditions in which the technology is created and implemented,
we barely will reach this ‘noble dream’ (borrowing from Hart this qualification). The
technology we will live by in the immediate future is not neutral and can be populated,
designed, and used for different and opposite purposes in an increasingly conflicting
world [5].

But just think through legal lenses. Even if the systems built are cooperative (work-
ing in synergy with humans), adaptive (they learn from and are adapted to humans),
responsible (behaving ethically), and explainable (sharing with humans their rationale),
they still will be disruptive and will generate controversies, disputes and eventually law-
suits and conflicts that are susceptible to escalate. Plus ça change… In sum, law, legal
instruments, what we have been understanding as counting as law so far, should also be
rebuilt to give way to a common hybrid relationship both with machines and also with
humans dealing with machines. This second order relationship is even more relevant
than a simple M-H-M contextualisation of possible scenarios, because our humanity
is being transformed through this experience. This is the reason why rethinking legal
change and new legal toolkits is so important.

As shown by some of the papers that we are publishing here, there are new ways of
regulating that are more cooperative and open to dialogue. We have already mentioned
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the use of sandboxes to test innovation. We could add many other instruments in which
agents cooperate within multi-stakeholder governance systems (standards, protocols,
agreements, soft law, among many others). However, even though, the balance between
what is (or should be) mandatory or forbidden and what is (or should be) dialogical or
directly allowed and secured is an open question. Fostering trust and ensuring secure
and safe transactions on the web might not cover all possible venues. There are many
other conceptual tools to be put in place and implemented in-between enforcement and
agreement technologies: business (regulatory) and legal compliance; strict compliance
and relative (or partial) compliance; centralized or decentralized governance systems;
integrated or distributed management systems, are open issues for digital currencies
and platform-driven economies, urging drafters, regulators, and legislators to revise
the architecture of the formal rule of law, the place of national jurisdictions, and the
substantive enactment of rights.

At the same time, red flag issues about populist extremism, hate speech, organised
crime, and violent social behaviour, to mention only a few problems, raise new concerns
and lead us to undertake an in-depth discussion on the shift that is currently occurring in
the digital age and the technological way to respond to these challenges.

For instance, the use ofAI tools for filtering, unlawful or objectionable online content
and activities has become possible due to recent technological achievements (e.g., in the
domain ofNLP), and is indeed needed for preventing online abuses and ensuring effective
moderation. This opportunity, however, has raisedwell-groundedworries concerning the
extent to which to online freedoms may consequently be curtailed, through censorship
and further measures against the concerned individuals. Only by enhancing technologies
and better complementing and integrating them with human skills can this challenge be
met.

Further issues pertain the extent to which AI expands opportunities for surveil-
lance, control, and differential assessment of individuals. Technologies such as face
recognition enable people being tracked in physical environments, complementing the
technologies for online tracking. At the same time, the collected data can be processed
through AI technologies for the purposes of assessing individuals, assigning them clas-
sifications that may link to detrimental consequences. Defining criteria for fair and
accurate assessments of individuals, by combining automated analysis of relevant data
(collected and processed in compliance with data protection law) with human oversight
and complementary analysis, is a key legal and political challenge for the future.

4 A Hybrid Technological Framework

The non-symbolic AI is rapidly evolving, and it is everyday more evident that a hybrid
technical framework could producebetter results in the legal domain, combiningmachine
learning and deep learning based on stochastic technologies, with semantic knowledge
modelling, legal reasoning, and a symbolic rule-based approach [6, 7]. Themain problem
in the current applications of non-symbolic AI (ML/DL) in the legal domain is the lack of
contextual information that affects the capacity to create useful relationships between the
different annotations, classifications, clustering, correlation, and regression elaborated
by ML/DL technologies. Interconnecting all the extracted legal knowledge permits a
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better interpretation [8] by human beings and the implementation of the Human-in-the
loop, Human-on-the-loop, Human-in-command principles2 [9].

There are four main problems in the current state of the art of the ML/DL appli-
cations of the legal documents: 1) the ML/DL works without logic and semantics,
and many contexts information included in the legal document are neglected with an
evident lower capacity of interpretation; 2) the legal citation is a consolidated best
practice in legal disciplines to delegate to external textual resources some important
meta-role (e.g., definitions, derogations, modifications, integration of prescriptiveness,
penalty, conditions, etc.). This means that ML/DL should also consider the cited text
because especially some algorithms (e.g., similitude, grouping) can find similar the text
“art. 3” and “art. 13” when the content is completely different. For this reason, the net-
work of norms through citations should be included in the baseline of the experiments;
3) temporal parameters are fundamental for creating a robust ML/DL dataset. Case-law
based on repealed legislation should have lower weight respect case-law based on new
legislation even if these datasets are less frequent. So, frequency, probabilistic, temporal
series should be mitigated with relevance and legal validity criteria; 4) logic and seman-
tic web annotation should be integrated with ML/DL in order to understand the type and
meaning of relationship that connect different sentences in the text (e.g., obligation and
penalty, obligation and derogation).

For this reason, a hybrid architecture is necessary to integrate the ML/DL legal
knowledge extraction with Semantic Web annotation and legal deontic logic modelling,
and to achieve a better, sound result for the legal discipline [8]. Moreover, this hybrid
approach is functional alsowith regard to the explicability principle that is included in the
proposal of the European Commission about Artificial Intelligent Act (AIA3) in arts. 13
and 14. The hybrid approach is also fundamental for implementing co-regulation through
standardization bodies (based on the New Legislative Framework - NLF4) according to
Recital (61)5 AIA [10]. It is essential for supporting interoperability within the large
landscape of the Artificial Intelligence domain, to minimize fragmentation, overcome
technical and organizational barriers, and set different benchmarking criteria and legacy
systems [11].

2 “Human oversight helps ensuring that an AI system does not undermine human autonomy or
causes other adverse effects. Oversight may be achieved through governance mechanisms such
as a human-in-the-loop (HITL), human-on-the-loop (HOTL), or human-in-command (HIC)
approach. HITL refers to the capability for human intervention in every decision cycle of the
system, which in many cases is neither possible nor desirable. HOTL refers to the capability for
human intervention during the design cycle of the systemandmonitoring the system’s operation.
HIC refers to the capability to oversee the overall activity of the AI system (including its broader
economic, societal, legal and ethical impact) and the ability to decide when and how to use
the system in any particular situation.”, on 8 April 2019, the High-Level Expert Group on AI
presented Ethics Guidelines for Trustworthy Artificial Intelligence, pag. 16.

3 European Commission, Proposal for a Regulation of the European Parliament and of the Coun-
cil laying down harmonised rules on artificial intelligence (Artificial Intelligence Act) and
amending certain Union legislative acts (COM(2021) 206 final) (hereafter AIA).

4 https://ec.europa.eu/growth/single-market/goods/new-legislative-framework_en.
5 “[s]tandardization should play a key role to provide technical solutions to providers to ensure
compliance with this Regulation”.

https://ec.europa.eu/growth/single-market/goods/new-legislative-framework_en


6 V. Rodríguez-Doncel et al.

5 AICOL, XAI, and XAILA and TERECOMWorkshops

Against this framework, we are delighted to introduce a set of vibrant contributions to
today’s state of the art in this volume, the fifth in a series of books on the AI Approaches
to the Complexity of Legal Systems (AICOL). The book contains 21 contributions. Some
of them were presented in the AICOL workshops of 2018 (co-located within the JURIX
conference in Groningen, The Netherlands) and 2020 (co-located with the online JURIX
conference in Brno, Czech Republic). We also selected some papers that were submitted
first to workshops such as TERECOM (on technologies for regulatory compliance, in
2018, Groningen), and XAILA (eXplainable AI and law, in the 2018, 2019 and 2020
editions, as we will precise below).

Contributions have been logically organised into the following blocks: (i) Knowledge
representation; (ii) Logic, rules, and reasoning; (iii) Explainable AI in Law and Ethics;
(iv) Law as Web of linked Data and the Rule of Law; (v) Data Protection and Privacy
Modelling and Reasoning.

The chapters included into these sections are diverse in nature, and they cover both
theoretical reflections (as the thoughts on rule of law and compliance) and practical
problems (as the representation of Italian law in a machine-readable form), spanning
from the description of complete legal information systems to fine-grain algorithms.
Let’s elaborate on top of that.

During recent years, the ubiquitous character of AI-based tools and solutions, many
of which provide the basis of automated or semi-automated decision making relevant
from the point of view of human rights, prompted the social interest in understand-
ability of the algorithms’ operation. This topic has been discussed under the heading
of Explainable AI (XAI) and the related concepts such as transparency or simulatabil-
ity. The European approach towards the development of AI emphasizes the ethical and
the legal aspects of intelligent systems, directed towards building trustworthy AI. This
direction has already been reflected in documents issued by the different European bod-
ies, including the High-Level Expert Group on Artificial Intelligence (AI-HLEG), the
European Parliament, and the European Commission, as discussed above. Therefore, it
is not surprising that the topics of XAI have gained importance in the AI and Law com-
munity and prompted the idea of explainable computational models of legal reasoning
and of the understandability of the operation of Machine Learning models supporting
the performance of legal tasks.

As advanced above, among the recent events dedicated to this topic, the three consec-
utive XAILA (eXplainable AI and Law) workshops have taken place as accompanying
events of JURIX 2018 in Groningen, JURIX 2019 inMadrid and the online JURIX 2020
organized by theMasarykUniversity inBrno,CzechRepublic. The list ofworkshops’ co-
organizers encompasses Grzegorz J. Nalepa, Martin Atzmueller, Michał Araszkiewicz,
Paulo Novais and Bart Verheij.

In parallel, along with the development of the European Project LYNX, two
Workshops on regulatory and legal compliance were held at JURIX 2017 in Luxem-
bourg, and JURIX 2018 in Groningen. Víctor Rodríguez-Doncel, Elena Montiel, Jorge
González-Conejero, and Pompeu Casanovas served as organizers and co-chairs.
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6 Contents of the Present Volume

This volume includes revised and extended versions of selected papers. The contents of
these papers provide an instructive overview of the topics and approaches recognized as
relevant in theAICOL andXAILA communities. Clustering is always a difficult task that
we have carried out in a flexible way, asmany papersmight fall into two or three sections.
They have not been distributed according to their provenance but rather following a
reasonable order, considering their topic, homogeneity, methodology and theoretical
approach. This will contribute to facilitate their readability, allowing the reader to make
easier connections to papers with similar contents. It is worth mentioning here hat long
papers have been placed first in their correspondent section. Short and position papers
come later.

In the first section, on knowledge representation, we have placed three long papers,
followed by a short one. In “Identification of Legislative Errors throughKnowledge Rep-
resentation and Interpretive Argumentation”, Michał Araszkiewicz and Tomasz Zurek,
in line with some positions previously referred to in this Introduction, assert that high-
quality legislative drafting requires not only linguistic fluency, but also in-depth legal
expertise. They address the latter issue, and develop a frame-based, semi-formal model,
useful in the identification and discussion of potential legislative errors. Monica Palmi-
rani in “Lexdatafication: Italian Legal Knowledge Modelling in Akoma Ntoso” focuses
on legal information retrieval. She offers the results of Lexdatafication, a project formod-
elling Italian legal knowledge information and Constitutional Court decisions through
Akoma Ntoso and the existing XML and metadata provided by the Open Data portal.
In “A critical reflection on ODRL” Milen Girma Kebede, Giovanni Sileno and Tom van
Engers address the issue of representation of rights into policy languages. They reflect
on the pros and cons of the Open Digital Rights Language (ODRL), a well-knownW3C
Recommendation by now. It is worth noting that the authors’ observations stem from
their own practical experience of trying ODRL as a potential solution for represent-
ing obligations, prohibitions, permissions, rights and duties in data-sharing regulation.
Finding a suitable policy specification language to represent legal fundamental concepts
present in normative sources in a computational form is the subject matter of the last
(short) paper of this section, “Automating normative control for healthcare research”,
by Milen Girma Kebede. Her contribution addresses the challenges of developing an
access control model capable of specifying and operationalizing policies from legal and
other institutionally relevant sources, artifacts or events, and reasoning over them.

The second section is devoted to logic, rules and reasoning. As already stated, some
papers under this category could also fit nicely into the previous one. This is the case of
“Principles and Semantics: Modelling Violations for Normative Reasoning”, by Silvano
Colombo Tosatto, Guido Governatori and Antonino Rotolo; and “Towards a Formal
Framework for Partial Compliance of Business Processes”, by Ho-Pun Lam, Mustafa
Hashmi and Akhil Kumar. The first paper proposes a structural operational semantics for
explicitly representing in force obligations and violations as events in a temporal frame-
work. The second one builds an evaluation framework to quantify the degree of com-
pliance of business processes across different levels of abstraction and across multiple
dimensions for each task. Partial compliancemight replace the binary yes/no compliance
checking, being able to better reflect the complexity of regulatory processes. Both papers
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are written at a high level of formality but having practical legal cases in mind. Likewise,
in their contribution, Heng Zheng, Davide Grossi and Bart Verheij apply classical logic
to enable case-based reasoning in a setting cognate to but in many respects diverging
from the classical dimension of factor-based approach discussed in the earlier literature.
Their comparison approach identifies and defines analogies, distinctions, and relevances,
and is applied to the temporal dynamics of case-based reasoning using also a model of
real-world cases. The last paper in this section, “Reasoning over Knowledge Graphs
in an Intuitionistic Description Logic”, by Bernardo Alkmim, Edward Haeusler and
Daniel Schwabe, present a way to model and reason over Knowledge Graphs (KG) via
an Intuitionistic Description Logic called iALC. The authors introduce a natural deduc-
tion system to reason on KG, and they apply this modelling to a case study, supporting
the definition of trust, privacy and transparency. The two latter papers originally are an
illustration of the relevance of symbolic representation for the purposes of developing
of explainable computational legal reasoning models.

Consequently, the papers included into the third section are devoted to exploring
explainable AI in Law and Ethics. To begin with a general perspective, the contribu-
tion by Martijn van Otterlo and Martin Atzmueller, “A Conceptual View on the Design
and Properties of Explainable AI Systems for Legal Settings”, discusses the two exist-
ing approaches concerning explainable AI for legal settings. The first approach aims at
designing legal requirements, while the second one deals with a strategy of ensuring
ethical requirements with explainability as a core element. The next paper, “Towards
Grad-CAMBasedExplainability in aLegalText ProcessingPipeline”, byŁukaszGórski,
Shashishekar Ramakrishna and Jędrzej M. Nowosielski introduces a technique for pro-
ducing explanations of legal AI systems with the help of adapted Grad-CAM metrics,
and it shows the interplay between the choice of embeddings, its consideration of con-
textual information, and their effect on downstream processing. A different approach is
proposed in the third paper under this section, titled “The Difference between Making
Things Explainable and Explaining: Requirements and Challenges under the GDPR”
co-authored by Francesco Sovrano, Fabio Vitali and Monica Palmirani, which elabo-
rates on the user-centric approach to the explainability of Automated Decision Systems.
The authors introduce the approach of explanatory AI (YAI), which includes the idea of
holding pragmatic explanatory discourses aiming at providing explanations tailored to
the users’ needs. The contribution is discussed against the background of GDPR require-
ments. The third paper, “Explaining Arguments at the Dutch National Police”, by Anne
Marie Borg and Floris Bex, shows how the standard approach towards computational
argumentation modeling—that is, argumentation frameworks—can be used to generate
explanations on top of the argumentation systems held by the Dutch National Police.
The authors take as example the system in use to assist in the processing of complaints
on online trade fraud. Finally, Giovanni Sileno, Alexander Boer, Geoff Gordon and
Bernhard Rieder discuss in their contribution, “Like Circles in theWater: Responsibility
as a System-Level Function Explainable AI systems”, the foundational topic of what
eventually determines the semantics of algorithmic decision-making. They contend that
it is not the program artefact, nor—if applicable—the data used to create it, but the
preparatory (enabling) and consequent (enabled) practices holding in the environment
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(computational and human) in which such algorithmic procedure is embedded. They
relate this idea to the structure of the notion of responsibility.

Section four delves into the rule of law and the web of linked data. There are two
ways of facing it, depending on the place we stand by. In a first interpretation, the
protections of the substantive rule of law (the content of norms and rights) are expressed
on actionable and interoperable web languages. In a second one, the rule of law refers to
a set of working (hybrid) practices to protect individuals and vulnerable social groups.
In both cases its scope and intention are deemed transnational, i.e. broader than its
link to national jurisdictions. In “The Rule of Law and Compliance: Legal Quadrant
and Conceptual Clustering”, Pompeu Casanovas, Mustafa Hashmi and Louis de Koker
present part of the toolkit they have built to carry out an extended survey on legal
compliance in the frame of the Australian Data to Decisions CRC project. They describe
the design of a legal quadrant to map and navigate the rule of law, the clustering of
legal concepts, and the methodology and metrics followed to select the papers and
handle their content. The second paper of the section, “Legal Ecosystems to Address
Violent Extremism Fuelled by Hate Speech in Social Media”, by Andre Oboler and
Pompeu Casanovas, explores the social and political conditions in which the protections
and constraints of the rule of law should be sustainably deployed and implemented
on the web to address such a problem. It contends that a combination of regulatory
instruments, incentives, training, proactive self-awareness and education can be effective
to create legal ecosystems to improve the present situation. The third paper of the section,
“SPIRIT: Semantic and Systemic Interoperability for Identity Resolution in Intelligence
Analysis” addresses the dimension of lawenforcement to fight organised crime, a binding
dimension of the rule of law. Costas Davarakis, Eva Blomqvist, Marco Tiemann and
Pompeu Casanovas introduces an identity resolution service that has been designed to
learn about identity patterns, to build up a social graph related to them, and thereby
facilitate Law Enforcement Agent’s investigation work. Finally, from a technical side,
Victor Rodriguez-Doncel and Maria Navas-Loro present in this section a short paper
titled “TimeLex: a Suite of Tools for Processing Temporal Information in Legal Texts”.
TimeLex includes different systems able to process temporal information from legal
texts—lawORdate, Añotador, and WhenTheFact. These are tools to handle different
aspects of this temporal dimension on legal documents.

The last section of the volume refers to data protection and privacymodelling and rea-
soning. Its first paper, “Inferring the meaning of non-personal, anonymised, and anony-
mous data”, by Emanuela Podda and Monica Palmirani, explores the problems linked
to having two mutually exclusive definition of personal and non-personal data in the
legal framework in force, provided by the European General Data Protection Regulation
(GDPR), and the Free FlowData Regulation (FFDR). It discusses the twomain data pro-
cessing tools provided by GDPR, anonymization and pseudonymization. “Challenges in
the implementation of Privacy Enhancing Semantic Technologies (PESTs) supporting
GDPR”, by Rana Saniei, proposes the use of Semantic Technologies in PETs in the
form of an Intelligent Compliance Agent (ICA) to support data controllers in carrying
out a Data Protection Impact Assessment (DPIA). It contends that models and ontolo-
gies representing entities involved in the DPIA process can help data controllers deter-
mine the risk of their processing activities. “Publication of court records: circumventing
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the privacy-transparency trade-off”, by Tristan Allard, Louis Béziaud, and Sébastien
Gambs, addresses the problem of the sensitive nature of legal decisions being published
and accessed as linked data. They carefully analyse the different venues and propose
a strawman multimodal architecture for a privacy preserving legal data publishing sys-
tem. In “Challenges in the Digital Representation of Privacy Terms”, Beatriz Esteves
discusses the challenges of the implementation of a service based on decentralised Web
technologies and Semantic Web standards and specifications to facilitate the commu-
nication between data subjects and data controllers. Finally, “The use of Decentralized
and Semantic Web Technologies for Personal Data Protection and Interoperability”, by
Mirko Zichichi, Victor Rodriguez-Doncel and Stefano Ferretti, brings to the discussion
on privacy and data protection the role of Distributed Ledger Technologies (DLTs) and
smart contracts in handling personal data in trustless scenarios.

To end up our Introduction, it is worth mentioning that at the time this volume was
being edited, the first draft for an AI regulation in Europe had been published and a
number of AI-related challenges were being addressed in the most recent legislation. If
this series of books is about AI approaches to Legal System, we can fairly say that this
time Legal Systems are approaching AI. If this volume, published 3 years after GDPR is
applicable has collected many papers related to GDPR and data protection, it would be
no surprise if the next AICOL volume devotes a number of contributions to address the
challenges posed by the new AI regulation.
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Abstract. High-quality legislative drafting requires not only linguistic
fluency, but also in-depth legal expertise. In this paper we focus on the
second problem and we develop a frame-based, semi-formal model useful
in identification and discussion of potential legislative errors. We present
a partial systematization of (potential) legislative errors in terms of the
types of expert knowledge necessary to ascertain them. The systemati-
zation is based on the anticipated interpretation of the statutory text.

Keywords: Frames · Legal interpretation · Legislative errors ·
Knowledge representation

1 Introduction

This paper1 presents how (1) frame-based knowledge that represents statutory
norms and (2) argumentation schemes that represent justification of interpre-
tive hypotheses—two methods widely employed in symbolic AI & Law—may
be fruitfully used to identify errors and potential errors in statutory text. The
order of investigations is as follows. In Sect. 2, we present an informal, theo-
retical discussion of the notion of legislative errors. In Sect. 3, we provide an
informal systematization of legislative errors and potential legislative errors in
terms of the types of knowledge that are required to identify them. Section 4
presents a semi-formal model that may be used for the sake of the identification
of (potential) legislative errors, particularly in the process of statutory drafting.
We demonstrate the usefulness of the model with an example. Section 5 discusses
results and suggests the directions of future research.

1 It presents the results of the project UMO-2018/29/B/HS5/01433 entitled Legisla-
tive Errors and Comprehensibility of Legal Text.
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2 The Notion of Legislative Error

Statutory texts are drafted in natural language; therefore, a certain degree of
indeterminacy is their essential feature. The sources of this indeterminacy are
widely debated in the legal-theoretical literature [9]. Let us enumerate some of
them.

– Ambiguity. If a word or expression is ambiguous, then it is possible to assign
more than one different meanings to it. We distinguish semantic and syntactic
ambiguity. If an expression is semantically ambiguous, then it has at least
two different, potentially mutually exclusive, meanings. A classical example
of such word is “key” which has at least three different meanings: a device
used to open the door, an element of a keyboard or a musical key (there are
12 major and 12 minor keys in the diatonic system). Syntactic ambiguity is
caused by the composition of a complex phrase where, for instance, it may
be not clear to which part of a sentence another part of a sentence refers to.
Other type of syntactic ambiguity may follow from the use of connectives.
Ambiguity has been extensively investigated in the logical research on law for
decades [1,2].

– Open texture. Although the term “open texture” is often used to refer to
any type of indeterminacy in language, it must be stressed that according to
the original account presented by Waismann, who introduced the term [18],
its meaning should be clarified in the following manner. For any predicate P
of a language L (excluding the language of mathematics), it is possible that
a situation S will occur such that either (i) it will be necessary to modify
the existing meaning of the predicate P to include S in its extension, or
(ii) it will be necessary to coin another predicate, Q, to include S in its
extension. Therefore, basically no predicate in natural language (except from
the mathematical predicates), even though its meaning may appear to be
settled, is safe from potential doubts if an untypical situation occurs.

– Vagueness. Of the many theories of vagueness, the one referring to the prag-
matic concept of the native speaker is particularly useful. In this account,
a predicate P in language L is vague if and only if its fringe is non-empty.
The fringe of the predicate is a set of such objects that a native speaker of
the language L doubts regarding whether they belong to the extension of
P or non-P. The “native speaker” in this context is a theoretical construct,
an idealized person who has complete knowledge of the language and does
not make linguistic mistakes [10]. Therefore, even full linguistic competence
does preclude doubts with regard to the use of some terms. Common terms
of this type are “large” or “significant”. The use of obviously vague terms is
sometimes desirable in legal provisions to attain the flexibility of regulation.

– Contextual dependence. Certain terms are of such a nature that their proper
use is relative only to a particular context. For instance, a person may be
considered “tall” in the context of the general population but not in the
context of a basketball team. In law, a classical term possessing this feature
is “fault”; for instance, a psychophysical behavior may be considered to be
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at fault in the context of the ascription of civil liability but not at fault in
the context of evaluation from the point of view of criminal liability (or vice
versa). This is because different contrast classes are taken into account in the
assessment of the behavior. The contrast class is a set of objects or states of
affairs that creates a context for the assessment of whether a given object or
state of affairs may be included into the extension of a predicate.

– Value judgment sensitivity. Although it may be claimed that legal classifica-
tion always requires value judgments, certain linguistic expressions call for it
explicitly, such as “fair trial”, “reasonable deadline”, or “good faith”. Value
judgment sensitivity may be perceived as a subtype of contextual dependence;
however, the application of such terms requires specific evaluation regarding
the promotion or demotion of legally relevant values.

The abovementioned phenomena are considered “natural” elements of ethnic,
and thus legal, language. However, the presence of ambiguity is generally assessed
as an error in legislation; therefore, efforts should be taken to eliminate it in the
drafting process. In particular, syntactic ambiguity should be eliminated to the
highest degree possible, and semantically ambiguous expressions should rather
be avoided. However, if the latter expressions are actually used in the legal text,
the ambiguity may still be eliminated through interpretation: if one and the
same expression is used in different provisions of the text, it should be assigned
with the same meaning, unless there are important reasons for other decision.
Other phenomena discussed above cannot be eliminated in their entirety, and
thus, the occurrences of such expressions cannot be labeled as legislative errors,
except for the case where a vague term in used in regulation requiring a high
degree of precision. It should be emphasized that the use of vague or highly
contextual-dependent expressions may be perfectly justified in order to achieve
the possibility of adaptation of the regulation to different circumstances. A ques-
tion arises regarding the features of legal texts that should be taken into account,
excepting obvious grammatical errors or errors in punctuation, as potential errors
in legislative drafting.

In the process of legislative drafting, the author of the text should take into
account how the statute will be interpreted and applied. In consequence, it is
recommended to formulate the text in a way that minimizes the risk of inter-
pretive doubt. As we have noted above, a certain degree of the occurrence of
problems leading to such doubt is not eliminable. Moreover, the elimination of
such properties of a legal text is sometimes not even desirable. A significant
measure of the scope of such doubts may be removed in legal practice by the
application of rules of interpretation. However, if the anticipated scope of such
problems exceeds a tolerable level, the statute drafter should amend the proposed
wording. Of course, the criterion of “tolerability” is in itself vague; therefore, the
distinction between legislative error and mere imperfect drafting is blurred and
may be subject to debate in concrete situations. Our model may serve as a clari-
fication tool to facilitate the discussion in such doubtful situations. However, we
also indicate a category of situations that qualify as definitive legislative errors.
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In such cases, the drafting of a statute determines a violation of at least one rule
of interpretation in any possible understanding of the statutory text.

3 A Systematization of (Potential) Legislative Errors

Here, we present a systematization of legislative errors and potential legislative
errors in terms of the type of knowledge that is necessary to ascertain them. We
are particularly interested in the category of potential errors, i.e., situations in
which it is unclear whether a part of a legal text is actually an error or whether
it is just complex or encumbered with some natural linguistic features, discussed
in the previous section. For instance, the presence of (a high degree of) vagueness
does not necessary have to be assessed as an error of the text, because the use of
a vague expression may be justified in the light of the purposes of the regulation.

Let us begin with the category of situations that may be straightforwardly
referred to as errors in legal texts. The first category encompasses a set of syn-
tactic errors (i.e., situations in which the legal text violates the rules of syntax
of language under which it is formulated). Some examples of such errors would
include

(1) Incomplete provisions: The seller ought to transfer the property to the. (the
recipient description is missing)

(2) Other grammatically incorrect provisions: The buyer ought to transfers the
property to the sellers.

The erroneous character of the above examples seems obvious on the one hand,
but it may also be discussed in terms of legal interpretation theory on the other
hand. Each act of legal interpretation should be carried out in conformity with
the rules of the syntax of the language used to write the legislation. Therefore,
we may conclude that the knowledge needed to ascertain the erroneous character
of the above examples is the knowledge of English syntax.

The second category encompasses semantically incorrect provisions (i.e.,
syntactically properly constructed provisions, which are, however, classified as
semantic nonsense):

(3) Colorless green ideas ought to sleep furiously2.

Here, the knowledge necessary to identify the error is basic knowledge of English
semantics. Let us, however, note that the category of semantic nonsense should
be treated with caution in the domain of law, taking into account the possibility
of existence of stipulative definitions, which are abstracts of the actual, common
usage of the terms. In certain definitional settings, the provision (3) could be
assessed as meaningful and correct.

However, the abovementioned categories of errors are not very common, as
they are relatively easily identifiable in the process of legislative drafting (if they
occur in the first place).

The third category of errors in legal text encompasses logical incompatibilities
between provisions, as in
2 Example adapted from [8].
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(4) Smoking in the university buildings is forbidden.
(5) Smoking in the university buildings is allowed.

We assume here that the conflict between the provisions cannot be eliminated by,
for example, a chronological collision rule (lex posterior derogat legi priori). This
would mean that there are inconsistent (via elementary deontic logic) provisions
in the legal system. Here, the domain of knowledge that enables us to evaluate
the situation as a legislative error is logic (in this example, elementary deontic
logic) and the rationality assumption concerning the lawmaker, according to
which

A. The rational lawmaker does not enact contradictory provisions.

However, in actual legislative drafting, the errors typically have a much more
subtle character, which has connections with the remaining assumptions con-
cerning the rationality of the lawmaker:

B. The rational lawmaker does not enact regulation with legal gaps.
C. The rational lawmaker does not enact redundant provisions.
D. The rational lawmaker creates a coherent regulation (especially, axiologically

coherent).

The legal expert knowledge related to the abovementioned assumptions of ratio-
nality plays a crucial role in connection with the evaluation of a legislative draft.
As noted, the author of the legislative text should anticipate how the act will be
interpreted and applied. The rationality assumptions are extensively used in the
process of legal interpretation and they form the basis of interpretive arguments
widely used in contemporary legal cultures [12]. However, as the concepts used
here (legal gaps, redundancy, and coherence) are themselves ambiguous, vague,
and subject to debate, it is obvious why the boundary between the category of
legislative error and merely imperfect drafting or ineliminable indeterminacy is
not clear. Let us show some sources of the possible disagreement in connection
with the assessment of the following examples, each of which is related to one of
the rationality postulates B and C. As the problems of axiological coherence of
legislative text tend to be particularly complex, we do not discuss them in this
paper due to space limitations.

(6) The mayor is authorized to collect from the owner the calculated payment
resulting from the increase of the value of real property.

At first look, the provision (6) seems not to generate any interpretive doubts.
However, closer scrutiny reveals that before the payment is collected, it must first
be calculated. The mayor is explicitly authorized only to collect the payment; we
assume here that no other provisions identify an authority competent to calculate
it. The question arises regarding whether one might infer that the mayor is also
authorized to calculate the payment in order to make the provision (6) operative.
A similar provision has actually been assessed by Polish administrative courts
and has been evaluated as a genuine legal gap, requiring the amendment of
the statute because no authority has been explicitly authorized to calculate the
payment.
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(7) During the partnership, the partner may not require the debtor to pay his
share in the company’s receivables or submit the company’s receivables to his
creditor for set-off.

The above example is an actual provision 36.1 of the Polish Code of Commercial
Companies, commonly criticized for its redundant character. The repeal of this
provision would not alter the position of the partner of the partnership because
the latter is a separate legal entity; therefore, it is obvious that the partners
do not have the abovementioned claims against the debtor or the creditor. On
the other hand, it is argued that this provision has a clarifying character, and
though it is normatively redundant, it is useful, because it removes any potential
doubt concerning the scope of the partners’ rights. The concept of coherence is
one of the most debated legal notions [3,5]. Axiological coherence of a legal reg-
ulation may be accounted for as the following set of property of legal provisions:
(1) the states of affairs which involve similar values should render similar legal
consequences and (2) of a state of affairs A promotes (or demotes) a legal value
V to the degree D and a state of affairs B promotes (or demotes) a legal value
V to the degree E, where E > D, then legal consequences attached to states
of affairs A and B should appropriately reflect this difference. These conditions
encompass the notions of legally relevant similarity (1) and proportionality (2).
An example of an arguably incoherent regulation is discussed in [11]. According
to the Polish civil code (art. 480§1):

(8) In the event of a default of the debtor in performing the obligation to perform,
the creditor may, while retaining the claim for compensation for damage,
demand authorization by the court to perform the activities at the debtor’s
expense.

The above provision enables the creditor to recover expenses from the debtor,
however only in the event of default of the debtor. On the other hand, if the
creditor claims the performance of an obligation in kind (the behavior to the
performance of which the debtor is primarily obliged to) and the debtor fails to
do so, then in the course of the enforcement proceedings the creditor may claim
the costs of substitute performance. This effect holds even of the debtor is not
responsible for the non-performance of an obligation. The relevant rule recon-
structed from the provisions of the Civil Code and the Code of Civil Proceedings
may be represented as follows:

(9) If the creditor sues the debtor for performance in kind, even if the debtor
is not liable for the default, the creditor will be able to claim the costs of
substitute performance in the enforcement proceedings.

The said regulation should be assessed as incoherent one, because, on the one
hand, the art. 480§1 of the Polish civil code enables the creditor to recover the
expenses of substitute performance only if the debtor is in default, but in the
other hand the rules of civil procedure grant the possibility of recovery if the
creditor sues for a performance in kind, even if the debtor is not responsible for
the situation. Therefore, although the two situations are similar with regard to
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the claims of the creditor, in one of them it is necessary for the default condition
to be fulfilled, while in another one it is possible to obtain the incurred costs
even if the debtor was not at any fault.

4 The Model

The key point of our analysis is, therefore, in the observation that many impor-
tant legislative errors do not have a purely logical character but instead appear in
the specific context of commonsense and legal knowledge. The detection of such
errors requires a deep understanding of the context of a norm, case, and whole
legal and extra-legal environment. However, we believe that there are specific
patterns which can be expressed by means of logical formalism on the basis of
which potential errors can be detected, especially some patterns violating prin-
ciples B, C, and D, presented in the previous section. Due to space limitations,
we do not introduce a fully formalized model of knowledge representation and
interpretive argumentation, but we remain on the semi-formal, conceptual level.
We focus on the violation of the postulates B and C which concern completeness
of regulation and the lack of redundancy.

4.1 Basics

Legal provisions usually do not take into consideration particular instances of
agents or objects but they operate on the sets of entities instead. Accordingly,
we assume a set of sets of entities regulated by legal provisions. For the sake of
simplicity, we assume a minimal necessary set of such sets. In order to model a
wider class of legal provisions in an adequate way, the more sophisticated models
of legal norms and legal relations can be used (for example [7,14,16,17]).

Definition 1 (Agents). Let AGENTS be a set of types of agents whose behav-
ior is regulated by legal norms.

Definition 2 (Objects). Let OBJECTS be a set of types of objects regulated
by legal norms.

Definition 3 (Relations). Let RELATIONS be a set of the types of relations
(between agents or between agent and objects) established by legal norms.

Definition 4 (Domains). Let DOMAINS be a set of sets including
RELATIONS, OBJECTS, AGENTS. Other sets may also be included in
the set DOMAINS possibly other domains regulated by legal norms.

We use frames that will serve as knowledge representation tools, enabling us to
represent relations reconstructed from legal provisions.

Definition 5 (Frames). Let FRAMES be a set of frames, that is, sets of slots.
Each slot may include an element from a subset of DOMAINS
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Frame-based knowledge modeling was introduced in [13]. Here, intuitively,
frames represent the content of legal provisions. For instance, a frame may indi-
cate what type of agent may do with regard to a certain object. Here “What an
agent may do” refers to a relation between an agent and an object. We assume
that slot relation can contain the element of the set RELATIONS, slots agent
can contain subsets of AGENTS, and slot object can contain the subset of set
OBJECTS etc.

In the following exposition we will typically use frames where at least two
agents exist; hence the next slot counterpart agent will also be used. Other
slots may represent additional parameters of the represented content (spatial,
temporal, procedural, conditions of norm application, etc.). It is important to
notice that some slots can be empty and there exist two senses of emptiness
of a slot. (1) Empty slot (slot without any content) means that there are no
restrictions on the content of this slot. For instance, for some provisions, the
temporal aspect of a given action may be irrelevant, which means that this action
may be performed at any time; therefore, the slot representing the temporal
aspect of the action may be omitted in the frame. This type of emptiness is not
problematic from the point of view of the evaluation of a regulation. (2) If the
content of a slot is ∅, it means that it is not possible for the slot to be fit by
any element from any set included in DOMAINS. This type of situation may
be indicative of a legislative error.

By relation(relx) = Y we denote that Y is the type of relation represented
by frame relx, respectively by agent(relx) = A we denote that slot agent of
relation relx contains elements of set A (set A is a subset of AGENTS), etc.
By slot(relx) = {relation(relx) ∪ agent(relx), ...} we denote a set of sets repre-
senting the content of all slots in the frame (relx).

For example, by relation(relx)=may sell, agent(relx) = only licensed pubs,
object(relx) = beer, and counterpart agent(relx) = adult, we denote that only
licensed pubs can sell beer to adults.

By sameType(X,Y ) we denote that two slots represent the same type of
slot, for example if X and Y are agent slots, then sameType(X,Y )).

Definition 6 (Provisions). Let P = {P1, P2, ...} be a set of legal provisions.

Legal decisions are not made on the sole basis of legal provisions. The recon-
struction of a normative basis of a law-applying decision requires different types
of knowledge, including the commonsense knowledge and the various other types
of knowledge which provide the content of premises used in legal interpretation.
Therefore, we assume.

Definition 7 (Knowledge). Let K be the set of propositions representing rel-
evant knowledge.

Definition 8 (Interpretive canons). Let CAN be a set of interpretive
canons. By interpretive canons, we understand the patterns of reasoning con-
cerning the ascription of meaning to, or the determination of the scope of, legal
terms.
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We do not introduce any particular structure of interpretive canons, although
we note that they are naturally reconstructed as argumentation schemes (see
[4,19], or [6]). We only assume that the result of use of an interpretive canon is
a certain determination of the content of the frame’s slots.

Definition 9 (Interpretation) Let a three-tuple (can, (Py ∪ K), relx), where
Py ⊆ P and relx ∈ FRAMES and can ∈ CAN be an interpretation, about
which we understand that on the basis of the elements of sets Py, K, and inter-
pretative canon can, it is possible to derive a frame relx.

Thus, we intend to represent a result-oriented account of legal interpretation:
a result of application of a particular interpretive canon to a legal provision.
Typically it is necessary to use also other types of premises in interpretive rea-
soning and these premises are contained in the set K. Let INT be a set of all
interpretations.

Let us note that the expression Py denotes a set of provisions, and not neces-
sarily a single provision. Therefore, an interpretation may be built on the basis
of more than one provision. In such cases the sums of sets expressed in particular
slots will be represented in an interpretation. Moreover, in some cases we may
consider interpretation of a provision in the light of an interpretation of another
provision. For instance, let us consider Pi and Pj . Let us assume that we have an
interpretation int1 = (can, (Pj ∪ K), relb). In such situation, an interpretation
of Pi in the light of Pj taking into account int1 may be equivalently represented
as follows: (can, ({Pi, Pj} ∪ K), rela) = (can, (Pi ∪ relb ∪ K), rela)

In the set of interpretive canons (CAN) we identify the specific subset thereof,
to which we refer as constraining interpretive rules (CIR). The set CIR encom-
passes the interpretive canons that aim to strictly delimit the scope of acceptable
assignment of meaning or scope to the expressions of the legal text. The “con-
straining” character of these canons of interpretation consists in the fact that
they set the boundaries of acceptability of interpretive statements. The CIR are
often based on premises referring to the rationality assumptions concerning the
legislator (as discussed above). For instance, we have a constraining interpretive
rule which prohibits interpretation leading to ascertaining of a legal gap, or a
rule which prohibits an interpretation which renders a portion of a legal text
unnecessary (the “per non est” rule).

Definition 10 (Constraining interpretive rules). Let CIR be set of for-
mulae using elements from K, N , FRAME, CAN and variables (which can be
substituted by elements or subsets of K, N , FRAME, and CAN).

4.2 The Process of Analysis of Legislation

The model presented here has a semi-formal and static character. We introduce
neither reasoning nor argumentation mechanism, but we focus on the comparison
of the results of interpretive reasoning. A question may arise why the following
model aims to represent the results of interpretation, and not the content of
the legislation as such. The reason for this is that any formalization of the
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legislative text, which is primarily expressed in natural language, is already a
result of interpretation. In cases of determining the “literal” interpretation this
problem is not easily visible, however, we think that it is worthwhile to emphasize
this important observation. We believe that in the context of legal knowledge
engineering it is not proper to discuss the representation of legal provisions
“as such”.

The process of detecting potential errors in legal drafts will be divided into
2 main steps.

First Step of Analysis
In this part we illustrate the analysis on the basis of two types of potential errors
related to the problem of redundant provisions.

– The detection of generally inapplicable provisions
A given provision will be potentially generally inapplicable when it cannot
be applied in any real life situation because the legal text containing this
provision is erroneously drafted. Such a potential error may occur if in the at
least one interpretation at least one slot will contain only ∅ (there does not
exist any possibility to substitute it by any element from any set included in
DOMAINS):

• (can, (Py ∪ K), rela) ∈ INT and:
• ∃X∈slot(rela)(X = ∅)3 (at least one slot will contain only ∅. E.g.: there is

no agent to whom the provision is addressed, etc.)
– The detection of overlapping provisions

The non-trivial legislative errors often occur when the scopes of at least
two provisions overlap. Therefore, we indicate the following conditions that
increase the risk of the occurrence of a legislative error. The potential legisla-
tive errors will appear if:

• (can, (Py ∪ K), rela) ∈ INT , (can, (Px ∪ K), relb) ∈ INT , Px �= Py,
where:

• relation(rela) = relation(relb) (both relations have the same type) and
• ∃X∈slot(rela),Y ∈slot(relb)(X ∩Y �= ∅∧sameType(X,Y )) (the scope of of at

least one parameter (slot) in both relations are, at least partially, over-
lapping. E.g.: overlapping agents, objects etc.)

The above conditions represent situations in which two interpretations (of
different provisions) concern the same type of relation and the scopes of at
least one pair of slots overlap at least partially which means that the inter-
pretations “cover”, at least partially, the same agents, objects, counterpart
agents etc.
The above can be illustrated by the example:
We represent the interpretations of two legal provisions Py, Px:
(can, (Py ∪ K), rela) ∈ INT , (can, (Px ∪ K), relb) ∈ INT , where:
relation(rela) = may sell, agent(relb) = licensed pub, object(rel1) = beer,
relation(rela) = may sell, agent(relb) = licensed pub,

3 Note that we quantify over the slots.
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object(relb) = alcoholic beverages
The first interpreted provision allows licensed pubs to sell beer, the second
one allows licensed pubs to sell alcoholic beverages. This raises the issue of
redundancy of legal provisions: since beer is an alcoholic beverage, why there
are two different provisions? Such a phenomenon may be the symptom of
potentially erroneous drafting of a legal text encompassing both Py and Px.
In such case, a legislator may consider either amending the draft of a bill,
or anticipate such an interpretation of any of these provisions that could
restore the rationality assumption C: the lack of redundancy. However, in
the discussed example it would be difficult, because beer, in any standard
interpretation of the term, is an alcoholic beverage. However, the discussed
set of provisions could be assessed as a rational one if the draft contained a
provision that for the sake of this regulation, “beer” means alcohol-free beer
only.

Second Step of Analysis
The second step contains the analysis of potentially erroneous provisions in light
of all applicable interpretive rules. Let us add that we can speak of legislative
error if there is a violation of a CIR, rather than the situation of an interpretive
doubt, which is a natural feature of law. This account encompasses an intuition
that the drafting of the legal provision in question (represented as the result of
literal interpretation) is fallacious, because it leads to violation of the constraints
imposed on the process of interpretation.

4.3 Example 1. Informal Approach

P1 Licensed pubs may sell alcoholic beverages to adult customers.
P2 Licensed pubs may sell alcoholic beverages to customers between 18 and 24

years of age.

We assume here that an adult is legally defined as a person who has reached 18
years of age. Therefore, the second provision is apparently redundant because it
does not add anything to the normative content of the first provision. This situa-
tion violates the rule of interpretation “per non est”, according to which no part
of a normative text should be considered unnecessary. The above example seems
to be a clear legislative error because the second provision could be eliminated
from the draft without any modification to the content of the regulation. Note,
however, that our assessment would differ were the term “adult” defined as a
person who has reached 24 years of age or not legally defined at all. In the latter
situation, we would argue that for the sake of the regulation, an adult means a
person who has reached 24 years of age, because this interpretation makes the
second provision meaningful.

4.4 Example 1. Semi-formal Approach

Let P1,2 be a set the above provisions {P1, P2}, K will be the knowledge of the
reasoner.
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First Step of Analysis
The literal (ling) interpretations of the analyzed provisions may be represented
as follows:
(ling, (P1 ∪ K), rel1) ∈ INT and (ling, (P2 ∪ K), rel2) ∈ INT , where:
relation(rel1) = may sell, agent(rel1) = licensed pubs,
object(rel1) = alcoholic beverages,
counterpart agent(rel1) = adult customers
relation(rel2) = may sell, agent(rel2) = licensed pubs,
object(rel1) = alcoholic beverages,
counterpart agent(rel2) = (customers between 18 − 20)
Since all slots are overlapping: agent(rel1) = agent(rel2), object(rel1) =
object(rel2) and counterpart agent of rel2 is subset of counterpart agent of
rel1:
counterpart agent(rel1) = adult customers
counterpart agent(rel2) = customers between 18 − 20
customers between 18 − 20 ⊂ adult customers
then two provisions {P1, P2} are potentially erroneous.

Second Step of Analysis
The identified overlap between the sets counterpart agent(rel1) and
counterpart agent(rel2) generates doubts concerning the possibility of interpret-
ing P1 and P2 in such a way that both provisions are considered necessary in
the legislative draft (the rule “per non est” in CIR). However, it is clear per
our assumptions that as any instantiation of counterpart agent(rel2) is also an
instantiation of counterpart agent(rel1), it is impossible to interpret the said set
of provisions to avoid the conclusion of redundant character of P2. Therefore, we
conclude that the set of provisions amounts to a definitive legislative error and
it should be amended (perhaps by deletion of P2).

4.5 Example 2. Informal Approach

P1 Licensed pubs may sell alcoholic beverages to adult customers.
P2 Licensed restaurants may sell alcoholic beverages to adult customers.
P3 The mayor may grant a license to sell alcoholic beverages to restaurants.

We assume here that the mayor is the only authority competent to grant a license
to sell alcoholic beverages. The example is immediately qualified as a potential
legislative error because it leads to serious interpretive problems. Should “pubs”
be interpreted as a subtype of restaurants for the sake of interpretation of the
third provision? Such interpretation would, however, lead to violation of an inter-
pretive argument based on plain ordinary meaning. In order to sustain a plain
ordinary language distinction between restaurants and pubs, the law-applying
entity might consider an analogous application of provision 3 to conclude that
the mayor is authorized to grant a license to sell alcoholic beverages to pubs, too.
However, such inference is precluded by the prohibition to reconstruct the scope
of public authority competence through analogy. The scope of competence of
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public authorities should follow clearly from the text of legal provisions. There-
fore, it should be concluded that provision 1 cannot be applied to any situation,
because, according to the regulation, no pub may be granted with a license to
sell alcoholic beverages. The situation may be referred to as an example of a
specific type of legislative gap because the competence of the mayor to grant
a license to pubs is apparently lacking, and at the same time, the rationality
assumptions require making provision 1 operative.

4.6 Example 2. Semi-formal Approach

This example is more complex than the previous one. In order to properly detect
errors, first we have to analyze provision 3, which can have two different inter-
pretations:

First Step of Analysis
(ling, (P3 ∪ K), rel1) ∈ INT , (analogy, (P3 ∪ K), rel2) ∈ INT
where:
relation(rel1) = grant, agent(rel1) = mayor, object(rel1) = license,
counterpart agent(rel1) = restaurant
relation(rel2) = grant, agent(rel2) = mayor, object(rel2) = license,
counterpart agent(rel2) = restaurant ∪ pubs
In the next stage, we analyze provisions P1 and P2 in light of the above interpre-
tations of provision P3. We assume that there can be 2 different interpretations
of P1 in the light of P3 and one interpretation of P2 in the light of P3:
(ling, (P1,3 ∪ K), rel3) ∈ INT ,
(analogy, (P1,3 ∪ K), rel4) ∈ INT ,
(ling, (P2,3 ∪ K), rel5) ∈ INT ,
where:
relation(rel3) = may sell, agent(rel3) = ∅, object(rel3) = alcoholic beverages,
counterpart agent(rel3) = adult customers
(Since the mayor has no right to grant a license for selling alcohol to pubs, pubs
cannot obtain such a license.)
relation(rel4) = may sell, agent(rel4) = licensed pubs,
object(rel4) = alcoholic beverages, counterpart agent(rel4) = adult customers
relation(rel5) = may sell, agent(rel5) = licensed restaurants, object(rel5) =
alcoholic beverages, counterpart agent(rel5) = adult customers
Because rel3 shows that provision P1 is generally inapplicable: (agent(rel3) = ∅),
we recognize the analyzed norms as potentially erroneous.

Second Step of Analysis
Above, we have indicated the alternative sets of frames representing knowledge
reconstructed from the provisions P1 − P3. The question arises whether any of
these interpretations of P3 makes it possible to grant licenses to pubs. Even if this
would be the case, any such interpretation would violate the rule (from set CIR)
according to which the scope of competence of authorities should be based on
explicit legal text. Another possibility consists in concluding that the extension
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of the term “licensed pub” is empty in the context of the regulation, but this
leads to the conclusion of the occurrence of a genuine legal gap. Therefore,
the analyzed set of provisions should be considered erroneous and it should be
amended.

5 Conclusions

The topic of formal or semi-formal modeling of legislative errors lacks an in-depth
comprehensive analysis. The present paper introduces such a discussion, using
frame-based knowledge representation, commonly used in the earlier literature
of the subject but used also in the contemporary research [15]. Frame-based app-
roach is particularly useful where high-level legal expertise is required to solve
a particular task. The detection of potential and actual legislative errors, other
than simple linguistic issues, is not possible without a deep understanding of the
legal and commonsense knowledge, so we believe that it is worthwhile to discuss
the specific features of legal provisions that indicate the possibility of an error.
In this paper, we have introduced a semi-formal model and analysis of specific
types of legislative errors that appear when one norm or a group of norms have
an overlapping scope of agents. Importantly, we explicated an assumption that
the knowledge-based representation of a legal text is always a result of interpre-
tive activity. Therefore, we did not focus on the representation of the content of
legislation “as such”, because we are strongly convinced that such an approach is
theoretically flawed. We always represent an interpretation of a legal text, even
if it is referred to as “literal” or “obvious” interpretation. The introduction of
an interpretive layer to the representation of legislation is in our opinion neces-
sary to develop more realistic and adequate models. In the process of legislative
drafting it is necessary to take into account the possible interpretations of the
drafted provisions. Some of the interpretive rules constrain the scope of admissi-
ble interpretations. We have referred to these rules as Constraining Interpretive
Rules. This leads to the formulation of a tentative definition of a legislative error:
a provision is erroneously drafted if any possible interpretation thereof violates
at least one Constraining Interpretive Rule. We have discussed this phenomenon
on the basis of examples. Of course, as legal interpretation is a domain of defea-
sible reasoning, the ascertaining of an error in the text may always be subject
to debate. However, because legal interpretation is naturally modeled as argu-
mentation, the semantics developed in the field of computational argumentation
may be fruitfully used to determine which conclusion, concerning the existence
of error or lack thereof, is stronger. We believe that our model can be an intro-
duction to the discussion of the computer-supported analysis of legal drafts and
detection of (potential) legislative errors.

In the future work, we will introduce a comprehensive typology of legislative
errors with a formal analysis of their specific features, especially with the struc-
ture of the Constraining Interpretive Rules, alongside presenting a fully fledged
formal model of argumentation concerning evaluation of legislative drafts. The
formal analysis will require incorporating into our model some existing models
of legal norms, interpretation, and argumentation.
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Abstract. This paper presents the result of the research project Lexdatafication
that aims to model the legal knowledge information of Italy in Akoma Ntoso.
The University of Bologna, in cooperation with IPZS, the Official Gazette entity,
developed a framework capable to exploit the existing legacy databases of Nor-
mattiva in Akoma Ntoso. Additionally, Constitutional Court decisions were con-
verted in Akoma Ntoso using the existing XML and metadata dataset provided
by the open data portal. This output was linked to the legislative information.
The collection of the documents in AKN constitutes a great annotated corpus
in machine-consumable format capable to produce relevant legal data analytics
applications and visualizations to support both practitioners and citizens in legal
information retrieval.

Keywords: Akoma Ntoso · eLegislation · eJustice · Legal data analytics ·
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1 Introduction: Lexdatafication Project

This paper presents the findings of the project Lexdatafication, developed by University
of Bologna in collaboration with different actors (e.g., IPZS and Constitutional Courts)
and co-funded by the Presidency of Council of the Ministers of Italy through the Digital
Transformation Team1. The objectives of this project were to convert all the Official
Gazette database used for the official open portal Normattiva in Akoma Ntoso in com-
pliance with the new ordinance of the Government that suggests promoting legal open
data using a set of standards, also including Akoma Ntoso and ELI2 for Italy3.

Additionally, the project intended to apply the principles of interoperability between
different legal knowledge information, also converting the Constitutional Court deci-
sions and to connect the judgments to the consolidated legislative corpus. This permits
to provide a complete legal information including interpretations, modifications, annul-
ments deliberated by the Constitutional Court activity. This produces material useful
to visualize a graph of the correlations between legislative acts and constitutional deci-
sions. The final goal was to have a serialization in a unique standard, Akoma Ntoso

1 https://teamdigitale.governo.it/en/ in charge for two years 2018 and 2019.
2 European Legislation Identifier, https://eur-lex.europa.eu/eli-register/about.html.
3 https://eur-lex.europa.eu/eli-register/italy.html.
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(Vitali 2011, 2019; Palmirani 2011, 2012), gifted to apply Data Analytics Framework
for deducting important information concerning the quality of the law, the certainty of
the norms, the effectiveness of the regulation, the impact that the Constitutional Court
has on the legislative law-making process.

The University of Bologna has developed a framework of software pipeline capable
to convert data in Akoma Ntoso, to monitor the validation against Akoma Ntoso XML
schema, to add metadata coming from the original sources, to provide API4 to use via
RESTful techniques and so reusable by everyone. The project underlines also the dif-
ferences between the original XML standard used (NormeInRete – NIR) and Akoma
Ntoso, improving the expressiveness of the original NIR-XML provided by Normat-
tiva that is limited to article level, with some errors (e.g., in the preamble and in the
conclusions), with missing information concerning the consolidated versions and in the
normative references. Finally, the project produces a prototype of visualization through
a web portal that shows how to use the information converted in an integrated manner.

The paper starts with the presentation of the research questions and the background
of the project, also analysing the obstacles encountered; the third paragraph presents
the methodology adopted for proceeding in a scientific manner; the fourth paragraph
presents the approaches analysed; the fifth paragraph presents the technical solutions;
the sixth paragraph presents the validation analysis; the seventh paragraph presents
integration of the legislative information with the Constitutional Court5 decisions and
a visualization of the results; the last paragraphs presents the conclusions, the limits of
the current outcomes and the future works.

2 Background: Normattiva and LegalXML Management in Italy

In 2000, the Italian Government, throughAIPA6 ordinances7, defined a set of XML stan-
dards for modelling legislative documents (NormInRete) and its related naming conven-
tion (URN:NIR) with the aim to use Semantic Web technologies for legal information
and to publish in an official Web portal all the Italian Law in easy, accessible, reusable
manners in accordance with the European Directive Public Sector Information8. The
portal, Normattiva9, was settled in 2010 with the cooperation of many institutions (e.g.,
Senate of Italy, Chamber of Deputies, Court of Cassation, Presidency of the Council of
Ministers) and thanks to the efforts of the implementer IPZS, the same official body in

4 API - Application programming interface.
5 http://bach.cirsfid.unibo.it/ldms-cortecostituzionale/.
6 Autorità per l’informatica nella pubblica amministrazione (AIPA).
7 Ordinance on 6 November 2001, n. AIPA/CR/35, urn:nir:autorita.informatica.pubblica.

amministrazione:circolare:2001–11-06;35, https://www.agid.gov.it/sites/default/files/reposi
tory_files/circolari/circolare-aipa-6-11-01_0.pdf; Circular on 22 April 2002 n. AIPA/CR/40,
urn:nir:autorita.informatica.pubblica. amministrazione:circolare:2002–04-22;40, https://
www.agid.gov.it/sites/default/files/repository_files/circolari/circolare-aipa-22-04-02_0.pdf.

8 Directive 2003/98/EC,modifiedwithDirective 2013/37 https://eur-lex.europa.eu/legal-content/
en/ALL/?uri=CELEX:32013L0037 and recasted with Directive 2019/1024 https://eur-lex.eur
opa.eu/legal-content/EN/TXT/?uri=CELEX%3A32019L1024.

9 https://www.normattiva.it/.

http://bach.cirsfid.unibo.it/ldms-cortecostituzionale/
https://www.agid.gov.it/sites/default/files/repository_files/circolari/circolare-aipa-6-11-01_0.pdf
https://www.agid.gov.it/sites/default/files/repository_files/circolari/circolare-aipa-22-04-02_0.pdf
https://eur-lex.europa.eu/legal-content/en/ALL/%3Furi%3DCELEX:32013L0037
https://eur-lex.europa.eu/legal-content/EN/TXT/%3Furi%3DCELEX%253A32019L1024
https://www.normattiva.it/
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charge of publishing the Official Gazette of Italy. In 2019 a new ordinance10 emitted by
AGID11 abrogated the two precedents ordinances and introduced Akoma Ntoso XML
standard as the official new format for the legal information in Italy, enlarging the scope
with respect to the precedent standard NIR to all the legal information, including parlia-
mentary acts, judiciary documentations and drafting legislative material. This adoption
has been conditioned to the emission of official guidelines for implementing Akoma
Ntoso for Italy that nowadays, despite the relevant outcomes of the Lexdatafication
project, are not still emitted12, with delay respect the deadline emitted in the ordinance
2/2019 (24 months from the date of enter into force).

In 2019 the IPZS and the DAGL13 of the Presidency of the Council of Ministries
signed a new contract for the reengineering of the Normattiva portal that also includes
the conversion of all the formats used in Akoma Ntoso14, but no reference can be
found to the open data initiative15,16 brought forward to create a portal easily re-
usable through bulk by companies, banks, insurances, citizenships, associations. Other
countries already made this conversion for improving transparency, good governance,

10 Circolare n. 2/2019 titled “Adozione di standard per la rappresentazione elettronica e
l’identificazione univoca del patrimonio informativo di natura giuridica e istituzione del Forum
Nazionale per l’informazione giuridica”; https://trasparenza.agid.gov.it/moduli/downloadFile.
php?file=oggetto_allegati/192031456120O__OCircolare+2-2019+standard+patrimonio+inf
ormativo+di+natura+giuridica.pdf.

11 Agenzia per l’Italia digitale (AGID).
12 From the Ordinance 2/2019 AGID: “7. Disposizioni transitorie e finali La presente Circo-

lare sostituisce la Circolare del 22 aprile 2002 n. AIPA/CR/40 e la Circolare del 6 novembre
2001 n. AIPA/CR/35 ed entra in vigore il giorno della sua pubblicazione sul sito istituzionale
dell’Agenzia per l’Italia digitale. Dalla data di pubblicazione della presente Circolare la real-
izzazione di ogni nuova banca dati giuridica è effettuata secondo gli standard adottati. Sul
medesimo sito istituzionale l’Agenzia per l’Italia digitale:1. pubblica la documentazione nec-
essaria ed utile alla conoscenza e all’applicazione degli standard adottati in forza della presente
Circolare;2. rende disponibili gli strumenti open source per supportare le attività di utilizzo degli
standard e di conversione delle banche dati esistenti.Le attività di conversione delle banche dati
giuridiche già esistenti agli standard adottati con la presente Circolare, sono completate entro
24 mesi dalla data di entrata in vigore della Circolare medesima.””.

13 DAGL, Department of the Legal and Legislative Affairs of the Government, http://presidenza.
governo.it/dagl/.

14 “d) l’adeguamento ad AkomaNtoso dei formati di marcatura per la pubblicazione di tutti gli atti
in XML;” and “f.1.3. la marcatura automatica degli atti nel formato AKOMA NTOSO;” from
the contract.http://presidenza.governo.it/AmministrazioneTrasparente/Provvedimenti/Provve
dimentiDirigenti/DAGL/Convenzione%20Normattiva%20%206%20agosto%202019%20%
20con%20firma%20digitale.pdf

15 http://documenti.camera.it/leg18/resoconti/commissioni/stenografici/html/59/audiz2/audizi
one/2019/11/14/indice_stenografico.0004.html.

16 OpenData initiative of EuropeanCommission: https://digital-strategy.ec.europa.eu/en/policies/
open-data

https://trasparenza.agid.gov.it/moduli/downloadFile.php%3Ffile%3Doggetto_allegati/192031456120O__OCircolare%2B2-2019%2Bstandard%2Bpatrimonio%2Binformativo%2Bdi%2Bnatura%2Bgiuridica.pdf
http://presidenza.governo.it/dagl/
http://presidenza.governo.it/AmministrazioneTrasparente/Provvedimenti/ProvvedimentiDirigenti/DAGL/Convenzione%2520Normattiva%2520%25206%2520agosto%25202019%2520%2520con%2520firma%2520digitale.pdf
http://documenti.camera.it/leg18/resoconti/commissioni/stenografici/html/59/audiz2/audizione/2019/11/14/indice_stenografico.0004.html
https://digital-strategy.ec.europa.eu/en/policies/open-data
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participation, rules of law certainty (e.g., UK17, Chile; Cifuentes-Silva 2019, US18, Lux-
embourg19, France20, Africa Laws association21, Brazil Senate22, FAO; Palmirani 2018,
etc.) and also the Senate of Italy23 produced a Linked Open Data corpus and a repository
of all the bills in Akoma Ntoso reusable with open license (cc-by 3.0)24. Additionally,
the European Institutions25 and the United Nations26 approved Akoma Ntoso as official
XML standard for managing legal documents.

In August of 2020 a new portal of Normattiva has been emitted with a new adaptive
interface, with a new semantic search engine based on CELI technologies27. This part of
the project was included in the larger view of Lexdatafication action. The Akoma Ntoso
conversion of Normattiva is part of the agreement between IPZS, but we believe that the
outcome of Lexdatafication, approved by Digital Transformation Team as good results,
should be reused and disseminated.

The University of Bologna has investigated with a scientific method (interview to
many stakeholders and social media campaign for making survey) which barriers are
now blocking this valuable outcome. Apparently, there are many reasons:

1. The policy-makers is not very interested to provide Legal OpenData information (e.g.,
Open data is not part of the current working plan with IPZS), so there is not a strong
commitment on the political level concerning the task of converting Akoma Ntoso;
2. There is not a clear power endorsement that provides liability and accountability on this
issue between the different committees and the authorities involved at government level
in Normattiva management (e.g., Ministry of Innovation, Ministry of Justice, Ministry
of Finance, DAGL, AGID, etc.);

17 https://www.legislation.gov.uk/uksi/2020/1586/contents/made/data.akn.
18 United States Code of Office of the LawRevision Counsel, https://uscode.house.gov/download/

download.shtml.
19 Luxembourg Official Gazette.http://data.legilux.public.lu/eli/etat/leg/loi/2021/01/09/a12/jo/fr/

xml.
20 LegiFrance, https://www.data.gouv.fr/fr/datasets/dispositifs-des-textes-monalisa-akoma-

ntoso/; https://www.data.gouv.fr/fr/datasets/projets-de-loi-de-finances-redaction-de-1ere-lec
ture-au-senat-resultant-des-travaux-de-lassemblee-nationale/.

21 Laws Africa Association, https://laws.africa/.
22 LexML-Brazil, http://projeto.lexml.gov.br/documentacao/Parte-3-XML-Schema.pdf.
23 Senate of Italy Open Data portal, https://dati.senato.it/sito/home.
24 Senate of Italy bulk in AKN, https://github.com/SenatoDellaRepubblica/AkomaNtosoBu

lkData.
25 AKN4EU https://op.europa.eu/it/web/eu-vocabularies/akn4eu.
26 AKN4UN https://unsceb-hlcm.github.io/. In March 2017 the High-Level Committee on Man-

agement (HLCM) adopted the UNSemantic Interoperability Framework for normative and par-
liamentary documents (UNSIF) developed by the HLCM Working Group on Document Stan-
dards (WGDS) andbased on theAkomaNtosoOASIS standard, https://unsceb.org/sites/default/
files/imported_files/CEB-2017-3-HLCM33-Summay%20of%20Conclusions-FINAL_0.pdf.

27 CELI company that developed the new search engine of Normattiva, https://www.celi.it/blog/
2018/05/lexdatafication_forumpa_agid_celi/.

https://www.legislation.gov.uk/uksi/2020/1586/contents/made/data.akn
https://uscode.house.gov/download/download.shtml
http://data.legilux.public.lu/eli/etat/leg/loi/2021/01/09/a12/jo/fr/xml
https://www.data.gouv.fr/fr/datasets/dispositifs-des-textes-monalisa-akoma-ntoso/
https://www.data.gouv.fr/fr/datasets/projets-de-loi-de-finances-redaction-de-1ere-lecture-au-senat-resultant-des-travaux-de-lassemblee-nationale/
https://laws.africa/
http://projeto.lexml.gov.br/documentacao/Parte-3-XML-Schema.pdf
https://dati.senato.it/sito/home
https://github.com/SenatoDellaRepubblica/AkomaNtosoBulkData
https://op.europa.eu/it/web/eu-vocabularies/akn4eu
https://unsceb-hlcm.github.io/
https://unsceb.org/sites/default/files/imported_files/CEB-2017-3-HLCM33-Summay%2520of%2520Conclusions-FINAL_0.pdf
https://www.celi.it/blog/2018/05/lexdatafication_forumpa_agid_celi/
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3. AGID has not enough human resources and political power to push the tasks declared
in the ordinance 2/2019 even if it is very convinced about the benefits that these actions
could produce in whole Italian digital society;
4. IPZS, that is the technical entity in charge of Normattiva, declares that the technical
results produced of Lexdatafication, that were developed in jointing with them, are not
reusable because the software is not compatible with the internal architecture;
5. Private publisher market is not in favour to legal open data initiatives in Italy because
they afraid to lose their relevant position in the market of the legal documentation.

At the contrary in the current pandemic situation there is the strong need to have
open legal data reusable with open license, especially concerning the rules of COVID-
1928. There is a strong movement arising in Canada, Australia, New Zealand called
“Rules as Code”29 for transforming the norms,written in natural language, intomachine-
consumable formats and to make possible that legal documents are really effective and
useful for the automatic checking compliance (e.g., using artificial intelligence systems).
The European Directive PSI enacted in 2019 pushes in this direction as well and Italy,
one of the countries more affected by the attack of the COVID-19 but with a strong legal
informatics tradition in this field, cannot lose this occasion that passes through the legal
open data. We believe that the output of Lexdatafication project made by the University
of Bologna must be released in open license to the research community, to any company
that would like to improve the transparency, to any public administration that intend to
foster the results for improving the open access to the legal information, the machine-
computable approach, and the digital transformation of the public administration.

3 The Methodology

3.1 The Legal Theory Pillars

The methodology adopted in Lexdatafication project by the University of Bologna with
the agreement of IPZS and of the Digital Transformation Team is based on the following
principles:

1. Authoritativeness. We used the original sources produced for the Official Gazette.
We would had made the natural language processing starting from the HTML pub-
lished on the Web portal, but this methodology was prone to errors and not based on
the authentic information originally provided by the official Gazette. For this reason,
we used only the database of IPZS sources.

2. Integrity.We did not change the original sources. All the enrichment processes must
not modify the authoritative sources even if errors are discovered (e.g., typos).

28 https://www.datibenecomune.it/ it is a movement that is asking the release of open data
concerning the COVID-19.

29 https://www.oecd.org/innovation/cracking-the-code-3afe6ba5-en.htm.

https://www.datibenecomune.it/
https://www.oecd.org/innovation/cracking-the-code-3afe6ba5-en.htm


36 M. Palmirani

3.2 The Technical Principles

During the process of conversion in NIR, we used the following design principles:

1. Metadata separation. We have implemented the separation of the metadata
from the content that the original NormaInRete XML standard did not imple-
ment. We have annotated the modifications using <activeModifications>30 and
<passiveModifications> in Akoma Ntoso metadata part without modifying the
official content.

2. Enrichment. We have added granularity of mark-up and accuracy in the structural
mark-up and in the normative references.

3. Correction of annotation. We have corrected the wrong mark-up used in NIR like
preamble, conclusion, modifications.

4. Consistency check. After the conversion we had made a consistency check on the
metadata and the annotation in the text (e.g.,@eId,<heading>,<num>, @refersTo,
@href ) in order to avoid that metadata contains different information with respect
to the text due to different sources in the original databases.

3.3 The Legal Validation Approach

Abulk converter,managed at server side, is not sure at 100%andwe needed to implement
also a validation strategy. For this reason, we have defined a policy for validating the
outcome:

1. Quantitative statistics. We have implemented a visual dashboard that could permit
to the human expert to monitor the conversion on all the sample used for the conver-
sion (2008–201831). Quantitative statistics were produced and visualized (see the
paragraph 6.1.).

2. Qualitative assessment. We have asked to a PhD student in Law to randomly take
ten documents for each typology of law (normal law with chapter and titles, normal
law with only articles; modificatory law, consolidated law, law of conversion of
decree, budget law, ratification of treaties/agreement law, legislative decree, law
with annexes, law with tables, law of conversion of decree with annexes) and to
evaluate them under qualitative point of view (see the paragraph in Sect. 6.2).

4 The Technical Solutions

The technical solutions were made based on a pipeline of software developed in Python,
Javascript, node.js server side and we investigated two different options.

30 < activeModifications> are the metadata concerning the modifications made by a given act to
other acts;< passiveModifications> are the metadata concerning the modifications undergone
by an act.

31 The interval of years was limited for technical reasons considering that the connection between
University of Bologna and IPZS was done via dedicated VPN for security reasons and also to
avoid overloading the IPZS servers.
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4.1 First Option: Conversion from NIR to AKN

We considered using a converter from NIR XML to AKN XML, but the current NIR-
XML is very poor and incorrect. To make refinement on the top of NIR-XML would
have amounted to a violation of the principle to not modify the authorial source (Fig. 1).

Fig. 1. First Hypothesis of NIR2AKN conversion.

Secondly to modify the Java component that now produces the NIR-XML serializa-
tion means to depend too much to the original expressiveness of NIR-XML standard
and not to foster the benefits of the new AKN-XML standard that is more effectiveness
and expressive (e.g., consolidation, modifications, metadata, ELI integration, etc.) than
NIR.

4.2 Second Option: Conversion from Legacy Databases to AKN

We decided to use the original information spread in three different databases of IPZS
that are used in the Java component for producing NIR-XML. Using the same original
sources, but with the knowledge of AKN, we have produced an API RESTful capable
to use Json file produced by IPZS from the original different databases. The Json file is
at an intermediate level of modelling of the information intended to produce AKN as
final output. The API component could take in input a single Json file or a zip file or
a demon that each night could process the Gazette of the day and to produce the AKN
serialization. In this manner the output of the serialization could be managed by Data
Analytics Framework (DAF) or by Web portal (Fig. 2).

The pipeline32 uses the existing data expressed in Json file and it is mapped in AKN
elements and attributes when they are already tokenized for this task, otherwise we
extract some legal knowledge from the text with a set of parsers developed in Python.

32 http://sinatra.cirsfid.unibo.it/node/normattiva2akn/.

http://sinatra.cirsfid.unibo.it/node/normattiva2akn/
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Fig. 2. Second Hypothesis Database2AKN conversion.

Additionally, we use specific parsers for extracting valuable information inside of exist-
ing fields for reaching a more granular annotation like location, roles, persons inside
of signatures, or more quotedStructure/quotedText in the modificatory documents. We
also refine the partition’s id that are wrong (e.g., double assigning) from time to time,
and we also refine incomplete or impartial normative references. We have in this man-
ner produced a more precise AKN-XML mark-up reaching paragraphs and list levels
(e.g., letters, points), more accurate normative references, detailed signatures, correct
annotation in the preamble’s sentences, and URI identifications using FRBR annota-
tion and ELI naming convention. We also use preparatory documentation links, coming
from Senate of Italy and Chamber of Deputies, to enrich the plurality of information.
Normal Rate standard was not designed for parliamentary acts, so Akoma Ntoso allows
to extend the interoperability also to this important category of legal documents and
to use a unique uniform standard of representation. Additionally, Akoma Ntoso has a
more sophisticated metadata elements for modelling convoluted situations related to the
temporal modifications (e.g., suspension of interval of time, derogations and retroactive
annulment).

5 Akoma Ntoso Modelling

5.1 AKN Serialization Process

The conversion pipeline was applied on only ten years of Official Gazette documentation
(2008–2018) because the IPZS asked to not use all the database for avoiding the overload
of their servers. The conversion produced Akoma Ntoso-XML at level 2.d according to
the conformity rules defined at international standardization level byOASIS33. TheAKN
elements choice was synchronized with the choices already made by the Senate of Italy
in its portal about the bills (Table 1).

33 http://docs.oasis-open.org/legaldocml/akn-core/v1.0/akn-core-v1.0-part1-vocabulary.html.

http://docs.oasis-open.org/legaldocml/akn-core/v1.0/akn-core-v1.0-part1-vocabulary.html
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Table 1. Converting elements and attributes mapping.

Category of mark-up Element in AKN Function

Document type <act> Constitution, law,
legislative decree,
ministrerial decree,
regulation, real decree,
treaty, agreement,
etc.*

Document type <doc> Annexes, table,
attachments

IRI FRBRwork, FRBRalias, FRBRexpression,
FRBRmanifestation

FRBRalias contains
ELI e NIR existing
URI for permitting to
maintain the
correlation with the
other naming
conventions

Macro structure <preamble>, <preface>, <body>, <conclusions>

<preamble> subdivision <formula>, <citations>, <recitals>

Inline elements <docNumber>, <docDate>, <docTitle>

Elements for the
provisions

<book> <part> <title>
<chapter> <session>
<division> <transitional>

Grouping elements

Basic unit <article>

Structure of
<conclusions>

<location> <date>
<role> <person>
<signature>

Each partitions has
sub-elements

<num>

<heading>
For each partition we
have sub-elements. In
NIR the <num> was
not marked-up

Sub-elements inside of the
<article>

<paragraph>
<list> <point>
<intro> e <wrap>

ids @eId Each partition has a
unique id

Normative references <ref> <mref> <rref>

Semantic references <references>

Publication metadata <publication> Publication metadata
from the Official
Gazette

QuotedStructure <quotedTex>

QuotedText <quotedStructure>

modification <mod>

(continued)
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Table 1. (continued)

Category of mark-up Element in AKN Function

Passive modification <passiveModifications> We used the existing
formatting annotation
(bold, italic, double
brackets) for inferring
the passive
modifications and to
model them in XML.
The repeals of the
textual fragment
unfortunately are not
inferable using the
original data provided,
but in the future we
could access to other
internal databases

Active modification <activeModifications> This information was
not included in the
Json file and we need
to use parsers to
deduct the action made
by the modifications

Document lifecycle <lifecycle> We used the existing
information for
rebuilding the
lifecycle of the
document that did not
exist in the previous
NIR annotation

Annexes <attachments> The Json file was not
always correct when
the annexes were

Table <table> The original source
includes the tables in
ASCII format

Semantic annotation Date, roles, persons We used NER parsers
base on RegEx and
spaCy** to detect
them

Preparatory parliamentary
links

<component> We have included a
<component> in
order to annotate the
preparatory
parliamentary links

Authorial Notes <authorialNote> We use this tag in
place where the notes
are authorial.
Otherwise we use
<notes> in the
<metadata> part

*https://www.gazzettaufficiale.it/eli/tables/resource-type,
**https://spacy.io/

https://www.gazzettaufficiale.it/eli/tables/resource-type
https://spacy.io/
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5.2 Enrichments

The NIR markup produced by Normattiva portal presents different problems:

1. where it exists a preamble, the first article of the document includes the preamble.
With the AKN conversion we have managed this problem and we have relocated the
preamble in the correct part of the XML node hierarchy. Additionally, we inferred
also the recitals and the citations sentences;

2. the conclusion was included in the last article of the XML-node tree, now with AKN
we have relocated the conclusion in the correct node of the XML hierarchy;

3. in the past NIR-XML serialization the number of the article and the heading were
erroneously marked up (e.g., not bis, ter). Nowwith AKN each partition has<num>

and <heading> in the correct location. All the Latin adverbs were in AKN conver-
sion detected and properly marked-up and we have recalculated all the ids assigning
unique identifiers of each partition (Table 2);

Table 2. New serialization in AKN after parsers.

Previous 
mark-up 

AKN 
conversio
n 

<article eId="art_2_bis"> 
   <num>Art. 2 bis</num> 
   <heading>(Ambito soggettivo di applicazione).</heading> 
        <content><p>… 

4. the normative references were not marked-up, and also the internal references were
not included. With AKN we have marked-up all the normative references, external
and internal;

5. the passive modifications were not marked-up as well as the active modifications.
With AKN conversion we have detected the passive modifications using parsers
and the same for the active modifications even if less accurately for scarcity of
information in the original Json file;

6. we have detected the lifecycle of the document with the AKN metadata;
7. AKN conversion marked-up sub-paragraphs, letters, points, numbers, list that in

the original version of NIR-XML was not present;
8. AKN conversion detected and marked-up quotedText inside of modificatory acts;
9. AKN conversion detected, isolated and marked-up the notes that were located after

the text without distinction between official law content and editorial annotation;
10. in the original NIR-XML the annexes were annotated without a hierarchical nested

order, using AKN we recognised the nested annexes.
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We can conclude that ourAKNconversion pipeline, using a hybrid architecture based
on XML-hierarchical structure, patterns-oriented methodology (Di Iorio 2012, 2014)
and parsers (e.g., NER using both RegEX and existing engine like Spacy – Sovrano
2020), has improved the legal knowledge modelling of the Normattiva XML output,
without introducing errors but, on the contrary, resolving several structural mistakes of
serialization in XML.

6 Validation

6.1 Quantitative Statistics

We have developed a dashboard portal34 that provides statistics of validation and non-
validation, also including the report of the errors, so we can have also the possibil-
ity to produce graphs concerning the main errors occurred like in these additional
projects developed by the University of Bologna35. The validation error report was done
based on categories of errors operating in the following parts of the XML: URI, eId,
structures, heading, content, normative references, inline elements, modifications, lists,
annexes, table, notes, components, preamble, preface, body, conclusions, active/passive
modifications, metadata, quotedText/quotedStructure.

The statistics produced the following: 83% valid documents over 2055, with the best
percentage in the law-act (95%) and the worst performance in the decree (58%). This
is very useful for permitting a better refinement of the algorithm of conversion in the
future and to customize the patterns for the different typologies of documents (Fig. 3).

We can also see the valid and invalid documents in a special dashboard in order to
amend and refine them with special editors like LIME36.

34 http://bach.cirsfid.unibo.it/lexdatafication-dashboard (only FireFox or Chrome). The bulk with
all the document is published here: https://gitlab.com/CIRSFID/lexdatafication/-/tree/master/
normattiva2akn.

35 http://bach.cirsfid.unibo.it/node/sofia-dashboard/; http://bach.cirsfid.unibo.it/node/ananas-das
hboard/.

36 http://sinatra.cirsfid.unibo.it/lime-cassazione/ - LIME editor developed with the support of the
Court of Cassation.

http://bach.cirsfid.unibo.it/lexdatafication-dashboard
https://gitlab.com/CIRSFID/lexdatafication/-/tree/master/normattiva2akn
http://bach.cirsfid.unibo.it/node/sofia-dashboard/
http://bach.cirsfid.unibo.it/node/ananas-dashboard/
http://sinatra.cirsfid.unibo.it/lime-cassazione/
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Fig. 3. Statistics and analytics.
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6.2 Quantitative Assessment

Because the NLP and parsers tool are prone to errors, we have also started a qualitative
assessment of the results using a randomised selection of the documents and to ask to a
PhD student, expert in Law and XML, to validate them dividing for type of errors. The
same analysis was done for type of documents and for each decade. We discover that
the annexes are the major error encountered with also the quotedStrcuture/quotedText,
and the list (Fig. 4).

Fig. 4. Assessment of the documents.

7 Integration with the Constructional Court Decisions

We converted the Italian law n. 40/2004 in Akoma Ntoso with our methodology and we
present the different versions over time in a portal using a time-bar. Moreover, we also
create a graphwith all themodificatory acts in blue and theConstitutionalCourt decisions
in green to provide complete legal information. Because all the documents use Akoma
Ntoso URI the navigation is guaranteed even if we pass from legislative document
to judgments: using ELI and ECLI37 this is not easily feasible because we need two
different URI resolvers with two different naming convention to manage. Akoma Ntoso
naming convention provides a common layer of conversion and interoperable standard
also for the URI coming from different other standards (e.g., ELI, ECLI, NIR), with
the possibility to harmonize the level of the granularity at the partition level in order to
represent the citations in more accurate manner (Figs. 5 and 6).

37 https://dati.cortecostituzionale.it/ECLI/ECLI.

https://dati.cortecostituzionale.it/ECLI/ECLI
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Fig. 5. Proof of concept of Akoma Ntoso converter.

Fig. 6. Network graph of the references.

8 Conclusion and Future Work

The Lexdatafication project permits to demonstrate that we can convert old databases
of Official Gazette coming from IPZS in Akoma Ntoso improving significantly the
current NIR-XML serialization. We experimented a hybrid approach combining XML
patterns-oriented approach (e.g., content model – Di Iorio 2012, 2014), parsers (e.g.,
NLP, NER), AKN hierarchical mark-up (e.g., XSD prescriptiveness). We have also
developed a methodology for monitoring the validation of bulk conversion and for
assessing the quality of the transformation, producing a dashboard where the experts
could, in a future, to contribute to refine the Akoma Ntoso XML. We also have used the
quantitative statistics and the qualitative evaluation for underlining the main problems
in our legislation and to detect the anomalies. This statistical information will help us to
refine the pipeline of the converter and to differentiate the rules of NLP according to the
patterns detected in each historical period of Italian legislation. We have also detected
anomalies that we can correct in the future version, considering also that some of them
are due to the wrong characters of the origin format (e.g., hidden chars from old legacy
databases) (Table 3).
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Table 3. Future work of Akoma Ntoso converter of Italian Official Gazette in Normattiva portal.

Structural limitations 1. Annexes are very difficult to markup an also tables

Anomalies 2. the sub-paragraphs without numbering are not always detected
3. list of letters with mixed numbering (e.g., 0a, aa, bb, etc.) are difficult
to detect when algorithm of numbering is not codified;
4. exceptions in the linguistic formulation of the preamble;
5. heading with anomalies;
6. modifications with incorrect quoted symbol opened/closed pairs

Finally, we have shown that using Akoma Ntoso, both in legislation and in Constitu-
tional Court, we can provide better information to practitioners and citizens integrating
in a unique portal all the legal knowledge navigable using a common naming convention
(AKN-URI).

We believe that this scientific project has created valuable results in term of differ-
ent kind of findings: a) in terms of legal methodology for monitoring the conversion
from one format to another (dashboard); b) creating a mapping analysis of NIR into
AKN for Italian legislation and also concerning Constitutional Court decisions; c) in
term of assessment and evaluation of the legislative Italian corpus detecting anomalies
and patterns differentiated for decades and legislatures; d) implementing a pipeline of
software based on parsers and ANK patterns, available in open source; e) producing a
sample of AKN serialization of Italian legislation (2008–2018) and of the Constitutional
Court decisions (1956–2021); f) providing an integration of different heterogenous legal
sources harmonized using a common standard AKN. For these reasons we believe that it
is unfortunate that these outcomes, funded with public money, are not reused, also with
the necessary modifications and improvements for covering the lacks and weaknesses
discovered, as a starting point of the next task of the conversion of Normattiva corpus in
Akoma Ntoso.

Acknowledgment. Lexdatafication project was supported and co-funded by the Digital Trans-
formation Team of the Presidency of the Council of Ministries of Italy between 2018–2019 and
co-funded by the University of Bologna using internal economical resources.
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Abstract. Rights expression languages (RELs) aim to express and gov-
ern legally binding behavior within technological environments. The
Open Digital Rights Language (ODRL), used to represent statements
about the usage of digital assets, is among the most known RELs today
and has become aW3C recommendation to enhance the web’s functional-
ity and interoperability. This paper reflects on the representational power
of ODRL from a practical perspective; utilizing use cases and examples,
we discuss the challenges, issues, and limitations we came across while
investigating the language as a potential solution for the regulation of
data-sharing infrastructures.

Keywords: Policy expression languages · ODRL · Normative
specification · Data sharing infrastructure

1 Introduction

Data usage control is one of the mechanisms that enable data owners to exercise
their control, but, more generally, it concerns any party holding certain rights
on data to exercise those rights. Data sharing agreements and licenses spec-
ify how, by whom, for what purposes, and under which conditions data may
be used. In distributed data sharing infrastructures, policies and data-sharing
agreements governing, e.g. the use of personal data, need to be expressed in a
machine-readable knowledge representation language to support enforcement in
all nodes; otherwise, policies can not be applied systematically, increasing the
risk of non-compliance. Automating (at least partially) these policies fosters bet-
ter transparency and eases the audibility of activities and inter-organizational
transactions at the organizational level.

Rights expression languages (RELs) are originally proposed for representing
policies and utilized for specifying digital rights in different domains of applica-
tion [13]. The primary function of those rights is to manage and protect digital
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628.011.028), funded by NWO in the Commit2Data—Data2Person program, and by
the project Data Logistics for Logistics Data (DL4LD, grant 628.009.001), funded by
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assets.1 Several RELs exist, among which the Open Digital Rights Language
(ODRL) [12], the Extensible Access Control Markup Language (XACML) [1],
and the Enterprise Privacy Authorization Language (EPAL) [16].

In this paper, we focus on the Open Digital Rights Language (ODRL), a lan-
guage that in recent years has gained popularity both in theoretical and practical
settings, reaching the status of W3C recommendation [12]. The language is pre-
sented as being neutral to the technology used to implement usage control and
is intended to be flexible enough to allow for the creation of new actions and
constraints for data access policies. As our use cases focus on automating data-
sharing agreements in the context of healthcare and logistics research, we found
the language relevant to our research. Our goal is to utilize a language that sup-
ports the specification of normative constructs as those specified in regulations,
agreements and consents. While extended versions of XACML support partial
specification and enforcement of laws and regulations, it lacks, for instance, the
support for “system obligations” [15], i.e. obligations the system has to perform
on certain events such as notification of data breach. On the other hand, EPAL
[4] is designed for writing enterprise privacy policies but it lacks e.g. reasoning
support for conflicts or other relevant constructs [2].

Previous work investigated ODRL’s suitability for different scenarios and
from different perspectives, and also proposed various extensions [6,7,19]. The
present contribution shares similar motivations, although our analysis focuses
on the general modeling process and requirements taking the standpoint of a
designer aiming to model a policy in ODRL. Additionally, we consider crucial
institutional patterns that were only partially covered before, such as delegation.
As an institutional construct, delegation is particularly relevant (and delicate), as
it brings to the foreground the requirements of meeting the needs of stakeholders
while maintaining accountability. The general aim of this paper is then to present
the current challenges in using ODRL for specifying policies, elaborating on the
experiences acquired on a data-sharing use case in the healthcare domain. Several
limitations of the ODRL language are discussed, such as the lack of monotonicity
in representing delegation scenarios, semantic ambiguity in the usage of “duty”,
granularity in identifying parties and transformational aspects of rules.

The paper is structured as follows. In the next section, we provide some
references to related work. Section 2 gives an overview of the core model of the
ODRL language, and in Sect. 3, we report our practical investigation of the
language. We conclude with a discussion in Sect. 4.

1.1 Related Work

The ODRL language passed through several iterations, and the language main-
tainers and developers have shown openness to feedback from the community.
1 In the past, rights expression languages and related technologies have been criticized
for resulting in stronger restrictions than what generally granted by law. However,
if RELs enable to create policy layers to integrate policies derived from legislation
such as e.g. GDPR, they also make it possible to counterbalance excessive protections
required by businesses.



50 M. G. Kebede et al.

Contributions in the literature range from suggesting extensions of the ODRL
informational model [12], typically motivated by specific application domains,
to introducing formal specifications, and to mapping of the language to other
languages.

De Vos et al. [6] propose the application of an extended/revised ODRL model
to capture the semantics of legal regulations such as the GDPR and organiza-
tional business policies. The proposed policy profile, the “regulatory compliance
profile”, can be used to model regulatory requirements and business policies via
nested permissions, prohibitions, obligations, and dispensations. Shakeri et al.
[19] consider the use of the ODRL in the context of digital data markets (DDMs).
They extend the ODRL model by defining categories of assets and adding the
input property. The first helps to solve the inconvenience of defining rules for
every asset in the digital data market, while the second allows for defining the
data used as input for data processing. Fornara et al. [7] extend the ODRL model
in two directions: by inserting the notion of activation event/action, and by con-
sidering the temporal aspects of the deontic concepts (permission, obligation,
and prohibition) as part of the application-independent model. The activation
event/action notion is further expressed by events/actions as complex constructs
having types and application-independent properties.

There are relatively few research efforts made towards the formalization of
the semantics of ODRL. Garcia et al. [9] have formalized the implicit semantics
of ODRL schemas and connected ODRL to the IPRonto ontology. They con-
clude that their approach can make semantic queries possible and enable spe-
cialized reasoners over licenses. Steyskal et al. [21] address ambiguities that might
emerge based on explicit or implicit dependencies among actions. They propose
an interpretation of ODRL policy expressions’ formal semantics to enable rule-
based reasoning over a set of policies. Arnab et al. [3] extended ODRL and
XrML, a REL that allows content authors to set access control rights to their
content. The extensions enable end-users to request the modification of current
rights and allow rights-holders to grant or refuse the request. Steyskal et al. [20]
demonstrate the ODRL’s ability to express a large variety of access policies for
linked data through different examples. These authors aim to mitigate issues
with linked data regarding expressive access policies, introducing pricing mod-
els for online datasets, and providing a human and machine-readable form for
metadata descriptions.

RELs are also used for governance in multimedia assets and intellectual
property protected content. Rodriguez-Doncel et al. [17] present the MPEG-
21 contract ontology (MCO), a part of the standard ISO/IEC 21000. MCO is an
ontology that represents contracts that describe rights on multimedia assets and
intellectual property protected content. It describes the contract model and key
elements such as the parties in the contract and the relevant clauses conveying
permissions, obligations and, prohibitions. Another work by Rodriguez-Doncel
et al. [18] presents a dataset of licenses for software and data, expressed as RDF
for use with resources on the web. They use ODRL 2.0 to describe rights and
conditions present in licenses. It provides a double representation for humans
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and machines alike and can enable generalized machine-to-machine commerce if
generally adopted.

There exist a few contributions aiming to model delegation policies (a cen-
tral scenario in this paper) using the ODRL language. For instance, Grunwel
et al. [10] focus on an information accountability framework that uses ODRL
to model policies for delegation. In their work, they conclude that ODRL meets
the requirement to model delegation policies, given that constraints and duties
can be used to express the party to whom access is delegated, expiration of the
access, and the types of actions.

At higher-level, the studies presented above approach ODRL taking into
account a specific use case, in many cases extending the language based on the
use-case requirements. Our approach differs in that we take into account a wider
range of institutional constructs including duties, power, delegation and other
relevant normative concepts to identify the challenges for future extensions of
the language.

2 Modeling with ODRL

The Open Digital Rights Language (ODRL) is designed as a policy expres-
sion language, aiming to provide a flexible and interoperable information model,
vocabulary, and encoding mechanism for representing normative statements con-
cerning digital content and services [12]. It evolved through the years from a
digital rights expression language for expressing simple licensing mechanisms for
the use of digital assets to accommodating privacy policies [8]. The model is built
using Linked Data principles; however, its semantics is described informally as
no formal specification is provided. In the remainder of this section, we provide
an overview of the ODRL information model, focusing on the main classes that
are of interest for the institutional constructs under our attention (see Fig. 1).

Overview of Core ODRL Classes. An Asset is a digital resource that might be
subject to a Rule. It has an asset identifier property and can be any form of
identifiable resource. A Party refers to an entity such as a person, organization
or collection of entities that undertake roles in a rule. It should have a party
identifier. An Action class represents operations that can be exercised on assets;
the association with the asset is specified via the action property in a rule. The
Constraint class refines the specification of action or declares the conditions
applicable to a rule by using an expression that compares two operands with
an operator. When the comparison returns a match, it is considered satisfied. It
has a constraint identifier, a right-operand property value data type of the right
operand, a unit used in the right-operand and the status property generated
from the left-operand action.

The Rule class is a super-class collecting the common characteristics of the
three types of normative statements considered in ODRL: permission, prohibi-
tion, and duty. It concerns an action, which might be further refined. It must
contain a target property (indicating the asset subjected to the rule), and might
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Fig. 1. Simplified view on the Information Model of ODRL 2.21

have an assignee and assigner properties (linking the rule to the associated par-
ties). A Permission allows an action over an asset if all constraints are satisfied
and if all duties are fulfilled. It may include one or more duty property values.
A Prohibition disallows an action over an asset if all constraints are satisfied.
The remedy property may be used when an action infringes the prohibition. A
Duty is the obligation to exercise an action. It is fulfilled when all constraints
and refinements are satisfied and have been exercised. It may have the conse-
quence property, which is an additional duty that must be fulfilled in case of
violation.

A Policy collects a group of rules (at least one) and can be qualified as Set,
Offer and Agreement. It has a unique identifier, should have at least one rule,
and a profile property to identify the ODRL profile the policy conforms to. An
ODRL profile is defined to provide vocabulary terms that can be used in ODRL
policies that require them, typically to be shared within a community of practice.
A set supports expressing generic rules without further instantiating the parties
involved. An offer supports ‘offerings’ of rules from assigner parties—it is used
to make available policies to a wider audience but does not grant any rules.
It specifies one party, the assigner, not the assignee. An agreement supports
granting of rules from assigner to assignee parties and is typically used to grant
the terms of the rules between the parties. Therefore, an agreement will specify
both assigner and assignee parties. In the remainder of this section, we provide
an overview of the ODRL information model, focusing on the main classes that
are of interest to the use-case (see Fig. 1).



A Critical Reflection on ODRL 53

3 Criticalities of ODRL

The following section will report on our experience concerning the use of ODRL
in modeling patterns relevant to data-sharing agreements, highlighting the issues
that emerged in the exercise. We wrote the examples with respect to the ODRL
documentations on the information model2, informal semantics, use-cases and
vocabulary of the language3.

3.1 Illustrative Use Case: Delegation

Data-sharing scenarios, at times, require individuals to act on behalf of another.
For example, a guardian may be required to act on behalf of a minor; or a carer on
behalf of a person unable to grant or deny access to data. Similar patterns occur
at the level of institutes. Additionally, research institutes might grant rights
to be used by partner institutes under certain conditions to promote a shared
research goal. This section will focus on institutional delegation scenarios. For
instance, suppose OrganizationX, an institution in the Netherlands maintaining
a registry of patient data, forms a data-sharing agreement with OrganizationY,
an institution in Belgium. The data-sharing agreement grants OrganizationY the
permission to access the data and the possibility of delegating this permission to
a third party, OrganizationZ. Consequently, the latter will be allowed to have
access to the data if OrganizationY decides to delegate the permission received
from OrganizationX. Several contextual information might limit permissions and
delegations, typically by means of constraints; these refinements will be neglected
for now.

ODRL provides two main higher-level actions: transfer and use. According
to the ODRL vocabulary use actions refers to any use of the asset (e.g. “play”
music or “read” file), while the transfer actions explicitly refers to the transfer
of ownership of the asset (lost by the agent, gained by the recipient) in its entirety
(e.g. “sell” or “give”). This form of delegation (in the sense of transfer of rights)
maps to a transfer action as shown in listing 1:4

"@type": "agreement",

"permission":

"assigner": "OrganizationX", "assignee": "OrganizationY",

"action": "transfer", "target": "datasetA"

Listing 1. Delegation as transfer.

The code above is an agreement (that is, in ODRL terms, there is an assigner
and assignee) between OrganizationX and OrganizationY , for transferring
2 https://www.w3.org/TR/odrl-model/.
3 https://www.w3.org/TR/odrl-vocab/.
4 The original JSON code is at https://grotius.uvalight.net/ODRL-policies. For space
reasons, here we will omit accolades, use indenting for nested lists, empty lines to
separate policies.

https://www.w3.org/TR/odrl-model/
https://www.w3.org/TR/odrl-vocab/
https://grotius.uvalight.net/ODRL-policies
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(ownership of) datasetA from OrganizationX to OrganizationY . Here, own-
ership is assumed to include the possibility of transferring the asset again to
someone else (e.g., OrganizationZ). This model can be used as a specification
for non-monotonic delegation, where the grantor loses the permission delegated.
However, the same model can not be used to specify monotonic delegation sce-
narios where the grantor maintains the delegated permission.

This especially becomes problematic to capture the power relationship
between parties; e.g., the party in power has to maintain ownership of the asset,
or “veto” power to either constrain or revoke granted rights, as well as the power
to transfer and/or lose ownership of the asset entirely. For these limitations, we
consider the following alternative model:

"@type": "agreement",

"permission":

"assigner": "OrganizationX", "assignee": "OrganizationY",

"action": "grantUse", "target": "datasetA",

"duty": [{ "action": "nextPolicy", "target": "ex:newPolicy" }]

"@type": "set",

"uid": "ex:newPolicy",

"permission": [{ "action": "read", "target": "datasetA" }]

Listing 2. Delegation as granting conditional usage.

In the code above, a combination of actions is used to restrict the permission
to use the target asset datasetA. The action grantUse enables the assignee to
create policies about the target asset (whose implicit owner is the assigner) for
third parties (so it provides an implicit but limited form of institutional power)
and is recommended in the ODRL vocabulary to be used with the nextPolicy
action. The function of nextPolicy (which, to reiterate, is an action, not a
policy) is to indicate the policy that applies to a third party for their use of the
Asset (see e.g. [20]). In this way, however, usage rights are restricted only to a
third party and not further. In some cases, delegated parties need to be allowed
to delegate. A possible model (possibly abusing the intended use of grantUse)
would be the one expressed below:

"@type": "agreement",

"permission":

"assigner": "OrganizationX", "assignee": "OrganizationY",

"action": "grantUse", "target": "datasetA",

"duty": [{ "action": "nextPolicy", "target": "ex:newGrantPolicy" }]

"@type": "set",

"uid": "ex:newGrantPolicy",

"permission":

"action": "grantUse", "target": "datasetA",



A Critical Reflection on ODRL 55

"duty": [{ "action": "nextPolicy", "target": "ex:newPolicy" }]

"@type": "set",

"uid": "ex:newPolicy",

"permission": [{ "action": "read", "target": "datasetA" }]

Listing 3. Delegation as nested granting of conditional usage.

This extension may enable us to form a hierarchical structure one step further
than the previous example, yet it can not represent the full transfer of delegating
power to a chain of delegators of unspecified length.

Other relevant aspects of delegation, e.g. the revocation of rights, also can not
be specified within ODRL. While expressions in ODRL provide terms for speci-
fying deadlines or expiration dates using the constraint class, updating activities
are not considered. To conclude, the current ODRL model fits some delegation
scenarios, but lacks expressiveness to accommodate others. Additionally, the
intricate forms to specify these models make it difficult to identify the standard
reusable components, and obscure the fact that we are dealing with a delegation
pattern.

3.2 Additional Issues

In this section, we address additional limitations of ODRL that we have identified
during our modeling experience.

Ambiguous Semantics for Duty. Duty in its common legal sense is an action
that an agent is obliged to do; otherwise, there will be a violation (see, e.g.,
Hohfeld’s framework of primitive legal concepts [11]). In principle, the duty class
provides this concept, e.g., in Listing 3, with an obligation rule:

"@type": "agreement",

"obligation":

"assigner": "OrganizationX", "assignee": "OrganizationZ",

"action": "compensate",

"refinement":

"leftoperand":"payAmount", "operator": "eq",

"rightOperand" {"@value": "2000.00", "@type": "xsd:decimal"},

"unit": "http://dbpedia.org/resource/Euro"

Listing 4. Duty class in a policy with obligation rule

The policy above states that OrganizationX assigns to OrganizationY the duty
of compensating the former with 2000 euro. However, with a non-intuitive ter-
minological overlap, a permission rule (i.e., a rule containing a permission prop-
erty) contains an inner duty property (2.6.5 of the ODRL Information Model)—
linking to an instance of duty class—that in ODRL serves as a pre-condition for
acquiring the permission:
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"@type": "agreement",

"permission":

"assigner": "OrganizationX", "assignee": "OrganizationY",

"action": "use", "target": "datasetA",

"duty":

"action":"pay",

"refinement":

"leftoperand": "payAmount", "operator": "eq",

"rightoperand": {"@value": "500.00", "@type": "xsd:decimal"},

"unit": "http://dbpedia.org/resource/Euro"

Listing 5. Duty property in a policy with permission rule.

In the policy above, OrganizationX permits OrganizationY to use datasetA,
conditionally to OrganizationY paying 500 euros. OrganizationY has a choice.
The organization can choose not to pay and disregard access or pay and then
acquire permission to use datasetA. Looking at Hohfeld’s theory again [11], the
position of OrganizationY is not a duty, but rather an institutional power : by
performing the action described in the “duty” property, the assignee will enjoy
the permission. Note that, for making the policy-relevant, an implicit assumption
needs to be introduced here: that the use of the data is forbidden in general.

This also pinpoints another issue. If we are accepting the interpretation of this
duty object as a precondition, it is not clear whether the consequence property
(meant to trigger compensation measures to violation) can be used here: if the
precondition is not satisfied, then the permission does not hold, so there cannot
be a violation. We have found no specific constraint in the ODRL Information
Model.

Lack of Granularity in Identifying Parties. The ODRL language considers
only two functional roles for agents (assignor and assignee), a choice which raises
several concerns. First, it is not clear if the assigner counts as the policy’s creator
and/or as the claim-holder (correlative of the duty-holder/assigner). Second, the
roles relevant to norms and roles relevant to actions can be entirely disjoint:
e.g., the party to which the duty is assigned can be different from the party
that produces the performance removing a duty. For instance, a carer might
have the duty to perform a particular check in due time. Indeed, some actions
in the ODRL vocabulary allow refinements that enable specifying performer
and recipient roles (e.g., trackingparty, trackedparty for the “track” action),
but these are ad-hoc solutions, whereas a systematic approach, e.g., based on
thematic roles of action, instead enhances readability and re-usability of patterns
for different interactions.

Transformational Aspects. The activation or revocation of rules is a criti-
cal dimension in normative reasoning. Deontic relations are not fixed and change
with interactions among parties. ODRL suggests to use the constraint class where
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temporal and contextual information can be specified to activate or terminate
rules; it also provides the consequence and remedy class for enforcing actions
against violations, but this is not always sufficient. For instance, regulations
such as the GDPR place great importance on data subject rights; in data shar-
ing scenarios, patients have the right to grant, change, or revoke their consent.
Changes such as those consequent to patients withdrawing their consent (i.e.,
triggered by action) need to be captured to maintain lawful data processing.
Furthermore, change also occurs at the level of parameters of policies. Suppose,
OrganizationX has to pay 10% of a specific fee up to the end of 2020, and some
action is possible that modifies the percentage to be paid. Based on our expe-
rience with ODRL, it is not possible to represent this mechanism, as it lacks a
general approach to define in a machine-readable way the semantics of actions
in terms of institutional or extra-institutional effects.

Handling Conflicts. ODRL provides a strategy to resolve conflicts that arise
when merging policies due to policy inheritance [14]. It uses the conflict prop-
erty which can take either the perm, prohibit alternatively, invalid values to
decide which rule takes precedence over the other. For example, if the conflict
property is set to “perm”, then the permission will override the prohibition.

While this is one way to handle conflict between rules, for more complex sce-
narios, other factors such as attributes of the parties and contextual information
can provide a richer input for setting the conflict property. The norm in Listing 6
states that data can not be shared outside of the EU, but if the recipient has a
cross-border agreement and the purpose for sharing data is an emergency (e.g.,
an outbreak), then data may be shared.

"@type": "agreement",

"conflict": "perm",

"prohibition":

"action": "share", "target": "datasetA",

"constraint":

"leftOperand": "spatial", "operator": "neq",

"rightOperand": "https://www.wikidata.org/wiki/Q458"

"permission":

"action": "share", "target": "datasetA",

"refinement":

"and": { "@list": [{"@id": "ex:c1"}, {"@id": "ex:c2"}] }

"@type": "constraint", "uid": "ex:c1",

"leftOperand": "purpose", "operator": "eq",

"rightOperand": {

"@value":"emergency",

"@type":"xsd:string"

}

"@type": "constraint", "uid": "ex:c2",
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"leftOperand": "recipient", "operator": "eq",

"rightOperand": {

"@value": "partOfcrossborderAgreement",

"@type": "xsd:string"

}

Listing 6. Conflict property set to Perm, indicating that permission overrides
prohibition.

The example above demonstrates that conflict resolution specifications are
independent from the contextual information (i.e. constraints). Rather than
a static, abstract conflict property, a more reasonable choice would be to
take constraints into consideration and to implement principles as lex specialis.
(Additional mechanisms are also required in principle for lex posterior and lex
superior.)

Additional Limitations. So far, we discussed a focused selection of the con-
siderations we drew over our interaction with ODRL, and acknowledged addi-
tional challenges, here reported only succinctly. Normative statements are about
actions, while regulations, often, are about outcomes. For instance, a specific
data processing can be licit (i.e., permitted) as performed on public sources,
yet the output (e.g., discriminatory decision-making) might still be illicit. Sec-
ond, there are instances where action might result in creating a new asset. For
example, a rule might state that “If an asset is copied, it must be attributed
to a certain party”. The rule on the original asset needs to be modified when
it is copied. These changes in activity need to be reflected in the rules. Third,
the higher-level distinction between use and transfer actions is simplistic, even
if considering only digital assets. Looking at transfer only in terms of ownership
does not allow us to consider, e.g., physical movement of data from one premise
to another without changing the data rights-holder.

Finally, ODRL does not provide an exact model of the policy life-cycle, which
has a potential application value as it enables capturing policy design patterns.
Suppose a company makes an offer for the use of their dataset under a certain
payment. If another company takes up the offer, then the policy should evolve
to an agreement. It is not clear from the information model whether and how
the ODRL will express these changes.

4 Discussion and Conclusion

The ODRL came a long way from its initial conception and its wide adoption can
be attributed to its accessibility and expressiveness. In this paper, we addressed
some significant limitations on the current version of the ODRL language: the
lack of monotonicity in representing delegation scenarios, semantic ambiguity
in the usage of “duty”’, granularity in identifying parties, and transformational
aspects of rules.
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Our findings are in contrast with those of Grunwell et al. [10] that con-
clude that the ODRL meets the requirements for representing access delegation
policies. As stated by their work, the requirements for delegation policy are
easy revocation, time dependency, and granularity. While this might hold for
static policies, we have shown that this does not hold for dynamic policies as for
instance the scenario in which a patient can revoke their consent at any given
time. There is no mechanism to represent such events in ODRL. Fornara et al.
[7] claim that the expressivity of their work is the same as the ODRL model in
that it is possible to express deontic relations using both models. In our work,
we found that the expressivity of the ODRL language in representing deontic
relations is not enough in cases where more roles emerge, thus exceeding the
limitation of two complementary roles such as assignee and assigner or creditor
and debtor [7]. Additionally, these authors consider the lifecycle of the rules (i.e.
their dynamics) while our work covers the lifecycle of a policy. Steyskal et al.[20]
demonstrate that ODRL is suitable to express access policies for linked data by
providing different scenarios. One of the examples covered is the introduction
of payment duties. They illustrate that duty assignment can be easily defined
but they also find the semantics of duty ambiguous and not explicit enough
to express simple assignments. We confirm their analysis, and we additionally
found that the semantics to specify the modification of actions is missing, and
this is necessary, particularly in payment scenarios (e.g., for changing rates).

In next steps, we will focus on studying whether the policy specification lan-
guage eFLINT [5] can overcome some of the issues covered here. An essential
aspect of eFLINT is that it is an action-based language and derives norma-
tive positions of actors from the actions they perform (permission) or expected
to perform (duties) at a given moment. This simplifies to perform e.g. com-
pliance checking of scenarios or software implementations as they are inher-
ently action-based. Furthermore, normative aspects of the language are based
on the framework of normative concepts proposed by Hohfeld, supporting the
use of a primitive for legal power—the ability to grant or remove permissions
and duties assigned. These features should mitigate some of the limitations of
ODRL discussed above, such as the representation of delegation and transfor-
mational aspects. The next step is to validate the expressiveness and tractability
of the language with several use-cases from finance, healthcare, and other data
marketplaces.

As future work, we plan to perform a systematic comparison between ODRL
and eFLINT to extract common underlying models and test whether the interop-
erability of the two is feasible. Our vision with respect to an integration of ideas
from ODRL and eFLINT is the development of a self-contained policy specifi-
cation language that is as much as possible independent on the application, or
the implementation framework.
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Abstract. There is an increasing need for norms to be embedded in
technology as the widespread deployment of big data analysis applica-
tions increases. However, existing methodologies do not provide auto-
mated policy enforcement mechanisms especially for policies derived
from legislation and contractual agreements. Consequently, data access
is hindered and collaborations derailed due to fear data misuse and high
non-compliance fees. This research aims to automate normative con-
trols in healthcare, such as data sharing agreements, and ultimately,
enforce these policies for compliant data usage and access which encour-
ages collaboration and facilitates research outcomes while maintaining
accountability. This paper outlines the PhD research questions, current
approaches and preliminary results.

Keywords: Policy specification language · Ontology · Access control
model

1 Problem Statement

In several domains of application, easier accessibility to data has the potential
to produce a decisive positive impact [35]. This is particularly true in health-
care research. Current IT infrastructures used by organisations in the healthcare
domain to run their business processes typically rely on specific access-control
methods, such as the Role based access control model (RBAC), that employ
static policies [30]. However, the introduction of legislation such as the General
Data Protection Regulation (GDPR) [1] in to this systems creates more complex-
ities due to the complexity and dynamic nature of such normative artefacts. This
creates the need for patient data registry maintainers to develop data sharing
infrastructures that enforces privacy policies derived from legislation and data
sharing agreements, to ensure compliance and encourage collaborative research.

While data sharing encourages collaboration, improves treatment outcomes
and maintain accountability, it can also create the opportunity for misuse of
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data. Data sharing agreements are signed with the goal of preventing misuse
and complying with regulations. These agreements regulate contracting parties
on how they can share data with each other [21]. Enforcing this agreements
is a challenging task considering the complexity of the legal documents. This
results in a more cautious and conservative behaviours among data registry
maintainers which forces data to stay in silos. Similarly, collaboration between
different stakeholders is discouraged due to the challenges of maintaining trust in
an environment where decisions can not be traced at system level. Being able to
trace back the source of a problem is a necessary requirement for responsibility
attribution; lack of this function is detrimental to social maintenance.

On the other hand, current IT infrastructures are not able to take into
account that access and use of data is regulated at several levels, whose norma-
tive sources (users’ consent, contractual agreements, laws) will change in time.
Therefore, there is a need for new techniques to automatically enforce policies
extracted from these agreements as well as abstract over the complexity of the
documents and capture dynamic aspects of policies. This research addresses the
challenges of automating privacy policies from legislation and contractual agree-
ments and the automatic enforcement of these policies using an access control
mechanism. Identifying the rules relevant to an access request can be challenging,
given there are several normative dispositions that may be applicable. Addition-
ally, when rules are taken from different sources, inconsistent policies result in
conflict. In the following section, current work in legal ontologies, policy specifi-
cation langauges and access control models will be presented.

2 Related Work

2.1 Legal Ontologies

To address the research goal, existing work on legal ontologies, policy specifica-
tion languages and access control models is addressed.

Several ontologies are developed to model data-sharing agreements, some
of which are designed to regulate data usage and privacy-aware data access
[19], to specify contracts, to manage data-flows designed for linked open data
environments [12] and to provide legal knowledge modelling of the GDPR core
concepts [25]. In general, ontologies have gained momentum in recent years due
to their potential as tools to conceptualize and specify shared knowledge as well
as organize information, and to reduce the complexity of knowledge management
and engineering. These ontologies are tailored to model general or specific kinds
of legal knowledge. The LKIF core ontology is a library of ontologies relevant for
the legal domain [13]. It can serve as a resources for legal inference, it facilitates
knowledge acquisition, and can serve as a basis for semantic annotation of legal
information sources.

The LegalRuleML aims to model the interpretation of a rule, the temporal evo-
lution of norms and provides a classification of deontic operators [4]. It encourages
the effective exchange and sharing of legal knowledge and reasoning between legal
documents, business rules, and software applications. The work on [25] introduces
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Pronto which is a legal ontology which provides legal knowledge modelling of the
core concepts of General Data Protection Regulation (GDPR). It models deontic
concepts and uses the LKIF core ontology to model actions and roles. The UFO-
L core ontology represents rights and duty relations and aimes at making more
explicit the elements of legal relations [11]. Ontologies are also used to support the
application of data-sharing agreements (DSA) in a collaborative health research
data sharing scenario by providing the appropriate vocabulary and structure to
log privacy events in a linked data based audit log [19].

2.2 Policy Specification

A right expression language (REL) is a machine-readable language used typically
in digital rights management systems for regulating usage and access control of
digital assets. There are several applications to rights expression languages such
as stating copyright and expression of contractual language. Some example of
RELs are the Extensible Access Control Markup Language (XACML), Enter-
prise Privacy Authorisation Language (EPAL), and the Open Digital Rights
Language (ODRL) [2,3,26]. The goal in this research is to utilize a language
that supports specifying normative constructs as those specified in privacy reg-
ulations and agreements. While extended versions of XACML support partial
specification and enforcement of laws and regulations, it lacks for the support
for “system obligations” [18]. These are obligations the system has to perform
on certain events such as notification of data breach. On the other hand, EPAL
is designed for writing enterprise privacy policies but lacks reasoning support for
conflicts or other relevant constructs.

RELs are also used for governance in multimedia assets and intellectual prop-
erty protected content. The work on [28] present the MPEG-21 contract ontol-
ogy (MCO), a part of the standard ISO/IEC 21000. MCO is an ontology that
represents contracts that describe rights on multimedia assets and intellectual
property protected content. It describes the contract model and key elements
such as the parties in the contract and the relevant clauses conveying permis-
sions, obligations and, prohibitions. Another work [29], presents a dataset of
licenses for software and data, expressed as RDF for use with resources on the
web. They use ODRL 2.0 to describe rights and conditions present in licenses. It
provides a double representation for humans and machines alike and can enable
generalized machine-to-machine commerce if generally adopted.

2.3 Access Control Models

Access control is the process of determining the permissiblity of any access request
to perform a specific action on the system such as a read or a write on a data
object that belongs to a data subject [5]. Typically, an access control model aims to
protect the data object from unauthorized access based on specific access control
policies. A number of access control models are proposed to control users’ access to
data and information resources. The early models presented in literature include
the discretionary access control (DAC) [31], mandatory access control (MAC) [24],
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and role-based access control (RBAC) [32]. In RBAC, access to various resources
is regulated on the basis of the role played by the data-consumer. These models fail
to capture the dynamic nature of policies [35]. As a result, the need for flexible and
dynamic access control systems has led to the emergence of the attribute-based
access control (ABAC) and the usage control model (UCON) [15,38].

Attribute-based access control (ABAC), is regulated more generally on
the basis of the value of attributes of the user while a usage control model
(UCON) provides a means for fine grained control over access permissions though
attributes. Even though ABAC allows for relationship among parties to be cap-
tured, the work in [7] states that ABAC might be lacking when the complexity
and dynamically of systems grows thereby making it difficult to capture chains of
interpersonal relationships. Other models such as the Relationship-Based Access
control, are aimed towards community-centered systems [10]. Access decisions in
this model are made based on the social relationships of the parties. This types
of models allow for contextual information to be taken into account during access
decision making. The gap identified here is the consideration of policies, within
access control systems, from various sources of norms which raises the need for
policy combination mechanisms as well as conflict resolution mechanism.

3 Research Questions

Given the problem statement and the relevance of this research, the main ques-
tion this research aims to answer is how can we develop solutions for the
acquisition and application of contractual and other legal require-
ments for data processing in the healthcare domain, to enable embed-
ded compliance in a distributed data sharing environment?

Given that our research is restricted to a specific domain, healthcare, the
normative artifacts that regulate processing of personal data in this domain need
to be identified. After identifying the artefacts, relevant articles and clause that
are associated with personal data processing will be extracted. Consequently,
the first research question is:

RQ1. Which of the normative artefacts and articles that regulate data sharing
systems in the healthcare domain are relevant to this research?

Data sharing systems need to comply with the regulations and data sharing
agreements that regulate the parties involved. The policy specification languages
utilised to specify such rules need to capture the dynamic nature and complex-
ity of these documents. The policy specification language also should enable a
complaint access control mechanism by allowing for the specification of expres-
sive,fine grained and flexible policies. To develop a clear understanding of exist-
ing work and identify the relevant policy specification languages, the following
research question is derived.

RQ2. What type of policy specification language can be developed or selected
from existing languages to specify policies from applicable legislation and con-
tractual agreements in healthcare?
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Access control models should manage the complexity and dynamic nature of
policies as well as enforcing these policies to ensure compliance. Data sharing
systems involve different parties with whom agreements are made. In addition to
privacy policies derived from legislation, each party will have their own autho-
risation requirements to the resources they own which will be specified in the
policies. These policies will be composed into a single policy to determine how
the asset is utilised. As a result, there is a need to combine these policies and to
deal with any inconsistencies that may arise. To mitigate these issues, the third
research question is formulated.

RQ3. How are policies from various sources of norms combined and inconsis-
tencies handled during access decision making?

4 Proposed Approach

The goal of this research is to capture and enforce normative controls that reg-
ulate data sharing infrastructures within healthcare. This research is part of the
Enabling Personalised Interventions project (EPI).

The EPI project aims to enable personalised diagnosis by developing real-
time monitoring services and digital health twins. EPI aims to empower data
subjects and providers through self-management, shared management and per-
sonalization across the full health spectrum. It will provide a platform based
on secure and trustworthy distributed data infrastructure, that provides action-
able and personalised insights for prevention, management and intervention to
providers and patients. One of the use cases under EPI is the DIGP registry.
Diffuse intrinsic pontine glioma (DIPG) is a rare pediatric brain cancer for which
there is no curative treatment, despite decades of clinical trials [37]. In order to
advance the progress and pace of DIPG research, the SIOPE DIPG Network and
Registry was established. This cancer registry aims to overcome the current lack
of clinical, imaging and biologic data and improve academic research on DIPG.

4.1 Identifying Regulatory and Organizational Requirements

The SIOPE DIPG Registry collects information on DIPG patients across Europe
and a partner registry in North America, known as the International DIPG Reg-
istry, includes patient data from the USA, Canada, Australia and New Zealand.
The DIPG network has provided us with different legal documents such as data
sharing regulations, data sharing agreements and patient consent forms. Data
sharing agreements is an agreement that regulates contracting parties on how
they can share data with each other. Its purpose is to define what parties are
required to do with respect to condition specified in the agreement [19].

The first stage of this research is to investigate and identify the relevant
articles and clauses associated with processing of personal data. Data sharing
agreements consist of terms about the data sharing agreement itself as well
as terms concerning the data sharing process. From these documents, relevant
articles that specify permissions, prohibitions and obligation will be extracted.
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Legal documents make references to other legal documents, for example, the data
sharing regulation makes several references to the GDPR. Therefore, relevant
articles from the GDPR will be extracted. One of the challenges faced during
this stage is the difficulty of representing norms accurately due to the complexity
of regulatory documents such as the data sharing agreements.

4.2 Formalizing Policies from Regulatory Documents

The readability and usability of the policy specification language plays a central
role for interoperability of policies. The goal in this stage is to develop a generic
ontology that captures the concept and principles of the GPDR that apply to
all context of personal data processing. Additionally, a specialised ontology that
captures the concepts and principles of the data sharing agreements will be devel-
oped. This may impact the GDPR depending on the interpretation and appli-
cation of different national and corporate policies. Several policy specification
languages will be investigated to identify the ones that fit the use-case require-
ments. Policy specification languages such as the ODRL, eFlint and XACML
are examples of policies investigated through examples from the DIPG use-case.

The policy specification language should also specify both higher and lower
level policies. Higher level policies express general level requirements and rights
that are specified in legislation , contractual agreements and regulatory require-
ments. Lower level policies describe how privacy requirements can be imple-
mented in data sharing application such as access control policies. Such policies
express what a subject is permitted or prohibited to do in relation to a particular
asset e.g. a policy that states who can access a certain dataset [22].

4.3 Developing an Access Control Mechanism

The policies from the above ontology will be enforced through an access control
mechanism in the data sharing infrastructure. Enforcing policies derived from
various norms is not a trivial task. In collaborative data sharing environment,
other than the data sharing agreements, parties can also create policies to pro-
tect their assets which results in various policies implicating one asset. Some of
the existing solutions evaluate the policies of an asset individually, then apply
strategies to combine decisions. While others, use an authoritative approach
in which policies are combined in a predefined manner [8,20]. These type of
approaches will be investigated to determine the policy composition algorithm
to be developed.

When policies are derived from various norms, it is possible that we might
end up a policy set granting and denying access for the same request to the
same asset which creates conflicts. Existing conflict resolution strategies will be
investigated. Recent work in this aspect have analysed conflict resolution from
a game theoretic point of view and some graph-theoretic models [14,34,36]. We
will investigate existing work and develop conflict resolution strategies.
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5 Preliminary Results

This section presents our experiences with two policy specification languages in
formalizing data sharing scenarios and policies.

5.1 Open Digital Rights Language

In recent years ODRL has gained popularity both in theoretical and practical
settings. Our use cases focus on automating data-sharing agreements in the
context of healthcare, we found ODRL to be of interest and relevant to our
research.

The Open Digital Rights Language (ODRL) is designed as a policy expres-
sion language, aiming to provide a flexible and interoperable information model,
vocabulary, and encoding mechanism for representing normative statements con-
cerning digital content and services [16]. It evolved through the years from a
digital rights expression language for expressing simple licensing mechanisms for
the use of digital assets to accommodating privacy policies [17]. The W3C cur-
rently supports the ODRL Information Model 2.2 Recommendation. The model
is developed using Linked Data principles; however, its semantics is described
informally as no formal specification is provided.

Previous work investigated the language’s suitability for different scenarios
and from different perspectives, and some have proposed the extension of the
language [9,23,33]. Our work shares similar motivations, although our analy-
sis focuses on the general modeling process and requirements, as practitioners
aiming to model a policy in ODRL. Additionally, vital institutional patterns
that were only partially covered before, as delegation, were considered. Delega-
tion is a particularly relevant (and delicate) institutional construct as it brings
to the foreground the requirements of meeting the needs of stakeholders while
maintaining accountability.

Using ODRL, patterns relevant to data-sharing agreements, highlighting the
issues that emerge in the exercises were modelled. The examples were modelled
with respect to the ODRL documentations on the information model, informal
semantics, use-case and vocabulary of the language. We report our experiences
concerning the limitations identified on the current version of the ODRL lan-
guage. The main limitation identified are: the lack of monotonicity in represent-
ing delegation scenarios, semantic ambiguity in the usage of “duty,” granularity
in identifying parties, and transformational aspects of rules.

5.2 Data Sharing Policy Specification Using the eFlint Language

Our work describes how data sharing agreements specified using the eFlint lan-
guage can be used as a means to disseminate certain types of usage and access
control policies. In order to specify data sharing policies, we adopt a domain
specific language, eFlint, developed to formalising different sources of norms [6].
The peculiarities of eFlint is that it is an action-based language and that the nor-
mative positions of actors are derived from the actions they can perform or are
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expected to perform. Compliance checking of scenarios and software implemen-
tations is simplified because scenarios and software implementation are action
based.

It’s theoretical foundations are found in transition systems and in Hohfeld’s
framework for legal fundamental conceptions. This means that eFlint is able to
express normative positions, such as, the representation of ‘duties’ or ‘power’.
eFlint follows a legal case analysis method that involves interpretation, quali-
fication and assessment of policies. It makes distinction between physical and
institutional reality. This realities hold when actors interact with objects, each
other and abstractions over physical reality. Additionally, eFlint allows for nor-
mative relations to change over time.

In this work, we formalize the semantic of terms, data usage policies and busi-
ness rules from the data sharing regulation document. The early finding from this
work demonstrates that eFlint specifications can be re-usable because types in
eFlint can be redefined by subsequent type declaration. A generic interpretation
can be used by several application by letting each application specialise certain
types to the domain of the application. The concepts of the GDPR can be re-
used across projects by utilising the references the DIPG regulatory document
makes to the GDPR. Second, eFlint is flexible, i.e., the language can be used
to specify different sources of norm such as the GDPR, data sharing regulatory
documents and access control rules. Additionally, eFlint allows us to make a con-
nection from higher level policies (GDPR) to lower-level policies (access control
policies). We found eFlint to be expressive enough to specify granular policies,
therefore our current formalisation match the granularity of the document.

6 Conclusion

There is an urgent need to share data among institutions that reside in the same
continent as well as institutions across boarders. The motivation for this research
is to contribute to one of the FAIR principles of “Accessibility” [1]. Data should
be easily accessible especially in the healthcare. While there are several policy
specification languages able to express and govern legally binding behaviour
within technological environments, there are still some limitations such as the
expressivity of the language in terms of capturing legal concepts [27]. One of the
goals behind this research is to model a policy language that is able to represent
legal fundamental concepts that can be expressive, granular and flexible enough
to be used in a distributed environment.

Access control policies should enhance interoperability while being suitable
for the underlying domain of application, in this case, healthcare. As such design-
ing the right specification and enforcement mechanism for access control policies
will have organizational benefits. Stakeholders should be enabled to define the
structure of their policies in terms of applicable regulation and data sharing
agreements to incorporate security, privacy and business requirements into poli-
cies. In future work, an evaluation method for the data sharing ontology as well
as the access control mechanism will to measure performance overheads and
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efficiency of deploying access control mechanisms in the EPI distributed data
sharing infrastructure.
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Abstract. The present paper proposes a structural operational seman-
tics and the related semantics for normative systems. The proposed app-
roach focuses on explicitly representing in force obligations and violations
as events in a temporal framework, determining the state of a norma-
tive system. In the paper we use a set of core principles, defining some
of the properties required when reasoning about norms, to motivate the
semantics of the approach. Finally, we show that the proposed approach
is capable of reasoning about more complex legal scenarios.

Keywords: Normative reasoning · Violations · Contrary to duty ·
Compensations

1 Introduction

Norms and regulations are a critical part of our modern society, and are being
used as a mechanism to direct the behaviour of the members belonging to such
a group. With this in mind, it is natural to try to replicate such mechanisms in
synthetic communities such as multi-agent systems.

The discipline studying how to reason about norms and related concepts is
referred to as Normative Reasoning, and one of the most well known techniques
used to reason about normative systems is deontic logic [5]. Despite deontic logic
is known to have many limitations, as shown for instance by Parent and van der
Torre [12] on the particular topic concerning the pragmatic oddity,1 some of the
basic concepts and insights developed are still key and survive in more mod-
ern approaches capturing the interaction between time and regulations, such as
Lorrini [10], Ågotnes et al. [1], Maŕın and Sartor [11], Chesani et al. [4] and
Alrawagfeh [2], have proposed extensions of the Event Calculus to model obliga-
tions and related notions; however, Hashmi et al. [8] point out several shortcom-
ings of using such extensions, and proposed a novel extension of Event Calculus
1 The issue arising from the co-existence of obligations, which, while logically consis-

tent is semantically odd.
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V. Rodŕıguez-Doncel et al. (Eds.): AICOL-XI 2018/AICOL-XII 2020/XAILA 2020, LNAI 13048, pp. 75–89, 2021.
https://doi.org/10.1007/978-3-030-89811-3_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-89811-3_6&domain=pdf
http://orcid.org/0000-0002-8809-9716
http://orcid.org/0000-0002-9878-2762
http://orcid.org/0000-0001-5265-0660
https://doi.org/10.1007/978-3-030-89811-3_6


76 S. Colombo Tosatto et al.

based on the complete (temporal) abstract classification of normative require-
ments presented in their following work [9]. An alternative popular approach, is
instead based on commitments, in other words, the coordination between agents
belonging to a community is governed by the commitment made from an agent to
another concerning certain actions or obligations. One of the approaches based
on commitments is for instance the one discussed by Prankaj et al. [14].

This paper introduces a normative reasoning approach focused on explicitly
representing in force obligations and violations in the state of the system. The
contributions of the paper are threefold: I An explicit illustration of some of the
principles required to be followed when reasoning about obligations and eventual
violations in a system. II A structural operational semantics2 allowing to reason
about norms and deontic concepts in temporal scenarios, meaning that it allows
to reason about obligations and violations along a temporally ordered sequence
of states of the world, while preserving the principles. III Finally we show the
introduced semantics is not plagued by issues such as the pragmatic oddity.

The present paper is structured as follows: Sect. 2 introduces the core prin-
ciples required to reason about norms in a temporal setting, Sect. 3 introduces
the informal semantics and illustrates how each concept can be used to represent
the behaviour of some real world case. Section 4 shows how the semantics follows
the principles, and how it avoids the pragmatic oddity. Finally Sect. 5 concludes
the paper.

2 Normative Principles

The following principles, listed in Principles 1, are required to hold at every stage
of a normative system to ensure that its behaviour does not lead to undesirable
conclusions. The principles are derived from the ones introduced informally by
Governatori [6].

Principles 1

1. There cannot be a violation without a violated in force obligation in the current
or the previous temporal frames.

2. There cannot be a compensatory obligation in force without a violation to be
compensated.

3. A compensated violation is no longer maintained in the following temporal
frames.

The first principle covers the requirement that a violation requires the exis-
tence of an obligation that is in force, which means that a situation in which
such an obligation should be the case happened. Moreover, the principle also
specifies that a violation can outlive the in force obligation associated to it, as
in some cases, it is desirable to terminate a violated in force obligation, but to
maintain track of the violation.
2 A structural operational semantics focuses on describing the computational steps,

opposed to natural semantics which focus on describing the outcomes.
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The second principle illustrates the correlation between compensatory obliga-
tions and the violations they can potentially compensate. In normative systems,
both in reality and in synthetic environments, is not uncommon that a vio-
lation occurs, hence one of the priorities of normative systems is to deal with
such scenarios, which usually involves setting in force additional obligations that
once fulfilled would nullify the occurred violation. The principle specifies that
for such kind of compensatory obligations to be in force, a violation that they
are supposed to compensate must exist.

The third and final principle also deals with compensatory obligations, how-
ever it focuses on the fact that a violation should not be maintained in a nor-
mative system when the associate compensatory obligation is satisfied. This is
related to the double jeopardy doctrine, stating that one should not be punished
twice for a single violation. Thus the third principle specifies that a violation
decades when compensated.

Finally, notice that the first and the third principles are related to the lifecycle
of compensatory obligations in relation to their triggering violation, and describe
the desired behaviour of a violation after its compensatory obligation is being
fulfilled.

3 Semantics

In this section we introduce the informal semantics and the operational semantics
that an agent within a multi-agent community can use to reason about its obli-
gations related to its own behaviour and governed by the overlaying normative
system. Moreover we show how the approach allows to reason about the norma-
tive components identified by Hashmi et al. [9], and we show that Principles 1
are preserved.

Before proceeding to introduce the semantics relative to our approach, we
want to highlight that the approach is designed to deal with temporal settings,
which, for simplicity, we represent as sequences of separate temporal instants of
appropriate duration and associated to a label and a representation of the state
of the world. For instance, the following temporal instant: (ti, ϕi), is represented
by the identifying label ti and a state ϕi

3.

3.1 Obligations

One of the core elements of a normative system is represented by the norms gov-
erning it. In the present paper we focus on obligations, defining the requirements
of the norms. Independently of the types of an obligation, it is described as a set
of three propositional formulae, in a similar fashion as done by Governatori and
Rotolo [7]. The three propositional formulae are used to describe the properties
of an obligation, namely its trigger, its requirement, and its deadline.

3 For the sake of simplicity, we assume these states to be represented as propositional
formulae.
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The trigger of an obligation represents the condition required in the context
of a temporal frame to set the obligation in force, in other words when the
triggering condition4 that makes the obligation relevant in that context and is
then required to be fulfilled. The requirement of an obligation represents what the
obligation requires when in force to be fulfilled. In addition to the requirement,
the type of an obligation also determines whether a sequence of temporal frames
fulfils an obligation when it is in force. Finally, the deadline of an obligation
determines when an obligation in force stops to be in force in accordance to
the temporal frames’ contexts. For certain types of obligation, its fulfilment or
violation is determined when it stops to be in force.

Definition 1 (Obligation). Let α, β, and γ be propositional formulae. An
obligation is defined as follows:

O = O
(a|m)
(p|y) (α, β, γ)

where:

(a|m) determines whether the obligation is of type achievement or mainte-
nance respectively,
(p|y) determines whether the obligation is perdurant or yielding,
α represents the trigger,
β represents the requirement,
and γ represents the deadline.

The trigger of an obligation determines the required condition for the obli-
gation to be in force, while the deadline determines when the obligation stops
to be in force. The requirement describes what is necessary for the obligation to
be fulfilled once in force, depending also on whether it is of type achievement or
maintenance. Finally, whether an obligation is perdurant or yielding, determines
whether an in force obligation persists after being. violated or not.

Obligation in Force. When an obligation is inactive, it does not influence the
state of a normative system. In other words it cannot be violated. Differently,
when an obligation is in force, it can be either violated or satisfied, hence affecting
the compliance state. Informally, we consider the state of a normative system to
be compliant, when no violations are present.

In force obligations are treated as events and are associated with the temporal
frame label triggering them, as shown in Definition 2.

Definition 2 (Obligation in Force). Given an obligation O = O
(a|m)
(p|y) (α,

β, γ),and a temporal frame ti associated to a context, represented by a propo-
sitional formula φ. O becomes in force in ti if φ |= α and is represented as
follows:

F(O, ti)
4 Given a state ϕi associated to a temporal instant and trigger condition of an obli-

gation represented by the propositional formula α, the state triggers the obligation,
also referred to as setting the obligation in force, if and only if ϕi |= α.
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When an obligation is in force and a temporal frame associated to a context
with a state ϕj, such that ϕj |= γ, then the obligation is not longer in force.

Encountering a state satisfying the deadline condition of an obligation is just
a way to terminate an in force instance of such obligation. Further ways to ter-
minate an in force instance of an obligation depend on the type of the obligation
and on other features, and we introduce them in Definition 4, Definition 5, and
Definition 6.5

Violations. Similarly as for obligations in force, we handle violations as events,
and their presence in a normative system determines its compliance status. More-
over, as inactive obligations cannot be violated, a violated event is associated to
both the in force obligation event being violated, as well as to the label of the
temporal frame whose context caused the violation. This way of representing
violations brings two main advantages. The first advantage is that it allows a
single in force obligation to be potentially violated multiple times in different
temporal frames. The second advantage, following from the first, is that each vio-
lation can be independently tracked and be dealt with. We show how violation
events are represented in Definition 3.

Definition 3 (Violation). Given an obligation in force F(O, ti) and a tempo-
ral frame tj where O is violated. A violation of F(O, ti) in tj is represented as
follows:

V(F(O, ti), tj)

Achievement Obligation. An achievement obligation requires that its require-
ment is fulfilled in at least one of the temporal frames when the obligation is
in force, and before the obligation’s deadline is satisfied by one of the temporal
frames’ context. Notice that for the following examples of the obligation types
(achievement and maintenance), we assume them to be yielding. For now, it is
sufficient to know that a yielding obligation ceases to be in force when it is vio-
lated. We provide a proper description of the semantics of yielding and perdurant
obligations in Definition 6.

Definition 4 (Achievement Obligation). An achievement obligation, either
persistent or yielding, is represented as follows:

Oa
(p|y)(α, β, γ)

fulfilment exists a temporal frame within the interval, composed of a sequence
of temporal frames, when the obligation is in force, whose associated state
fulfils the obligation’s condition. Once an in force instance of an achievement
obligation is fulfilled, it is terminated.

5 Notice that Definition 6 introduces an exception to the in force instance termination,
rather than defining additional ways of terminating an instance.
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violation every temporal frame in the interval, composed of a sequence of tem-
poral frames, when the obligation is in force does not have an associated state
fulfilling the obligation’s requirement.

We show in Example 1 how we represent a violation of an in force instance
of a yielding6 achievement obligation through a list of temporal instants.

Example 1 (Violated in Force Obligation). Given an obligation O = Oa
y(α, β, γ),

and a sequence of time instants t1, ..., t4 with their associated states, repre-
sented by a propositional formula, below the respective time instant label. The
obligation O is violated as shown in Table 1, and we show the states in which
the in force instance holds in the third line of the table and the states in which
the violation holds in the fourth line.

Table 1. In force and violation.

t1 t2 t3 t4

∅ α α ∧ γ α ∧ γ

F(O, t2)

V(F(O, t2), t3) V(F(O, t2), t3)

The in force instance originating in t2 is violated in t3 as the deadline of the
obligation is satisfied in the state and no of the states within the interval where
the in force instance holds contain the obligation’s requirement.

Maintenance Obligation. A maintenance obligation requires that each tem-
poral frame’s context satisfies the obligation’s requirement when in force. An
obligation is in force from the temporal frame following the temporal frame
whose context satisfies the obligation’s trigger, and until the temporal frame
whose context satisfies the obligation’s deadline, included.

Definition 5 (Maintenance Obligation). A maintenance obligation, either
perdurant or yielding, is represented as follows:

Om
(p|y)(α, β, γ)

fulfilment every temporal frame in the interval, composed of a sequence of tem-
poral frames, when the obligation is in force has an associated state fulfilling
the obligation’s requirement.

violation exists a temporal frame within the interval, composed of a sequence
of temporal frames, when the obligation is in force, whose associated state
does not fulfil the obligation’s requirement. Once an in force instance of a
maintenance obligation is violated, it is terminated.

6 An obligation is yielding if its in force instances do not persist when violated. The
difference between yielding and perdurant is discussed in Sect. 3.1.
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Perdurant and Yielding Obligations. In a normative system, it is crucial
to analyse the behaviour of an in force obligation affected by a violation. Inde-
pendently than the type of obligation considered, two possible behaviours are
whether the in force obligation would stay in force or not after a violation is
being detected.

For achievement obligations, it can be the case that an obligation should stay
in force after the deadline has been reached and a violation has been detected.
This allows the possibility to fulfil the requirement of the obligation in future
temporal frames.

For maintenance obligations, violations can be identified while the obligation
is in force instead of only when the deadline is reached, usually terminating it.
Sometimes it is desirable to keep the obligation in force despite the violation.
This allows the detection of further deviations from the desired requirement.

Independently than the type of obligation, we refer to obligations whose in
force state would survive violations as perdurant, while those whose in force
event terminates when violated are referred to as yielding. Notice that due to
their behaviour, perdurant obligations allow multiple violations to be associated
to a single in force event, and each of these violations happens in a different
temporal frame. Finally, notice also that for perdurant achievement obligations,
a violation is identified when a temporal frame satisfying the deadline condition
is reached, hence we can assume that for these kind of obligations the in force
event is extended to the next temporal frame whose context satisfies the deadline
condition.

Definition 6 (Perdurant and Yielding Obligations). Given a persistent
obligation O = O

(a|m)
p (α, β, γ), when an instance of O is in force, identified as the

event F(O, ti), its in force status does not terminate when violated. Meaning that,
depending on its type, when a violation is identified, the following is the case:

achievement the in force event is maintained in the normative system state,
and its in force interval is extended to the next temporal frame satisfying the
deadline condition.

maintenance the in force event is maintained in the normative system.

Differently, a yielding obligation terminates its in force status when it is
violated. Depending on its type, when a violation is identified, the following is
the case:

achievement the in force event is terminated.
maintenance the in force event is terminated and at the temporal frame the

violation happens, effectively reducing the original in force interval.

We show in Example 2 how a perdurant obligation is represented in the
semantics introduced.

Example 2 (Speed Limit). Considering a scenario involving traffic regulations, in
particular the speed limit imposed while driving within a urban area, as defined
by the following obligation: O = Om

p (α, β,¬α) where:
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α the vehicle is in a urban area
β the speed is 50 km/h or lower

We show in Table 2 and in Table 3 the differences of the behaviour of obliga-
tions in the scenario described above. In Table 2 we show the behaviour of O as
a maintenance perdurant obligation.

Table 2. Example 2: perdurant obligation

t1 t2 t3 t4

¬α α ∧ β α ∧ ¬β ¬α

F(O, t2) F(O, t2)

V(F(O, t2), t3) V(F(O, t2), t3)

In Table 3 we show the behaviour of O as a maintenance yielding obligation:
O = Om

y (α, β,¬α).

Table 3. Example 2: Yielding obligation

t1 t2 t3 t4

¬α α ∧ β α ∧ ¬β ¬α

F(O, t2)

V(F(O, t2), t3) V(F(O, t2), t3)

Notice that the behavioural difference is in t3, where the perdurant obligation
is still in force despite being violated, while its yielding counterpart is not.

3.2 Compliance

The goal of a normative system is to guide the behaviours of involved entities
towards acceptable states. By following the norms governing such system, the
system state is kept compliant with the regulations governing it. Differently
failing to follow the regulations leads to a non compliant state, which as we have
shown previously, not fulfilling the requirements of an obligation deriving from
the normative system’s regulation results in a violation. Informally, we consider
a normative system to be in a compliant state if it does not contain violations.

Compensations. While compliance as the absence of violations appears to
be rigid, as whenever a normative system transitions from its compliant state
to a non compliant one, then it is not possible to return to a compliant state.
As the violation of a norm constituting a normative system represents befalling
into a non compliant state. In such a situation, it is often the case that it is
preferable to provide a way of allowing to return to a compliant state. Such ways
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are represented in a normative system by compensatory obligations, obligations
which in force trigger is represented by the appearance of violations in the state of
the system, and whose task is to repair to such violations though their fulfilment,
practically erasing them, hence allowing the system to be again compliant.

The behaviour of compensations and their relation with their triggering vio-
lation is described in Definition 7.

Definition 7 (Compensations). Let O be and O′ be two obligations, O′ is
the compensatory obligation of O, and their relation is expressed as follows:

O ⊗ O′

The trigger of O′ can be considered the following:

V(F(O, ti), tj)

And the effects of fulfilling, or violating O′ are the following:

fulfilment the violation V(F(O, ti), tj) is removed from the system state.
violation a violation for O′ is introduced in the system state.

Additionally, the in force instance of a compensatory obligation is terminated
when the associated violation disappears from the system state.

Notice that Definition 7 includes a condition that allows to terminate an in
force instance of a compensatory obligation when the related violation event is no
longer part of the system state. Intuitively, a compensatory obligation without
a violation to compensate does not offer any practical utility in a normative
system, hence when the associated violation event disappears, then the same
happens to the in force instance of the compensatory obligation.

We show in Example 3 how the semantics introduced can be used to represent
and reason about the behaviour of a compensatory obligation.

Example 3. Considering the following legal text fragment from YAWL7 Deed of
Assignment, Clause 5.28:

“Each Contributor indemnifies and will defend the Foundation against any
claim, liability, loss, damages, cost and expenses suffered or incurred by the
Foundation as a result of any breach of the warranties given by the Contributor
under clause 5.1.”

The two following obligations can be formalised from the fragment:

O = Om
y (αs, β,⊥)

Where:

7 Yet Another Workflow Language.
8 http://www.yawlfoundation.org/files/YAWLDeedOfAssignmentTemplate.pdf,

retrieved on March 28, 2013.

http://www.yawlfoundation.org/files/YAWLDeedOfAssignmentTemplate.pdf
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α is a contributor
β not to breach of the warranties given by the Contributor under clause 5.1.

O′ = Om
y (V(F(O, ti), tj), α′,�)

Where:

α′ indemnifies and will defend the Foundation against any claim, liability, loss,
damages, cost and expenses suffered or incurred by the Foundation

For the relation between the two obligations O and O′, we borrow the syntax
used by Calardo et al. [3] and is represented as follows:

O ⊗ O′

We show in Table 4, and Table 5 how the pair of obligation and related
compensatory obligation behave in the following cases, respectively when the
obligation is violated, and when the obligation is violated but the violation is
compensated.

Table 4. Example 3: Compensation: violation

t1 t2 t3 t4

∅ α α ∧ ¬β α ∧ ¬β

F(O, t2)

V(F(O, t2), t3) V(F(O, t2), t3)

F(O′, t3) F(O′, t3)

Table 5. Example 3: Compensation: compensated violation

t1 t2 t3 t4

∅ α α ∧ ¬β α ∧ ¬β ∧ α′

F(O, t2)

V(F(O, t2), t3)

F(O′, t3)

4 Discussion

We show in this section how the principles are followed by the operational seman-
tics proposed. We also show how such semantics allows to reason about particular
normative scenarios, namely the pragmatic oddity.
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4.1 Evaluating the Principles

We evaluate whether the semantics proposed follows the underlying principles
identified.

First Principle. To show that the principle is correctly followed, we consider
two cases: the first case involves the scenario where a violation coexists in the
same state as its related in force obligation. For this case, notice that the seman-
tics defined in Definition 3 allow to spawn a violation event only when the related
obligation is in force. Meaning that a violation cannot exist without the related
obligation being in force. Considering now the case when a violation exists in a
state without its related in force obligation, we know that according to Defini-
tion 2, an in force obligation generally terminates when the deadline is verified.
Moreover, the same is the case for the in force termination semantics depending
on the obligation type or properties, as shown in Definition 4, Definition 5, and
Definition 6. Notice that the semantics concerning the termination of an in force
obligation does not influence violations, hence an existing violation related to an
in force obligation can survive the in force obligation being terminated. More-
over, notice that according to Definition 6, a yielding obligation terminates its
in force event when violated, while the newly spawned violation event survives.
Therefore, the principle is followed by the semantics.

Second Principle. The second principle is concerned with the relation between
a violation and an compensatory obligation in force related to the violation. Fol-
lowing the semantics described in Definition 7, it can be noticed that in order
for a compensatory obligation to be set in force, it requires the primary obli-
gation to be violated. Which is also shown in the trigger representation of the
compensatory obligation, whose condition is represented by the violation of the
primary obligation (or the previous obligation in the chain in case of concate-
nated compensations). Moreover, the semantics described in Definition 7, also
covers the situation where a violation event is removed from the system state,
and in that case every associated compensatory obligation in force instances are
also terminated. Which follows the second principle.

Third Principle. The third and last principle is concerned with the persistence
of a violation in the state. In particular it states that when a compensatory obli-
gation is fulfilled, which is in force if and only if there is a violation event to
be compensated (as stated by the second principle), then the associated viola-
tion ceases to be part of the state. Intuitively, a single instance of a violation
should not be compensated multiple times. Following the semantics described in
Definition 7, we can see that when a compensatory obligation is fulfilled, then
the associated violation is removed from the system state, which follows what is
dictated from the third principle.
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4.2 Dealing with the Pragmatic Oddity

The pragmatic oddity is a well known paradox in normative reasoning, which
set of regulations leads to a contradictory conclusion.

The structure behind the oddity is the following: a given obligation in force
is violated, leading to its compensatory obligation being set in force, which, in
turn leads to both the secondary obligation and the primary obligation being
in force together. This as been shown in the past to lead to scenarios where
the co-existence of the primary and secondary obligations appears odd. Prakken
and Sergot [13] illustrate the problem brought by the pragmatic oddity using
the following scenario:

Example 4 (Pragmatic Oddity)

D1 There ought to be no dog.
D2 If there is a dog, there ought to be a warning sign.
D3 There is a dog.

Prakken and Sergot observe that, when these rules are used in a situation
where a dog is present, then the odd conclusion is the one requiring an ideal
scenario where there should not be a dog, as required by rule D1 in Example 4,
and where there is a warning sign, as is derivable from the rules D2 and D3 in
Example 4.

Example 5 (Reasoning about the Pragmatic Oddity). The regulations from
Example 4 can be formalised as follows:

OD1 ⊗ OD2

OD1 = Om
y (αs,¬β,⊥)

Where:

α represents an initial state setting the prohibition of having a dog in force.
β having a dog

OD2 = Oa
y(V(F(OD1, ti), tj), γ, δ)

Where:

γ there is a warning sign.
δ represents the deadline before which it is required to fulfil the compensatory

obligation.

We illustrate in Table 6, how reasoning about the pragmatic oddity using
the informal semantics introduced in the previous section does not achieve a
contradictory conclusion.
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Table 6. Pragmatic oddity

t1 t2 t3 t4

α β β ∧ γ β ∧ γ ∧ δ

F(OD1, t1)

V(F(OD1, t1), t2)

F(OD2, t2)

Notice that D3 is represented by the context of the temporal frames t2, t3
and t4, where β is true.

Table 7. Pragmatic oddity not compensated

t1 t2 t3 t4

α β β β ∧ δ

F(OD1, t1)

V(F(OD1, t1), t2) V(F(OD1, t1), t2) V(F(OD1, t1), t2)

F(OD2, t2) F(OD2, t2)

V(F(OD2, t2), t4)

Moreover, if we consider Table 7, where it is illustrated a scenario where a
warning sign is not being set up, we can see that the state remains non compliant
as the violation of having a dog is not compensated, and an additional violation
of not having set up the warning sign is introduced in t4.

Finally, notice that in both scenarios, the odd conclusion of having the pro-
hibition of having a dog (OD1 in force) and having the obligation of having a
warning sign for the dog (OD2 in force), is not the case, as these obligations are
never in force at the same time.

5 Conclusion

The present paper introduces a structural operational semantics for normative
reasoning in terms of their obligation and violations. We initially introduce some
core principles aimed at guiding the design of formalisms to reason about nor-
mative systems. These principles are an evolution of the ones earlier discussed
by Governatori [6], and extends these concepts by taking into consideration
how temporal aspects influence the interaction between the various normative
elements involved in a normative system, such as for instance obligations and
violations.

The structural operational semantics proposed in the paper handles in force
obligations and violations as events, allowing to differentiate different instances
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of an obligation in force, from the abstract obligation itself considered as a nor-
mative concept. Moreover, the proposed approach also allows to precisely define
a connection between the violations occurring in a normative system, to the
responsible instances of an obligation. The relations defined between obligations,
their in force intervals and eventual violations captured by the operational syn-
tax and semantics, represent the main contribution of the paper. While the set of
core principles appears initially simple, we strongly believe that following them
when dealing with normative reasoning in temporal settings, is of paramount
importance.

While structural description of the semantics naturally lends itself as a
temporal solution for normative reasoning, we are aware that these kinds of
approaches are often criticised. While we don’t argue against the critiques
towards temporal normative solutions, we highlight that our solutions focuses
on explicitly representing in force instances of obligations and their violations
as additional normative concepts. The explicit separation of such concepts from
the obligations, allow to reason about them independently from the original obli-
gation description. Moreover, such separation allows to handle situations where
the life-cycles of these concepts become independent, for instance, considering
abrogation,9 which would not be able to be differently handled from annulment10

if such separation would not be the case.
We conclude the paper with a brief discussion on the computational com-

plexity of the proposed approach. Evaluating the state of an obligation over a
timeline composed by a sequence of states is directly related to the computa-
tional complexity of the logic used to evaluate whether a state in the timeline
satisfy the elements composing the obligation. This computational cost is applied
for each state of the timeline and for each obligation being evaluated.
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Abstract. Binary “YES-NO” notions of process compliance are not
very helpful to managers for assessing the operational performance of
their company because a large number of cases fall in the grey area of
partial compliance. Hence, it is necessary to have ways to quantify par-
tial compliance in terms of metrics and be able to classify actual cases
by assigning a numeric value of compliance to them. In this paper, we
formulate an evaluation framework to quantify the level of compliance
of business processes across different levels of abstraction (such as task,
trace and process level) and across multiple dimensions of each task
(such as temporal, monetary, role-, data-, and quality-related) to pro-
vide managers more useful information about their operations and to
help them improve their decision making processes. Our approach can
also add social value by making social services provided by local, state
and federal governments more flexible and improving the lives of citizens.

Keywords: Partial compliance · Business process modelling ·
Compliance measures · Process compliance

1 Introduction

When designing business processes (BPs), practitioners always assume that the
business model will be executed as planned. However, this is impractical in many
situations. For example, cost fluctuations, equipment and resource availability,
time constraints, and human errors can cause disruptions. In response to this,
it is crucial for the practitioners to have a complete picture of the status of
their running business processes—for taking strategic decisions on identifying,
forecasting, obtaining and allocating required resources, and to be notified if any
non-compliance issues are identified during execution.

Let us illustrate this idea by examining the payment process model as shown
in Fig. 1, which consists of a sequence of tasks to be performed. Accordingly, a
customer is required to make the payment within 15 days upon receiving the
invoice; if not, the invoice must be paid with 3% per day interest in addition
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Fig. 1. Fragment of payment-making process (adopted from: [4])

to principal amount within the next 7 days. For any subsequent days hereafter
within the next 10 days, an additional 2.5% interest will be added to the total
payment as penalty, which will be calculated based on the principal amount.
The contract will be terminated automatically upon 3 consecutive defaults.

Now, consider two compliant executions performed by two business customers
of the company, customers A and B. Customer A strictly follows the normal
sequence and makes the payment within 15 days after receiving the invoice. Cus-
tomer B instead delayed the payment and paid the bill (together with interest
and penalty) 3 weeks later. If we ascribe value to this process depending on the
billing company’s revenue, both executions positively contribute to it, as both
customers did make their payments after receiving the invoices. However, the
deferred payment of company B may affect the cash flow of the service provider
company. Moreover, both these scenarios represent examples of partial compli-
ance because there was a violation on the temporal dimension. Other violations
may occur along other compliance dimensions such as: money, when monetary
payments are not made according to agreements; roles, when individuals who
perform certain tasks like approvals, etc., are not in the normal or authorized,
or delegated, role; data, when the complete data required to perform a task is
not available; and quality, when the quality of the work performed by a task
is sub-standard. For each dimension, there are prescribed ranges of values or
performance indicators in which a task is considered to be compliant on that
dimension. If the indicator values within a narrow range are outside this nor-
mal range, then the task is said to be in partial compliance on that dimension.
Finally, if the indicator does not fall into either of these two ranges then it is
said to be non-compliant. A dimension can also be related to an attribute value.
Thus, payInDays attribute represents the number of days within which payment
is made after the invoice is sent to the customer. This attribute corresponds to
the temporal dimension and can be used interchangeably with it.

Existing systems and compliance management frameworks (such as Declare
[11], SeaFlows [10], COMPAS [14], etc.) only provide an all-or-nothing type of
binary answer, i.e., YES if the BP is fully compliant; and NO if any non-compliant
behavior has been detected at some point during execution, which is not informa-
tive and raises a simple yet significant question of whether the whole process is not
compliant or only a part of it, and whether corrective actions should be performed
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Fig. 2. Annotations of a task

from the point where the non-compliant behavior was detected, or from an earlier
point.

Recently, some efforts coining the notion of partial compliance have been
reported. For example, the approach in [9] returns the status of a BP as ideal, sub-
ideal, non-compliant and irrelevant. Based on the notion of decision lattices [6],
Morrison et al. [12] categorizes the compliance status as Good, Ok, and Bad.
However, the issues remain similar as: to what extent the process is compliant
and how much (or what kind of) additional resources are required to resolve any
detected non-compliance issues?

To answer this question, in this paper, we present a formal framework for
evaluating the levels of compliance of a BP at different levels of abstraction
during execution and auditing phases, aiming to provide more clear and useful
information to users concerned in facilitating their decision making process when
any non-compliance issues arise.

The rest of the paper is organized as follows. Next, in Sect. 2, we provide
necessary background information and terminologies following which we intro-
duce our proposed framework in Sect. 3. Examples illustrating how the proposed
framework works in practice are presented in Sect. 4. Related work is discussed
in Sect. 5 before the paper is concluded with final remarks and directions for
future work in Sect. 6.

2 Background and Problem Statement

In this section, we first introduce the necessary background and terminologies
for the understanding of our proposed framework, and subsequently derive the
problem statement.

Structure of a Business Process
A BP is represented as a temporally and logically ordered, directed graph in
which the nodes represent tasks of the process that are executed to achieve a
specific goal. It describes what needs to be done and when (control-flows and
time), who is involved (resources), and what it is working on (data) [3]. Essen-
tially, a BP is composed of various elements which provide building blocks for
aggregating loosely-coupled (atomic) tasks as a sequence in a process aligned
with the business goals.
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Fig. 3. Violation-compensation relationships of a partially compliant business process

Each task is an atomic unit of work with its own set of input attributes,
which can be (partially) aggregated from preceeding task(s) or acquired from
other sources, describing the prerequisites or requirements that the task has to
comply with for its (full) execution, and output attributes that it has to produce
upon execution and for propagation to succeeding tasks (as input), as shown in
Fig. 2. Note that, in Fig. 2, the term deliverable is used to describe an output
document or artefact that is produced by the task after execution and is not
propagated to the next task. Technically, the values of attributes (both input
and output) can have multiple dimensions, which may include information about
time (or temporal), monetary, data, role, quality of service, or any combination
of these. As an example, the value of payment and the payment due date of t2
in Fig. 1 are from temporal and monetary dimensions, respectively.

A sequence representing the execution order of tasks of a BP in a given case
is called a trace (a.k.a. occurrence sequence). Typically, a BP can be executed in
a number of ways. For instance, below is the set of traces that can be generated
from the business model, from start to the end, as shown in Fig. 1.

T+ = {T1 = 〈t1, t2, t3, t4, t5〉, T2 = 〈t1, t3, t2, t6〉,
T3 = 〈t1, t2, t3, t4, t6〉, T4 = 〈t1, t3, t4, t2, t5〉,
T5 = 〈t1, t2, t3, t6〉, T6 = 〈t1, t3, t4, t2, t6〉,
T7 = 〈t1, t2, t6〉, T8 = 〈t1, t3, t4, t5, t2〉,
T9 = 〈t1, t3, t2, t4, t5〉, T10 = 〈t1, t3, t4, t6, t2〉,
T11 = 〈t1, t3, t2, t4, t6〉, T12 = 〈t1, t3, t6, t2〉,
T13 = 〈t1, t6, t2〉}

While it is always desirable that a BP behave strictly in accordance with the
prescribed conditions, this may not always be the case in practice. A BP may
deviate from its desired behavior in unforeseen circumstances and violate some
(or all) of the conditions attached to it during execution.

Figure 3 illustrates what can happen when a violation occurs in a BP. The
divergent behavior may cause a temporary suspension or (in some cases) termi-
nation of the process, and may also induce penalties. A penalty is a punitive mea-
sure (e.g. monetary or in some other form) enforced by company policy or a rule
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for the performance of an action/act that is proscribed, or for the failure to carry
out some required acts. However, a violation of (mandatory) conditions does not
necessarily imply automatic termination/suspension of a BP that would pre-
vent any further execution. Certain violations can be compensated for [5], where
compensation can be broadly understood as a remedial measure taken to offset
the damage or loss caused by the violation. In general, legal acts and contracts
provide clauses prescribing penalties and remedial provisions which are triggered
when the deviations from the contractual clauses occur. These provisions may
prescribe conditions that are subject to some penalties or punishments. As men-
tioned in the previous section, an execution with compensated violations (as
in Fig. 1) leads to a sub-ideal situation [13], and is deemed partially-compliant.
Nonetheless, the process can continue execution and complete normally once the
compensatory actions are performed.

Next, we develop our framework in a formal manner.

3 Partial Compliance Framework

In this section we develop a partial compliance framework. The framework is
based on the following principles or axioms underlying partial compliance:

Axiom 1. Compliance should not be binary 0/1 but should cover a spectrum
of scenarios between 0 and 1.

Axiom 2. Partial compliance should be recognized and treated fairly.
Axiom 3. Partial compliance can be rectified by compensation mechanisms

such as imposition of penalties, or sanctions that increase mono-
tonically with the extent of the violation.

Axiom 4. The level of partial compliance decreases monotonically as the mag-
nitude of the violation increases.

Throughout this section, we use the following notations: T is the set of unique
task identifiers of tasks that appear in an instance of a trace T; and, An denote
the set of attribute names of task t. Each attribute is mapped to a value v from
a suitable numeric or categorical domain in a running instance. Thus, (a, v) is a
attribute-value pair or tuple for an attribute in a task.

We introduce a partial compliance function ψ on task t to define partial com-
pliance values for different attribute values under various compliance dimensions.
Thus, ψt(a, v, d) denotes the degree of partial compliance of attribute a of task
t where the value of attribute a is equal to v, on compliance dimension d. This
function maps attribute values of a task to a real-value in the [0, 1] range that
represents the degree of partial compliance, where 1 corresponds to full compli-
ance. Thus, to formally describe the partial compliance for the running example
in Fig. 1, we can write, ψt2(payInDays, 10 days, T ime) = 1. This means that the
partial compliance of task T2 in dimension Time is equal to 1 if the payInDays
attribute has a value of 10 days, which also represents compliance of task T2 on
the temporal dimension.
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Given a task t, we denote metric Dt = {D1
t , . . . ,Dn

t } as the set of compliance
dimensions that relate to t attributes and denote its size as |D|. Thus, for the
running example of Fig. 1, Dt2 = {Monetary, Time, Percent} and |D| = 3.

Hence, given a set of attribute names An, it is necessary to determine which
attributes relate to compliance and aggregate their individual compliance into a
single metric of compliance. Thus, one can decide if a task is fully-, partially- or
non-compliant. Accordingly, we introduce the following definitions:

Definition 1 (Aggregate attribute compliance metric). Given a task t ∈
T , Dt = {D1

t , . . . ,Dn
t } as the set of n compliance dimension(s) of attributes of

t, and an attribute aggregation operator �, then we define a compliance metric
for attribute a of task t on dimension i be:

Md
t =

⊙

(a,v)|a∈An

ψt(a, v, d)

be the aggregate compliance value across all task attributes for which d ∈ Dt is
the dimension relevant to an attribute a in task t, v is the value of the attribute
a in task t. In addition, we denote ψt(a, v, d) = null if dimension d does not
apply to attribute a in task t. Thus, any compliance dimension with a null value
will be simply ignored from the aggregation. Finally, M i

t ∈ [0, 1].

Definition 2 (D-Compliant). Given a task t ∈ T , Dt = {D1
t , . . . ,Dn

t } as the
set of compliance dimensions that relate to its attributes, M i

t as the aggregate
attribute compliance metric per Definition 1, and Si,Δi ∈ R, then,

– t is non-compliant on dimension Di
t iff M i

t < Si;
– t is partially compliant on dimension Di

t iff Si ≤ M i
t < Si + Δi; and

– t is fully compliant on dimension Di
t iff M i

t ≥ Si + Δi

where Si
t and Δi

t are the standard and threshold values for full and partial compli-
ance, respectively. Note that the threshold represents a range or window around
the standard value in which partial compliance is possible. These values are gen-
erally numeric constants provided by the domain experts to the analysts.

Definitions 1 and 2 define how the attribute metric value should be calculated
and conditions for different levels of compliance, respectively. This means that a
task is fully compliant if it is executing under some ideal situation; while a task is
partially compliant if its attributes in Dt are to a large extent in accordance with
the requirements specified but a few of them have been violated and remedial
actions have been performed to repair/compensate the situation such that all
violations identified have either been resolved or compensated; or a task is non-
compliant otherwise.

The D-compliance score on dimension Di
t is given by M i

t and is a real value in
[0, 1]. For a non-numeric value, the attribute dimension metric may be recorded
on a qualitative scale such as a 3-point scale of (low, medium, high) or on a
5- or 7-point Likert scale. In this case, the points on the scale can be mapped
uniformly to the 0–1 scale. Thus, by default, high would correspond to 1, medium
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to 0.67 and low to 0.33. Alternatively, a user-defined mapping function may be
employed for this purpose. In general, rules can also be applied to determine
a user-defined mapping function for nominal compliance values. Thus, given a
task with an attribute a and a 3-point scale of (low, medium, high) in dimension
d, a set of rules can be written as follows using three reasonable cut-off values:

ψ(a, v, d) =

⎧
⎪⎨

⎪⎩

0.25 if v = “low”
0.50 if v =“medium”
0.90 if v = “high”

Once the individual attribute value has been evaluated, they can be combined
in different ways to obtain a dimension compliance score M i

t .
Below are some alternative methods to compute the aggregation operator �

for an attribute.

1. Average method. Take a (weighted) average of attribute dimension metric
values. This will give an average across the individual scores across all the
applicable dimensions. For three dimensions with scores of 0.7, 0.9 and 1, the
average would be 0.867. It is also possible to assign different weights to each
dimension based on its importance.

2. Product method. Take the product of all attribute dimension metric values.
In this case, we would multiply across all the ψ(a, v, d)’s. Thus, in the above
example we would obtain 0.63. In general the product approach would lead
to a lower value than the average approach.

3. Rule-based method. Apply a more general rule-based method to combine the
individual metrics. Thus, a rule could be expressed as:

If (ψ(a1, v1, d1) < 0.5) AND (ψ(a2, v2, d2) < 0.5) then M i
t = 0.

which states that if the partial compliance on metrics 1 and 2 is less than
0.5 then the task is non-compliant even though it is partially compliant on
individual metrics, perhaps because these two metrics are very important.

The simplest implementation of M i
t is to set � to the (weighted) average of all

non-null compliance values after evaluations, i.e., M i
t = 1

|Di
t|Σψt(a). However,

we should be cautious when selecting which function to use in computing M i
t as

setting � = max would mean that whenever an attribute in a dimension is fully
compliant, then the task will also be fully compliant in this particular dimension
and similar will apply when we set � = min, which may not be something that
we intended.

Example 1. A review loan application task has Si = 3 days. Δi = 2 days. If the
task takes 4 days, it is partially compliant on the dimension DT 1. But if it takes
6 days, it is non-compliant.

1 From now on, we will use DM , DT , DR, DD, and DQ to denote the monetary, time,
role, data, and quality dimensions of a task, respectively.
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Based on the definitions above, the level of compliance of tasks can be defined
in terms of a metric outside a permitted range for one or more related dimensions,
such as money, time, role, data, quality, etc. Thus, a task in the process may
be required to be performed by a worker in a role using certain data inputs or
documents. There is also a time limit for the completion of a task and a quality
requirement. Finally, some tasks may also require the monetary payment of a
fee (e.g. an application fee for admission to a school, processing fee for issuance
of a passport or permit, etc.).

Definition 3 (T-compliance). Given a task t ∈ T , and Dt = {D1
t , . . . ,Dn

t }
as the compliance dimensions that correspond to its various attributes, then we
define:

– t is non-compliant iff ∃Di
t ∈ Dt, D is non-compliant;

– t is fully compliant iff ∀Di
t ∈ Dt, D is fully compliant;

– otherwise, t is said to be partially-compliant meaning that some attributes are
operating under sub-ideal conditions.

Definition 4 (Pt-Measure). Given a task t ∈ T , Dt = {D1
t , . . . ,Dn

t }; M i
t the

set of its attribute dimensions and dimension metrics as defined in Definition 1;
and a dimension aggregation operator ⊕, then we define:

Pt =
⊕

i∈[1,n]

M i
t

as the task compliance measure, or Pt-Measure, of task t.

The dimension aggregation operator ⊕ here works much like the attribute
aggregation operator � in Definition 2. It aggregates dimension metrics that
were calculated for each dimension and returns a single value that represents the
overall level of task compliance. However, as discussed above, the aggregation
function should be chosen with care.

Example 2. A loan application process consists of 5 activities from submit appli-
cation to receive final decision. The standard amount of time for it is 15 days. If
the threshold Δ is 5 days and it takes 18 days to finish the loan application pro-
cess, then it is partially compliant, showing that even when some activity(ies) in
the process instance may be non-compliant, the instance itself can be compliant.

Consequently, given an instance of trace T of a BP, one can simply calculate
the level of compliance of T by directly aggregating/averaging the Pt-Measure
value of each task. However, this may have some drawbacks as the aggregated
value may not necessarily reflect the real situation of the whole trace. This is
due to the fact that the changes made after any non-compliance issues might
introduce new attributes (and/or values), and changes to the task. Besides, dur-
ing execution other tasks may also impact the value of the attribute, averaging
these values might not give correct performance of the attribute, hence it would
not make sense.

To overcome these issues, we define trace compliance and a trace compliance
measure based on the attribute dimension metrics, as follow.
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Definition 5 (T-compliance). Given an instance of trace T of a BP, we
define:

– T is non-compliant iff ∃t ∈ T , t is non-compliant;
– T is fully compliant iff ∀t ∈ T , t is fully compliant;
– otherwise, T is said to be partially-compliant meaning that T has been executed

under some sub-ideal (or sub-optimal) conditions.

Definition 6 (PT-Measure). Given an instance of trace T of a BP; T the set
of unique task identifiers of tasks; DT = {D1

T, . . . ,Dn
T}; M i

t the set of attribute
compliance dimensions that appear in T; the aggregate compliance metric of task
t as in Definition 1; and ⊗ the task dimension aggregation operator, then we
define the trace partial compliance measure as:

PT =
⊗

Di
T|Di

T∈DT

argmin
t|t∈T ∩Di

T∈Dt

(M i
t > 0)

As execution progresses, the aggregate compliance metrics of each task will
be updated accordingly. Hence, to reflect this situation, the compliance measure
of a trace is defined by the aggregated dimension metrics (across all dimensions).
Naturally, if all metrics of a particular dimension are 0 for a task, then a zero
value will be returned. Note here that an instance of trace can be D-compliant
on multiple dimensions, yet it does not mean that it will automatically be T-
compliant at the end.

Lastly, we give the following definition for the overall compliance of a process
log consisting of multiple traces to conclude our framework.

Definition 7 (PP -Measure). Given a BP P ; TP the set of log trace instances
obtained after executing P ; and |TP |, its size, then the compliance measure for
the process P is given by:

PP =
1

|TP |ΣT∈TP
PT

where PT is the PT-Measure of the trace instance T.

Here, the compliance measure of a BP, PP -Measure, is defined as the aver-
age value of the PT-Measure across all traces since each trace represents an
independent execution of P and will not affect other ones.

It is important to note that we have defined our metrics at three levels of
aggregation in a hierarchical manner, i.e., at the task, trace and process log
levels. Depending upon the user application and requirements, metrics at one or
more levels can used in conjunction with each other to gain multiple perspectives.
Besides, it is possible that a metric may be violated at one level but may still be
satisfied at another or a higher level, or vice-versa. Moreover, some metrics along
some dimensions like time may be more meaningful at the instance level as in
Example 2 since the total instance duration is more important for the customer
than the duration of individual tasks. Other metrics may be more relevant at
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the task level, such as the monetary amounts involved, etc. The process log level
metrics can give insights into the overall compliance level for the entire log over
a period of time, such as a week, month or quarter. Comparing such metrics
across several successive periods can provide managerial insights into overall
compliance trends.

4 Composite Measure Computations

Next, we discuss some scenarios in the context of a real-world example to illus-
trate how the proposed framework can be applied in practice to compute dif-
ferent levels of compliance by employing the averaging method discussed in the
previous section. For this purpose, we consider the invoice payment example
from Fig. 1, and provide some notation for our computations. We consider the
attribute aggregation operator � to be the average of all attribute values pro-
jected in the dimension, i.e., M i

t = 1
|Di

t|Σψt(a). Moreover, ⊕ is the compliance
dimension aggregation operator averaging the dimension index values for each
dimension in the task i.e., M i

t = 1
|Di

t|Σψt(a), and ⊗ is the minimum of all values
for each dimension.

Table 1 illustrates the attributes and their possible values in the context of
Fig. 1. Attributes such as description, invoiceV alue and invoiceDate are meta
information of the invoice and do not contribute to the compliance metrics. The
attributes equipmentDeliveryDays and payInDays denote the number of days
required to deliver the equipment(s) to the purchaser and the number of days
within which full payment must be made after the invoice is issued, respectively.
As shown, different values for these parameters are mapped to compliance lev-
els based on the ψ projection function. Moreover, in this scenario, the partial
compliance cut-off value S and the threshold Δ are set to 0.3 and 0.4, respec-
tively. Thus, a compliance value between 0.3 and 0.7 (0.3 + 0.4) is considered
as partially compliant, and any value below 0.3 as non-compliant. Similarly, the
attribute paymentReceived is the amount paid by the customer, which includes
the principal plus any applicable interest and penalty. Notice from the table
that a payment of less than half of the amount due is deemed as non-compliant,
while other values of payment are considered as partially compliant. The two
attributes, interest and penalty are meta information that will be used to cal-
culate the penalty when violations occur.

Full Compliance: Consider a scenario where equipmentDeliveryDays =
2 days, payInDays = 10 days and a payment of $500 has been received
from the purchaser, i.e., the equipment has been delivered and full pay-
ment has been received within the prescribed time frame. Hence, as an
example, consider the trace T4 = 〈t1, t2, t6〉 which contains the attributes
〈paymentReceived, payInDays, equipmentDeliveryDays〉, as illustrated in
Table 1. To compute the aggregate metric across the compliance dimensions
for an attribute, we first compute the individual compliance values along each
dimension and then aggregate them. The compliance metric for the monetary
(M) and temporal (T) dimensions for task t2 are first computed as:
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Table 1. Attributes metric of business process in Fig. 1

Attribute name (a) Dimension An ψ(a) Cut-off (S) Threshold (Δ)

invoiceV alue (P ) Monetary $500 – – –

invoiceDate Temporal 2019-04-01 – – –

equipmentDeliveryDays Temporal ≤3 days 1 0.3 0.4

≤7 days 0.5

>7 days 0

payInDays Temporal ≤15 days 1

≤22 days 0.6

≤32 days 0.3

>32 days 0

interest (Int) Percentage 0% – – –

3%

penalty (Pen) Percentage 0 – – –

2.5 %

paymentReceived
(R = P + Int + Pen)

Monetary <50% × R 0 0.3 0.7

<75% × R 0.3

<80% × R 0.5

<R 0.9

≥R 1

MM
t2 = 1

|DM
t2

|Σa∈DM
t2

ψt2(a)

= 1
|DM

t2
| (ψt2(paymentReceived))

= 1
1 (1)

= 1

MT
t2 = 1

|DT
t2

|Σa∈DT
t2

ψt2(a)

= 1
|DT

t2
| (ψt2(payInDays))

= 1
1 (1)

= 1

Further, by Definition 4, we have:
Pt2 -Measure = 1

|Dt2 |Σi∈Dt2
M i

t2

= 1
|Dt2 | (M

T
t2 + MM

t2 ) = 1
2 (1 + 1)

= 1
Similarly, for task t6, we have: MT

t6 = 1 and Pt6-Measure = 1.
Hence, we have: DT1 = {DM

T1
,DT

T1
}, and argmin(DM

T1
) = 1, and

argmin(DT
T1

) = 1.
Consequently, it follows that: PT1-Measure = 1

2 (1 + 1) = 1.

Partial Compliance: Let us now turn to consider a different scenario where:
equipmentDeliveryDays = 2 days,
payInDays = 20 days
paymentReceived = $575
In this scenario, the payable amount is now $500 + $75 = $575, and has
been fully paid by the customer.Thus, we can calculate the aggregate partial
compliance measures for the tasks as follows:
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interest = (20 − 15) × 0.03% × $500

= $75

and penalty = 0.
Accordingly, we have the following:

Dimensions Attributes t2 t3 t6

Temporal
equipmentDeliveryDays – – 1

payInDays 0 0.6 –

Monetary paymentReceived 0 1 –

Pt-Measure 0 0.8 1

Hence, argmin(DM
T ) = 0.6, and argmin(DT

T) = 1.
Therefore, PT-Measure = 1

2 (0.6 + 1) = 0.8.

Non-Compliance. Lastly, consider the situation where no payment has been
received after 32 days, i.e., the conditions of the contract have been violated
and cannot be repaired. Thus, the contract will be deemed as terminated.

Dimensions Attributes t2 t3 t4 t6

Temporal
equipmentDeliveryDays – – – 0

payInDays 0 0 0 –

Monetary paymentReceived 0 0 0 –

Pt-Measure 0 0 0 0

PT-Measure = 1
2 (0 + 0) = 0.

The partial complianc functions can also be introduced as mappings from a
numeric domain of attribute values corresponding to the threshold window
around the standard value for an attribute to the [0, 1] range. These functions
typically take a linear, concave or convex form depending upon how rapidly
the distance from the standard value affects compliance. The shapes of typical
functions have to be determined through empirical studies and this is out of
the scope of the current work.

5 Discussion and Related Work

There are different ways to overcome various partial compliance scenarios as
shown in Fig. 4. For each kind of deviation or case of partial compliance, one
or more compensatory mechanisms may be provided for the task to resume
execution.
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Fig. 4. Compliance dimensions and compensation mechanisms for partial compliance

For example, if a task is delayed it may be made up by speeding up a later task
so that the customer of a service does not notice any increase in the total time for
a process instance. A role violation occurs when an employee in the designated
role is not available to perform a task. In such a case, a possible compensation is
to assign the task to a delegate of the person who would normally perform it. For
the data dimension, to process a passport application a user may be required to
provide social security card or ID card and birth certificate, etc. If the user does
not provide the birth certificate (or, say, one of three required documents), it
may still be possible to process the application provided the missing document
is submitted within one week of the application. Thus, the application may still
be processed despite a minor violation. In the absence of such a mechanism,
the application would have to be rejected, and then have to be resubmitted
thus increasing the overall cost of processing it both for the citizen and for the
governmental agency involved.

On the other hand, if the process instance itself takes longer than the standard
time, then the customer has to be compensated by the service provider as per their
agreement. With regard to the process model redo, restart, undo or abort the tasks
can be other possible ways to overcome partial compliance issues. As they have
their own complexities and impact on the execution of the individual tasks and
the process on the whole, these are the topics of our further investigation.

Our framework determines partial compliance in a bottom up manner from
the individual task level, to the trace level, and then a compliance score can thus
be assigned to each trace. It is also possible to consider partial compliance at a
still higher level of all process instances or cases in a day, week or month. The
notion here would be to determine how many traces fall within a certain partial
compliance level, say X% of instances have a compliance level more than 0.8 during
a month. Moreover, a similar analysis may be done at the individual task level to
determine what percentage of payment tasks had a compliance level of more than,
say, 0.9 in a month. Such information can be very helpful to the management of
a company. As we noted above, binary notions of compliance are not very useful
from a management perspective for understanding the operational performance of
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a company. By introducing partial compliance in this way management can gain
deeper insights into their operations. The values in Table 1 can be derived through
empirical studies and from analysis of logs from previous executions of the business
process model.

The problem of partial compliance has been studied widely in different
domains. Gerber and Green [2] proposed the use of regression analysis scalable
protocols to resolve some of the partial compliance issues that appear in field
experiments. Jin and Rubin [7], on the other hand, proposed the use of principal
stratification to handle partial compliance issues when analysing drug trials and
educational testing. However, only a limited amount of work has targeted the
area of improving business process compliance (BPC) management or measur-
ing the level of compliance of a BP in a quantitative way. In the followings, we
present some pertinent studies and discuss their strengths and limitations for
the measurement of partial compliance.

In [13], Sadiq et al. introduced the notion of compliance distance as a quan-
titative measure of how much a process model may have to change in response
to a set of rules (compliance objectives) at design time; or by counting the num-
ber of recoverable violations, how much an instance deviates from its expected
behavior at runtime. This approach is extended in [9] to effectively measure the
distance between compliance rules and organization’s processes. To this purpose,
the authors have divided the control objectives into four distinct classes of ideal
semantics, namely: (i) ideal, (ii) sub-ideal, (iii) non-compliant, and (iv) irrelevant,
and compute the degree to which a BP supports the compliance rules. Although
their method provides computationally efficient means to analyze the relation-
ships between the compliance rules and BPs, the heavily formalized rules have
increased the complexity of the modelling process which is a potential obstacle
to non-technical users.

Shamsaei [15] proposed a goal-oriented, model-based framework for measur-
ing the level of compliance of a BP against regulations. In the paper, the author
decomposed the regulations into different control rule levels, and then defined a
set of key performance indicators (KPIs) and attributes for each rule to measure
their level of compliance. The value of the KPIs can be provided either manually
or from external data sources, and the satisfaction level of each rule is evaluated
on a scale between 0 and 100 by considering the values of target, threshold, and
worst, so that analysts can prioritize compliance issues to address suitably given
the limited resources at their disposal.

Morrison et al. [12] proposed a generic compliance framework to measure the
levels of compliance using constraint semiring (c-semiring) [1]. In their approach,
imprecise or non-crisp compliance requirements will first be quantified by means
of decision lattices (through the notion of lattice chain), which provides a formal
setting to represent concept hierarchies and values preferences [6], such as {Good,
Ok, Bad} or {Good, Fair, Bad}. These values will then be combined and utilized
as a decision-making tool by c-semirings to rank the level of compliance of the
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BPs. Essentially, the advantage of their framework lies in the ability in combining
compliance assessments on various dimensions. Although the proposed approach
is general enough to provide an abstract valuation at policy (business process in
this case) level, the information about compliance at lower levels of abstraction
is missing.

Kumar and Barton [8] discussed an approach for checking temporal com-
pliance. They used a mathematical optimization model to check for violations.
After a violation occurs it can also check whether the remaining process instance
can be completed without further violations and determine the best way to do so.
In this way, the level of compliance along the time dimensions can be managed.

6 Conclusions and Future Work

Compliance to policies, rules and regulations is usually treated in a rigid manner
in business, government, and other kinds of organizations. Compliance pertains
to matters that affect employees, customers, and just ordinary citizens. Rigid
compliance means that either there is strict adherence to a rule or policy by an
entity in which case the entity is compliant, else the entity is treated as being non-
compliant or in violation of the rule or policy. In the real-world, however, such a
binary approach is not very efficient because violations related to processing of
applications, permits, invoices, fines, taxes, etc. may occur along a continuous
spectrum and even minor violations may lead to cancellation of transactions
or processes. Hence, it is important to recognize the extent of the violation
and also allow for remediation or compensation mechanisms for them that are
commensurate with the degree of the violation. This would enhance overall social
value by reducing inefficiencies and cutting down wasteful work performed in the
system.

In this paper, we propose notions of full-, partial- and non-compliance to
describe the compliance levels of a business process during its execution, and,
based on the information available on different compliance dimensions for the
attributes of a task, we have proposed a metrics-based framework that can be
used to measure the level of compliance and provide more information on the
state of a BP instance during execution and auditing phases. The framework
was developed from basic principles of partial compliance.

To realize the effectiveness of the proposed framework, from an implemen-
tation perspective, we are planning to implement it as a ProM Plugin2 such
that, given a process log, the application can automatically perform a compli-
ance evaluation and analysis on the log, and generate a full report that shows
compliance at multiple levels of aggregation. We would also like to test, validate
and fine tune this tool by applying it to real-world logs, and seeking feedback
from the domain experts about the perceived value they obtain from such an
analysis. Further, it would be useful to extend the notions of compensation more
formally.

2 ProM Tools: http://www.promtools.org/doku.php.

http://www.promtools.org/doku.php
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Abstract. In this work, we present a way to model and reason over Knowledge
Graphs via an Intuitionistic Description Logic called iALC. We also introduce a
Natural Deduction System for iALC to reason over our modelling of the infor-
mation of the Knowledge Graphs. Furthermore, we apply this modelling to a
case study in a context that aims to support the definition of concepts of Trust,
Privacy, and Transparency, and the solution of apparent conflicts between them
without the need for additional strategies, using only terms of the logic itself.

Keywords: Description logic · Intuitionistic logic · iALC · Knowledge
graphs · Natural deduction

1 Introduction

There have been several different ways to represent knowledge throughout the years,
either mimicking human cognitive behaviour or other approaches. Knowledge-Based
Systems (KBSs) [17] are one of such methods, derived from Expert Systems, explained
in [5] and [15].

One way to represent KBSs is via Knowledge Graphs (KGs), which can be seen in
[19] and [24]. With their graph-like structure, KGs offer a versatile way to represent
data that postpones the necessity for a schema, which adapts well to different domains.
The fact that they are graphs is, as well, another positive point since this mathematical
structure has an extensive literature and theory [4] behind it. This is especially useful
when one utilises Machine Learning since KGs can connect it to Knowledge Represen-
tation, thus imbuing it with tools to solve specific questions in the data, such as Data
Insufficiency or Zero-shot Learning.

Another way to represent knowledge is via Description Logics (DL) [2]. DLs con-
sist in the representation of entities called concepts, roles, and individuals, as well as
their relationships, based around axioms. This type of logic comes in different flavours,
depending on which properties one wishes to utilise. One of the attractive points of DLs
is the possibility to make syntactic reasoning (due to being a Logic) over the associated
KB via whichever deduction system is fit.
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For the domain of Law, in particular, there is the option of utilising Deontic Logic.
However, it is criticised (as in [25], for instance) for not making explicit the models and
theories for making legal KBSs, among other reasons. By choosing Description Logic,
one may utilise a calculus for deductions, similarly to Deontic Logic but without facing
the same modelling issues.

We then end up with two means to represent data: KGs, which are versatile and can
represent data more accurately, and DLs, over which one can reason while extracting
more direct meaning from the reasoning itself, at the same time. Due to their equiva-
lence in representation, we can exploit the good parts of both these methods over the
same KBS.

In this article, we present our approach for translating a representation of a KBS
that focuses on the concepts of Trust, Privacy, and Transparency of information from a
KG to a DL, namely, iALC, in order to reason over it.

iALC is a Logic that represents and reasons over the domain of Law, and its structure
is established on Kelsenian Jurisprudence. Thus, legal individuals can be Valid Legal
Statements (VLSs) in iALC, and the notion of precedence between Laws (as per Theory
of Legal Order in [3]) can be directly represented in it as a relation between worlds in
a Kripke Model. The choice to utilise a Description Logic instead of a type of the more
usual Deontic Logic comes from the existence of some conceptual issues of Deontic
Logic, especially when one considers the notion of validity of a normative sentence.

In Sect. 2, we introduce the concept of KGs and the framework that allows them
to better deal with Trust, Privacy, and Transparency of information, motivating why
we chose another way to deal with the same concepts. In Sect. 3, we explain the main
concepts of the DL we choose to reason with, iALC. In Sect. 4, we contextualise the
KBS and give a case study of formalisations in iALC and the reasonings made and
discuss our decision-making throughout this process. In Sect. 5, we conclude the article
and point to future directions of this work. In the Appendix A, we present the Natural
Deduction system rules created for iALC to make the deductions themselves.

2 The KG Usage Framework and Motivation for iALC

There are multiple definitions for KGs in the literature and varied implementations (all
discussed thoroughly in [11]). However, they all share a central idea: they utilise graphs
to represent data and knowledge. The concept comes from the 70s [22], but Google
popularised the term itself in 2012,1 when they implemented the concept to create a
system to support moving from search to question answering.

In general, the nodes in a KG represent entities of the natural world and the edges,
relations between them. This is, however, a rather simplistic approach that is not much
different from a labelled graph. In order to talk about knowledge, it is necessary to have
a supplementary ontology, or a set of rules of the domain to be represented. One may
use quantification of variables and separate one large KG into smaller ones to isolate
certain parts of the original graph semantically.

In [23], the authors present a framework called KG Usage, which allows KGs to
support Trust, Transparency, and Privacy concerns in its modelling. The author uses it

1 https://www.blog.google/products/search/introducing-knowledge-graph-things-not/.

https://www.blog.google/products/search/introducing-knowledge-graph-things-not/
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in applications for whom decisions based on security or disclosure of information or
knowledge is essential. In the article, the authors define these three terms in regards to
access to information: whether a specific piece of information can be trusted, or whether
it has to remain private from others, or made transparent. In the context of Semantic
Web, trust relates directly to the trust an agent has in a particular source of information.

This article will utilise the same example presented in [23], further explained in the
third section of that article. To summarise, in a fictional context, a disaster occurs and
a person, Ed, wishes to donate to a foundation to give aid to the people affected by it.
He, however, wants to be sure that his money will be well spent, so he needs to trust the
organisation to which he intends to give his money. There is another person, George,
who is an officer in a non-governmental organisation (NGO) called ReliefOrg, whom
Ed does not trust. Assuming that there is a law that requires NGOs to disclose publicly
(transparency) their officers, Ed must have access to this information from ReliefOrg if
he is to donate to it. On the other hand, George may not want to disclose his personal
information to others (right to privacy), creating a conflict that must be resolved. In
this case, since it is in the law that this kind of information must be disclosed, the
transparency law has priority.

The approach there postulates the existence of a trusted graph containing all the
statements an agent will rely upon to decide to take some action. Rules define when a
statement should be included in this graph (trust), as well as when some action should
be allowed (transparency) or denied (privacy). In the example, there are also other sce-
narios in this same context that relate the concepts of Trust, Privacy, and Transparency
in similar ways.

It is worth noting that this hierarchy of normative sentences, i.e. rules, laws, was the
starting point to formalise this information in iALC since the logic was created to deal
with laws from the cradle.

One of the main issues presented in the KG Usage Framework is how to solve
conflicts between applicable rules, especially when considering opposing privacy and
transparency rules over the same piece of information. These kinds of conflicts are
solved in the framework via six categories of strategies, identified in [9], implemented
as algorithms, most of which require user involvement in run-time.

Using iALC, we can solve conflicts during the modelling since the precedence of
norms is primitive in iALC, as seen in the next section. Then, the implementation of
calculus for applying reasoning in the logic would not need to apply multiple secondary
algorithms for each formula to solve possible conflicts; the conflicts would not exist.

The case study in Sect. 4 shows an example of a situation in which iALC solves an
apparent conflict between privacy and transparency, more specifically in Sect. 4.6.

3 IALC

In [6], the authors propose Description Logics (DL) for semantic analysis of natural
language utterances. In [8] the DL iALC (first introduced in [12] and further elaborated
on in [7], [13] and [14]) was used as the basis of a solver/reasoner for the questions
in the OAB Exam.2 iALC is based on the canonical ALC, and was by definition made

2 The Bar exam for candidate lawyers in Brazil.
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to deal with law systems. In it, valid legal statements (VLS) are not propositions, but
individuals in a legal ontology, i. e. one law cannot be true or false; it just either exists or
not in a concept. The propositions we consider are some of the concepts of the ontology
(i.e. formulas of the form a :C orC�D, for a nominal3 andC, D concepts), representing
the legal systems that can hold different kinds of laws. They also have a precedence
relationship, derived by the hierarchy of individual laws of Kelsenian Jurisprudence
[18]. As an example, one can imagine Brazilian Law or other similar systems. It has
the Constitution, comprised of some general principles that must precede every other
(usually more specific) law based on or created after it. With this notion, one can create
different tiers of laws to not generate legal antinomies with more basic, fundamental
laws (ground norms, as defined by Kelsen), with the fundamental laws preceding the
lesser ones.

While in [1], iALC models and proves the correctness of the right choice of ques-
tions from the OAB Exam. In this article, the characteristics of this logic are more
thoroughly explained, especially in how they make it well suited to deal with normative
sentences, especially laws.

In general, in iALC, legal individuals are specific combinations of laws representing
an artificial legal being, which can validate or not certain concepts. However, they do
not represent individuals entirely outside of the legal expressiveness of the logic; they
are mere legal projections of real-life concepts. For example, john : Attorney states that
the legal individual john, which represents a legal document that proves that John is
an attorney, is part of the concept Attorney, which represents the set of laws relating to
attorneys. In general, to simplify, individuals like john are assumed to always be, from
the start, in a nominal. Notice that everything in this example is in the ontology about
laws.

Let us extend this example. Suppose that John Doe has passed the OAB Exam and
now is an attorney. So, there is a legal document which says exactly that, and we can
represent this as ja : Attorney ( ja representing our artificial abstraction over the fact that
John Doe is a lawyer). However, as a Brazilian citizen, he has a birth certificate as well.
Supposing we have a concept representing every legal statement valid for Brazilians,
say, BrCitizen, we can also conclude that we can have jb : BrCitizen ( jb being a differ-
ent legal statement, representing the fact that he is Brazilian). Now the precedence rules
for legal individuals of iALC start to appear explicitly. Since, according to [14], from
the intuitionistic aspect of the logic, a Kripke model in it is a Heyting algebra, every
pair of worlds has a finite meet (say, jc), related by precedence of laws to the others, in
which are valid both the concepts Attorney and BrCitizen. In other words, given ja and
jb, there is always a world jc such that jc � ja and jc � jb.

jc |= Attorney,BrCitizen

ja |= Attorney

�

jb |= BrCitizen

�

3 A nominal is a concept defined extensionally, consisting of only one individual, by which it is
referenced. A nominal for a is {a}. Throughout this article, we will omit this notation, referring
to the nominals without the brackets.
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Note that there is no world (legal individual) representing the physical individual
John Doe fully since all that we deal with are laws and legal statements. From this, we
can conclude that, conceptually, we never deal with people nor objects from the real
world, only with legal statements over them.

These characteristics from iALC stem from it being an intuitionistic description
logic. Intuitionistic logic is different from classical logic and is constructive by nature
[16]. Intuitionistically, ¬A being true can be understood as there being no way to con-
struct a proof of A (or that, by assuming A to be true, one reaches a contradiction). With
this, we have, for instance, that the Principle of the Excluded Middle, i.e. A∨ ¬A, is
not valid in intuitionistic logic, even though it is in classical logic. In fact, intuitionistic
logic is weaker than classical (see [16]), but it allows for non-conflicting existence of
thought-to-be contradictory logical formulas with fewer workarounds in the modelling
than Description Logics that have a classical notion of validity, such as ALC and other
canonical DLs. In the domain of law, this allows, for instance, for the existence of a
model representing two distinct legal systems, one in which the death penalty is not
allowed and the other in which it is (referencing the same concept of death penalty). In
a regular (i.e. Classical) DL, this cannot be represented as directly as in its intuitionistic
counterpart when modelling since a Kripke model for a Classical Logic collapses all
worlds (the legal individuals) to the same one, causing a contradiction by allowing and
prohibiting the death penalty at the same time. Representing in a classical DL would
force us to find a more conflated way to insert Legal Individuals into the logic at the
risk of losing legibility and, even worse, soundness. In the case of death penalty, one
would need a concept DeathPenaltyBrazil and another DeathPenaltyTexas as well as
one or more structural rules connecting both concepts in one manner or another (and
would have to find another way to model VLSs, instead of directly having them being
worlds in the model). By having this intuitionistic perception, we better translate the
foundations of Private International Law into the modelling, connecting VLSs who are
part of different legal systems via the same concept, for example, DeathPenalty, without
having to resort to many workarounds. Legal precedence is, as well, something defined
constructively in the logic through the VLSs, and does not need additional formulations
in the model.

This non-conflicting existence of different sets of laws (i.e. normative sentences,
rules) relates directly to the existence of different KGs in Sect. 4, each with their own
set of rules, which may contradict those of other KGs. iALC not only allows for those
to coexist, but it also has means to solve those apparent contradictions, in an analogous
way to how it deals with laws themselves. IALC can mix laws and KG rules seam-
lessly by treating them the same way, as shown in the following examples, but more
specifically in their conclusion, Sect. 4.6.

Another characteristic that iALC can import from KGs in a simple and almost seam-
less way is that each KG from each agent can be represented directly as a VLS. With
this, complex models with many different graphs can be represented more straightfor-
wardly than with classical DLs.
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4 Case Study

We will now show the modelling of essential information and a case study of rules4

of the scenario presented in Sect. 2, based on the same rules from the original article,
that modelled them in a KG divided into several Knowledge Items, each one being a
nanopublication [10].

Since all of the following examples are in the same context, we advise the reader to
follow them sequentially. As different features of the logic appear throughout, they will
be explained, culminating in the primary motivation for using iALC in the final rule.
The naming conventions of each rule are the same from [23].

To avoid further confusion, from here on out, the rules of the ND calculus will be
referred to as deduction steps, proof steps, or just steps.

4.1 Base Knowledge

All agents share part of the information, which is the base knowledge for the sce-
nario, namely: ReliefOrg is a non-profit organisation, AuditInc is a certification agency,
George is an officer of ReliefOrg and AuditInc.

For the base graph knowledge, we have the following formulas:

relief : NonProfitL

audit : CertAgencyL

NonProfit � OrganisationL

CertAgency � OrganisationL

george officerInOrg relief
george officerInOrg audit

In the formulas above, we can see that the individuals are represented by nominals
in iALC, as would be expected. We utilise a concept to represent a category or set. In the
first formula, we have that the individual relief , an individual representing ReliefOrg, is
part of the concept NonProfit, a concept for non-profit organisations. One concept can
be a subset of another, as in the third formula, which states that non-profit organisations
are a subset of organisations in general. When one establishes a relationship between
two individuals, it is translated into a role. In the fifth formula, for example, the role
officerInOrg relates the individuals george and relief .

To model the deduction steps in iALC, we needed to make them somewhat general
to chain formulas with one another. So, we used generic labels when modelling e.g.
relief : NonProfitL, where L is any list of labels for the concept NonProfit.

4 The term rule, here, is not to be confused with the rules (of deduction steps, proof steps) from
the ND calculus. When referencing the rule of each section, we are referring to the rules in
boxes, which represent the title - and the main goal - of each section.
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Different logics can have different kinds of calculi in order to reason over them and
make actual deductions. For iALC, we developed a Natural Deduction (ND)5 system
(whose deduction steps are all in Appendix A), which has labels to facilitate the chain-
ing of existential restrictions. Our ND system needs these chainings to connect in the
same reasoning individuals related indirectly (via transitivity) in a fully TBOX-esque
fashion. For instance, when an agent intends to do an action to an organisation that has
a certain officer, we need to encapsulate all these different relations between distinct
agents in one single formula in order to make more direct and structurally simple rea-
sonings without losing meaning. Luckily, it is possible in DLs via applying restrictions
sequentially on concepts. The labels on concepts also aid this chaining by giving the
context at all times, thus maintaining the soundness of the system. This chaining of
formulas is explained more concretely in Sect. 4.2.

The proof steps utilised in this document are, mostly, ∃− intro, ∃− elim, � −elim,
and �− intro. The steps used have to do with our modelling choices: most of the mod-
elling involved existential restrictions (∃), subjunctions of concepts (�), and conjunc-
tions of concepts (�). Also, since the cases are always instantiated, all the steps involved
nominals to reflect the information as faithfully as possible, so the −n indicator will not
be shown due to limited space in the proofs.

4.2 Rule Ed1 (TRUST)

We begin with the first rule of knowledge graph for the agent Ed: Ed wants to donate to
a certified not-for-profit organisation. More precisely, if an organisation org has (some)
officer of , financial record fin, fin is audited by organisation aud, aud is certified by
organisation cert, cert is a Certification Agency and the provenance graph for cert
includes the fact that it is an accredited agency, then Ed’s trusted graph includes the
fact that org is a non-profit organisation. Some of the formulas are simple:

cert : CertAgencyL

cert : AccreditedL

Accredited � CertAgencyL

While other sentences can be represented with role assertions, creating the related
roles:

fin auditedBy aud
aud certifiedBy cert
org hasFinRecord fin
of officerInOrg org

These formulas, however, do not fit well into our Natural Deduction system, since
they involve information pertinent to the ABOX (assertion) part of iALC, and the ND

5 Gentzen first introduced this deduction system in the 1930s. A complete and formal reference
for its main concepts is [20]. ND is a deduction system with many similarities to how a person
makes an actual deduction, which relates closely to a previous usage of iALC: answering
questions to a Bar Exam. It is, in a way, a more readable Sequent Calculus. Another reason in
its favour is the lack of support in general of inferential tools to Intuitionistic Logics.
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system reasons over the TBOX (terminological) part of it. Luckily, they are equivalent
to a more TBOX-friendly format, in the form of Restrictions of Concepts (in our case,
existential restrictions).6 We have not yet seen the case in which a universal restriction
was necessary, but their modelling would be similar and would chain just as naturally
as the existential ones (and iALC supports it if needed). This results in:

fin : ∃auditedBy.OrganisationL
aud : ∃certifiedBy.CertAgencyL

org : ∃hasFinantialRecord.FinRecordL
of : ∃officerInOrg.OrganisationL

To the formulas, we give generic labels (namely L, representing a list of labels)
to give them flexibility when used in proofs because, in those, they need to represent
any context in which they appear. Once we give context, we substitute L with an ade-
quate list of labels. This generic list of labels can be interpreted as the formula being
valid regardless of the context in which it is inserted. The supposition that an organ-
isation audits financial record f in, i.e. ∃auditedBy.Organisation, can be used in the
situation presented or in any other. If we use fixed labels for this context, the isolated
sentence may lose meaning in a different context (maybe one without a certification
agency involved, for instance). After the proof, we will explain these concrete contexts
more clearly. By chaining some of those in order to relate these different individuals,
we have:

fin : ∃auditedBy.∃certifiedBy.CertAgencyL

The formula above represents a refinement in fin : ∃auditedBy.OrganisationL via
aud : ∃certifiedBy.CertAgencyL, which is an existential restriction on CertAgency, a
subconcept of Organisation.

org : ∃hasFinRecord.∃auditedBy.∃certifiedBy.OrganisationL

This last formula can be read as org has a (certain) financial record which is audited
by an organisation certified by a certification agency, which is itself an organisation.
Representing the entire rule, we have:

∃hasFinRecord.∃auditedBy.∃certifiedBy.Organisation � NonProfitL

Showing that, for Ed’s graph, a company that fits into these criteria must be a non-
profit organisation.

In order to shorten the names of formulas so that the proofs fit in the page, the
following changes will be made:

6 The choice here is between universal and existential restrictions, but universal restrictions
would imply that, for instance, the organisation org would have every financial record (in the
world) related to it, which is very rarely the case.
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Accredited � CertAgencyL

Acc � CAL

aud : ∃certifiedBy.CertAgencyL
aud : ∃c.CAL

fin : ∃auditedBy.∃certifiedBy.OrganisationL
fin : ∃a.∃c.OL

org : ∃hasFinRecord.∃auditedBy.∃certifiedBy.OrganisationL
org : ∃h.a.∃c.OL

∃hasFinRecord.∃auditedBy.∃certifiedBy.Organisation � NonProfitL

∃h.∃a.∃c.O � NP

To better illustrate this, here is a small (partial) model to illustrate these relations:

org |= ∃hasFinRecord.∃auditedBy.∃certifiedBy.Organisation

fin |= ∃a.∃c.O
hasFinantialRecord

aud : ∃c.CA
auditedBy

cert : CA

certifiedBy

We make similar changes to subsequent proofs. So, here is the proof for the first
rule in our ND system with the names shortened:

cert : Acc Acc � CA
cert : CA

� −e
CA � O∃h,∃a,∃c

cert : O∃h,∃a,∃c � −e

aud : ∃c.O∃h,∃a ∃− i

fin : ∃a.∃c.O∃h ∃− i

org : ∃h.∃a.∃c.O ∃− i ∃h.∃a.∃c.O � NP
org : NP

� −e

In this proof, the generic label L is substituted by the concrete labels, giving the
context needed to the formulas. For instance, fin : ∃a.∃c.O∃h has the label ∃h, indi-
cating that the restricted concept ∃a.∃c.O can be even further restricted via the role h
(hasFinantialRecord), which connects fin to another individual, namely, org. Whereas
org : ∃h.∃a.∃c.O has no labels because they are not necessary. In the case of this for-
mula, everything is explicit in the restrictions themselves.
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A pre-proof step that was made was changing the formula aud : ∃c.CAL to aud :
∃c.OL, due to the formula CertAgency � OrganisationL, in a similar fashion to how it
was done with cert :CAL in the proof via the � −e step. This could have been done with
additional uses of � −elim−n in the proof itself, but it would become too convoluted
to show, specially as a first example.

It is worth noting that, in our situation, of can be replaced by george, org by relief ,
and cert, by audit, showing that ed is aware that relief is a non-profit organisation.

4.3 Rule Ed2 (Ed Does Not Trust George)

To capture the fact that Ed does not trust George (in the sense of donating to an organi-
sation where George is an officer), we include the following rule. If Ed’s trusted graph
includes the fact that org is a non-profit organisation, George is officer of org, and Ed
intends to take action a of type Donate to org, then a is Denied.

We can set the formulas to:

george : ∃officerInOrg.OrganisationL
org : NonProfitL

act : DonateL

act : ∃directedTo.OrganisationL

ed : ∃intends.DonateL
(alternatively) ed : ∃intends.∃directedTo.OrganisationL

We want to get to act : DeniedL.
However, before going on to the proof, we need a formalisation of the fact that Ed

does not trust George as an officer in an organisation, and that it nullifies his action:
ed notTrust george, which becomes ed : ∃notTrust.PersonL, and, after another

transformation:

ed : ∃notTrust.∃officerInOrg.OrganisationL

We have just inserted a new concept, Person, not necessarily present in the context,
which was necessary to categorise of what concept george is a part. An analogous con-
cept would be Officer, but the name would be solely to give semantic information to the
reader. To the situation itself, we give the semantics of the concepts extensionally.

We also need to account for the fact that the action is directed towards a non-profit
organisation:

(∃intends.∃directedTo.NonProfit�∃noTrust.∃officerIn.Organisation) �
∃intendsTo.DeniedL

Then, we have the following proof:
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org : NP∃i,∃d

act : ∃d.NP∃i ∃− i

ed : ∃i.∃d.NP ∃− i
ed : ∃nT.∃o.O

ed : (∃i.∃d.NP�∃nT.∃o.O) �− i
(∃i.∃d.NP�∃nT.∃o.O) � ∃i.DL

ed : ∃i.D � −e

act : D∃i ∃− e

4.4 Rule George1 (PRIVACY)

Now, let us focus on the graph of George, the officer. He has a rule that does not allow
divulging (reading) any information about him, including his association with an organ-
isation. This rule, which represents his right to privacy, and the rule from Sect. 4.5,
which represents the transparency of a non-profit organisation are apparently in con-
flict. In the next sections, we explain how this conflict is solved. The proofs for the rules
of his graph will be similar to those in the graph of Ed.

If george is an officer of organisation org, action a is of type read, and Agent ag
intends a Then a is Denied.

org : OrganisationL

george officerIn org =⇒ george : ∃officerIn.OrganisationL

a : ReadL

ag intends a =⇒ ag : ∃intends.ReadL

a directedTo george =⇒ a : ∃directedTo.∃officerIn.OrganisationL

We also have, by the privacy rule:

(∃intends.∃directedTo.∃officerIn.Organisation�∃intends.Read) �
∃intends.Denied

We want to arrive at a : DeniedL. The proof is as follows:

org : O∃in,∃diTo,∃ofIn

g : ∃ofIn.O∃in,∃diTo ∃− i

a : ∃diTo.∃ofIn.O∃in ∃− i

ag : ∃in.∃diTo.∃ofIn.O ∃− i
a : R∃in

ag : ∃in.R ∃− i

ag : (∃in.∃diTo.∃ofIn.O�∃in.R) �− i
(∃in.∃diTo.∃ofIn.O�∃in.R) � ∃in.D

ag : ∃int.D � −e

a : D∃int ∃− e

To contextualise, org is the organisation relief , and the agent who intends to read
information on ReliefOrg, ag, is ed.
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4.5 Rule Transp (Transparency)

The rule for the Transparency ruling over our agent George’s privacy rule is: if an
organisation org is of type NonProfit and has officer of , action a is of type read and
an agent ag intends a, then A is Allowed.

There are also two additional pieces of information to the graph: the primary source
to the transparency rule is Non-profit Act, and Non-profit Act is a Law.

org : NonProfitL

off officerIn org =⇒ off : ∃officerIn.NonProfitL

act : ReadL

act directedTo org =⇒ act : ∃directedTo.NonProfitL

ag intends act =⇒ ag : ∃intends.ReadL =⇒
ag : ∃intends.∃directedTo.NonProfitL

By transparency, (∃intends.∃directedTo.∃officerIn.NonP�∃intends.Read) �
∃intends.Allowed. We also may represent l : NonProfitAct as the legal individual for the
Non-profit Act. With that, we should have act : AllowedL.

This will not be used in the proof, but it is interesting to state the disjunction between
the concepts Denied and Allowed: Denied � ¬Allowed.

org : NP∃in,∃diTo,∃ofIn

ofr : ∃ofIn.NP∃in,∃diTo ∃− i

a : ∃diTo.∃ofIn.NP∃in ∃− i

ag : ∃in.∃diTo.∃ofIn.NP ∃− i
a : R∃in

ag : ∃in.R ∃− i

ag : (∃in.∃diTo.∃ofIn.NP�∃in.R) �− i
(∃in.∃diTo.∃ofIn.NP�∃in.R) � ∃in.A

ag : ∃int.A � −e

a : A∃int ∃− e

Also, we have a secondary proof to show that the transparency rule (represented by
the individual rtr) is preceded by the law l.

rtr : (∃in.∃diTo.∃ofIn.NP�∃in.R) � ∃in.A l � rtr

l : (∃in.∃diTo.∃ofIn.NP�∃in.R) � ∃in.A � −elim

This ND step, � −elim, is a way to introduce the precedence mechanism between
individual laws directly into the Natural Deduction system. The smaller premise, l� rtr,
indicates the precedence among the individuals concerned. The bigger premise taking
to the conclusion tells us that, since a concept is valid for an individual who is preceded
by another, the one who precedes (in our case, l) must also validate such concept, due
to the intuitionistic nature of the logic, that requires the construction of the validity of
a concept to be passed through (in this case, to have been passed through) to the next
individuals hierarchically.
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At this point, we still need to relate the rules from Sects. 4.4 and 4.5, which could
pose a problem since they apparently contradict each other, one stating that the action
should be denied and the other stating that it should be allowed. The following rule,
then, comes to the rescue.

4.6 MetaRule1 (Precedence)

This rule states that Laws precede personal privacy rules from the graphs of agents,
such as the rule in Sect. 4.4.

This is easily solved by iALC with the formula LegalRule � PersonalPrivRuleL.
We can, then, conclude that the rule in Sect. 4.5 has precedence over the one in

Sect. 4.4 since the law ruling over the transparency of non-profit organisations has
precedence over George’s right to privacy (at least when regarding his work at such
an organisation).

This final rule shows the primary motivation for using iALC in this context of KGs
to solve the apparent conflict between transparency and privacy. The previous exam-
ples did not show any specific motivation for using the logic itself; they were there to
give context and show that the logic can model them without issues. This one, how-
ever, shows how natural it is to model the hierarchy of normative sentences in iALC
without resorting to manually asserting that a LegalRule must have a kind of blocker of
contradictory PersonalPrivRules. This assertion is part of the construction itself.

5 Final Remarks

In this article, we presented the concepts of KGs and showed how to use them in con-
texts that involve the concepts of Trust, Privacy, and Transparency, as well as an alter-
nate formalisation for them in iALC, an Intuitionistic Description Logic, to show one
way one can reason over them, in a way that does not need additional strategies to deal
with any apparent conflict between rules, such as those needed in the KG Usage Frame-
work. This modelling and reasoning were proven successful in the context shown and
conveyed how we can translate the complexities of KGs via the intuitionistic notion of
truth that iALC.

For future work, we intend to extend and generalise the representation in iALC in
this context of Trust, Privacy, and Transparency, especially since a lot of the decision
making in terms of reasoning comes from the relations between laws that seem con-
flicting at first glance, but that are solved by mechanisms iALC is equipped to model.

In regards to the more theoretical side of the work, we aim to give a more formal
introduction to the Natural Deduction system for iALC via showing its properties of
soundness and completeness, for instance, which are out of the scope of this article, and
possibly implement an automated reasoner to it for usage in a larger scale.

As an extension for iALC, we also intend to check the availability of adding a non-
monotonic7 type of reasoning to it, via the usage of Default Logic (first described by

7 Usually, Logic has monotonic reasoning, meaning that given a set of formulas Γ (our premises)
and a conclusion α , ∀γ formula, Γ 	 α =⇒ Γ ,γ 	 α . That is, no matter what other formula we
add to the premises, we can still conclude α . In non-monotonic reasoning, this is not always
the case.



KGs and iALC 119

Reiter in [21]). Non-monotonic reasoning can better represent the changes made to
codes of laws as time goes by since certain laws can change previous ones.

A Natural Deduction System for iALC

In this appendix, we present the rules8 of the ND calculus for iALC. In this notation,
the premises of each rule are present over a bar (which represents the rule itself), and
its conclusion lies below. We obtain proofs in ND a tree-like form by connecting these
deduction steps.

In ND, rules come in two kinds: introduction and elimination rules. Introduction
rules take some premises and produce a formula in conclusion with the related logical
operator. For instance, the �− intro generates a formula with the � operator (meaning
conjunction) in conclusion. Its meaning is as such: if a concept α is valid and a concept
β is valid, then we can conclude that the concept α � β , meaning the conjunction of
α and β , is also valid. On the other hand, elimination rules, as the name suggests, take
one of the premises with the related operator (called the main premise - other premises,
if present, are secondary or auxiliary premises) and produce a different formula, thus
eliminating the operator. For example, the � −elim rule takes the main premise, con-
taining the � operator and an auxiliary premise, resulting in a formula without the
operator involved in the main premise. An intuitive approach to this rule is that, given
that α is valid and that α is a sub-concept of β , we can conclude that β is valid as
well (this rule is, in fact, the modus ponens of iALC). Depending on the logic, the ND
calculus may have other kinds of rules, called structural. Such is the case for the rules
Gen and Gen−n.

An important feature present in ND is the mechanism of hypothesis discharge,
present in some rules. When one discharges a hypothesis, it means that the deduc-
tion step is self-contained, i.e., the discharged hypothesis is not open in the proof. A
closed hypothesis transfers the logical consequence up to the conclusion of the rule that
discharged it. For instance, in the � −intro rule, if we somehow have that α is valid
somewhere and that we end up at β being valid by applying possibly many ND rules,
we can then conclude that α � β , and discharge the α above β . With this, there is no
need to assume that α is valid every time one wants to show that β is valid since it was
already proven, and one is allowed to utilise α � β for the rest of the proof. Essen-
tially, to discharge a hypothesis closes the respective branch. The discharge mechanism
reduces the number of hypotheses needed. A proof that has open hypotheses draws the
truth of its conclusion from the truth of these hypotheses. We can prove the hypotheses
using a set of axioms or, as in this article, the base knowledge of the KGs.

Let α and β be concepts, x and y nominals, δ a formula, and R a role. L represents a
list of labels (possibly empty). Labels represent either negation of concepts, or universal
or existential restrictions on concepts, made implicit. They indicate a sort of context to
the concept to which they are attached. L∀ is a list that restricts all labels in itself to ∀R
of some kind, and L∃ restricts all to ∃R. The ⊥ concept is not valid in any world. We
can see it representing falsehood.

8 In this appendix, the world of KG is not in scope, so the term rule means deduction step.
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Rules that utilise nominals and involve x and y assume a role connecting them, i.e.
xRy. The n in the names of some rules indicate that those are the versions that utilise
nominals. The Gen rules function as a lift to concepts, adding a universal restriction to
the end of the list.

The ex falso quodlibet rules, efq and efq−n, represent the Principle of Explosion:
from falsehood, anything follows.

The reductio ad absurdum rules, namely raa and raa−n, are not part of the ND
calculus for iALC but are there to show that the calculus can be expanded from iALC
to its classical counterpart, ALC, by having both of them. With their addition to the
ruleset, nominals will have completely different meanings from the VLSs of iALC.
Consequently, the models will lose their refinement obtained by the intuitionistic aspect
of the logic. However, the deductions themselves will have the same structure, with
rules that elevate the calculus to a classical framework.

[
αL1

]
....

βL2

αL1 � βL2
� −intro

αL1 αL1 � βL2

βL2
� −elim

[
αL

]
....
⊥

(¬α)¬L
¬− intro

αL (¬α)¬L

⊥ ⊥− intro

αL∀ βL∀

(α �β )L∀ �− intro
(α �β )L∀

αL∀ �− elim1

(α �β )L∀

βL∀ �− elim2

αL∃

(α �β )L∃ �− intro1
(α �β )L∃

[
αL∃]

....
δ

[
βL∃]

....
δ

δ �− elim
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βL∃

(α �β )L∃ �− intro2

y : α∃R,L

x : (∃R.α)L
∃− intro

x : (∃R.α)L

y : α∃R,L ∃− elim

y : α∀R,L

x : (∀R.α)L
∀− intro

x : (∀R.α)L

y : α∀R,L ∀− elim

⊥
δ

e f q

[
(¬α)¬L

]
....
⊥
αL

raa(ALC)

[
x : αL1

]
....

x : βL2

x : (αL1 � βL2)
� −intro−n

x : αL1 x : (αL1 � βL2)

x : βL2
� −elim−n

[
x : αL

]
....

x : ⊥
x : (¬α)¬L

¬− intro−n

x : αL x : (¬α)¬L

x : ⊥ ⊥− intro−n

x : αL∀
x : βL∀

x : (α �β )L∀ �− intro−n
x : (α �β )L∀

x : αL∀ �− elim1 −n

x : (α �β )L∀

x : βL∀ �− elim2 −n
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x : αL∃

x : (α �β )L∃ �− intro1 −n
x : (α �β )L∃

[
x : αL∃]

....
δ

[
x : βL∃]

....
δ

δ �− elim−n

x : βL∃

x : (α �β )L∃ �− intro2 −n

x : ⊥
δ

e f q−n

[
x : (¬α)¬L

]
....

x : ⊥
x : αL

raa−n(ALC)

αL

αL,∀R Gen
x : αL

y : αL,∀R Gen−n

[
x : α∃R,L1

]
....

x : β∀R,L2

x : (α � β )∀R,L1,L2
∀− � −mix− i

x : αL y � x

y : αL � −elim
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Abstract. Comparison between cases is a core issue in case-based rea-
soning. In this paper, we discuss a logical comparison approach in terms
of the case model formalism. By logically generalizing the formulas
involved in case comparison, our approach identifies analogies, distinc-
tions and relevances. An analogy is a property shared between cases. A
distinction is a property of one case ruled out by the other case, and a rel-
evance is a property of one case, and not the other, that is not ruled out
by the other case. The comparison approach is applied to HYPO-style
comparison (where distinctions and relevances are not separately char-
acterized) and to the temporal dynamics of case-based reasoning using
a model of real world cases.

Keywords: Case-based reasoning · Cases · Case comparison

1 Introduction

Case-based reasoning, one of the main legal reasoning types, has been discussed
in the Artificial Intelligence and Law community for years. It allows for a form
of analogical reasoning [4,5], and a core issue is how to make decisions for a
current case by comparing cases, namely the doctrine of stare decisis.

Case-based reasoning has been formalized using many different approaches.
For instance, abductive logic programming [15], formal dialogue games [11],
context-related frameworks [6,8], dialectical arguments [14], ontologies in OWL
[18], the ASPIC+ framework [12], reason models [9], abstract argumentation
[7], abstract dialectical frameworks [1] and case-based argumentation frame-
works [10]. These works often discuss case comparison in terms of factors, fol-
lowing ideas developed in HYPO [3,13].

In [19–21], a formal approach to the modeling of case-based reasoning has
been discussed using a formal logical language. It can be used for evaluating the

This paper extends the research abstract [20] and the informal workshop proceed-
ings paper [21]. This research was partially funded by the Hybrid Intelligence Center,
a 10-year programme funded by the Dutch Ministry of Education, Culture and Sci-
ence through the Netherlands Organization for Scientific Research, https://hybrid-
intelligence-centre.nl.
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validity of arguments in legal reasoning [19] and the formal comparison of legal
precedents [20,21]. The approach is based on the case model formalism [16,17].

The present paper is an extended version of [20,21], where we discuss the
comparison between precedents that are represented as conjunctions of factors
and outcomes. Here we define case comparison in the general setting of the case
model formalism developed by Verheij [17]. This generalization is needed for
the here newly presented application to the dynamics of case-based reasoning
following the research developed by Berman and Hafner [6,8] as modeled in
terms of case models [16].

In Sect. 2, we show the technical part of comparing cases using our formalism.
Section 3 applies our comparison approach in a discussion of case comparison in
HYPO-style case-based reasoning. Section 4 applies our approach to the develop-
ment of precedential values in a series of legal cases. With these applications, we
show that our approach can generalize case-based reasoning by comparing cases
with general formulas and refine case-based reasoning by introducing the new
notion of relevances. In this way, we show that comparing cases with respect to
general properties, represented by general propositional formulas, offers a novel
angle on case-based reasoning.

2 Theory: Case Comparisons

In this section, we present the case model formalism [16,17] and apply it to case
comparison in case-based reasoning (also shown in [20,21]). The notions about
case comparison are based on the analogies and distinctions defined in [17].

The formalism introduced in this paper uses a propositional logic language
L generated from a finite set of propositional constants. We fix language L. We
write ¬ for negation, ∧ for conjunction, ∨ for disjunction, ↔ for equivalence, �
for a tautology, and ⊥ for a contradiction. The associated classical, deductive,
monotonic consequence relation is denoted |=.

Cases can be compared through the preference relation between cases in case
models. A case model is a set of logically consistent, incompatible cases forming
a total preorder (i.e., a transitive, total binary relation) representing a preference
relation among the cases.

Definition 1. (Case models [16,17]). A case model is a pair C = (C,≥) with
finite C ⊆ L, such that, for all π, π′ and π′′ ∈ C:

1. 
|= ¬π;
2. If 
|= π ↔ π′, then |= ¬(π ∧ π′);
3. If |= π ↔ π′, then π = π′;
4. π ≥ π′ or π′ ≥ π;
5. If π ≥ π′ and π′ ≥ π′′, then π ≥ π′′.

As customary, the asymmetric part of ≥ is denoted >. The symmetric part of
≥ is denoted ∼. Intuitively, ≥ means ‘at least as preferred as’.

Example 1. Figure 1 shows a case model with case π0 = P ∧ Q ∧ R and π1 =
P ∧ ¬Q. π0 is more preferred than π1 as suggested by the size of boxes.
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Fig. 1. A case model

We define now the notions of analogy, distinction and relevance. Analogies
between two cases are the formulas that follow logically from both two cases. Dis-
tinctions are the formulas that only follow logically from one of the cases while
their negation is logically implied by the other case. Relevances are, intuitively,
formulas that are relevant to the analogies and distinctions between two cases.
Relevances only follow from one of the cases but, unlike in distinctions, neither
themselves nor their negation are logically implied by the other case. Intuitively,
an analogy describes a shared property between two cases. Distinctions and rel-
evances both describe unshared properties between cases, where distinctions are
contradicting properties in the cases, and relevances are the properties that are
not shared and not contradicted. As such distinctions and relevances clarify the
two ways in which two cases may differ. Even though we present these notions in
terms of cases, they can be defined in general for any given pair of propositional
formulas, which is what we do now.

Definition 2 (Analogies, distinctions, relevances). For any π, π′ ∈ L, we
define:

1. a sentence α ∈ L is an analogy between π and π′ if and only if π |= α and
π′ |= α. A most specific analogy between π and π′ is an analogy that logically
implies all analogies between π and π′.

2. a sentence δ ∈ L is a distinction in π with respect to π′ (π-π′ distinction)
if and only if π |= δ and π′ |= ¬δ. A most specific π-π′ distinction is a
distinction that logically implies all π-π′ distinctions.

3. a sentence ρ ∈ L is a relevance in π with respect to π′ (π-π′ relevance) if
and only if π |= ρ, π′ 
|= ρ and π′ 
|= ¬ρ. ρ is a proper π-π′ relevance if and
only if ρ is a π-π′ relevance that logically implies the most specific analogy
between π and π′. A most specific π-π′ relevance is a relevance that logically
implies all π-π′ relevances.

Both π-π′ distinctions and π′-π distinctions are called distinctions between π
and π′. Both π-π′ relevances and π′-π relevances are called relevances between π
and π′. When a most specific analogy/distinction/relevance exists we consider
it unique modulo logical equivalence, and we thus refer to it as the most specific
analogy/distinction/relevance. Notice that when introducing relevances, we also
define a special kind of this notion, namely proper relevances. These formally
describe those relevances that logically imply the most specific analogy and are
implied by the most specific distinction (if it exists).

Example 2. Comparing π0 and π1 in Fig. 1, we have:
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Fig. 2. Case comparison illustrated in terms of sets of worlds

– Analogies between π0 and π1: e.g., P , P ∨ R;
– The most specific analogy between π0 and π1: (P ∧ Q ∧ R) ∨ (P ∧ ¬Q);
– π0-π1 distinctions: e.g., Q, P ∧ Q;
– The most specific π0-π1 distinction: P ∧ Q ∧ R;
– π0-π1 relevances: e.g., R, P ∧ R;
– Proper π0-π1 relevances: e.g., P ∧ R.

Now we further discuss the notions in Definition 2. Figure 2 illustrates analogies,
distinctions and relevances using Venn diagrams representing the sets of worlds
(or valuations) in which sentences are true (the so-called truth sets). As shown
in Fig. 2, for any analogy α between cases π and π′, the sets of π and π′ worlds
are subsets of the set of α worlds; for any π-π′ distinction δ, the π worlds are a
subset of the δ worlds, while the π′ worlds and the δ worlds are disjoint; for any
π-π′ relevance ρ, the π worlds are a subset of the ρ worlds, while the π′ worlds
and the ρ worlds are not subsets of each other and the intersection of the π′

worlds and the ρ worlds are always not empty. Notice that for any proper π-π′

relevance ρ, not only the π worlds are a subset of the ρ worlds, but also the ρ
worlds are a subset of the union of the π worlds and the π′ worlds.

The following proposition shows the properties of analogies, distinctions and
relevances between cases.

Proposition 1. For any π, π′ ∈ L:

1. The most specific analogy between π and π′ always exists and is logically
equivalent to π ∨ π′.

2. There exists a π-π′ distinction if and only if π ∧π′ |= ⊥. If a π-π′ distinction
exists, then the most specific π-π′ distinction exists and is logically equivalent
to π.

3. A most specific π-π′ relevance exists if and only if π ∧ π′ 
|= ⊥ and π′ 
|= π.
When it exists, the most specific π-π′ relevance is logically equivalent to π.

4. If a π-π′ distinction exists, then the most specific π-π′ distinction logi-
cally implies each proper π-π′ relevance. Each proper π-π′ relevance logically
implies the most specific analogy between π and π′.

Proof. For any π, π′ ∈ L:
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Property 1 By Definition 2, for any analogy α, π |= α and π′ |= α. By
propositional logic it follows that any analogy α is logically implied by π ∨ π′.
By Definition 2, π ∨ π′ is therefore a most specific analogy.

Property 2 We prove the first claim first. Left to right. Assume a π-π′ dis-
tinction δ exists. By Definition 2, π |= δ and π′ |= ¬δ. It follows by propositional
logic that π ∧ π′ |= ⊥. Right to left. If π ∧ π′ |= ⊥, then by propositional logic
π′ |= ¬π. By Definition 2 and propositional logic, π is therefore a most most
specific π-π′ distinction. The second claim follows directly from the proof of the
right to left direction of the previous claim.

Property 3 We prove the first claim first. Right to left. Assume π∧π′ 
|= ⊥
and π′ 
|= π. Then we have that π |= π (trivially), π′ 
|= π (by assumption) and
π′ 
|= ¬π (by assumption). By Definition 2 π is therefore a relevance, and it is
trivially most specific. Left to right. We proceed by contraposition and assume
that either π ∧ π′ |= ⊥ or π′ |= π. Clearly, if π′ |= π no relevance exists by
Definition 2. So assume that π ∧ π′ |= ⊥. We show by a counterexample that a
most specific relevance does not exist. Let L = {f1, f2} and π = f1, π′ = ¬f1.
Consider then the two π-π′ relevances f1 ∨ f2, f1 ∨ ¬f2. By propositional logic
and Definition 2 there exists no π-π′ relevance which entails both. So no most
specific relevance exists in this example.

The second claim follows directly from the proof of the right to left direction
of the previous claim.

Property 4 We prove the first claim first. By Property 2 if the most specific
π-π′ distinction exists, then it is logically equivalent to π. As to the second claim,
by Definition 2, π logically implies all π-π′ relevances, including proper ones, and
proper π-π′ relevances always logically imply the most specific analogy between
π and π′. �
As shown in Proposition 1, π ∨ π′ is the most specific analogy between π and
π′. In legal case-based reasoning, this may seem counterintuitive. However, by
the definition of case comparison in terms of propositional logic, we can see that
the sentence π ∨ π′ characterizes the properties shared exactly by the two cases
(i.e., those implied by both).

Based on Property 2 and 3 in Proposition 1, we see there always exists a
distinction between any pair of cases in a case model, since they are mutually
incompatible. Recall that in any two cases π and π′ in a case model are either
identical or logically incompatible. By Property 3 then there cannot exist a
most specific relevance between two cases in a case model: when π and π′ are
the same formula, no relevance exists between the two by the definition of case
model; when they are not they need to be incompatible by the definition of case
model, and hence by Property 3 no most specific relevance can exist between
them.

Property 4 in Proposition 1 shows why we have singled out proper relevances:
in the formally precise sense of the proposition, they are logically ‘in between’
the most specific distinction (if it exists) and the most specific analogy.
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Two cases can be compared with a third case using the analogy relation
defined below, which is similar to what is called on-pointness in HYPO [3]. The
analogy relation is based on the shared formulas between cases. When comparing
cases π and π′ in terms of case π′′, if the most specific analogy between π and
π′′ logically implies the most specific analogy between π′ and π′′, then we say
that π is at least as analogous as π′ with respect to π′′. We define the analogy
relation as follows:

Definition 3 (Analogy relation between cases). For any π, π′ and π′′ ∈ L,
we define:

π �π′′ π′ if and only if π ∨ π′′ |= π′ ∨ π′′.
Then we say π is at least as analogous as π′ with respect to π′′.

As customary, the asymmetric part of the relation is denoted as π �π′′ π′, which
means π is more analogous than π′ with respect to π′′. The symmetric part of
the relation is denoted as π ∼π′′ π′, which means π is as analogous as π′ with
respect to π′′. If it is not the case that π �π′′ π′ and π′ �π′′ π, then we say π
and π′ are analogously incomparable with respect to π′′.

Example 3. Comparing π0 and π1 in Fig. 1 in terms of case π2 = P ∧Q, we have
π0 �π2 π1; If π2 = P , then we have π0 ∼π2 π1; If π2 = ¬R, then π0 and π1 are
analogously incomparable with respect to π2.

In the following proposition, we show some interesting properties of the analogy
relation.

Proposition 2. For any π, π′ and π′′ ∈ L:

1. The analogy relation is reflexive and transitive, hence a preorder;
2. π �π′′ π′ if and only if π |= π′ ∨ π′′;
3. For any α ∈ L, if π �π′′ π′, and α is an analogy between π′ and π′′, then α

is also an analogy between π and π′′.

Proof. Property 1 The relation is reflexive, since π∨π′′ |= π∨π′′. The relation
is also transitive because of the transitivity of entailment in propositional logic.
Assume π = f1 ∧f2, π′ = f1 ∧f3 and π′′ = f1 ∧f2 ∧f3, π and π′ are analogously
incomparable with respect to π′′, hence the relation is not in general total.

Property 2 From left to right, by Definition 3 we obtain π ∨π′′ |= π′ ∨π′′,
and by propositional logic π |= π′ ∨π′′. From right to left, from π |= π′ ∨π′′ and
propositional logic, we obtain π ∨ π′′ |= π ∨ π′′, and by Definition 3 π �π′′ π′.

Property 3 Follows directly from Definition 2 and 3. �

Notice that if π �π′′ π′, then it is still possible that π 
|= π′ and π 
|= π′′. For
instance, if π = f1, π′ = f1 ∧f2, π′′ = f1 ∧¬f2, then we have π �π′′ π′, but both
π′ and π′′ are not logically implied by π. Also notice that if π �π′′ π′, it cannot
be concluded that π |= π′. For instance, π = f1 ∧ f2, π′ = f3 and π′′ = f1. In
this example, π �π′′ π′ but f1 ∧ f2 
|= f3.
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Fig. 3. The Mason problem in HYPO (the Venn diagram [4]) and in a case model
[19,21]

3 Application: HYPO-style Comparison

In this section, we apply our formalism to case comparison in HYPO-style case-
based reasoning with an example from a real legal domain.

As shown in [3,4], in HYPO, the set of shared factors between two cases are
called relevant similarity, while the set of unshared factors are called relevant
difference. Unshared factors can be used for pointing out the two cases should be
decided differently. When comparing two cases in terms of a current situation,
HYPO always makes sure that the cases are on point to the situation, namely
the set of shared factors between any of the cases and the situation is not empty.
If one of the cases shares more factors with the situation than the other one, then
former case is more on point than the latter one with respect to the situation.

We take a set of legal cases from the United States trade secret law domain
as an example. The cases has been discussed in [4,20]. As shown in Fig. 3, the
Yokana case1 and the American Precision case2 are considered as two decided
cases. Yokana favors for defendants (represented by ¬Pla) and American Pre-
cision favors for plaintiffs (represented by Pla). The Mason case3 is considered
as a current undecided case in this example. HYPO considers F6, F7, F15, and
F21 as pro-plaintiff factors and F1, F10, and F16 as con-plaintiff factors, which
suggests that they favor for different sides in the court.

HYPO represents cases as sets of factors. When comparing Mason with
Yokana in HYPO, we consider:

1. {F16} as the set of the relevant similarity between Mason and Yokana, since
both Mason and Yokana contain F16;

1 Midland-Ross Corp. v. Yokana, 293F.2d 411 (3rd Cir.1961).
2 American Precision Vibrator Co. v. National Air Vibrator Co., 764 S.W.2d 274
(Tex.App.-Houston [1st Dist.] 1988).

3 Mason v. Jack Daniel Distillery, 518 So.2d 130 (Ala.Civ.App.1987).
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2. {F6, F15, F21, F10} as the set of the relevant difference between Mason
and Yokana that against the defendant’s claim, since F6, F15, F21 are in
Mason, but not in Yokana, and they are favorable for the plaintiff as suggested
by HYPO. F10 is in Yokana, but not in Mason, and it is favorable for the
defendant as suggested by HYPO.

In the case model shown in Fig. 3, we represent cases in HYPO by logical conjunc-
tions of factors and outcomes. We consider both factors and outcomes as literals.
A literal is either a propositional constant or its negation. Unlike in CATO [2],
our use of factors does not assume that factors favor a side of the decision, either
pro-plaintiff or pro-defendant, as such an assumption is not needed for our log-
ical definitions of case comparison. Unlike HYPO [3], our factors do not come
with a dimension that can express a magnitude. For instance, the Yokana case is
represented as πYokana = F7∧F10∧F16∧¬Pla. Similarly for American Precision
(as πAmerican Precision) and Mason (as πMason). The case model is with equal
preference, as in HYPO’s case base, all the cases are as preferred as each other.
When comparing πMason with πYokana in the case model formalism, we consider:

1. F16 as an analogy between πMason and πYokana in the case model, since:
(a) πMason |= F16; and
(b) πYokana |= F16.

2. F6 ∧ F15 ∧ F21 as a πMason -πYokana relevance, since:
(a) πMason |= F6 ∧ F15 ∧ F21;
(b) πYokana 
|= F6 ∧ F15 ∧ F21 and πYokana 
|= ¬(F6 ∧ F15 ∧ F21).

3. F10 as a πYokana-πMason relevance, since:
(a) πYokana |= F10;
(b) πMason 
|= F10 and πMason 
|= ¬F10.

Notice that there is no distinction between πMason and πYokana, as these two
cases are not incompatible.

Compared to the notions in Definition 2, the relevant similarity between
cases (in terms of sets of factors) corresponds to an analogy between the cases
(in terms of logical sentences), in the sense that the conjunction of the factors
in the relevant similarity are logically implied by each of the two conjunctions
of factors that represent the cases. However, the relevant difference between
cases (in terms of sets of factors) can not be simply considered as distinctions
or relevances between cases (in terms of logical sentences), since HYPO does
not consider the negation of factors, hence it cannot separate distinctions and
relevances. For those unshared factors between cases as the relevance difference,
they are implied by one of the cases, but not the other one. If the negation of
the factor can be applied by the other one, then it is considered as a distinction,
if not, it is considered as a relevance.

The relevant similarity is not the only analogy between πMason and πYokana.
We also have sentences like F16 ∨ F21, (F7 ∧ F10 ∧ F16 ∧ ¬Pla) ∨ (F1 ∧ F6 ∧
F15 ∧ F16 ∧ F21) as analogies between them. Notice that the latter one is the
most specific analogy between πMason and πYokana. We also have F1 ∧ F21 as a
Mason-Yokana relevance and F16 ∧ ¬Pla as a Yokana-Mason relevance.
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In the onpointness relation of HYPO, only sets of the shared factors are
compared, and there is no outcome involved in the comparison. However, in
the logical analogy relation, both factors and outcomes can be taken into
account. Namely, when comparing cases in terms of onpointness, we compare
the sets of factors in the conjunctions that represent cases, when comparing
them in terms of the logical analogy relation, we use the most specific analogy
between cases which can include outcomes. When comparing American Preci-
sion and Yokana in terms of Mason, American Precision is more on point than
Yokana with respect to Mason, as the relevant similarity between Yokana and
Mason ({F16}) is a subset of the relevant similarity between American Pre-
cision and Mason ({F16, F21}). However, according to the analogy relation,
American Precision and Yokana are analogously incomparable with respect
to Mason, which is determined by the most specific analogy between Yokana
and Mason (πYokana ∨ πMason) and between American Precision and Mason
(πAmerican Precision ∨ πMason):

1. πYokana ∨ πMason 
|= πAmerican Precision ∨ πMason; and
2. πAmerican Precision ∨ πMason 
|= πYokana ∨ πMason.

The above shows that, based on different comparison relations (analogy rela-
tion/onpointness), the selection of better case can be different. We observe that
if two cases are onpointness comparable with respect to a third case, namely one
of the two cases is either more on point or as on point than the other one with
respect to the third case (otherwise, they are onpointness incomparable), the
two cases are not always analogously comparable. For instance, when comparing
American Precision and Yokana in terms of Mason.

For convenience, we now give an abstract example. We assume π0, π1 and
π2 are cases in HYPO, namely they are conjunctions of factors and outcomes
(both are literals). When comparing π0 and π1 with respect to π2, based on
Proposition 2, we can further observe that:

1. If π0 and π1 are onpointness comparable with respect to π2, then π0 and π1

are not always analogously comparable;
2. If π0 and π1 are onpointness incomparable with respect to π2, then π0 and

π1 are not always analogously incomparable;
3. If π0 and π1 are analogously comparable with respect to π2, then π0 and π1

are always onpointness comparable:
(a) If π0 is more analogous than π1 with respect to π2, then π0 is also more

on point than π1 with respect to π2;
(b) If π0 is as analogous as π1 with respect to π2, then π0 is also as on point

as π1 with respect to π2.

The first observation has already been discussed above. For the second obser-
vation, assume that π0 = P ∧ Q, π1 = ¬P , and π2 = Q, then π0 and π1 are
onpointness incomparable with respect to π2, but π0 �π2 π1, namely π0 is more
analogous than π1 with respect to π2. The last observation follows from Property
3 in Proposition 2.
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4 Application: The Dynamics of Case-Based Reasoning

In our approach, we can formally distinguish the unshared part between cases
in distinctions and relevances. We now apply this comparison approach to the
development of precedential values in case-based reasoning by following a series
of research [6,8,16]. The case model we analyzed has been studied in [16], and
represents the series of New York car accident cases used in [6,8]. The focus is
on the selection of the jurisdiction choice rules that applied in the cases:

1. Smith v. Clute 277 N.Y. 407, 14 N.E.2d 455 (1938): The claim was in tort
law (driver negligence). The territorial rule applies.

2. Kerfoot v. Kelley 294 N.Y. 288, 62 N.E.2d 74 (1945): The claim was in tort
law (driver negligence). The territorial rule applies.

3. Auten v. Auten 308 N.Y. 155, 124 N.E.2d 99 (1954): The claim was in
contract law (enforce a child support agreement). The center-of-gravity rule
applies.

4. Kaufman v. American Youth Hostels 5 N.Y.2d 1016 (1959): The claim
was in tort law (travel guide negligence). The territorial rule applies.

5. Haag v. Barnes 9 N.Y.2d 554, 175 N.E.2d 441, 216 N.Y.S. 2d 65 (1961): The
claim was in contract law (reopen a child support agreement). The center-of-
gravity rule applies.

6. Kilberg v. Northeast Airlines 9 N.Y.2d 34, 172 N.E.2d 526, 211 N.Y.S.2d
133 (1961): The claim was in tort law (common carrier negligence). The ter-
ritorial rule is overridden for reasons of public policy.

7. Babcock v. Jackson 12 N.Y.2d 473, 191 N.E.2d 279, 473 N.Y.S.2d 279
(1963): The claim was in tort law (driver negligence).

From the list of cases above, there are two kinds of cases, namely tort cases
(represented as TORT) and contract cases (represented as CONTRACT). The juris-
diction choice rules can be: the territorial rule (represented as TERRITORY), the
center-of-gravity rule (represented as GRAVITY), and exceptions (represented as
EXCEPTION).

A case model (also discussed in [16]) can be generated from above cases. The
model assumes that the kinds of cases exclude each other pairwise (¬(TORT ∧
CONTRACT)), and similarly for the choice rules (¬(TERRITORY∧EXCEPTION), etc.).
We restrict the case model to the cases up and until a particular year. For
instance, we write C(1945) for the case model with the set of cases that contains
Smith and Kerfoot dating from 1945 or before. The cases in the model are
represented as follows:

πSmith = TORT ∧ TERRITORY
πKerfoot = TORT ∧ TERRITORY
πAuten = CONTRACT ∧ GRAVITY
πKaufman = TORT ∧ TERRITORY

πHaag = CONTRACT ∧ GRAVITY

πKilberg = TORT ∧ EXCEPTION

πBabcock = TORT ∧ GRAVITY

Now we compare a new, undecided tort case π = TORT with the decided cases.
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Suppose π arises before 1954 when only the Smith case and the Kerfoot case
have been decided (i.e., C(1945)), we can see TORT ∧ TERRITORY is a relevance
between in πSmith (or πKerfoot) with respect to π in C(1945), as:

1. πSmith |= TORT ∧ TERRITORY; but
2. π 
|= TORT ∧ TERRITORY and π 
|= ¬(TORT ∧ TERRITORY).

Similarly, TORT∧ ¬GRAVITY and TORT∧ ¬EXCEPTION are also relevances between
them in C(1945).

In 1954, Auten has been added into the model C(1954), which generally
introduce the GRAVITY rule. If the undecided case π arises after 1954, �∧GRAVITY
can be a relevance in πAuten with respect to π in C(1954). Formerly, in C(1945),
� ∧ GRAVITY cannot be considered as a relevance between the cases, as neither
π nor the decided cases (Kerfoot and Smith) imply the sentence.

Not only new jurisdiction choice rules can be considered as relevances between
cases, but also new exceptions of these rules. In C(1961), Kilberg gives the terri-
torial rule an exception, and sentence TORT ∧ EXCEPTION for this new exception
can be considered as a relevance in πKilberg with respect to an undecided case π
that arises after 1961. Before the exception occurred, TORT ∧ EXCEPTION cannot
be considered as a relevance or a distinction between them.

The general introduction of the GRAVITY rule cannot make the rule be a
relevance when considering new cases in the tort law domain (represented by
TORT∧GRAVITY). For instance, in C(1961), TORT∧¬GRAVITY is a relevance between
an undecided case π and any of the decided cases in the model, but not TORT ∧
GRAVITY. This is changed when Babcock is added, which introduces the GRAVITY
rule into the tort law domain, as in C(1963), TORT ∧ GRAVITY can be considered
as a relevance in πBabcock with respect to an undecided case π.

As shown above, the definition of relevances can support the analysis of the
development of rules in the series of cases. When a new rule or exception is
introduced in the case model, there is a new relevance for the future undecided
case. For instance, the general introduction of the GRAVITY rule in 1954 by the
Auten case makes �∧ GRAVITY a relevance between Auten and undecided cases.
For the cases that are decided after Auten, they need to consider whether the
GRAVITY rule should be applied or not. Formally, they need to consider whether
an undecided current case should imply sentence � ∧ GRAVITY or its negation
¬(� ∧ GRAVITY).

Intuitively, for the unshared parts implied by decided cases but not by the
undecided ones, their implied status in the undecided cases are unknown as yet,
namely, these unshared sentences need to be considered by decision makers.

In contrast, the unshared parts between decided cases are not considered
as relevances, but as distinctions in our formalism, since the status of these
sentences in the cases are implied. For instance, TORT ∧ GRAVITY and TORT ∧
¬GRAVITY are two distinctions between Babcock and Smith in C(1963), since:

1. πSmith |= TORT ∧ ¬GRAVITY; and
2. πBabcock |= TORT ∧ GRAVITY.
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Similarly, TORT∧TERRITORY and TORT∧¬TERRITORY are also distinctions between
them. Recall that TORT ∧ GRAVITY and TORT ∧ TERRITORY are considered as rel-
evances between πBabcock and an undecided case π in C(1963).

Therefore, the comparison approach in our formalism is able to formally iden-
tify the difference between the unshared sentences between two decided cases and
between an undecided case and a decided case. For the unshared part between
two decided cases, they are considered as distinctions in our approach, as they
are known differences between the cases. For the unshared part in a decided
case with respect to an undecided one, the status of this part in the undecided
cases is unknown, and can be turned into analogies or distinctions in the further
development of the cases. In this sense, they are different from the unshared
part between two decided cases. The same sentence can play different roles in
different comparisons of cases. As shown above, in C(1963) we can see sentences
like TORT ∧ GRAVITY as a distinction between two decided cases (πBabcock and
πSmith), as a relevance between an undecided case π and a decided case πBabcock.
This cannot be achieved without first distinguishing distinctions and relevances.
In this way, our approach refines the analysis of case-based reasoning.

5 Discussion

In this paper, we discuss case comparisons in case-based reasoning with the case
model formalism, which is described in a formal propositional logic language.
Unlike other case-based reasoning models, in which cases are represented as
dimensions [3], sets of rules [11], sets of factors [12], combinations of rules, facts
and outcomes [9] and hierarchies [1,2]. The formalism we present here represents
cases using propositional logic sentences. Building on [17], we give a concrete
account of the approach of comparison.

As an extension of [21], this paper defines the notions for case comparison
in case models rather than in precedent models, a subclass of case models. We
now discuss the comparison of cases in the general setting, not just in the prece-
dents represented by conjunctions of factors and outcomes. In particular, the
application shown in Sect. 4 is not in terms of the formal notion of precedents
represented by factors and outcomes [21], and instead focuses only on the juris-
diction choice rules that applied in the legal cases modeled.

Case-based reasoning models following HYPO often discuss comparison
between cases in terms of factors. In the formalism we present here, we generalize
the comparison approach in case-based reasoning, namely comparing cases not
only with factors, but also with more general propositional formulas.

Section 3 shows a key difference between our comparison approach and the
research following HYPO [2,3,9]. Factors in HYPO-style comparison typically
favor a side in the court case, showing which factors can strengthen or weaken the
arguments given by the parties involved, hence constraining possible argument
moves. However, the more general formulas used in our comparison approach
may not favor a specific side in the court. For instance, F16 ∨ F21 is an analogy
between πMason and πYokana, it does not favor a side in the court. The formulas
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we discuss are more general logical expressions than factors. It would be interest-
ing to discuss the role of sides favored by factors in our formalism, for instance
by investigating the modeling of argument moves in CATO, such as downplaying
or emphasizing distinctions.

The comparison approach introduced here allows us to discuss general formu-
las beyond factors in case-based reasoning, such as conjunctions or disjunctions
of factors, which can bring new discussion on case-based reasoning with the
case model formalism. For instance, for future research we can discuss hierarchi-
cal factors shown in CATO [2], as higher level factors can be represented with
compound formulas based on base-level factors. Therefore, it seems possible to
compare abstract factors between cases directly in the formalism.

As shown in Sect. 3, when comparing American Precision and Yokana with
respect to Mason in terms of the analogy relation defined in Definition 3, the
result is different from the comparisons based on other relations, such as the
preference relation in case models and onpointness in HYPO. By the prefer-
ence relation of the case model shown in Fig. 3, American Precision and Yokana
are as preferred as each other; according to onpointness, American Precision is
more on point with respect to Mason; and according to the analogy relation,
these two cases are analogously incomparable with respect to Mason. This is
because the analogy relation discusses comparison in terms of the most specific
analogy between cases, while other comparison relations are in terms of other
notions. For instance, the onpointness is about the shared factors between cases,
the conjunction of these factors is not always the most specific analogy between
the cases, hence the comparison based on the analogy relation and based on the
onpointness relation can have different results. In the above example we show
that American Precision is a better precedent than Yokana based on the onpoint-
ness relation, however, the two cases are analogously incomparable by using the
analogy relation. Things can be various in other examples. For instance, as we
discussed in the observations shown in Sect. 3, cases can be onpointness incom-
parable but analogously comparable. Onpointness is for factor-based comparison
built on sets, while the analogy relation is for logic-based comparison built on
logical sentences. These two methods are from different perspectives and based
on different theories. In legal case-based reasoning, users may pay more attention
to the onpointness rather than the analogy relation, since the shared or absence
of some factors can make the difference for winning a case. The formalism we
develop is a general theory, which contributes to the further systematization of
our formal understanding of case comparison in case-based reasoning. As the
analogy relation can lead to a different selection of better cases, in the future,
it will also be interesting to have a look at the comparison relation based on
distinctions and relevances, the notions in the new refinement shown by our
approach.

The representation we use can treat case-based reasoning from a perspec-
tive that is closer to logic, thereby allowing an analysis of the properties that
are shared and not shared between cases, in terms of our notions of analo-
gies, distinctions and relevances. In [17,19], we do not separate the distinctions
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and relevances between cases, nor do HYPO [3] and other case-based reason-
ing models [2,12]. In the formalism we present here, relevances between cases
are distinguished from analogies and from distinctions. This refinement points
to potential modification of case comparisons in case-based reasoning, in which
the situation can change accordingly when new facts are found. While analogies
between two cases refer to formulas that hold in both cases, and distinctions
to formulas that hold in one case and are negated in the other, relevances are
formulas that are not determined in a case and hence have the potential to turn
out as an analogy or distinction once determined. Although both distinctions
and relevances are related to unshared factors, relevances cannot be considered
as distinctions directly, since if such relevant formulas are determined to hold in
a situation, they will turn out as analogies rather than as distinctions between
the case and the situation. For instance, in the Mason problem discussed in
Sect. 3, we can see F7 as a relevance in Yokana with respect to Mason, since the
conjunction of Yokana logically implies F7, but neither F7 nor ¬F7 is implied
by the conjunction of Mason, in the sense that the status of F7 is unknown in
Mason. Therefore, if F7 can be found in Mason later, then it will be considered
as an analogy, if ¬F7 is found, then it will become a distinction. Therefore, our
comparison approach has the potential to model heuristics for hypothetically
modifying cases occurred in HYPO reasoning, such as heuristic H1 (“Make a
near-miss Dimension apply” [3]).

As shown in Sect. 3, the relevant similarity and the relevant difference
between cases in HYPO can be modeled in terms of analogies, distinctions and
relevances defined in Definition 2. Although the relevant similarity is an anal-
ogy between cases, factors in the relevant difference are not always distinctions
between cases, but can also be relevances. In this sense, our approach com-
pares cases in a more specific way than HYPO. However, as we have not defined
dimensions of factors in the formalism, it is unable to discuss the magnitude of
factors in relevant differences, which means we cannot compare cases in terms of
dimensions, such as finding a contrary case which has some factors with extreme
magnitude. This needs further discussion in the future.

The refinement of case comparison can be further illustrated with the appli-
cation in Sect. 4, which has not been discussed in [21]. The application shows
that our comparison approach can support the discussion of the development of
precedential values in case-based reasoning. By following [6,8,16], we have shown
the difference of the unshared parts that exist between two decided cases and
between an undecided case and a decided one, thereby we find the connection
between the introduction of new rules and exceptions and the notion of rele-
vances we define. When new rules and exceptions are introduced into the model,
the number of relevances that need to be considered when comparing new cases
with decided cases increases accordingly, which can make the decision making
process harder than before.
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6 Conclusion

In this paper, we have studied the logical comparison of cases. Continuing from
[19–21], the comparison of cases is here not limited to precedents represented
by conjunctions of factors and outcomes but is extended to the more general
case model formalism. We also extend it with a discussion of the development
of case-based reasoning in a temporal context.

With the formalism, we provide a way that refines comparisons in case-based
reasoning. As shown in Sect. 3, we discuss not only the shared factors between
cases, but also other logically compound formulas based on factors, which allows
us to compare cases from a logical perspective and discuss other features among
cases. We further distinguish the unshared formulas between cases into distinc-
tions and relevances based on the implication of themselves and their negation in
the cases. In this way, we show a refinement of comparisons in case-based reason-
ing. With the application about the dynamics of case-based reasoning shown in
Sect. 4, we show how the refinement can support the analysis of the development
of rules in cases.

The case model formalism has the potential to help analyze argument moves
and applied status of legal rules in case-based reasoning and support the selection
of good cases to cite in a court discussion. These topics could be investigated in
future research.
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Abstract. The recent advances in AI have broad implications, e. g., onto explain-
ability, accountability, and responsibility – in particular in legal settings. In this
paper, we provide a conceptual view on design properties of such respective AI
systems, where we focus on two specific approaches to explainable artificial intel-
ligence (AI) for legal settings. The first approach aims at designing explainable
AI using legal requirements – in a research and design methodology; the sec-
ond one deals with a design strategy for ensuring requirements of computational
ethical reasoning systems in and for which explainability is a core element.

Keywords: Artificial intelligence · Explainability · Law · System design ·
Values

1 Introduction

Ethical challenges of artificial intelligence (AI) are rising as technological advances are
widely spread [50,77]. In addition to critiques from legal and sociology scholars who
study the influence and regulation of algorithms, nowadays AI researchers themselves
get actively involved by creating AI technology that is intrinsically responsible, trans-
parent and especially explainable [30]. AI researchers contribute through, for example,
fair machine learning, value-based AI and ethical reasoning systems, c. f., [75] and also
the general collections in [23] and [41].

AI technology in legal settings has a long history [5], but recently, as in most other
domains, deep learning is used for many tasks in which legal information is extracted
by learning from many example texts [20]. Such approaches can, for example, be used
to detect unfair clauses in legal contracts [43]. However, more in line with traditional
approaches, AI can also be used for so-called computational models of legal reasoning
(CLMR) [5], in which automated reasoning can be employed for statutory reasoning, or
to deduce and predict legal outcomes. Better extraction procedures, for example induced
by the success of modern deep learning, can then provide more and better opportunities
for legal reasoning.

†This article is a substantially extended and adapted revision of [78].
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In addition to deep learning, another prominent focus of the current AI field is
explainability [4,39]: the capability of AI systems to give insight into their deci-
sions, usually to humans, in order to support interpretation, decision making, and
ultimately computational sensemaking, e. g., [10,16]. Concepts such as transparency,
interpretability and especially explainable models have gained significant attention and
momentum in the artificial intelligence, machine learning and data mining communi-
ties, e. g., [9,15,32]. Some methods focus on specific models, which are especially easy
to understand and interpret, e. g., tree-based [69] or pattern-based approaches [24,44,
51] to better understand about a classifier or recommendation system – using local pat-
tern mining techniques. Here, also, methods for associative classification, e. g., class
association rules [8,40] and interpretable decision sets [25,38] can be applied for
obtaining explicative, i. e., transparent, interpretable, and explainable models [6]. Then,
individual steps of a classification/decision of the model can be traced-back, similar
to a reconstructive explanation, c. f., [81]; the process can also be supported on sev-
eral explanation dimensions [9]. For model agnostic explanation, e. g., [56], general
directions are given by methods considering counterfactual explanation, e. g., [46,79],
data perturbation and randomization techniques as well as interaction analysis methods,
e. g., [12,34].

In the general AI community explainability has become a research focus in most
sub-domains. For legal domains, explainability is very desirable given that the domain
is all about humans, automated legal decisions by AI systems should always require full
transparency, and explanations would give the means to be transparant about complex
legal cases and decisions, possibly even through automated dialogue with the deciding
AI system in court. Currently, several practical implementations exist, for example [17],
but many challenges remain to fully bring explainability to the legal domain [14,84]

Given the rapid developments in AI and the emergence of explainability as one of
the main desired directions to work on AI systems that are trustworthy, human-centric
or even ethically approved, in particular in the legal domain, it is a natural question
how to obtain such systems. Even though many guidelines, codes of ethics and rules
of thumb exist, it is not easy to obtain legal AI systems that are ready to explain them-
selves. Therefore, suitable design and development strategies are required, for effec-
tively designing and building such systems, while ensuring the respective principles of
responsibility, transparency and explainability [4,18,36,37,62,84].

With that in mind, in this conceptual paper, we want to briefly highlight two possible
routes to construct such systems, focusing on explainability. We discuss two method-
ological approaches – as tools for implementing the specific requirements.

1. First, we describe a design methodology, KORA that allows for ensuring particular
properties at design time – in particular, for legal contexts, aligning non-functional
and functional requirements in explainable AI system design.

2. Second, we outline a coherent set of dimensions, coined IntERMeDIUM, that will
ensure that resulting systems will maximize the likelihood that they will be capable
of explaining their legal decisions in human-centric terms.
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The rest of the paper is structured as follows. Section 2 outlines and discusses the
KORA methodology. Next, Sect. 3 presents IntERMeDIUM as a research strategy for
ethical AI. Finally, Sect. 4 concludes this paper with a brief summary, and in particular
outlines next (research) steps to take.

2 Designing Explainable AI Using Legal Requirements via KORA

One prominent method for integrating and matching legal (normative) and technical
requirements and specific implementation choices is the KORA method [33,59,64]. It
has been integrated and applied in several contexts, e. g., in a targeted approach for
socio-technical design and development of ubiquitous computing, into system security
evaluation [63], as well as the design of explicative applications and systems [7,11,28].

The basic KORA method aims at acquiring technical implementations based on
legal requirements. It is built on a four step process model:

1. KORA starts with legal requirements (e. g., relating to transparency, privacy, etc.)
that are mapped to legal criteria which are then matched with functional require-
ments. The legal requirements are typically derived from application specific legal
provisions, e. g., given by the GDPR.

2. The obtained legal provisions are then made more concrete, also including technical
functions as well as legal and social aspects. All these are ultimately formalized in
specific so-called criteria.

3. These criteria are further mapped to functional requirements, e. g., supported by
domain experts or based on specific design patterns, which relate to e. g., the interplay
of application, user and/or system requirements as templates for the instantiation.

4. In the final step, the functional requirements map to specific implementation choices.

Relating to common process models in software engineering, the first three steps
basically aim at requirements analysis, whereas the last step involves specific methods,
patterns, and techniques relating to the concrete instantiations.

For enabling explainable AI systems, KORA provides an effective approach, by
matching the (abstract) legal provisions with concrete implementation choices, e. g.,
by implementing/instantiating specific explainable models described above. For that, a
categorization of these methods according to legal criteria (c. f., KORA/second step) is
needed, connected to functional requirements. Then, a semi-automatic approach can be
provided for mapping these criteria and its functional implementation.

Examples of (adapted) applications of KORA include, for example, the design of
ubiquitous systems [21,29,58] with according explanation features [7] for specific func-
tionality. Essentially, explainability capabilities are motivated by legal requirements
(such as, e. g., transparency or fairness criteria), however, of course have to be trans-
parently linked to the technical implementation choices. This is one specific advantage
of applying the KORA methodology, following the steps as outlined above.

Furthermore, design patterns [27,57] for explainable systems can also be potentially
captured, developed and incorporated, c. f., [19,52,71] i. e., by abstracting from spe-
cific design choices to more general classes of explanation patterns that are described
in terms of their “explanation criteria” as well by the included “legal criteria”. Then,
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this can be applied in all steps, of the process (described above), in principle. However,
in particular techniques like this can specifically help in the step from criteria to func-
tional requirements (steps 2–3), exemplifying the mapping and implementation, and
thus making these choices and decisions more transparent and explainable in itself.

3 A General Research Strategy for Ethical
AI – IntERMeDIUM

As a synthesis of a mix of ideas on learning, ethical codes and intentional agents [76,77]
IntERMeDIUM is a research strategy to develop ethical AI systems. IntERMeDIUM
refers to Joseph Licklider’s connection between humans and “the body of all knowl-
edge”, which is increasingly governed by AI in our society c. f., [77]. To unite human
and machine ethics, a code of ethics can be seen as a moral contract between human
and machine.

IntERMeDIUM is not a specific architecture, but a set of (technical) dimensions
that can be instantiated in many ways, by choosing appropriate algorithms and repre-
sentations. However, together the dimensions ensure the resulting AI system will be
most likely ready to display properties such as transparency, explainability, and with
that, trustworthiness. The acronym covers the main directions on which to focus imple-
mentation and research efforts on:

Intentional: The bridge between humans and machines consists of the right ontology
of the (physical) world and the right level of description: beliefs, desires, intentions
and goals. This concept was coined by Daniel Dennett 1 who provided arguments for
what is a good way to understand the inner workings of intelligent systems, thereby
laying the foundation for explainability in human-centric AI systems. For example, it
has been shown that, in visual domains such as computer games, explanations in terms
of objects can be more useful than in terms of pixels or general regions in images
[35]. The intentional stance also entails the general principle that AI systems should be
viewed as rational agents, maximizing particular goals that are measurable in objective
terms. For legal systems, explanation in the right, domain-specific legal concepts and
relations is vital too [14,17,65].

Executable: The beliefs and desires of the AI need to be embedded as code that can be
executed. Instead of asking codes of ethics to be enforceable by punishing bad behavior
after the fact, executable codes of ethics are biased by the code to ensure the right
ethical behavior. [3](p16): “Ethics must be made computable in order to make it clear
exactly how agents ought to behave in ethical dilemmas”. Recently we see an increased
involvement of so-called verification techniques in general (adaptive) decision making
AI systems, where the goal is to ensure and constrain particular properties (e. g., ethical
aspects) of the behavior of an AI-system [2,18,36,37] and to use formal tools to prove
particular properties are satisfied when executing the AI system. In legal systems this
would coincide with obeying the law, and legal procedures in automated decisions, and
also here we would like to, ex ante, prove compliance. Executability also provides the
means for computational law, including computational contracts [83].

1 https://en.wikipedia.org/wiki/Intentional stance.

https://en.wikipedia.org/wiki/Intentional_stance
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Reward-Based: AI systems’ ethical reasoning is based on the human values in a par-
ticular domain. The core values come from the code of ethics used to bias the agent.
In addition, AIs finetune their ethical behavior over time by adjusting relative values
using data, feedback and experience. Experience from human actors is vital here, since
they typically solved ethical dilemmas that arose thus far cf. [77]. This also makes rein-
forcement learning (RL) [74,82] the ideal learning setting (also for ethical behaviors
[1]), whereas typically it needs to be extended towards multi-objective settings [72]. RL
focuses on reward-based behavior learning through evaluate feedback, i.e. positive and
negative rewards. This is contrasted with example-based learning settings such as in
classification learning, or unsupervised learning tasks such as clustering.

Moral: IntERMeDIUMs focus of AI implementations here is on the moral (or, ethi-
cal) dimension [23,41,42,48,70,75]. Other skills will be developed elsewhere, includ-
ing perception,mobilemanipulation, reasoningwith uncertainty, language interpretation
and more, where technically similar methodologies can be used (e. g., deep learning).

Declarative: All ethical bias in the AI system is declarative knowledge and can be
inspected at all times. Ethical inferences in specific circumstances can be explained in
human-understandable terms. [3] (p17): “What is critical in the explicit ethical agent
distinction in our view, lies not only in who is making the ethical judgments (the machine
versus the human programmer) but also in the ability to justify ethical judgments that
only an explicit representation of ethical principles allows.” Ethical bias and learned
ethical knowledge can be shared with other AIs and laws and regulations, such as the
GDPR, can be implemented in the declarative bias to further bias the behavior of the AI
towards legal compliance. For such ethical reasoning to work, declarative knowledge
(for example about preferences [45]) is vital [48,68], and could even support computa-
tional models of legal reasoning [5] all the way to full computational law [83]. Deep
learning is still useful as a component in any AI system (to learn various concepts from
data) but it needs to be endowed with common sense [47] and inspectable, declarative
knowledge for provide insightful explanations for humans [4]. Declarative knowledge
can also help to (ethically) constrain [18,36] the learning process of behavior in AI sys-
tems, rendering behaviors safe [2]. In addition, they allow for explanations of behaviors
in terms of the supplied constraints and knowledge [37], and could be carried over
directly to legal settings [14,84].

Inductive: The AI is a learning agent. All knowledge that can not be injected as a
declarative bias needs to be learned from experience or obtained from other AIs or
humans. The AI’s knowledge will typically not be complete, and learning should be
continuing and life-long. Advanced machine learning needs to be implemented that
allows the AI to ask human specialists for advice. Learning is needed for perceptual
tasks such as reading and recognizing legal components [20,43]. However, for general
decision making systems the so-called reinforcement learning framework (RL) [82] is
needed, which is an excellent general framework for learning behaviors, and learning
ethical behaviors [1], and for which explanation frameworks are being developed [54].
For many domains, including law, the need to insert commonsense knowledge [47] and
structured knowledge [74] into RL is absolutely vital. In addition to learning about a
domain (e. g., law), learning to make decisions and to explain them, a major (ethical)
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challenge for AI systems will be to learn about human preferences [60], which brings
many conceptual and technical challenges [53,55]. Ethical behavior of the AI system is
explicitly and implicitly related to whether humans prefer the behavior or explanations
for it. Recent developments very relevant to law include techniques for learning ethical
values and norms from legal texts such as constitutions of various nations [61].

Utilitarian: AI are utilitarian (collective consequentialist) moral reasoning agents. Pro-
tection of the rights of individuals is ensured by demanding that values and decision
logic are declarative, open for inspection and transparent. Utilitarian frameworks fit the
reward-based and reinforcement learning focus [82] in the other dimensions well, and
have strong connections with value alignment [1,67,72] which is about creating AI
systems that behave according to human values and norms. Finding out such values
is difficult because there is a huge variance in the human population [13,60] but also
because it is typically multi-objective [72] and (therefore) difficult to place all outcomes
on the same scale [66]. Typical practical cases of utilitarian reasoning occur in selfdriv-
ing cars [42], but the underlying aspects immediately carry over to domains such as
law. Once values are brought into play, systems can be designed [26] to better align
with human values or, in general, to optimize the utilitarian value of decision outcomes
all together to make AI systems (ethically) better [22]

Machine: The AI is a(n) (ethical) machine [3], and sometimes even a physical machine
as in the case of robots [42]. The slow migration from human specialists to AI imple-
mentations in any domain, including law [5], requires that we should shift focus
from humans to machines for the main operational aspects domains ranging from
autonomous cars, libraries, and surely legal practices.

IntERMeDIUM is a general strategy for ethical, explainable AI systems. We claim that
especially in the legal domain declarativeness, explainability and the AI’s capability
of engaging in a dialogue with humans to discuss and learn ethical and legal norms
and values, is vital. Inspiration on how to translate human laws and ethical codes into
declarative bias can come from e. g., medical [3] and autonomous driving [31] domains.

A first instantiation of IntERMeDIUM are Declarative decision-theoretic ethical
programs (DDTEPs) [76], aligning with several aspects of earlier work [1]. They form
a novel way to formalize value-based ethical decision making to help building under-
standable AI systems that are value aligned [67] in stochastic domains. The idea is to
formalize what is known explicitly in the model, use learning to fill in knowledge gaps,
and to use reasoning to obtain (optimal) decisions. DDTEPs fit into logical approaches
for ethical (or: value-driven) reasoning [3] but also relational reinforcement learn-
ing [74] and provide novel opportunities for explanation-focused computations [73].
DDTEPs prove successful for toy ethical domains but could generally be applied to
any kind of ethical reasoning where (some) domain knowledge is available, especially
legal domains. The implementation of ethical AI systems has a history [48] but recently
much effort is underway to implement ethical behaviors in computational systems [68].
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4 Next Steps

With the advent of AI in basically every domain of society, it is no surprise AI will have
a huge impact on the legal domain too. The societal consequences of the widespread use
of AI can be mitigated, anticipated and turned for the better by paying attention to the
ethical aspects of AI technology [23], equally so in law [65]. Before, we have described
many aspects that are important for defining and designing ethical AI systems, and one
aspects that stands out is the capability of AI systems to explain their decisions.

In general, explainable AI is a technical problem: given any AI algorithm and
decision, how to create an algorithm that explains the decision automatically [4,54].
However, explanations are mainly used in interaction with humans, hence much can be
learned what is known about explanatory patterns derived from other sciences [49].

In the preceding, we have outlined along conceptual lines two strategies to obtain
AI systems that are ethically aligned with humans and explainable. Both approaches
are ways to approach the construction of modern AI systems that could be employed
in legal domains in a transparent way. Such work is only yet starting and progress
needs to be made by answering a couple of questions in the process of designing and
building: (i) What exactly is an explanation in the legal context? (ii) What are spe-
cific legal requirements and criteria for explainable AI systems? (iii) How to map legal
criteria and functional criteria to each other for explainable AI? (iv) How to abstract
functional requirements for legal AI into (legal) design patterns? (v) How to formal-
ize existing codes of ethics, legal procedures, legal design patterns and legal practices
into AI programs? (vi) How can AIs interactively learn and explain their functioning in
human-understandable terms?

A big focus, especially in legal domains, should be user-centric explanations and
empirical studies into their effectiveness [80]. In legal domains progress is made (e. g.,
[17]), but many remaining challenges await [14,84] before fully explainable legal AI
systems can take over various tasks. Above all, AI and legal specialists need to engage
in a dialogue when tackling explainability questions in legal AI. AI systems need to
be explainable in order to be trustworthy [30] but AI researchers need to know which
(types of) explanations are most useful to legal scholars. Much work awaits in this
exciting field.
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Abstract. Explainable AI (XAI) is a domain focused on providing inter-
pretability and explainability of a decision-making process. In the domain
of law, in addition to system and data transparency, it also requires the
(legal-) decision-model transparency and the ability to understand the
model’s inner working when arriving at the decision. This paper provides
the first approaches to using a popular image processing technique, Grad-
CAM, to showcase the explainability concept for legal texts. With the
help of adapted Grad-CAM metrics, we show the interplay between the
choice of embeddings, its consideration of contextual information, and
their effect on downstream processing.

Keywords: Legal knowledge representation · Language models ·
Grad-CAM · HeatMaps · CNN

1 Introduction

Advancements in the domain of AI and Law have brought additional consid-
erations regarding models development, deployment, updating and their inter-
pretability. This can be seen with the advent of machine-learning-based meth-
ods, which naturally exhibit a lower degree of explainability than traditional
knowledge-based systems. Yet, knowledge representation frameworks that han-
dle legal information, irrespective of their origin, should cover the pragmatics or
context around a given concept and this functionality should be easily demon-
strable.

Explainable AI (XAI), is a domain which has focused on providing inter-
pretability and explainability to a decision making process. In the domain of law,
interpretability and explainability are more than dealing with information/data
transparency or system transparency [1] (henceforth referred to as ontological
view). It additionally requires the (legal-) decision-model transparency, the abil-
ity to understand the model’s inner working when arriving at the decision (epis-
temic view). In this paper, we aim to present the system’s user and architect
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with a set of tools that facilitate the discovery of inputs that contribute to con-
volutional neural network’s (CNN’s) output to the greatest degree, by adapting
the Grad-CAM method, which originated from the field of computer vision. We
adapt this method to the legal domain and show how it can be used to achieve a
better understanding of a given system’s state and explain how different embed-
dings contribute to end result as well as to optimize this system’s inner workings.
While this work is concerned with the ontological perspective, we aim this as
a stepping stone for another related perspective, where the legally-based posi-
tions are connected with explanation thus providing the ability to explain the
decisions to its addressee. This paper addresses mainly the technical aspects,
showing how Grad-CAMs can be applied to the legal texts, describing the text
processing pipeline - taking this as a departing point for deeper analyses in
future work. We aim to present this technical implementation as well as the
quantitative comparison metrics as the main contribution of the paper.

The paper is structured as follows. State-of-the-art is described in Sect. 2.
Section 3 describes the methodology, which includes the metrics used for results
quantification. The architecture used for experiments is described in Sect. 4.
Section 5 talks about the different datasets used and the experimental setup.
The outcomes are described in Sect. 6. Finally, Sect. 7 provides a conclusion and
future work. This paper extends our previous one [2], presented at XAILA’20
workshops during Jurix’20, by including survey-based user study and offering a
more pronounced presentation of results.

2 Related Work

The feasibility of using different - contextual (e.g. BERT) and non-contextual
(e.g. word2vec) - embeddings was already studied outside the domain of law.
In [3], it was found that the usage of more sophisticated, context-aware meth-
ods is unnecessary in the domains where labelled data and simple language
are present. As far as the area of law is concerned, the feasibility of using the
domain-specific vs. general embeddings (based on word2vec) for the representa-
tion of Japanese legal texts was investigated, with the conclusion that general
embeddings have an upper hand [4]. The feasibility of using BERT in the domain
of law was also already put under scrutiny as well. In [5] its generic pretrained
version was used for embeddings generation and it was found that large com-
putational requirements may be a limiting factor for domain-specific embedding
creation. The same paper concluded that the performance of the generic version
is lower when compared with law-based non-contextual embeddings. On the
other hand, in [6], BERT versions trained on legal judgments corpus (of 18000
documents) were used and it was found that training on in-domain corpus does
not necessarily offer better performance compared to generic embeddings. In [7]
contradictory conclusions were reached: the system’s performance significantly
improves when using pre-trained BERT on a legal corpus. Those results suggest
that introduction of XAI-based methods might be a condition sine qua non for
a proper understanding of general language embeddings and their feasibility in
the domain.
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Grad-CAMs are explainability method originating from computer vision [8].
It is a well established post-hoc explainability technique when CNNs are con-
cerned. Moreover, Grad-CAM method passed independent sanity checks [9].
Whilst it is mainly connected with the explanations of deep learning networks
used with image data, it has already been adapted for other areas of application.
In particular, CNN architecture for text classification was described in [10], and
there exists at least one implementation which extends this work with Grad-
CAM support for explainability [11]. Grad-CAMs were already used in the NLP
domain, for (non-legal) document retrieval [12]. Herein we build upon this work
and investigate the feasibility of using this method for the legal domain, in partic-
ular allowing for the visualisation of context-dependency of various word embed-
dings. Legal language is a special register of everyday language and deservers
investigation on its own. The evolution of legal vocabulary can be precisely
traced to particular statutes and precedential judgments, where it is refined and
its boundaries are tested [13]. Many terms have thus a particular legal meaning
and efficacy and tools that can safeguard final black-box models’ adherence to
the particularities of legal language are valuable.

The endeavours aimed at using XAI methods in the legal domain, similar to
this paper, have already been undertaken recently. In [14] an Attention Network
was used for legal decision prediction - coupling it with attention-weight-based
text highlighting of salient case text (though this approach was found to be
lacking). The possibility of explaining the BERT’s inner workings was already
investigated by other authors, and it was already subject to static as well as
dynamic analyses. An interactive tool for the visualisation of its learning process
was implemented in [15]. Machine-learning-based evaluation of context impor-
tance was performed in [16]; therein it was found that accounting for the content
of a sentence’s context greatly improves the performance of legal information
retrieval system.

However, the results mentioned hereinbefore do not allow for direct and easily
interpretable comparison of different types of embeddings and we aim to explore
an easy plug-in solution facilitating this aim.

3 Methodology

We study the interplay between the choice of embeddings, its consideration of
contextual information, and its effect on downstream processing. For this work,
a pipeline for comparison was prepared, with the main module being the embed-
der, classification CNN and metric-based evaluator. All the parts are easily plug-
gable, allowing for extendibility and further testing of a different combinations
of modules.

The CNN used in the pipeline was trained for classification. We use two
different datasets for CNN training (as well as testing)1:

1. The Post-Traumatic Stress Disorder (PTSD) [17] dataset [18], where rhetor-
ical roles of sentences are classified.

1 Section 5.1, provides a detailed discussion on the considered datasets.
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2. Statutory Interpretation - Identifying Particular (SIIP) dataset [16], where
the sentences are classified into four categories according to their usefulness
for a legal provision’s interpretation.

Whilst many methods have already been used for the analysis of aforemen-
tioned datasets (including regular expressions, Naive Bayes, Logistic Regression,
SVMs [18], or Bi-LSTMs [19]), we are unaware of papers that use (explainable)
CNNs for this tasks. On the other hand, usage of said CNN should not be treated
as the main contribution of this paper, as the classification network is treated
only as an exemplary application, warranting conclusions regarding the paper’s
main contribution, i.e. the context-awareness of various embeddings when used
in the legal domain.

Further down the line, the embeddings are used to transform CNN input
sentences into vectors, with vector representation for each word in a sentence
concatenated. Herein our implementation is based on the prior work [10,11].

3.1 Comparison Metrics

Grad-CAM heatmaps are inherently visual tools for data analysis. In computer
vision, they are commonly used for qualitative determination of input image
regions that contribute to the final prediction of the CNN. While they are an
attractive tool for a qualitative analysis of a single entity, they should be supple-
mented with other tools for easy comparison of multiple embeddings [20] and to
facilitate quantitative analysis. Herein the following metrics are introduced and
adapted to the legal domain:

1. Fraction of elements above relative threshold t (F(v, t))
2. Intersection over union with relative thresholds t1 and t2 (I(v1, v2, t1, t2))

The first metric, F(t), is designed to measure the CNN network attention
spread over words present in the given input, i.e., what portion of the input is
taken into account by CNN in the case of a particular prediction. It is defined
as a number of elements in a vector that are larger than the relative threshold t
multiplied by the maximum vector value divided by the length of this vector.

The second metric, I(v1, v2, t1, t2), helps to compare two predictions of two
different models given the same input sentence. It answers the question of
whether two models, when given the same input sentence, ‘pay attention’ to
the same or different chunk(s) of the input sentence. It takes as arguments
two Grad-CAM heatmaps (v1 and v2), binarizes them using relative thresholds
(t1 and t2) and finally calculates standard intersection over union. It quantifies
the relative overlap of words considered important for the prediction by each of
two models.

4 System Architecture

The architecture, as shown in Fig. 1, is designed to implement the methodology
described in Sect. 3 and comprises four main modules, i.e.: preprocessing mod-
ule, embedding module, classification module and visualization module. The
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pre-processing module uses some industry de facto standard text processing
libraries for spelling correction, sentence detection, irregular character removal,
etc., enhanced with our own implementations which make them better-suited for
legal texts. The embedding module houses a plug-in system to handle different
variants of embeddings, in particular BERT and word2vec. The classification
module houses simple 1D CNN which facilitates explainability method common
in computer vision i.e. Grad-CAM. The visualization module is used for heatmap
generation and metric computation.

Fig. 1. System architecture

The output from the pre-processing module is fed into the embeddings mod-
ule. The embeddings used are based on variants of BERT and word2vec. In
addition to the pre-trained ones, raw data from CourtListener [21] dataset was
used for training embeddings creation.

Within the frame of the classification module, the output from the embed-
dings module is fed into a 1D convolutional layer followed by an average pooling
layer and fully-connected layers with dropout and softmax [10]. Although CNN
architectures stem from computer vision where an image forms the input of the
network, the use of CNN for the sequence of word vectors as an input is rea-
sonable. In a sentence relative positions of words convey meaning. It is similar
to an image where relative positions of pixels convey information, with the dif-
ference being about dimensionality. Standard image is 2D while a sentence is a
1D sequence of words, therefore we use the 1D CNN for the task of sentence
classification.

With Grad-CAM technique it is possible to produce a class activation map
(heatmap) for a given input sentence and predicted class. Each element of the
class activation map corresponds to one token and indicates its importance in
terms of the score of the particular (usually the predicted) class. The class acti-
vation map gives information on how strongly the particular tokens present in
the input sentence influence the prediction of the CNN.

The software stack used for the development of this system was instrumented
under Anaconda 4.8.3 (with Python 3.8.3). Tensorflow v. 2.2.0 was used for CNN
instrumentation and Grad-CAMs calculations (with the code itself expanding
prior implementation available at [11]). Spacy 2.1.8 and blackstone 0.1.15 were
used for CourtListener text cleaning. Various BERT implementations and sup-
porting codes were sourced from Huggingface libraries: transformers v. 3.1.0,
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tokenizers v. 0.8.1rc2, nlp v. 0.4.0. Two computing systems available at ICM
University of Warsaw were exploited for the experiments. Text cleaning was
performed using the okeanos system (Cray XC40) and main calculations were
run on rysy GPU cluster (4x Nvidia Tesla V100 32GB GPUs).

5 Experiments

5.1 Datasets

As stated in Sect. 3, we use two different datasets for experiments. The PTSD
dataset is from the U.S. Board of Veterans’ Appeals (BVA) from 2013 through
2017. The dataset deals with the decisions from adjudicated disability claims
by veterans for service-related post-traumatic stress disorder (PTSD) [17]. The
dataset itself is well-known and has already been studied by other authors. It
annotates a set of sentences originating from 50 decisions issued by the Board
according to their function in the decision [18,22,23]. The classification consists
of six elements: Finding Sentence, Evidence Sentence, Reasoning Sentence, Legal-
Rule Sentence, Citation Sentence, Other Sentence.

The SIIP dataset pertains to the United States Code 5 § 552a(a)(4) provision
and aims to annotate the judgments that are most useful for interpretation of
said provision. The seed information for annotation is collected from the court
decisions retrieved from the Caselaw access project data. The sentences are clas-
sified into four categories according to their usefulness for the interpretation:
High Value, Certain Value, Potential Value, No Value [16].

5.2 Embeddings/Language Modeling

We use pre-trained models as well as we train domain-specific models for the
purpose of vector representation of texts. Many flavours of word2vec and BERT
embedders were tested. The paper does not go into any details on the comparison
of these pre-trained models (or other similar models) based on performance. This
has been addressed in several other papers [15,24,25].

For the word2vec a (slimmed down) GoogleNews model was used, with a
vocabulary of 300000 words [26]. In addition, Law2vec embeddings were also
employed, which were trained on a large freely-available legal corpus, with 200
dimensions [27]. For BERT, bert-base-uncased model was used, a transformer
model consisting of 12 layers, 768 hidden units, 12 attention heads and 110M
parameters. In addition to that, a slimmed-down version of BERT, DistilBERT
was also tried, due to its accuracy being on the par with vanilla BERT, yet
offering better performance and smaller memory footprint.

In addition to pretrained models, we have also tried training our own
word2vec and BERT models. For this aim, a CourtListener [21] database was
sourced. However, due to the large computational requirements of BERT train-
ing, a small subset of this dataset was chosen, consisting of 180MiB of judgments.
Moreover, while several legal projects provide access to a vast database of US
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case-laws, it was found that the judgments available therein need to be further
processed, as the available textual representations usually contain unnecessary
elements, such as page numbers or underscores, that hinder their machine pro-
cessing. Our hand-written parser joined hyphenated words, removed page num-
bers and artifacts that were probably introduced by OCR-ing; furthermore, the
text was split into sentences using spacy-based blackstone-parser. In line with
other authors [28], we have found it to be imperfect and failing in segmenting the
sentences that contained period-delimited legal abbreviations (e.g. Fed. - Fed-
eral). Thus it was supplemented with our own manually-curated list of abbrevia-
tions. The training was performed using DistilBERT model (for ca. 36 h), as well
as word2vec in two flavours, 200-dimensional (in line with the dimensionality of
Law2Vec) and 768-dimensional (in line with BERT embeddings dimensionality).

As far as the BERT-based embeddings go, there is a number of ways in which
they can be extracted from the model. One of the ways is taking embeddings for
special CLS token, which prefixes any sentence fed into BERT; another tech-
nique that was studied in the literature amounted to concatenating the model’s
final layer’s values. The optimal technique is dependent on the task and the
domain. Herein we have found the latter to offer better accuracy for downstream
CNN training. The features for CNN processing consisted of tokenized sentences,
together with embeddings for special BERT tokens (their absence would cause
a slight drop in accuracy as well).

6 Results

6.1 Metric-Based Heatmap Comparison

Fig. 2. A sample heatmap for correct prediction with word2vec (CourtListener, 768d)
embedding

A sample heatmap can be referenced in Fig. 2 and Fig. 3, with a colorbar defining
the mapping between the colors and values. Figure 2 clearly shows the area of
CNN’s attention, which can be quantified further down the line. This picture
shows a properly classified sentence, a statement of evidence, defined by the
PTSD dataset’s authors as a description of a piece of evidence. CNN pays most
attention to the phrase “medical records”, which is in line with PTSD’s authors’



Towards Grad-CAM Based Explainability 161

Fig. 3. A sample heatmap for failed prediction with word2vec (CourtListener, 768d)
embedding

annotation protocols, where this kind of sentence describes a given piece of evi-
dence (e.g. the records of testimony). We have found the sentence in Fig. 3 to be
hard to classify for ourselves and it prima facie seemed for us to be an example
of evidentiary sentence. In the case of CNN, no distinctive activations can be
spotted (Table 4).

Table 1. Heatmap metrics for the PTSD dataset

F(0.15) F(0.3) F(0.5)

Mean StdDev Mean StdDev Mean StdDev

Word2vec (pre-trained) 0.53 0.31 0.44 0.3 0.35 0.29
Law2vec 0.6 0.3 0.52 0.32 0.42 0.33
Word2vec (courtlistener, 200d) 0.49 0.28 0.39 0.27 0.29 0.26
Word2vec (courtlistener, 768d) 0.48 0.28 0.38 0.28 0.29 0.27
BERT (bert-base-uncased) 0.48 0.32 0.36 0.28 0.24 0.22
DistillBert (bert-base-uncased) 0.67 0.27 0.56 0.27 0.38 0.24
DistillBERT (courtlistener) 0.47 0.39 0.47 0.39 0.44 0.39

Yet, we did not perform any detailed analyses of such images. Instead, we
focus on two types of comparison using metrics defined in Sect. 3.1. The com-
parisons are designed to capture differences between different embeddings, par-
ticularly in terms of context handling. First, for a given embedding we calculate
CNN network attention spread over words quantified by metric F(t) averaged
over all input sentences contained in the test set. Then we can compare the mean
fraction of words (tokens) in the input sentences which contribute to prediction
in the case of various embeddings. Criterion deciding if a particular word con-
tributes to the prediction is, in fact, arbitrary and depends on class activation
map (heatmap) binarization threshold. This is why we test a few thresholds,
including 0.15 as suggested in [8] for weakly supervised localization. Essentially
high value of the fraction F(t) indicates that most word vectors in input sen-
tence are taken into account by CNN during inference. Conversely, the low value
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Table 2. Heatmap metric F for the SIIP dataset

F(0.15) F(0.3) F(0.5)

Mean StdDev Mean StdDev Mean StdDev

word2vec (GoogleNews) 0.51 0.23 0.39 0.2 0.26 0.16

Law2vec 0.5 0.25 0.41 0.24 0.27 0.2

word2vec (CourtListener, 200d) 0.47 0.24 0.34 0.2 0.2 0.15

word2vec (CourtListener, 768d) 0.45 0.2 0.31 0.17 0.19 0.11

BERT (bert-base-uncased) 0.5 0.26 0.39 0.23 0.27 0.18

DistilBert (distilbert-base-uncased) 0.61 0.26 0.51 0.26 0.37 0.23

DistilBERT (CourtListener) 0.31 0.35 0.31 0.34 0.3 0.35

Table 3. Heatmap metric I for the selected pairs of embeddings for the PTSD dataset

I(0.15) I(0.3) I(0.5)

Mean StdDev Mean StdDev Mean StdDev

word2vec (GoogleNews) –
BERT (bert-base-uncased)

0.49 0.25 0.41 0.24 0.3 0.21

Law2vec – BERT
(bert-base-uncased)

0.51 0.26 0.43 0.25 0.34 0.25

word2vec (CourtListener,
200d) – Law2Vec

0.65 0.25 0.58 0.27 0.51 0.31

word2vec (CourtListener,
768d) – DistilBert
(distilbert-base-uncased)

0.44 0.23 0. 35 0.22 0.26 0.21

Table 4. Test set accuracy.

PTSD SIIP

word2vec (GoogleNews) 0.7 0.9
Law2vec 0.69 0.85
word2vec (CourtListener, 200d) 0.78 0.93
word2vec (CourtListener, 768d) 0.79 0.94
BERT (bert-base-uncased) 0.84 0.94
DistilBERT (distilbert-base-uncased) 0.85 0.94
DistilBERT (CourtListener) 0.42 0.85

of the fraction F(t) indicates that most word vectors in the input sentence are
ignored by CNN during inference. The comparison results for the PTSD dataset
are shown in Table 1 and Table 3. Table 2 shows the results in terms of F metric
for SIIP dataset. The outstanding similarity between word2vec and Law2Vec can
be spotted in Table 3, due to both of those models belonging to the same class,
as exhibited by the high value of I metric. The accuracy results are presented
in Table 4.
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Table 5. User evaluation study results the Reasoning sentences. Heatmaps generated
from respondents’ answers are presented.

I(0.15) I(0.3) I(0.5)

word2vec (GoogleNews) 0.62 0.27 0.21
Law2vec 0.37 0.24 0.15
word2vec (CourtListener, 200d) 0.21 0.13 0
word2vec (CourtListener, 768d) 0.46 0.29 0.13
BERT (bert-base-uncased) 0.3 0.29 0.3
DistilBert (distilbert-base-uncased) 0.43 0.34 0.5
DistilBERT (CourtListener) 0.052 0.08 0

word2vec (GoogleNews) 0.1 0.13 0.1
Law2vec 0.78 0.64 0.35
word2vec (CourtListener, 200d) 0.67 0.47 0.46
word2vec (CourtListener, 768d) 0.56 0.41 0.25
BERT (bert-base-uncased) 1 0.81 0.29
DistilBert (distilbert-base-uncased) 1 0.84 0.69
DistilBERT (CourtListener) 1 0.84 0.65

6.2 User-Based Study

In addition to the results presented hereinbefore, a user study was performed.
This involved asking the legal professionals to identify the most significant words
in a number of sentences originating from the PTSD dataset. The following cate-
gories of PTSD sentences were chosen: legal rule sentence (3 sentences), reasoning
sentence (2 sentences), citation sentence (1 sentence). We have abstained from
including other categories, as their classification is not always obvious. Only 1
citation sentence was chosen due to the similarity of all sentences in this class.
In all the cases, the accuracy of classification was out of the scope of our study.

Six respondents participated in this part of this study. Each underlined the
most important words in presented sentences. Subsequently, a binary vector
was prepared. Each identified important word was mapped to one and those
that were left out by respondent were treated as 0. After collecting individual
answers from each of the participants, the results were summarized by preparing
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Table 6. User evaluation study results for the Legal rule sentences. Heatmaps gener-
ated from respondents’ answers are presented.

I(0.15) I(0.3) I(0.5)

word2vec (GoogleNews) 0.67 0.51 0.26
Law2vec 0.76 0.64 0.38
word2vec (CourtListener, 200d) 0.78 0.33 0.11
word2vec (CourtListener, 768d) 0.63 0.33 0.13
BERT (bert-base-uncased) 0.75 0.52 0.32
DistilBert (distilbert-base-uncased) 0.73 0.46 0.19
DistilBERT (CourtListener) 0.03 0.02 0

word2vec (GoogleNews) 0.67 0.24 0.14
Law2vec 0.57 0.3 0.15
word2vec (CourtListener, 200d) 0.07 0.05 0.06
word2vec (CourtListener, 768d) 0.17 0.05 0.06
BERT (bert-base-uncased) 0.81 0.49 0.31
DistilBert (distilbert-base-uncased) 0.58 0.38 0.3
DistilBERT (CourtListener) 0.05 0.06 0.03

word2vec (GoogleNews) 0.4 0.22 0.09
Law2vec 0.57 0.35 0.22
word2vec (CourtListener, 200d) 0.07 0.05 0.05
word2vec (CourtListener, 768d) 0.14 0.05 0.05
BERT (bert-base-uncased) 0.85 0.58 0.34
DistillBert (distilbert-base-uncased) 0.59 0.38 0.34
DistilBERT (CourtListener) 0.06 0.07 0.04
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ground truth vectors, one for each of the six sentences. Those ground truth
vectors were obtained by averaging out respondents’ vectors for each of the
sentences separately. Subsequently, they were used to generate user assessment-
based heatmaps. Those in-turn were compared with the results of our classifier
using the metrics presented hereinbefore.

Tables 5, 6, 7 can be consulted for comparison results. In general BERT and
Law2vec were found to conform to expert’s opinion to the largest extent.

Table 7. User evaluation study results for the Citation sentences. Heatmaps generated
from respondents’ answers are presented.

I(0.15) I(0.3) I(0.5)

word2vec (GoogleNews) 0.1 0.17 0.18
Law2vec 0.67 0.3 0
word2vec (CourtListener, 200d) 0.25 0.39 0.4
word2vec (CourtListener, 768d) 0.25 0.43 0.67
BERT (bert-base-uncased) 0.78 0.28 0.03
DistilBert (distilbert-base-uncased) 0.32 0.43 0.4
DistilBERT (CourtListener) 0.03 0.05 0

6.3 Grad-CAM Guided Context Extraction

The analysis of heatmaps and metrics presented hereinbefore proves that only a
part of a given sentence contributes to a greater extent to final results. We have
hypothesized that it is possible to decrease the amount of CNN’s input data to
those important parts without compromising the final prediction. In this respect,
Grad-CAM was treated as a helpful heuristic that allows to identify the most
important words for a given CNN in its training phase. For this experiment,
the value of F , for the threshold of 0.15 was used to select a percentage of
the most important words from a given training example. This in turn was
used to compose a vocabulary (or white-list) of the most important words that
were encountered during the training. Further down the line, this white-list was
used during the inference and only the words present on the list were passed
as input to the CNN. Nevertheless, the number of white-listed words allowed
coherent sentences to be still passed into CNN (for example, the PTSD sentence
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However, this evidence does not make it clear and, before white-listing amounted
to However, this evidence does not make it clear and unmistakable.).

We have managed to keep accuracy up to the bar of an unmodified dataset
using this procedure (e.g. 0.7 for PTSD-word2vec (GoogleNews) and 0.85 for
PTSD-DistilBERT (distilbert-base-uncased)).

7 Conclusion and Future Work

We presented the first approach to using a popular image processing technique,
Grad-CAMs to showcase the explainability concept for legal texts. Few conclu-
sions which we can be drawn from the presented methodology are:

– The mean value of F(t) is higher in the case of DistilBERT embedding than in
the cases of word2vec and Law2vec embeddings. It suggests that CNN trained
and utilised with this embedding tends to take into account a relatively larger
chunk of input sentence while making prediction.

– Described metrics and visualizations provide a peek into the complexity of
context handling aspects embedded in a language model.

– It enables an user to identify and catalog attention words in a sentence type
for data optimization in downstream processing tasks.

Some issues which need further investigation are:

– Training of these domain-specific models requires time and resources. Apart
from algorithmic optimization, data optimization also plays an important
role. Extension of methodology presented herein can be used to remove tokens
that do not contribute to the final outcome of any downstream processing
tasks. A systematic analysis of the method presented in Sect. 6.3 is warranted.

– Mapping of metrics from our methodology to standard machine learning met-
rics could allow us to infer the quality of language models in a given domain
(i.e. legal domain). This could allow to measure the quality of a model when
there is not sufficient gold data which can be used for effective training of
models (inline to the concept of semi-supervised learning).

– An extension of our approach could become a part of some argumentation
systems. Lets consider the argumentation schemes proposed by Walton et al.
[29] and Douglas [30], which deal with base premise identification, similar-
ity premise and conclusion. Regarding the base premise identification, our
method could be used for analysis of context-drift (a phenomenon in which a
change in concept used induces more or less radical changes to context and
thus changes the target concept inferred) [31]. Thus, minimizing such drift
would help to build better arguments to start with. Regarding the similarity
premise, which is based on concept semantic similarity technique, it would
help in identifying instances where the source case argument is similar to the
target case argument thereby helping in drawing a similar conclusion.
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Abstract. The European Union (EU) through the High-Level Expert
Group on Artificial Intelligence (AI-HLEG) and the General Data Pro-
tection Regulation (GDPR) has recently posed an interesting chal-
lenge to the eXplainable AI (XAI) community, by demanding a more
user-centred approach to explain Automated Decision-Making systems
(ADMs). Looking at the relevant literature, XAI is currently focused on
producing explainable software and explanations that generally follow
an approach we could term One-Size-Fits-All, that is unable to meet a
requirement of centring on user needs. One of the causes of this limit is
the belief that making things explainable alone is enough to have prag-
matic explanations. Thus, insisting on a clear separation between explain-
abilty (something that can be explained) and explanations, we point to
explanatorY AI (YAI) as an alternative and more powerful approach
to win the AI-HLEG challenge. YAI builds over XAI with the goal to
collect and organize explainable information, articulating it into some-
thing we called user-centred explanatory discourses. Through the use of
explanatory discourses/narratives we represent the problem of generating
explanations for Automated Decision-Making systems (ADMs) into the
identification of an appropriate path over an explanatory space, allowing
explainees to interactively explore it and produce the explanation best
suited to their needs.

Keywords: Trustworthy AI · explanatorY AI (YAI) · XAI · HCI

1 Introduction

The academic interest in Artificial Intelligence (AI) [11] has grown together with
the attention of Countries and people towards the possibly disruptive effects of
ADM [38] in industry and the public administration (e.g., COMPAS [13], or in
Italy the case-law “Buona Scuola”1), effects that may affect the lives of billions
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of persons [20]. Therefore governments are starting to act towards the establish-
ment of ground rules of behaviour from complex systems, for instance through
the enactment of the European GDPR2, which identifies fairness, lawfulness,
and in particular transparency as basic principles for every data processing tools
handling personal data; even identifying a new right to explanation for individ-
uals whose legal status is affected by a solely-automated decision. As a result,
several expert groups, including those acting for the European Commission, have
started asking the AI industry to adopt ethics code of conducts as quickly as pos-
sible [8,14], drawing a set of expectations to meet in order to guarantee a right to
explanation. These expectations define the goal of explanations under the GDPR
and thus describe the requirements for explanatory content. Many interpreta-
tions have been given of what qualifies an explanation in this context, but among
them we mention the one by the AI-HLEG, for its relevance and prominence.
The AI-HLEG was established in 2018, by the European Commission, with the
explicit purpose of applying the principles of the GDPR specifically to AI soft-
ware, and produced a list of fundamental ethical principles for Trustworthy AI
tools that include fairness and explicability. The explicability principle, in par-
ticular, means to provide alternative measures in case of “black box” algorithms
like “traceability, auditability and transparent communication on system capa-
bilities”, in order to respect the fundamental rights. So it is important to provide
information about how the ADM works, what is the final decision, why the ADM
provides such conclusion, which data are used for training the AI and for the
concrete real case processing. Explicability concerns the ex-post processing but
also the ex-ante informative communication. Most importantly, according to the
AI-HLEG, explanations should be “adapted to the expertise of the stakeholder
concerned (e.g. layperson, regulator or researcher)” and more over it “highly
dependent on the context” [17], putting individual’s needs at the centre, in a
challenging way.

Notwithstanding these quite recent efforts, understanding what constitutes
an explanation is a long-standing open problem. In literature there are various
efforts in this direction and a long history of debates and philosophical traditions,
often rooted in Aristotle’s works and those of other philosophers. Among the
many models proposed over the last few centuries some are now considered
fallacious, albeit historically useful (e.g. Hempel et al.’s one [16]), in favour of
more pragmatic (user-centred) ones (e.g. Achinstein’s [2]). Despite this, Hempel
et al.’s theory and Salmon’s Causal Realism are probably the most (implicitly)
mentioned and adopted models for explanations in AI, raising the question of
whether technology is really aligned to the understandings of regulators and
society or it is just acting conveniently. In fact, most of the literature on AI
and explanations (e.g. eXplainable AI [3]) is currently focused on one-size-fits-
all approaches usually able to produce only one type of explanations, defined
through causal lens. Additional literature is focused on argumentation theory [9]
or on sub-symbolic methodologies [7] for providing a deductive or inductive
explanation.

2 Regulation (EU) 2016/679.
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It appears that this focus on pursuing one-size-fits-all explanations in XAI
is justified by convenient definitions framing an explanation as the product of
an act of making things explainable rather than a pragmatic (user-centred) act
of explaining based on explainability. In other terms, there is no clear distinc-
tion between making things explainable and actually explaining. The exceptions
to this pattern seem to be still too rare to be representative of disciplines like
XAI. In this paper we take a strong stand against the idea that static, one-
size-fits-all approaches to explanation have a chance of being pragmatic, thus
meeting the AI-HLEG guidelines, and we propose to adopt a strong logical sep-
aration between explainability and explaining. In fact, we argue that explaining
to humans is computationally irreducible and one-size-fits-all approaches (in the
most generic scenario) may suffer the curse of dimensionality as soon as the
complexity of the explanandum surpasses a fairly trivial threshold. For example,
a complex big-enough explainable software can be super hard to explain, even to
an expert, and the optimal (or even sufficient) explanation might change from
expert to expert. In this specific example, an explainable software is necessary
but not sufficient for explaining. This is why we first draw a clear separation
between XAI and explanatorY AI (YAI), which refers to systems that (given a
“traditional” XAI system) are actually able to produce a satisfactory explana-
tion ready to be delivered to a human user interested in examining the complex
working and output of the system. Subsequently, we propose a model for YAI
shaped on discursive explanations. Discursive explanations give a strong back-
ground of principles and means to create an interactive explanatory system that
is able to produce user-centred explanations, by providing an explanatory space
that is amenable to exploration by the users in order to create the explanation
that best suits each one’s background, needs and objectives.

This paper is structured as follows. In Sect. 2 we provide an introduction to
the GDPR and the Right to Explanation, and we also provide a brief summary
of the AI-HLEG Guidelines for Trustworthy AI. In Sect. 3, taking off from the
GDPR and the AI-HLEG guidelines, we give a motivation of why user-centred
explanatory tools are a key ingredient for Trustworthy AI. In this section we
discuss the most prominent XAI issues to this end and the problem of computa-
tional irreducibility in explanations. In Sect. 4 we give an high-level overview of a
possible model of User-Centred Explanatory Tool, defining YAI as a Explanatory
Discursive Process responsible to collect and structure explainable information
articulating it into user-centred explanations. Finally, in Sect. 5 we conclude with
a brief recap, pointing to a proof of concept.

2 Background: The Right to Explanation

The General Data Protection Regulation (GDPR) is an important 2016 EU
regulation on personal data protection and the connected freedoms and rights.
Since the GDPR is technology-neutral, it does not directly refer to AI, but several
provisions are highly relevant to the use of AI for Automated Decision-Making
system (ADM). For instance [19]:
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– Principle 1. (a) requires personal data processing to be fair, lawful, transpar-
ent, necessary and proportional (Articles 5).

– Article 12 defines the obligations to fulfil a transparent information, commu-
nication and the modalities for the exercise of the data subject’s rights.

– Articles 13-14-15 give individuals the right to be informed of the existence
of solely automated decision-making, meaningful information about the logic
involved, and the significance and envisaged consequences for the individual.

– Article 22 gives individuals the right not to be subject to a solely automated
decision producing legal or similarly significant effects.

– Article 22(3) obliges organizations to adopt suitable measures to safeguard
individuals when using solely automated decisions, including the right to
obtain human intervention, to express his or her view, and to contest the
decision.

Art. 22 defines the right to claim of a human intervention when a completely
Automated Decision-Making systems (ADMs) may affect the legal status of a
citizen. Art. 22 includes also several exceptions that derogate “to be subject
to a decision based solely on automated processing” when the legal basis are
supported by contract, consent or law. These conditions significantly limit the
potential applicability of the right to explanation. For this reason in case of con-
tract or consent the art. 22, paragraph 3 introduces the “right to obtain human
intervention on the part of the controller, to express his or her point of view
and to contest the decision”. Here explanations seem to be provided only after
decisions have been made (ex-post explanations), and are not a required precon-
dition to protest decisions. This is not completely true: in arts. 13-14-15 there is
the obligation to inform about the “the existence of automated decision-making,
including profiling, referred to in Article 22(1) and (4) and, at least in those
cases, meaningful information about the logic involved (Recital 63), as well as
the significance and the envisaged consequences of such processing for the data
subject.” (ex-ante explanations). This combination of articles make the right
of explanation very articulated and composed of different stages. Additionally,
the recent White Paper on Artificial Intelligence [10] emitted by the European
Commission stressed the need to monitor and audit not only the Automated
Decision-Making system (ADM) algorithms but also the data records used for
training, developing, running, the AI systems in order to fight the opacity and
to improve transparency. From a technical point of view, there are technology-
specific information to consider in order to fully meet the explanation require-
ments of the GDPR, for a more detailed overview refer to [35]. The qualities
of explanations are listed in different works [25], but the EU Parliament [31]
lists the following as a good summary of the current state of the art: intelligibil-
ity, understandability, fidelity, accuracy, precision, level of detail, completeness,
consistency.

Article 22 is open to several interpretations [28,29,36] about whether provid-
ing individualised explanations is mandatory or just a good practice. To this end,
Recital 71 provides interpretative guidance of Article 22. Two items are miss-
ing in Article 22 relative to Recital 71: the provision of “specific information”
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and the “right to obtain an explanation of the decision reached after such assess-
ment”. The second omission in particular raises the issue of whether controllers
are really required by law to provide an individualised explanation. This issue
is partially tackled by the AI-HLEG guidelines (endorsed by the EU Commis-
sion), giving further reason to believe that there is the intention to prefer user-
centred explanations as soon as the technology is mature enough to guarantee
them. At contrary Recital 63 requires ex-ante that the data subject should have
the right to know and obtain communication in particular with regard to “the
logic involved in any automatic personal data processing”. The AI-HLEG tries
to extend the GDPR expectations, targeting AI and giving further guidelines:
accessibility and universal design should be a requirement for Trustworthy AI,
with user-centrality at the core. This idea of a user-centred explanatory process
find its roots in philosophy, for example in:

– Ordinary Language Philosophy [1,22]: the act of explanation as the illocu-
tionary attempt to produce understanding in another by answering questions
in a pragmatic way.

– Cognitive Science [18,22]: explaining as a process of belief revision, etc.

3 Problem Statement

Some of the limits in the current generation of XAI approaches have already
been identified and spelt out by existing literature:

– “XAI has produced algorithms to generate explanations as short rules, attri-
bution or influence scores, prototype examples, partial dependence plots, etc.
However, little justification is provided for choosing different explanation
types or representations” [37].

– “Research on explanation is typically focused on the person (or system) pro-
ducing the explanation. [. . . ] Does the explainee understand the system, con-
cepts, or knowledge?” [25].

– “Much of XAI research tended to use the researchers’ intuition of what con-
stitutes a good explanation. There exist vast and valuable bodies of research
in philosophy, psychology, and cognitive science of how people define, gen-
erate, select, evaluate, and present explanations, which argues that people
employ certain cognitive biases and social expectations to the explanation
process.” [23]

– “XAI systems are built for developers, not users.” [24,25]
– etc.

To summarize, despite several efforts (e.g. [12,23]) to tackle these issues, we can
notice a majority of XAI tools lacking:

1. A broader vision: XAI should not involve only computer science, but also
philosophy, psychology, cognitive science, etc.

2. Focus on user-centrality.
3. A consistent approach to evaluate the quality of explanations.
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We claim that the cause of these limits are in the misunderstanding that explain-
ability is enough for explaining. Indeed, by insisting on a clear logical separation
between explainable systems and actual explanations, we argue that XAI is
necessary but not sufficient for Trustworthy AI. In fact, XAI seems to be cur-
rently focused on producing explainable software and explanations that gener-
ally follow only a One-Size-Fits-All approach, failing to meet the user-centrality
requirements. In the most generic scenario, explanations following a One-Size-
Fits-All approach (OSFA explanations) should be considered not user-centred,
by construction. For example, static representations where all aspects of a fairly
long and complex computation are described and explained are one-size-fits-all
explanations.

OSFA explanations have intuitively at least two problems:

1. if they are small enough to be simple, then in a complex enough domain they
would not be able to generate an explanation containing enough information
to satisfy the explanation appetite of every user, as the quantity of details
required for satisfying every user would be necessarily larger than any small
explanation in a few words.

2. if they contain all the necessary information, in a complex-enough domain
they would contain an enormous amount of content and users interested in a
specific aspect of the explanation would need to look for it within the whole
explanation in hundreds or thousands of explanatory items mostly irrelevant
to their purposes.

OSFA explanations could be useful for simple domains, but the complexity of
a domain is exactly what motivates the need for explanations. In other terms,
usefulness of explanations is obviously greater in complex domains.

An interesting parallel, to show the second problem, is that of surveillance
cameras in front of a bank door. Surveillance cameras continuously record and
make available to the investigators hundreds and hundreds of hours of excellent
quality videos that allow the precise identification of thousands of people passing
under the cameras. But our investigator is not interested in hundreds of hours
of video, but only in those three seconds in which a suspect person in need to
be identified was under the cameras. The relevance of these few seconds (out
of hundreds of hours) is entirely based on the specific investigative task, which
depends on the function that the investigator gives to the identification of the
person, and this function depends on the purpose of identification (i.e. Is he the
robber? A possible accomplice? A witness?). The purpose of the investigation is
known to the investigator but not to the surveillance system, and in many cases
it cannot be decided in advance but it becomes clear only during the evolution of
the investigation. Similarly, the interest of a user in the output of an explanation
system often may lie on a few short statements out of the hundreds of thousands
that the explanation system may be able to generate, and these few ones depend
on the function that the user gives to the explanation. This is why we must
assume that in general the purpose of the explanation is known to the user
but not to the explanation system, and it cannot be decided in advance but it
becomes clear only during the evolution of the task in which the explanation
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is required. This phenomenon is known also as computational irreducibility [39]
and it is typical of emerging phenomena, such as physical, biological and social
ones [5].

A user-centred explanatory tool requires to provide goal-oriented explana-
tions. Goal-oriented explanations implies explaining facts that are relevant to
the user, according to her/his background knowledge, interests and other pecu-
liarities that make her/him a unique entity with unique needs that may change
over time. The computational irreducibility issue raises the following questions:

1. How to model and create a user-centred explanatory process, without rewrit-
ing the tool for every different user?

2. How to evaluate the quality of an explanatory process?

4 Proposed Solution

In order to answer the first question we propose to:

– Disentangle explainability from explaining : that is separate the presentation
logic (explaining) from the application logic (explainability). In fact, only
explaining has to be user-centred.

– Design a presentation logic that would allow personalised explanations given
the same explainable information.

Fig. 1. XAI vs YAI: an abstract model of Explanatory Tool for Trustworthy AI. This
model shows how to decompose the flow of explanatory information that moves from
raw representations of processes/data to the explainee (or actor). Raw data are refined
into explainable datasets - e.g. Linked Open Data (LOD), etc. Raw processes are refined
into explainable processes. Explainable information can be used by YAI to generate
pragmatic explanations.
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In Fig. 1 we show a simple model of an Explanatory Tool for Trustworthy AI,
obtained by our own need to clearly separate between explainabilty and expla-
nations. More in detail, to increase the overall cohesion of the system, in this
model we require an explicit logical separation between the functionalities related
to producing explainable information, and those related to producing pragmatic
explanations. In addition, we envision another logical separation in the produc-
tion of actual explanations between building explanations (i.e. the presentation
logic) and interfacing with users. Independently, producing explainable infor-
mation should be separated in generating explainable processes and producing
explainable data-sets. Thus, the main modules involved in the model are:

– The Explainable Information (EI) module, made of the eXplainable Processes
(XP) and the eXplainable Datasets (XD) sub-modules.

– The YAI or Presentation Logic module.
– The User Interface (UI) module.

In other terms, we propose to distinguish between eXplainable AI (XAI) and
explanatorY AI (YAI), considering them as different components of Trustworthy
AI. We like to say that Trustworthy AI needs both the Xs and the Ys of AI3.

The YAI module is the module responsible to collect and structure explain-
able information articulating it into user-centred explanations. In other terms,
defining the YAI module is the same of defining a user-centred explanatory pro-
cess. We are interested in defining a user-centred explanatory process aligned
to the GDPR and the AI-HLEG guidelines. Speaking of user-centrality, we may
assume that different types/groups of users exist: lay person, expert, legal oper-
ators, etc. each one with its own background knowledge and unique characteris-
tics. If the explanations have to be tailored, does this imply that we should have
a different explanatory tool for every possible different user? Probably not. We
believe that an explanatory tool is an instrument for articulating explainable
information into an explanatory discourse. This definition of explanatory tool is
drawn from the essential best-practices of scientific inquiry, involving [6]:

– Sense-making of phenomena: classical question answering to collect enough
information for understanding, thus building an explainable explanandum
(perhaps through XAI).

– Articulating understandings into discourses: re-ordering and aggregation of
explainable information to form an explanatory narrative or more generally
a discourse to answer research questions.

– Evaluating: pose and answer questions about the quality of the presented
information; e.g., argument them in a public debate.

Therefore we define a user-centred explanatory discourse as: “A sequence of infor-
mation (explanans) to increase understanding over explainable data and pro-
cesses (explanandum), for the satisfaction of a specified explainee that efficiently
and effectively interacts with the explanandum (interaction) having specific goals
in a specified context of use”. Our definition takes inspiration from [21,26,32],
3 XX and XY are human chromosomes responsible for gender.
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integrating concepts of usability defined in ISO 9241 (Ergonomics of Human
System Interaction [15]), such as the insistence on the term “specific”, the triad
“explainee”, “goal” and “context of use”, as much as the identification of specific
quality metrics, which in our case are effectiveness, efficiency and satisfaction.

Similarly to how satisfaction has increased in importance in user experience
studies in recent years, we believe that satisfaction should be considered one of
the most important metrics for the assessment of the quality of explanations,
too. The qualities of the explanation that provides the explainee with the nec-
essary satisfaction, using the categories provided by [26], can be summarized
in a good choice of narrative appetite, structure and purpose. To understand
“narrative appetite” we have to consider that “in order for a narrative discourse
to flourish, both parties (the narrator and the reader) have to find engagement
in this social transaction interesting enough to prevail over competing activities.
Thus, stories must not only be accounts of events, but accounts of events that
someone cares to know more about; we must want to know what happened if
we are to continue reading or listening.” This appetite can be quenched by the
proper structuring of the narration: “Narrative, we have shown, is a narrator’s
recounting of events structured in time. The elements of both time and structure
are associated in many descriptions of narrative”. In addition, “The element
of connectability [. . . ] structures different texts. Connectability [. . . ] must be
strictly observed in expository texts where an argument is to be developed or
information is to be conveyed. In such texts, the writer aims for a precise inter-
pretation where a multiplicity of possible meanings must be constantly narrowed
down”. Finally, the identification of purpose in narratives is central: “stories are
constructed to help us understand the world we live in: to help comprehend the
life that is in me and around me. [. . . ] it is through narrative that we are able to
accommodate the new within that which is familiar to us. In these descriptions
of purpose, narrative can be interpreted as helping us better understand the
natural as well as the human world”.

The problems of a user-centred approach to explanations is that fully-
automated explanatory processes are unlikely to target quality parameters that
guarantee the satisfaction of all specified explainees, as described above, due to
the computational irreducibility of the process of explaining. Even if an AI could
be used to generate such user-centred explanations, in the context of explana-
tions under the GDPR this would only shift the problem of explaining from the
original ADM to another ADM (the explanatory AI that explains the original
ADM). As such we believe that (at least for the explanations under the GDPR),
the most straightforward solution is to encourage readers (explainees) and nar-
rators (explainers) to become one, users generating the narration for themselves
by selecting and organizing narratives of individual event-tokens according to the
structure that best caters their appetite and purpose. In this sense, a tool for
creating explanatory discourses would allow users to build intelligible sequences
of information, containing arguments that support or attack the claims under-
lying the goal of an explanatory narrative process. This idea of data controllers
and data subjects “becoming one” can be understood in a twofold way. First, at
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its best possible light, such tool should convince and dissuade data subjects to
ask for human intervention, e.g. Art 22(3) of the GDPR. Second, the tool should
help data controllers to abide by the law, by illustrating the decision that can
be contested by data subjects.

An explanatory narrative is always only one of the many possible narratives
that can be built to shed light on an explanandum. All the possible narratives for
an explanandum form a complex network of information that we call Explanatory
Space. In this sense, an explanatory discourse is a path within an Explanatory
Space. As analogy, we might see the Explanatory Space as a sort of manifold
space where every point within it is interconnected information about one or
more aspects of the explanandum. So that every point of the Explanatory Space
is not user-centred locally, but globally as an element of a sequence of information
that can be chosen by a user according to its interest drift while exploring the
space.

As mentioned in Sect. 3, the amount of information forming such Explanatory
Spaces can be overwhelming, given any complex-enough explanandum. Thus, in
order to answer our research question, what we need is to design a process
to effectively allow users to extract explanatory narratives from an Explana-
tory Space. In [35] we present our model of Explanatory Narrative Process
making specific references to the GDPR and the AI-HLEG guidelines, mod-
elling a generic explanatory process, giving a formal definition of explanandum,
explanans and Explanatory Space. Hereafter we show a plausible example of
YAI in action.

4.1 Example

Let’s consider the following example where a user-centred explanatory tool is
used to explain the decision taken by an ADM on a case concerning the GDPR,
art. 8. The aforementioned case is about the conditions applicable to child’s
consent in relation to information society services. The art. 8 of GDPR fixes at
16 years old the maximum age for giving the consent without the parent-holder
authorization. This limit could be derogated by the domestic law. In Italy the
legislative decree 101/2018 defines this limit at 14 years. In this situation we
could model legal rules in LegalRuleML [4,30] using defeasible logic, in order
to be able to represent that the GDPR art. 8 rule (16 yearsOld) is overridden
by the Italian’s (14 yearsOld). The SPINDle legal reasoner processes the correct
rule according to the jurisdiction (e.g., Italy) and the age. Suppose that Marco
(a 14 years old Italian teenager living in Italy) uses Whatsapp, and his father,
Giulio, wants to remove Marco’s subscription to Whatsapp because he is worried
about the privacy of Marco when online. In this simple scenario, the Automated
Decision-Making system (ADM) system would reject Giulio’s request to remove
Marco’s profile, because of the Italian legislative decree 101/2018. What if Giulio
wants to know the reasons why his request was rejected? Figure 2 shows a pos-
sible view of a user-centred explanatory tool based on our model. Thanks to the
user-centred explanatory tool Giulio can actually choose what information to
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expand and consider, building its own personalised explanatory discourse out of
a predefined Explanatory Space.

Fig. 2. Example of explainer: underlined coloured words represent different possible
actions a user can operate to explore the Explanatory Space, extracting its own narra-
tive. For example, clicking on a “...more...” button the user can expand the explanans.

5 Conclusions

In this paper we analysed some of the limits in the current generation of XAI
approaches, with respect to the goals of Trustworthy AI set by the GDPR and
the AI-HLEG guidelines, identifying the cause of these limits in the misunder-
standing that making things explainable is enough for pragmatically explaining.
Indeed, by insisting on a clear logical separation between explainable systems
and actual explanations, we argued that XAI is necessary but not sufficient
for Trustworthy AI, therefore presenting an abstract model of explanatorY AI
(YAI). In our model, YAI builds over XAI and it is intended to be a set of tools for
organising the presentation logic of a user-centred explanatory software in a way
that would allow personalised explanations about complex-enough explananda
by generating discursive explanations out of an Explanatory Space. In this paper
we take a strong stand against the idea that static, one-size-fits-all approaches to
explanation have a chance of being pragmatic, thus meeting the AI-HLEG guide-
lines. For a concrete proof of concept of YAI (including software and experiment
analysis) we point the reader to our most recent works, e.g. [34].

Finally, it is clear that the solution we proposed avoids the problem which
relates to balancing between what is possible in terms of formal explainability
and what is required as to the level of detail of information regarding the “logic of
processing”. In other words, we assumed that systems in question can be both
formally explainable and pragmatically able to be explained. So, we leave as
future work an analysis of what are the minimum requirements for information
to be considered explainable enough for pragmatic explanations with a proper
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degree of exactness, detail and fruitfulness4. This might help also to perform a
reasonable impact assessment of the ADM, as defined by art. 35 of the GDPR.
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Abstract. As AI systems are increasingly applied in real-life situations,
it is essential that such systems can give explanations that provide insight
into the underlying decision models and techniques. Thus, users can
understand, trust and validate the system, and experts can verify that the
system works as intended. At the Dutch National Police several appli-
cations based on computational argumentation are in use, with police
analysts and Dutch citizens as possible users. In this paper we show how
a basic framework of explanations aimed at explaining argumentation-
based conclusions can be applied to these applications at the police.
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1 Introduction

Recently explainable AI (XAI) has received much attention, mostly directed at
new techniques for explaining decisions of machine learning algorithms [21]. How-
ever, explanations also play an important role in (symbolic) knowledge-based
systems [12]. One area in symbolic AI which has seen a number of real-world
applications lately is formal or computational argumentation [1]. Two central
concepts in formal argumentation are abstract argumentation frameworks [7] –
sets of arguments and the attack relations between them – and structured or
logical argumentation frameworks [2] – where arguments are constructed from a
knowledge base and a set of rules and the attack relation is based on the individ-
ual elements in the arguments. Common for argumentation frameworks, abstract
and structured, is that we can determine their extensions, sets of arguments that
can collectively be considered as acceptable, under different semantics [7].

The Dutch National Police employs several applications based on structured
argumentation frameworks (a variant of ASPIC+ [20]). One such application
concerns complaints by citizens about online trade fraud (e.g., a product bought
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through a web-shop or on eBay turns out to be fake). The system queries the
citizen for various observations, and then determines whether the complaint
is a case of fraud [3,19]. Another related example is a classifier for checking
fraudulent web-shops, which gathers information about online shops and thus
tries to determine whether they are real (bone fide) or fake (mala fide) shops [18].
These applications are aimed at assisting the police at working through high
volume tasks, leaving more time for tasks that require human attention.

Argumentation is often considered to be inherently transparent and explain-
able. A complete argumentation framework and its extensions is a global expla-
nation [8]: what can we conclude from the model as a whole? Such global expla-
nations can be used by argumentation experts to check whether the model works
as intended. However, as we have noticed when deploying argumentation systems
to be used by lay-users (e.g., citizens, police analysts) at the police, more natu-
ral and compact explanations are needed. Firstly, we need ways to explain the
(non-)acceptability of individual arguments, that is, local explanations [8] for
particular decisions or conclusions. Secondly, explanations should be compact,
and contain only the relevant arguments which are needed in order to draw a
conclusion. Finally, explanation should be tailored to the receiver. For example,
in the case of online trade fraud, for a citizen the system should return only the
observations provided in the report (“this is presumably a case of fraud because
you provided the following facts in your report: ...”), but for a police analyst the
system should also show which (legal) rules were applied and why there were no
exceptions in this case (“this is presumably (not) a case of fraud because the
following legal rules are not applicable: ...”).

In this paper, we show how a variety of different local explanations can
be derived from an argumentation framework and we provide motivations for
the design options. We start with the basic explanations from [4], which are
based on concepts from formal argumentation (Sect. 3.1). We then discuss how
explanations can be selected based on sufficiency and necessity (Sect. 3.2) and
how our explanations can be used to create contrastive explanations (i.e., “why
P rather than Q”) (Sect. 3.3). Each of the discussed explanations is based on
underlying formal definitions that we cannot introduce here in full detail. We
refer the interested reader to [4], [6] and [5] respectively.

Our informal exploration has clear ties to recent more formal work on meth-
ods to derive explanations for specific conclusions [9–11,13,22]. We apply and
extend the framework from [4] here for several reasons. Often, explanations are
only defined for a specific semantics [9,10] and can usually only be applied to
abstract argumentation [10,13,22],1 while our framework can be applied on top
of any argumentation setting (structured or abstract) that results in a Dung-
style argumentation framework. Furthermore, when this setting is a structured
one based on a knowledge base and set of rules (like ASPIC+ or logic-based argu-
mentation [2]), the explanations can be further adjusted (something which is not
considered at all in the literature). Moreover, explanations from the literature

1 These explanations do not account for the sub-argument relation in structured argu-
mentation. For example, in structured argumentation one cannot remove specific
arguments or attacks without influencing other arguments/attacks.
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are usually only for acceptance [9,13] or non-acceptance [10,22], while with this
framework both acceptance and non-acceptance explanations can be derived in
a similar way.2 Finally, to the best of our knowledge, this is the first approach
to local explanations for formal argumentation in which necessary, sufficient and
contrastive explanations are considered.

The paper is structured as follows: in the next section we recall some of the
most basic and important concepts from formal argumentation. Then, in Sect. 3,
the internet trade fraud scenario and the different possible explanations for the
derived conclusions are discussed. We conclude in Sect. 4.

2 Argumentation Preliminaries

We focus in this paper on the intuition behind the explanations introduced
in [4,6] and the motivation for some of the choices that can be made in the
derivation of these explanations. We therefore keep the formal definitions and
results limited, leaving more space for an informal discussion.

An abstract argumentation framework (AF) [7] is a pair AF = 〈Args,A〉,
where Args is a set of arguments and A ⊆ Args × Args is an attack relation
on these arguments. An AF can be viewed as a directed graph, in which the
nodes represent arguments and the arrows represent attacks between arguments
(see, e.g., Fig. 1 on page 6). Dung-style semantics can be applied to an AF, to
determine what combinations of arguments can collectively be accepted.

Definition 1. For AF = 〈Args,A〉, A ∈ Args attacks B ∈ Args if (A,B) ∈ A
and S ⊆ Args attacks B if there is some C ∈ S such that (C,B) ∈ A; A defends
B if A attacks an attacker of B and S defends B if it attacks every attacker of
B;3 S is conflict-free if there are no A1, A2 ∈ S such that (A1, A2) ∈ A; and S
is admissible if it is conflict-free and it defends all of its arguments.

A ⊆-maximal admissible set is a preferred extension (Prf) of AF . The set
of all preferred extensions of AF will be denoted by Prf(AF).

There are different ways in which the conclusions can be drawn from the
extensions of a framework. At the police, when drawing a definite conclusion
(e.g., someone is guilty) it is important to be completely certain. This means that
the application uses a very skeptical approach towards drawing conclusions: only
arguments that are part of every complete set are considered conclusions (i.e.,
the grounded semantics from [7] is used). When considering whether there is the
possibility of the conclusion (e.g., it could be a case of fraud), a more credulous
approach can be taken. We follow the latter approach here: an argument that is
part of some preferred extension can be considered a conclusion or accepted.
2 An exception to this might be [11]. However, we consider our framework more easily

applicable, since it returns sets of arguments rather than sets of dialectical trees,
which might contain many arguments.

3 In [7], attack and defense are defined from a set of arguments to an argument. In
this paper we will mainly rely on attack and defense between arguments, since we
are interested in the arguments that defend a certain argument, rather than whether
that argument is defended by the set of arguments.
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For example, in the AF from Fig. 1 we have that all arguments are accepted
(while under the grounded semantics only C1 would be accepted). In partic-
ular, we have the following preferred extensions: {A1, A2, A3}, {A1, A2, A5},
{A1, A3, A4}, and {A3, A4, A6}.

In abstract argumentation, as defined above, the arguments are abstract
entities and the attack relation is pre-defined. In contrast, in structured argu-
mentation, the arguments are derived from a knowledge base and a set of rules
and the attack relation is based on the structure of the arguments. Each of the
applications that is in use, is based on a variation of ASPIC+, one of the best-
known approaches to structured argumentation [20]. In particular, the notions
of a language, axioms and defeasible rules are taken from ASPIC+. See [19] for
the formal details.4 In this paper we only provide the preliminaries that are nec-
essary for the explanations. As we will show in the next section, the AF from
Fig. 1 is based on a structured setting.

Argumentation frameworks in ASPIC+ are constructed from an argumenta-
tion theory : AT = 〈AS,K〉, where AS = 〈L,R, n〉, an argumentation system, is
a triple of a formal language, a set of defeasible rules and a naming function for
these rules, and K = Kn ∪ Kp is the knowledge base containing the disjoint sets
of axioms (Kn) and ordinary premises (Kp). Arguments are constructued from
an argumentation theory as follows:

Definition 2. An argument A on the basis of an argumentation theory AT =
〈AS,K〉, where AS = 〈L,R, n〉 is:

– φ if φ ∈ K, where Prem(A) = Sub(A) = {φ}, Conc(A) = φ and TopRule(A) =
undefined;

– A1, . . . , An ⇒ ψ, if A1, . . . , An are arguments such that there is a rule
Conc(A1), . . . ,Conc(An) ⇒ ψ ∈ R.
Prem(A) = Prem(A1) ∪ . . . ∪ Prem(An), Sub(A) = Sub(A1) ∪ . . . ∪ Sub(An) ∪
{A}, Conc(A) = ψ, TopRule(A) = Conc(A1), . . . ,Conc(An) ⇒ ψ additionally,
we denote Ant(TopRule(A)) = {Conc(A1), . . . ,Conc(An)}. Moreover, where S
is a set of arguments Prem(S) =

⋃{Prem(A) | A ∈ S}.
Attacks between arguments are based on the premises and conclusions of

these arguments.

Definition 3. An argument A attacks an argument B iff, (where φ = −ψ iff
φ = ¬ψ or ψ = ¬φ)

– Conc(A) = ¬n(di), where there is some B′ ∈ Sub(B) such that TopRule(B′) =
di, it denies a rule; or

– Conc(A) = −φ, where there is some B′ ∈ Sub(B) such that Conc(B′) = φ, it
denies a conclusion; or

– Conc(A) = −φ, for some φ ∈ Prem(B) \ Kn, it denies a premise.

4 The corresponding demo of [19], demonstrating the argumentation-based part of
the application, is available at https://nationaal-politielab.sites.uu.nl/estimating-
stability-for-efficient-argument-based-inquiry/.

https://nationaal-politielab.sites.uu.nl/estimating-stability-for-efficient-argument-based-inquiry/
https://nationaal-politielab.sites.uu.nl/estimating-stability-for-efficient-argument-based-inquiry/
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Dung-style semantics can be applied to argumentation frameworks based on
argumentation theories as defined in Definition 1. We will say that a formula
φ in an argumentation framework AF(AT) is accepted if there is some E ∈
Prf(AF(AT)) with A ∈ E such that Conc(A) = φ and non-accepted if there is
some E ∈ Prf(AF(AT)) such that there is no A ∈ E with Conc(A) = φ.

These basic preliminaries on formal argumentation are enough to illustrate
the different possibilities for explaining argumentation-based conclusions derived
from the internet trade fraud application at the police.

3 Deriving Explanations

Suppose that the following knowledge base is provided: a citizen has ordered a
product through an online shop, paid for it and received a package. However, it
is the wrong product, it seems suspicious as if it might be a replica, rather than
a real product. Yet an investigation cannot find a problem with the product.
Still, the citizen wants to file a complaint of internet trade fraud.

While the citizen provides the information from the described scenario, the
system constructs further arguments from this, based on the Dutch law.5 In
particular, the following rules are applied:

R1 If the complainant paid then usually the complainant delivered ;
R2 If the wrong product was received then usually this is not a case of fraud ;
R3 If the wrong product was received then usually the counter party has deliv-

ered ;
R4 If the product seem suspicious then usually the product is fake;
R5 If the product is fake then usually the counter party did not deliver ;
R6 If an investigation shows that there is no problem with the product then

usually the product is not fake;
R7 If the complainant delivered and the counter party did not deliver it is usually

a case of fraud.

From this we obtain arguments for:6

C1 : the complainant paid + R1 ⇒ the complainant delivered
A1 : the wrong product was received + R2 ⇒ it is not a case of fraud
A2 : the wrong product was received + R3 ⇒ the counter party has delivered
A3 : the product seems suspicious + R4 ⇒ the product is fake
A4 : A3 + R5 ⇒ the counter party did not deliver
A5 : an investigation shows no problems + R6 ⇒ the product is not fake
A6 : C1 + A4 + R7 ⇒ it is a case of fraud.

5 In order to make the argumentation framework and corresponding explanations more
interesting the rules that are applied here are only inspired by the law. The real
application is based on slightly different rules [19].

6 We do not state the arguments based on the knowledge base explicitly, since these
neither attack other arguments nor can be attacked themselves and do therefore not
influence the acceptability of other arguments.
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Note that the argument A5 which has conclusion not fake will attack any
argument with the conclusion fake (and vice versa), as well as any argument
based on the conclusion fake (i.e., A5 and A3 attack each other and A5 attacks A4

and A6 because they have fake as a sub-conclusion). The graphical representation
of the AF, which we will refer as AF1 = 〈Args1,A1〉 can be found in Fig. 1.

Fig. 1. Graphical representation of the argumentation framework AF1 constructed
based on information provided in the complaint.

As the aim of the system is to determine whether a particular situation is a
case of fraud, we will focus here on the arguments A1 (not fraud) and A6 (fraud).
Note that, from an argumentative perspective, both arguments can be accepted,
though not simultaneously. For A1 this is the case since A1 attacks any argument
by which it is attacked (i.e., (A1, A6) ∈ A). For A6 additional conclusions have
to be accepted as well. In particular, one can accept the argument for fraud when
also accepting the arguments for the counter party did not deliver (A4) and that
the product is fake (A3). This follows since {A3, A4, A6} is a preferred extension
and A3 and A4 attack attackers of A6 that A6 would otherwise not be defended
against. In what follows we will consider for both A1 and A6 explanations for
why one could (not) accept them.

3.1 Basic Explanations

In [4] skeptical and credulous acceptance and non-acceptance explanations for
abstract and structured argumentation were introduced. These explanations are
defined in terms of two functions: D, which determines the arguments that are in
the explanation and F, which determines what elements of these arguments the
explanation presents. For the basic explanations in this paper, we instantiate
D with the following functions, let A ∈ Args and E ∈ Prf(AF) for some AF
AF = 〈Args,A〉:
– Defending(A) = {B ∈ Args | B defends A} denotes the set of arguments

that defend A and Defending(A, E) = Defending(A) ∩ E denotes the set of
arguments that defend A in E .

– NotDefAgainst(A, E) = {B ∈ Args | B attacks A and E does not defend A
against this attack} denotes the set of all attackers of A that are not defended
by E .

The explanations are defined for arguments and formulas.
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Definition 4. Let AF = 〈Args,A〉 be an AF and suppose that A ∈ Args [resp.
φ ∈ L] is accepted. Then:

Acc(A) = {Defending(A, E) | E ∈ Prf(AF) and A ∈ E}.

Acc(φ) = {F(Defending(A, E)) | E ∈ Prf(AF) such that A ∈ E and Conc(A) = φ}.

An acceptance explanation, for an argument or formula, contains all the argu-
ments that defend the argument (for that for that formula) in an extension. If it
is an explanation for a formula explanation, the function F can be applied to it.

Definition 5. Let AF = 〈Args,A〉 be an AF and suppose that A ∈ Args [resp.
φ ∈ L] is non-accepted. Then:

NotAcc(A) =
⋃

E∈Prf(AF) and A/∈E
NotDefAgainst(A, E).

NotAcc(φ) =
⋃

A∈Args and Conc(A)=φ

⋃

E∈Prf(AF) and A/∈E
F(NotDefAgainst(A, E)).

A non-acceptance explanation contains all the arguments that attack the argu-
ment [resp. an argument for the formula] and to which no defense exists in some
preferred extension. For a formula F can be applied again.

The function F can be instantiated in different ways. We recall here some of
the variations introduced in [4]. These will be motivated in the discussions on
the different explanations.

– F = id, where id(S) = S. Then explanations are sets of arguments.
– F = Prem. Then explanations only contain the premises of arguments (i.e.,

knowledge base elements).
– F = AntTop, where AntTop(A) = 〈TopRule(A),Ant(TopRule(A))〉. Then

explanations contain the last applied rule and its antecedents.
– F = ConcSub, where ConcSub(A) = {Conc(B) | B ∈ Sub(A), Conc(B) /∈

K∪{Conc(A)}}. Then the explanation contains the sub-conclusions that were
derived in the construction of the argument.

We can now turn to a discussion on explanations for the (non-)acceptance of
(not) fraud.

It is a Case of Fraud (Acceptance of A6/Non-acceptance of A1). The
basic explanation here is that A6 can be accepted, when A3 and A4 are accepted
as well. In terms of the conclusions of the arguments, we say that it is a case
of fraud (A6), because the product is fake (A3) and the counter party did not
deliver (A4). When considering the variations of F, further explanations can be
considered. For example, it is a case of fraud, because:

– the complainant delivered (C1) and the counter party did not deliver (A4) and
there is a rule (R7) that states that from these conclusions it can be derived
that it is a case of fraud (A6), i.e., F = AntTop. Such an explanation can be
used by an analyst at the police, who is familiar with the rules and wants to
understand what parts of the law were applied.
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– the complainant paid and the product seems suspicious, i.e., F = Prem. At
the moment, the system returns this type of explanation, which can be used
by the complainant, to understand what parts of the report made the system
derive this conclusion.

– the complainant delivered (C1), the counter party did not deliver (A4) and
the product is fake (A3), i.e., F = ConcSub. Explanations like this provide
insight into the reasoning process of the system: it shows the sub-steps that
were taken. It might be useful for an analyst at the police, who wants more
insight into the reasons than only the last step, but also for the complainant,
who might not be convinced by an explanation that only contains information
provided in the complaint itself.

Similar explanations can be given for not(it is not a case of fraud), i.e.,
that A1 is not accepted. This follows since the main reason that A1 cannot be
accepted is the fact that A6 is accepted.

It is Not a Case of Fraud (Acceptance of A1/Non-acceptance of A6).
While A1 can be explained by the acceptance of A1 (since it can defend itself
against the attack from A6), additional arguments defend A1 as well (i.e., A2

and A5 defend A1 against the attack from A6 as well). To give an overview of
the possible explanations, we consider here the most extensive set of arguments:
A1, A2 and A5. In terms of the conclusions of the arguments, it follows that it
is not a case of fraud, because the counter party has delivered and the product
is not fake. Similarly as above, we can also consider other explanations based on
elements of arguments: It is not a case of fraud, because:

– the wrong product was delivered and there is a rule (R2) that states that
usually, when the wrong product is delivered, it is not a case of fraud, i.e.,
F = AntTop. Note that this explanation is the same, whether we consider A1

to be an explanation for its own acceptance, or the arguments A2 and A5 are
considered as well.

– the wrong product was delivered and an investigation shows that there is
no problem with the product, i.e., F = Prem. If A5 is not a part of the
explanation, then this explanation only contains the information that the
wrong product was delivered.

– the counter party has delivered (A2) and the product is not fake (A5), i.e.,
F = ConcSub. Note that, in the case A1 is its own acceptance explanation,
no sub-conclusions are derived in the process.

Like in the case above, the explanations that it is not(a case of fraud) is sim-
ilar to the explanations for not a case of fraud. This follows since the argument
for a case of fraud (A6) is attacked by each of the arguments considered here
(i.e., A6 is attacked by A1, A2 and A5).

The suggested explanations above are not too extensive for the given exam-
ple. However, a rule might have many antecedents, a conclusion might be based
on many knowledge base elements or the derivation might be long, resulting in
many sub-conclusions. It is therefore useful to consider how we can reduce the
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size of explanations. To this end, it has been argued that humans select their
explanations in a biased manner. Selection happens based on e.g., simplicity,
generality, robustness – see [17] for an overview on findings for the social sci-
ences on how humans come to their explanations and how this could be applied
in artificial intelligence. In the next section we will consider two ways of reduc-
ing the size of explanations. Given the space restrictions and since the basic
explanations were similar for acceptance and non-acceptance, we only discuss
acceptance explanations.

3.2 Necessity and Sufficiency

Necessity and sufficiency in the context of philosophy and cognitive science are
discussed in, for example, [14,15,23]. Intuitively, an event Γ is sufficient for Δ
if no other causes are required for Δ to happen, while Γ is necessary for Δ, if
in order for Δ to happen, Γ has to happen as well.7

Sufficiency. In terms of arguments, one could say that a set of arguments is
sufficient for the acceptance of some argument, if by accepting those arguments
the argument can also be accepted (i.e., that the set of arguments defends the
argument against all its attackers). For example, in the cases above:

– it was already mentioned that the acceptance of A1 (that it is not a case
of fraud) can be explained by the argument itself, but also by {A1, A2}, by
{A2, A5} and by {A1, A2, A5}. Each of these sets is sufficient for the accep-
tance of A1. If one were interested in minimal sufficiency, then the argument
itself would be enough.

– for the argument A6 (that it is a case of fraud) the arguments A3 and A4

have to be accepted. Thus there is only one sufficient set: {A3, A4, A6}.

Formally, given AF = 〈Args,A〉 and accepted argument A ∈ Args:

– S ⊆ Args is sufficient for the acceptance of A if for each B ∈ S, there is an
attack-path from B to A,8 S is conflict-free and S defends A against all its
attackers.

We denote by Suff(A) = {S ⊆ Args | S is sufficient for the acceptance of A} the
set of all sufficient sets of arguments for the acceptance of A. With this sufficient
explanations can be defined:

Definition 6. Let AF = 〈Args,A〉 be an AF and suppose that A ∈ Args is
accepted. Then: Acc(A) ∈ Suff(A).

For minimally sufficient explanations Acc(A) ∈ min Suff(A), where minimal-
ity can be taken w.r.t. ⊆ or the number of arguments in a set.

7 See [6] for the technical details, in this paper we focus on the application of necessary
and sufficient explanations.

8 There is an attack path from B to A if there are C1, . . . , Ck ∈ Args such that
(B, C1), (C1, C2), . . . , (Ck−1, Ck), (Ck, A) ∈ A.
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The resulting explanations for AF1 are as described before the formal definitions.
When the structure of the arguments is known we can again look at expla-

nations in terms of the elements of the arguments. Note that when explanations
should contain minimal sufficient sets of elements (e.g., minimal sufficient sets
of premises or sub-conclusions) one should not simply take the elements of the
minimal sufficient set of arguments, but rather compare the sets of elements
obtained from each sufficient set and compare those sizes.

Definition 7. Let AF(AT) = 〈Args,A〉 be an AF, based on an argumentation
theory AT and suppose that φ ∈ L is accepted. Then:

Acc(φ) ∈
⋃

{F(Suff(A)) | A ∈ Args and Conc(A) = φ}.

Acc(φ) ∈ min
⋃

{F(Suff(A)) | A ∈ Args and Conc(A) = φ}.

In our example we have that:

– receiving the wrong product is sufficient for that it is not a case of fraud, if
F = Prem and, combined with the rule that usually when the wrong product
is received it is not a case of fraud, when F = AntTop.

– the premises that the complainant paid and that the product seems suspicious
are sufficient for that it is a case of fraud. When F = AntTop, the rules from
A3 (if the product seem suspicious then usually the product is fake), A4 (if
the product is fake then usually the counter party did not deliver) and A6 (if
the complainant delivered and the counter party did not deliver it is usually
a case of fraud) form the explanation, together with their antecedents that
the product seems suspicious, the product is fake, the complainant delivered
and the counter party did not deliver.

Given the structure of AF1, there is not much difference between the basic
explanations and sufficient explanations. Therefore, we introduce the following
example, this time not based on a scenario from the police.

Example 1. Let AT2 = 〈AS2,K2〉, where the rules in AS2 are such that, with
K2 = {r, s, t, v}, the following arguments can be derived:9

A : s, t
d1⇒ u B : p,¬q

d2⇒ ¬n(d1) C : r, s
d3⇒ q

D : v
d4⇒ ¬q E : r, t

d5⇒ ¬p F : v
d6⇒ p

See Fig. 2 for a graphical representation of the correspond AF AF2. Note that,
like for AF1, all arguments can be accepted.

On an abstract level, in order to accept A either C or E should be accepted
as well. To accept B, one has to accept both D and F . Sufficient explanations
for the acceptance of A are {C}, {E}, {C,E}, but also {C,F} and {D,E} (since
these still include C resp. E). Minimally sufficient explanations are {C} and {E}
and {D,F} is the only (minimally) sufficient explanation for the acceptance of B.
9 We ignore again the arguments based on the elements of K2.
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Fig. 2. Graphical representation of the abstract argumentation framework AF2.

When looking at the structure of the arguments, taking F = Prem, we have
that {r, s}, {r, t} and {r, s, t} are some of the sufficient sets for the acceptance
of u and {v} is sufficient to accept an exception to the rule d1.

Necessity. In terms of arguments, an argument can be understood as necessary
if without that argument, the considered argument could not be accepted. For
AF1, the (minimal) sufficient sets of arguments are also the necessary arguments:
A1 is the only necessary argument for the acceptance of A1, while there are three
arguments necessary for the acceptance of A6: A3, A4 and A6.

Formally, given an AF AF = 〈Args,A〉 and A ∈ Args an accepted argument:

– B ∈ Args is necessary for the acceptance of A if there is an attack-path from
B to A and if B /∈ S for some admissible set S ⊆ Args, then A /∈ S.

We denote by Nec(A) = {B ∈ Args | B is necessary for the acceptance of A}
the set of all arguments that are necessary for the acceptance of A. With this
necessary explanations can be defined:

Definition 8. Let AF = 〈Args,A〉 be an AF and suppose that A ∈ Args is
accepted. Then: Acc(A) = Nec(A).

For an illustration of the difference between sufficiency and necessity, consider
the argument A2. Then {A2} is sufficient for its own acceptance, but {A5} is also
sufficient for its acceptance. Therefore, there is no argument that is necessary
for the acceptance of A2 (see also Proposition 2).

Similar reasoning as in the case of sufficiency applies to necessary explana-
tions based on the elements of the arguments. One can collect premises, rules and
sub-conclusions from the necessary arguments. However, in terms of elements we
can be more detailed. For this we need the following results.

Proposition 1. Let AF = 〈Args,A〉 and let A ∈ Args be accepted. Then
Acc(A) = ∅ iff there is no B ∈ Args such that (B,A) ∈ A, where Acc can
be defined as in Definition 4 or 6.

Proposition 2. Let AF = 〈Args,A〉 and let A ∈ Args be accepted. Then
Nec(A) = ∅ if

⋂
Suff(A) = ∅.

While, in view of the above results, a necessary explanation for arguments
might be empty, one could still collect necessary premises, rules and sub-conclu-
sions. We therefore define:
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Definition 9. Let AF(AT) = 〈Args,A〉 be an AF, based on an argumentation
theory AT and suppose that φ ∈ L is accepted. Then:

Acc(φ) =
⋂

{F(Suff(A)) | A ∈ Args and Conc(A) = φ}.

To illustrate the difference between necessary and sufficient explanations and
the application of the above definition, we return to the AF AF2 from Example 1.

Example 2. For the AF AF2 we have that for the acceptance of A no argument
is necessary. But, when F = Prem we have that r is necessary. For the acceptance
of B both D and F are necessary and, when F = Prem, v is necessary.

3.3 Contrastive Explanations

Another relevant way in which humans structure and select their explanations
is contrastiveness [14,16,17]: when people ask ‘why P?’, they often mean ‘why
P rather than Q?’ – here P is called the fact and Q is called the foil [14]. The
answer to the question is then to explain as many of the differences between fact
and foil as possible.10

When humans provide a contrastive explanation, the foil is not always explic-
itly stated. While humans are capable of detecting the foil based on context and
the way the question is asked, AI-based systems struggle with this.

When the foil is not explicitly stated, formal argumentation has an advantage
over some other approaches to AI because it comes with an explicit notion of
conflict (i.e., the attack relation). This allows us to derive a foil when none is
provided. For example, given an argument one could take as the foil:

– all the arguments that directly attack or defend it;
– all the arguments that directly or indirectly attack or defend it.

In the context of structured arguments, one can also look at the claims of the
arguments and take the foil to be arguments with conflicting conclusion.

Given an argument of which the acceptance status should be explained (the
fact) and a foil, a contrastive explanation contains those arguments that explain:

– the acceptance of the fact and the non-acceptance of the foil;
– the non-acceptance of the fact and the acceptance of the foil.

Definition 10. Let AF = 〈Args,A〉 be an AF, let A ∈ Args be the fact and
S ⊆ Args be the foil (for example defined by the direct attacking arguments of
A). Suppose that A is accepted [resp. non-accepted] and that each B ∈ S is
non-accepted [resp. accepted]. Then:

Cont(A,S) = Acc(A) ∩
(

⋃

B∈S

NotAcc(B)

)

ContN(A,S) = NotAcc(A) ∩
(

⋃

B∈S

Acc(B)

)

.

10 See [5] for the technical details, in this paper we focus on the application of con-
trastive explanations.
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When Cont(A,S) = ∅ (the case for ContN is similar) the explanation will return
a pair: Cont(A,S) =

〈
Acc(A),

⋃
B∈S NotAcc(B)

〉
.

Thus, given explanations for the acceptance [resp. non-acceptance] of the fact
and the non-acceptance [resp. acceptance] of the foil the contrastive explanation
returns the intersection of these explanations when it is not empty (otherwise it
would simply return those two explanations). An empty contrastive explanation
rarely happens. In particular:

Proposition 3. Let AF = 〈Args,A〉 be an AF. Let A ∈ Args and let S ⊆
Args be such that for each B ∈ S, (B,A) ∈ A. Then Cont(A,S) = ∅ [resp.
ContN(A,S) = ∅] implies that Acc(A) = ∅ [resp.

⋃
B∈S Acc(B) = ∅].

Intuitively, this shows that a contrastive explanation is only empty if the fact
is not attacked at all [resp. no argument in the set of foils is attacked]. To
illustrate contrastive explanations we introduce another scenario, this time about
a possible malafide webshop, based on the application in [18].

Example 3. Consider a language L3, containing the atoms cf (a complaint was
filed), m (the webshop is malafide), iw (an investigation is done), sa (the url is
suspicious), rc (the complaint is retracted), kp (the webshop owner is known by
the police), ka (the address is registered at the chamber of commerce), rr (the
registration was recently retracted) and their negations.

Let AT3 = 〈AS3,K3〉, where the rules in AS2 are such that, with the language
L3 and K3 = {cf, rc, sa, ka, kp, rr}, the following arguments can be derived:

A1 : cf A2 : rc A3 : sa A4 : ka A5 : kp A6 : rr

B1 : A1
d1⇒ iw B2 : A2

d2⇒ ¬n(d1) B3 : A5
d5⇒ ¬rc

B4 : B1, A3
d3⇒ m B5 : A4

d4⇒ ¬n(d3) B6 : A6
d6⇒ ¬ka.

See Fig. 3 for a graphical representation of the corresponding AF AF(AT3). As
in our previous examples, each of the arguments can be accepted.

Fig. 3. Graphical representation of the AF AF(AT3).

To start with, we have the following basic explanation for the acceptance
of m (i.e., the webshop is malafide): the owner of the webshop is known by
the police (kp) and the registration at the chamber of commerce was recently
retracted (rr), from which it follows that no exceptions could be derived.
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Basic explanations are exhaustive: all the reasons why the webshop is
malafide are provided. With our contrastive explanations, the explanation can
focus on an explicit contrastive question. For example: the webshop is malafide
rather than that there is an exception to rule d1, since the owner is known
by the police (kp); and the webshop is malafide rather than that there is an
exception to rule d3, since the registration was recently retracted (rr). Thus, the
contrastive explanations are better tailored to one question and result in smaller
explanations.

4 Conclusion

In this paper we have discussed how a general framework for explaining conclu-
sions derived from an argumentation framework can be applied on top of the
argumentation systems in use at the Dutch National Police. As an example we
took the system in use to assist in the processing of complaints on online trade
fraud. The ideas presented in this paper can also be applied to the other sys-
tems in use at the police as well as any other system based on argumentation
frameworks as introduced in [7].

Recall from the introduction that, unlike other approaches to local explana-
tions of argumentation-based conclusions [9–11,13,22], the framework that we
applied can capture both acceptance and non-acceptance explanations, is not
based on one specific semantics (although we only considered preferred seman-
tics here) and allows to take the structure of arguments into account (i.e., expla-
nations can be sets of premises or rules, rather than just sets of arguments).
Moreover, we have shown how our framework can be used to study how findings
from the social sciences (those collected in, e.g., [17]) can be implemented. The
presented studies of sufficiency, necessity and contrastiveness are just the begin-
ning. On the one hand, especially in the case of contrastive explanations, much
more can be said about the individual concepts than we could present here. On
the other hand, there are many other aspects of human explanation that have
not been investigated yet.

In future work we will continue our study of integrating findings from the
social sciences into our explanations. For example, we will study the notion of
contrastiveness further, we will look into the robustness of explanations and we
will consider further selection criteria. Additionally, for the applications at the
Dutch National Police, we will implement the framework and conduct a user
study on the best explanations for these specific applications and, possibly, the
best explanations for other argumentation-based applications.
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Abstract. What eventually determines the semantics of algorithmic
decision-making is not the program artefact, nor—if applicable—the
data used to create it, but the preparatory (enabling) and consequent
(enabled) practices holding in the environment (computational and
human) in which such algorithmic procedure is embedded. The notion
of responsibility captures a very similar construct: in all human societies
actions are evaluated in terms of the consequences they could reason-
ably cause, and of the reasons that motivate them. But to what extent
does this function exist in computational systems? The paper aims to
sketch links between several of the approaches and concepts proposed
for responsible computing, from AI to networking, identifying gaps and
possible directions for operationalization.
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Responsible networking · Contextual integrity · Conditional contextual
disparity

1 Introduction

The various research tracks denoted as responsible, ethical, fair, and trustworthy
AI can be overall divided in two main families. On the one hand, works con-
tributing to the discussion of what (ethical) principles should be applied, in all
phases from conception to deployment, to algorithmic decision-making systems.
On the other, works attempting to operationally define open concepts as e.g.
“fairness” or “privacy” to be embedded during training or deployment of AI
modules. The distance existing between these two approaches raises critical con-
cerns on whether they can be bridged at all. This paper argues for a change of
perspective. What eventually determines the semantics (meaning and performa-
tivity) of algorithmic decision-making is not the program artefact in itself, nor
the data used to create it, but consists of preparatory (enabling) and consequent
(enabled) practices holding in the environment in which the algorithmic proce-
dure is embedded. For this reason, computational components need to be seen in
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an “ecological” perspective, i.e. whose working is entrenched with the operations
of other computational modules, and whose deployment is driven-by and applies-
on heterogeneous human social systems, characterized by competing interests,
distinct socio-economic positions and possibly incompatible preferences.

In parallel work [20], we started exploring methods to investigate how “val-
ues” are generated, distributed, and translated between contextualized social
processes and automatic/automated decision-making components; inspired by
the idea of encircling introduced in security studies [4], we are studying how to
approach de facto inaccessible or opaque entities by looking at what is occurring
in their background (practices, ambient knowledge, etc.). The present paper,
instead, is meant to take a position in the debate concerning the system-design
part of the problem. Even acknowledging the primacy of (highly contextual and
dynamic) human factors in setting the premises and the consequences of the sys-
tem’s activity, system designers and developers still need solutions to identify and
reduce frictions deemed (or feared) to occur between computational and societal
dimensions. With this objective in mind, the paper organizes insights coming
from different domains, aiming to be “minimally complete” in highlighting the
functions required to achieve a sound infrastructure for responsible computing.

The paper proceeds as follows. Section 1 contrasts a data-flow perspective
against the most common data-centric ones. Section 2 reviews under a data-flow
perspective two non-technical frameworks highlighting the role of context: con-
textual integrity [18], and contextual demographic disparity [28]. Section 3 elabo-
rates on the function and functioning of responsibility as a cognitive mechanism,
proposing the concept of “agentive responsibility”. Section 4 considers a recent
proposal on responsible Internet [12] revisiting the accountability-responsibility-
transparency (ART) principles for AI [5] in the domain of networking, and elab-
orates on how to extend it to take into account what presented in the previous
sections.

2 From Data to Data-Flow Problems

Most approaches emerging in responsible AI and related fields with respect to
problems of fairness (non-discrimination) focus primarily on the problem of
selecting or producing adequate data. Following the overview given in [8], one
can for instance:

(1) purge the input data from sensitive elements at runtime,
(2) debias the sample data used during the training process,
(3) correct the network parameters used in the inferential model, or
(4) add an external module to produce unbiased output at aggregate level.

2.1 Computational Reflection

A relevant framework through which to look at these interventions is provided
by the notion of computational reflection, i.e. the ability of a system to inspect
and modify itself in order to improve its performance (see e.g. [2]), generally
further distinguished in:
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Fig. 1. Most common interventions proposed by algorithmic fairness solutions, illus-
trated in terms of computational reflection: behavioural (blue circles) or structural (red
circle). (Color figure online)

a. structural reflection, concerned by non-contingent properties of the system
(e.g. data structures, procedures);

b. behavioural reflection, concerned by the overall activity of the system, as
described e.g. by requests/invocations.

In order to be effective, behavioural reflection requires the system to be aware
of its “semantics” with respect to its environment, i.e. of the processes it may
initiate, inhibit or may be involved into, whereas structural reflection only needs
the system to be able to look at its own components (data structures, procedures)
and modify them according to some criteria.

Through the lens of computational reflection, interventions of the types (1),
(2), (4) become examples of behavioural reflection: they introduce additional
modules to process the input before the output and/or after the core module,
without modifying it structurally; (3) is instead an example of structural reflec-
tion, concerning in particular the neural network parameters (see Fig. 1). In all
these cases the focus is clearly on data, either input data, output data or data
relative to the model. The knowledge used to guide behavioural reflection does
not go beyond the qualification of which types of data are sensitive/protected.

2.2 From Data to Data-Flow

Methods based on behavioural reflection (e.g. the blue circles in Fig. 1) suggests
that, alternatively, one can see fairness as a problem of data-flow : i.e. of inter-
vening or constraining adequately the connections between the data processing
components.

On a fundamental level, any computational component can seen as an assem-
blage of lower-level computational components. Even a Turing machine can be
mapped to a functionally equivalent distributed system, whose individual com-
ponents activate other components, performing in turn activating actions, and so
on. In fact, parallel models of computation have been proven to be more general
than traditional sequential/procedural models (e.g. [13]). Other computational



Like Circles in the Water: Responsibility as a System-Level Function 201

models, like those applied for computer networks or for neural networks, can
be directly looked through actor-based lenses. See for instance the recent intro-
duction of agnostic networks [9], based on the intuition that training could be
based not on modifying the weights of the network components, but on tinkering
with their connections. This transforms our perspective on the machine learning
problem from being metrical in nature (e.g. targeting an adequate latent space
given a fixed network topology), to being explicitly topological.

This change of perspective facilitates the convergence of various problems
into one of responsible processing of informational flows.1 For instance, privacy
can be seen as a set of limited rights and abilities controlling disclosure-of (i.e.
channels transmitting) self-information. Differential privacy methods [7], intro-
duced to protect against the reconstruction of data of individuals by intersection
of a sufficient number of queries, work by adding a certain amount of noise to
the output provided by a curator (that is, a module responding to queries), or by
means of a stochastic curator. Both differential privacy templates can be func-
tionally interpreted as an addition of external noise channels, destroying part of
the information by interference. Opposite to protective measures, there exist ini-
tiatives and solutions that support or facilitate the construction of informational
connections, e.g. as those driven by the FAIR data principles (findable-accessible-
interoperable-reusable) [29], and, with distinct bases and purposes, the various
Open Data initiatives (for governmental data, research data, etc.).

2.3 Responsible Computing as Responsible Disclosure

On a functional level, a data-flow perspective highlights the pivotal role of
the control of information disclosure, which can be—in terms of information—
negative (i.e. restricting, limiting disclosure) or positive (i.e. enabling, granting
it). However, this qualification does not say anything about the practical (i.e.
non-informational) effects of processing, or more precisely, of the use of such
processing.

Let us consider a machine learning application used in support for decision-
making, schematized in Fig. 2. Let us separate the computational module run-
ning the machine learning method from the module producing inferences by
means of the model parameters extracted by the first. The sample data used
for training typically follows a different routing than the data used for predic-
tion; for instance, they come from two distinct data-providers, which in turn
collect data belonging to different data-subjects. The inferential module can be
used by several data-processors, in turn controlled by distinct data-users, that
possibly utilize the output produced by the processors for their specific pur-
poses. This derived information may intervene in the users’ decision-making,
determining counterfactually a certain decision resulting in positive or negative
action. Depending on the actual environmental disposition, each individual deci-
sion (suppose e.g. about recruitment) would produce effects affecting not only

1 We include in the term “flow” interface aspects: how outputs are presented, and how
user-side interventions are able to act on processing.
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Fig. 2. Schematic data and value flows associated to training and use of a machine-
learning application processing personal data in support to decision-making.

the data-user (e.g. the recruiter), but typically also the data-subject whose data
was processed (e.g. the target candidate), and other parties (e.g. competitor
candidates, the families of candidate and competitors, their communities, etc.).
Potentially, it may indirectly affect also the data-subjects that provided the data
for the training, depending on the ramification of the consequences.

This schematization serves two purposes here. First, it highlights that con-
temporary technological challenges are not only a matter of responsible machine
learning, but rather of responsible computing (including processing, data-sharing,
networking, etc.). Under this lens, privacy can be seen as a set of limited rights
or abilities to control disclosure of self-information when this information has
the potential to affect outcomes for the individual. Dually, excess of control
on information disclosure opens up to abilities to obtain unfair outcomes, as
(direct or indirect) discrimination, or even fraudulent schemes.2 Second, remov-
ing the boundaries between components internal and external to the system,
and looking at them as a network in which certain information flows (or does
not flow) producing some (positive, negative) impact on the social participants,
unveils that the main difference between structural and behavioural reflection
concerns the amount of observability/controllability on the network required for
the reflection to be applied. As soon as we consider humans or other artificial
components producing and further processing that data, the depth required for

2 Administrative, corporate and other types of frauds are typically conducted by
exploiting an overlap of roles over the same identity (a physical person, an orga-
nization, etc.) [1,24]; such an overlap enables access to information that should be
otherwise inaccessible.
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a proper behavioural reflection naturally increases, creating figuratively “circles
in the water” of components interfering/interacting with each other.

3 The Role of Context

At face value, technical solutions as those proposed for algorithmic fairness or
differential privacy do not bring to the foreground that the legitimacy of a cer-
tain query or computation is not a problem of the processing in itself, but of
the context in which such a processing is performed. For instance, the use of
sensitive data such as ethnicity (or proxies of it) is deemed unfair in tasks that
produce effects of social discrimination (e.g. deciding the premium for an insur-
ance policy), but not necessarily in other tasks (e.g. deciding the colour/style
of a dress in an e-shop). As a paradoxical situation, would we need differential
privacy when we are querying our own personal data?

More in detail, interventions for algorithmic fairness are meant primarily for
three purposes [3]:

– anti-classification: decisions are taken without considering explicitly sensitive
or protected attributes (ethnicity, gender, etc. or any proxies of those);

– classification parity : performance of prediction as measured e.g. by false posi-
tive and false negative rates are equal across the groups selected by protected
attributes;

– calibration: outcomes of prediction is independent of protected attributes.

These purposes are reflected in distinct definitions that are incompatible amongst
each other, and, furthermore, they can produce effects which are still detrimen-
tal to the protected classes [3]. Even at a technical level, it is recognized that
something is missing in the picture. Indeed, the requirement of adding context
in issues about privacy and discrimination is the starting point in several works
looking at the problem from a higher-level (typically socio-legal) perspective. We
will consider here two examples in this respect.

3.1 Contextual Integrity

The well-known framework of contextual integrity by Nissenbaum [18] makes
clear that privacy can not be defined in absolute terms, but depends on several
parameters, including the actors involved (data subject, sender, recipient), the
type of information, the basis for disclosure/transmission, and various contextual
elements (e.g. interests of parties, societal norms and practices). For instance,
consent acts as a basis for disclosure of personal data (e.g. biometrical informa-
tion) for a specific purpose (e.g. healthcare research), and any other use (e.g.
marketing) would be a breach of contextual integrity. However, in some cases
(e.g. for medical necessity), the processing of the same personal data without
consent will not count as a breach of contextual integrity, because there are legal
or even moral norms making clear the presence of a situation (e.g. where survival
is at stake) providing a distinct basis for disclosure. Context is defined not only
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by purpose, but also by domain knowledge, associated with that purpose in the
current situation (e.g. norms and practices, and roles related to those), which is
used by the subject and other parties to form their expectations. The “ecologi-
cal” nature of all these contextual elements makes it difficult if not impossible to
capture them monistically within the informational artefacts which are target of
directives about disclosure. In other words, context maps to layers well beyond
the system boundaries, but still, it provides crucial terms to define the system
“semantics” required for an appropriate behavioural reflection.

3.2 Contextual Demographic Disparity

Recent work by Wachter et al. [28] analyzes the concept of contextual demo-
graphic (dis)parity (CDD) (based on the measure of conditional (non-)discrimi-
nation proposed by Kamiran et al. in [15]), evaluating it with respect to the
decisions of the European Court of Justice on cases of discrimination. The
authors highlight the complexity of automatizing decisions about discrimina-
tion, caused by the diverse “composition of the disadvantaged and advantaged
group, the severity and type of harm suffered, and requirements for the relevance
and admissibility of evidence”. They suggest therefore to separate (a) the assess-
ment of automated discrimination (and argue that the best measure for this is
CDD) from (b) the actual judicial interpretation. Rephrased in the terms of
behavioural reflection: algorithmic-driven assessment can explore a larger cover-
age of the network, but further layers exist beyond that, requiring human experts
to stay in the decision-making loop.

Let us have a further look at CDD. Suppose a norm aims to protect certain
groups of people (identified by means of protected attributes), and suppose a
certain decision process produces a positive or negative outcome (according to
a certain value structure), dividing people whose data is under scrutiny in two
classes, advantaged and disadvantaged. The authors propose that a prima facie
assessment of discrimination can be expressed if AR < DR for any R, where
R are conditions used to divide the population into sub-populations, AR is the
proportion of people of the sub-population with protected attributes put in the
advantaged class, DR is the proportion with protected attributes put in the
disadvantaged class.

But how to decide upon the possible R to take into account? Following Kami-
ran [15], these conditions should be explanatory, i.e. they should hypothetically
explain the outcome even in the absence of discrimination against the protected
class. For instance, a reason for different salaries between men and women might
be different working hours. Indeed, as argued by Pearl [19], the only way out of
Simpson’s paradox (opposite conclusions using different granularity of observa-
tion) is to deal with causation. However, questions about “what caused what”
have also a strong connection with the idea of responsibility. This suggests that
other elements may need to be added to the picture in order to evaluate the
“reverberations” of the agents’ actions throughout the system.
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4 Function and Types of Responsibility

Human communities exhibit ascription of responsibility as a spontaneous, seem-
ingly universal behavior, but variants of this construct can be found even in
technical and abstract domains. Here we propose a simplified outline, with no
pretension of being exhaustive, or covering all the available views on those mat-
ters. Our aim is to highlight some specific characteristics that are generally
overlooked in technical settings.

4.1 Function of Responsibility

From a systematic standpoint, responsibility attribution is functional to the
localization of failures in constructions whose components are deemed to be
autonomous. This construct applies not only to social systems, but to any type
of system (natural, artificial, etc.), as it is prerequisite to properly implement
remedy/repair function. Software engineers, for instance, are suggested to fol-
low e.g. the single-responsibility design principle (one module encapsulates one
functionality)—one of the SOLID principles for object-oriented programming,
and also referred to in agile development [17]—because it helps to localize bugs.

4.2 Epistemic Responsibility

Practical failures directly map to failures of expectations, namely with respect
to the mechanisms attributed to the system or its components. On a conceptual
level, those mechanisms, and the events fed to them as inputs, contribute to our
understanding of the system as a whole, and for this reason they can be given
epistemic responsibility. Also in this case, lack of predictive power exhibited at
the occurrence of a failure triggers remedy/repair functions, i.e. an investigation
on whether the provided input is correct, or the search of better mechanisms to
be assigned, or constructed if not available. In stratified systems such retrodictive,
explanatory construction might be a recursive process, targeting defective lower-
level components. However, a similar analysis can be also executed in absence
of failure, to understand on which basis the system works. Indeed, explainable
AI techniques leverage concepts as e.g. Shapley value (SHAP [16])—the payoff
a player can expect in a coalition game for its contribution to the outcome—to
interpret the contribution of a certain feature in producing a certain conclusion.

4.3 Causal Responsibility

Returning on the practical dimension, causal responsibility is meant to iden-
tify which ones, amongst the components involved in a chain of events, actually
caused (or prevented) a certain outcome. Several properties have been identi-
fied (not without discussion) in the literature related to actual causation, as
e.g. counterfactuality (the outcome would not have occurred if that agent had
behaved otherwise), and sufficiency (agent behaviour was the ultimate determi-
nant of the outcome). In general, however, some degree of responsibility is also
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assigned to concurrent contributions, i.e. to enabling conditions that allowed a
sufficient event to occur; a problem associated to this extension is to identify the
relative contribution of causes (see e.g. the experiments in [26]).

4.4 Moral Responsibility

Moral responsibility builds upon causal responsibility (although in some cir-
cumstances it might overdeterminate it), but it also presupposes a preferential
structure (or of an underlying value structure) about outcomes in the world.
Although certain contributions in the analytical literature (e.g. [10]) neglect this
aspect, blame or praise would not make sense for morally irrelevant outcomes.

Empirical studies (e.g. [22], for a unifying computational model see e.g. [27])
suggest that moral responsibility:

– may hold for actions merely initiating potential causes of an outcome;
– grows with the impact of the outcome;
– is diminished e.g. if the action is not under the (expected) control of the

agent, or the outcome is (justifiably) not foreesable from her standpoint.

4.5 Agentive Responsibility

Rather than facing the question of what makes an agent a moral agent, we can
more conservatively identify, considering the previous concepts, three require-
ments for assessing agentive responsibility :

1. The agent has the ability to control its behaviour;
2. It has the ability to foresee the associated outcomes;
3. It has the ability to assess their impact according to a preferential/value

structure.

None of these three abilities can be absolute. In general, they can be attributed
to any (direct and indirect) participants of an interaction, depending on their
characteristics and role in the processing network. For instance, a dedicated
module (cf. an expert) is expected to have better controllability and foreseeability
than a general purpose module (cf. a layman person). Furthermore, they are all
context dependent—and the definition of context may not be consistent across
observers. Note that foreseeability and assessment of impact play a central role
in formulating risk.

4.6 Accountability, Liability

If responsibility is concerned primarily by actions (or activities), accountability is
generally seen as concerned by providing reasons and justifying those actions (or
their omission). Additionally, the occurrence of unmet shared expectations might
entail consequences, especially in the presence of a (semi-)formalized system of
norms: liability refers to potential duties (e.g. paying damages) associated to
those failures, or to other special contexts.
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5 Operationalizing Responsible Computation

Several contributions in the field of ethical AI have presented a number of princi-
ples for the design and deployment of artificial devices. Consider for instance the
ART principles [5]: accountability : motivations for the decision-making (values,
norms, etc.) needs to be explicit; responsibility : the chain of (human) control
(designer, manufacturer, operator, etc.) needs to be clear; transparency : actions
need to be explained in terms of algorithms and data, and it should be possible
to inspect them. Or the two requirements for meaningful (human) control [23]:
tracing : the system needs to be able to trace back the outcome of its opera-
tions to specific directives given by humans during design or operational phases;
tracking : the system needs to respond to (moral) reasons deemed relevant by
directives given by humans guiding the system and to relevant facts in the envi-
ronment in which the system operates. Or still, the seven requirements (human
oversight, technical robustness, privacy and data governance, transparency, fair-
ness, well-being, and accountability) identified by the expert group appointed
by the European Commission [14].

At the moment, however, there is no framework bridging those higher-level
principles to the abstraction level of technical solutions as e.g. algorithmic fair-
ness and differential privacy. Impediments can be identified both on a societal
dimension (explicit power allocations are conflictual in nature) and from an oper-
ational point of view (e.g. policies are expressed at different levels of abstraction,
are dynamic, etc.). Additionally, those higher-level proposals tend to look at tech-
nological artefacts as essentially monolithical and the computational domain as
separated from the human domain.

5.1 Responsible Networking

Interestingly, a recent paper by Hesselman et al. on the concept of responsible
Internet [12] takes an orthogonal view over this matter, both in terms of opera-
tionalization, and of decentralization. The authors do not focus on the processing
of data for decision-making, but on its transmission across the network (cf. the
data-flow view of Sect. 2): “the Internet has only one high-level task, which is to
securely and reliably provide end-to-end communications”. This task needs to be
solved on a decentralized architecture with distributed ownership and control.

The paper revisits and slightly modifies the ART principles [5], operationaliz-
ing them on the dimensions of data and infrastructure. For instance, data trans-
parency holds if the system is able to describe how network operators transport
and process a certain data-flow, whereas infrastructure transparency concerns
instead the properties and relationships between network operators (location,
software, servers, etc.); data accountability holds if network operators explain
the processing of specific data flows, e.g. their routing decisions or incidents
during transmission; infrastructure accountability means that network operators
explain their infrastructural design decisions. Instead of responsibility, however,
Hesselman et al. prefer to refer to controllability, to focus more on the ability of
users to specify how network operators should handle their data (generally by
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means of path control), and to the ability of infrastructure maintainers to set
constraints over network operators.3 Note that for implementing accountability,
norms on which decisions are based need to be made explicit.

The authors also sketch an architecture of how a responsible Internet could
work, consisting of three main components: a network inspection plane (NIP),
enabling users to query the infrastructure for details about its internal opera-
tions in terms of network operators; a network control plane (NCP), enabling
users to specify their expectations on the data which is transmitted by network
operators, based on network descriptions; a policy framework (POL), enabling
infrastructure maintainers to specify policies and have network operators abiding
to certain norms, by means of auditing or other enforcement techniques.

5.2 From Operational to Agentive Responsibility?

How does this more operational view on responsibility relate to the properties
of responsibility sketched in the previous section?

Accountability and transparency are instrumental to the ascription of respon-
sibility in the moment of failure; they refer to two distinct standpoints over
the investigated component, respectively at functional/extra-functional levels
(accountability), and non-functional or implementation level (transparency).
The choice of the concept of “controllability” rather than “responsibility” high-
lights the requirement of setting up the control structure that enables licit out-
comes, and prevents illicit outcomes to occur.

As we saw in the previous sections, however, (computational) agentive
responsibility is not only a matter of controllability, but also of foreseeability, and
of the ability of the agent of assessing foreseen outcomes in terms of a given pref-
erential/value structure. Even if (part of) the preferential/value structure (of the
user, infrastructure maintainer, etc.) can be considered to be part of the input
exploiting controllability, the picture implicitly misses the contextual domain
knowledge necessary for the agent to make a proper judgement, and that users
will seldom have. To correct this, each agent (e.g. a network operator) should
in principle autonomously assess its own and other agents’ conduct, informed
by (i) user policies and norms, (ii) known and potentially relevant scenarios
(together with some information about their relative occurrence), attempting to
form a properly grounded risk assessment.4 In this view, solutions for algorith-
mic fairness or differential privacy would be controlled instrumentally to reduce
dynamically identified risks.

An important comment on this point: in many aspects the term “risk” has
already a prominent role in governance technology. However, as several authors
3 Additionally, they introduce the usability principle: the working of the system needs

to be expressed in a way that enables further analysis (a practical requirement
impacting both transparency and accountability).

4 Similar considerations apply looking beyond the technological boundaries, cf. Hel-
berger et al. [11] with the concept of “cooperative responsibility”. In principle, observ-
ability should be spread more widely over e.g. civil society actors and not merely
individuals and regulators.
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observed (e.g. Rouvroy [21], Dillon [6]), the alignment of risk analysis with com-
petitive value extraction contributes to a very particular policy platform which
is not neutral. These critics do not make risk a necessarily illegitimate category,
but point to ways to further elaborate the importance of context, including
specific contextual features to acknowledge policy concerns going beyond value
extraction. The account proposed here takes indeed this direction.

Conclusion

The paper results from an effort to organize insights coming from different dis-
ciplines and domains related to the topic of responsible computing. The bottom
line of our investigation is that, in contrast to the most common view taken
today in technical approaches, issues like privacy and fairness refer to context-
dependent and plural norms (where norm is used as in normative, and as in
normality, cf. the concept of normware [25]), that cannot be directly translated
to optimization tasks. Not all bias is unfair, it depends on how it is used and
for what. Not all disclosure is illicit; in fact, some might be beneficial to the
data subject and to society. To protect against misuses and improvident dis-
closures, and thus to achieve responsible computing, computation needs to be
looked at in distributed terms (including the associated human activities), and
computational agents need to be furnished with some degree of autonomy to be
able to assess independently, on the basis of (plural) directives given by humans
and (plural) knowledge constructed from system practices, whether a certain
requested processing is indeed justified. Interestingly, the “distributed respon-
sibility” sketched here is also hinted to in modern legislation as the GDPR, as
for instance in Art. 28, according to which the data processor is not any more
a mere executor, but has responsibility that the processing requested by the
data-controller is complying with the rules.
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Abstract. We present in this paper: (i) a regulatory quadrant to
describe the rule of law; (ii) a cluster of concepts to describe instru-
ments and processes of the law; (iii) the methodology followed to select
the technical papers concerning regulatory compliance; and (iv) an ini-
tial mapping to frame the selected papers about legal compliance that
we used in our final survey. The result is a conceptual clustering that
is useful to analyse and differentiate Compliance by Design (CbD) and
Compliance through Design (CtD).
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1 Introduction

This paper maps and positions a cluster of concepts that are used to describe
instruments and processes of the law. It first presents a quadrant reflecting the
four basic concepts at play in the societal implementation of the rule of law,
and the relationship among them. It then presents a comprehensive clustering
of these concepts and eight sub–sets of concepts that can be distinguished. This
clustering was required to map and frame selected papers concerning regulatory,
business, and legal compliance in a range of different datasets. These formed
the framework for an extended survey on legal compliance that we carried out
between 2017 and 2019. Its preliminary results have been presented in Casanovas
et al. [11], and Hashmi et al. [22]. A first comprehensive explanation of the
components of the legal quadrant can be found in [45]. A complete survey on
business and regulatory compliance can be found in Hashmi et al. [23]. This
paper presents a more refined presentation of the concepts that were used to
deepen the analysis. The final results of the survey on legal compliance will be
published shortly.
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This paper is organized as follows: Section 2 describes the legal quadrant,
shaped as a conceptual compass of the sources of the rule of law from a legal
governance perspective. The different phases of the survey and the analytical
research approach are presented in Sect. 3. Section 4 focuses on the outcomes,
i.e. the clustering of legal concepts. Section 5 is devoted to conclusions and future
work.

2 Legal Quadrant

Conceptual dimensions of the rule of law have been analysed by legal theorists,
jurists, and social scientists, both from Civil and Common Law cultures (e.g.
Tamanaha [48]). It can be broadly defined as the restriction of the arbitrary
exercise of power. According to Tamanaha [ibid.] we can distinguish a formal
definition of the rule of law—a law set forth in advance, public, general, clear,
stable and certain, and applied to everyone according to its terms—and a more
substantive one “embracing fundamental rights, democracy, and/or criteria of
justice”. The rule of law is recognised as an important concept to be maintained
and developed in national, international and transnational law, as it is deemed
to combine legality with justice and ethical values such as human dignity and
fairness [41,49]. The promotion of the rule of law at the national and interna-
tional levels is therefore a key target of the United Nation’s 2030 Sustainable
Development Goals [3] and its promotion features in the work of many multilat-
eral bodies. The rule of law, for example, lies at the heart of many of law and
development policies of the World Bank [14].

Legal theory—Scientia Juris—links this political philosophical concept with
the notion of valid norms expressed in legal sources. The classification of sources
of law has been the focus of extensive work from the early Middle Ages rule
of law (actually, rule by law), stemming from the Roman tradition in the 12th
century [35] to the modern legal theory of the Nordic school, from Torstein Eck-
hoff to Alf Ross [42,43]. After the dominance of a sovereignty approach in the
20th century, which informed the assumption that sources of law should be hier-
archically ordered, Peczenik [43] observed at the turn of the millennium that
globalisation had brought new sources that are not as precise as legislation or
case–based law. These include United Nations resolutions, human rights, com-
mercial custom, foreign precedents, arbitration, mediation, recommendations of
“more or less” authoritative organisations, soft law, “more or less” globalised
doctrine, etc. We could easily add other examples coming from industry, tech-
nology, and corporate management—technical protocols, W3C recommendations
and standards, ISO/IEC standards, corporate governance principles, risk man-
agement guidelines, etc.

It is worth mentioning that there is a significant body of research already done
on the automated modelling of the sources of law, i.e. automated recognition of
norms according to their sentence structures using parsers and NLP [32,33]. In
the last ten years, many legal parsers and classifiers have been constructed to
assist in the storage, management, retrieval and cross-referencing of multilingual
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legal instruments and provisions [25]. We have also witnessed the evolution of
legal ontology building, enhancing the interoperability of documents and their
normative content [10,38], and the construction of knowledge graphs [24]. These
are examples of what is known as “law as data” or the “linked legal data land-
scape” among semantic scholars [16,46].

Our work is consistent with this approach. We identified four basic compo-
nents for the societal implementation of the rule of law and the relationship
among them: hard law, soft law, policies, and ethics. We considered the sources,
domains, and relationships with respect to citizens (interconnectedness of norms
or rules). Rather than discrete categories or lists of requirements, defining their
regulatory dimension and setting the boundaries of their conceptual properties
are a matter of degree and conditions of values and principles, dealing with the
pragmatic dimension of the rule of law [9], that is to say, its legal governance
through technical and AI means [40]. This expression embraces the general fac-
tual and normative dimensions of the concept, but it mainly focuses on the social
conditions and technical requirements that are required to operate in, and in rela-
tion to, the Internet of Things (IoT) and the Web of (Linked) Data (WoLD) (i) to
embed protections into systems, apps and platforms, and (ii) to empower stake-
holders (citizens, consumers, organisations, communities . . . ), (iii) to protect
and enhance their individual and collective rights. Legal governance is related to
the creation and emergence of (socio-)legal ecosystems within machine–human
and machine–machine interfaces [45]. The epistemic assumptions of this theo-
retical position have been described from a meso–level [45] and middle–out [40]
approach, with social and political roots in cognitive science [13], and economic
institutional [39] and evolutionary analysis [15].

We considered the implementation of the rule of law along two different but
related dimensions at the empirical level: (i) institutional power, and (ii) social
dialogue (negotiation, compromise, mediation, agreement). We also considered
law and regulations focusing on power and how it is handled and eventually
shared. Even at the micro level, this includes a proportional and gradual system
of sanctions. There is a wide range of sanctions, from mere disincentives to
criminal punishment. We identified values to be assigned to them according to
the level of binding force of norms and their acceptance by stakeholders. The
intuitive approach to first separate binding from non–binding norms according to
the nature of the objectives and procedures has been employed by many previous
descriptions, for instance, Brous, Janssen and Vilminko-Heikkinen [7], Mondorf
and Wimmer [7], the EU Better Regulations scheme for interoperability [1]1 and
the new EU (2017) interoperability framework promoting seamless services and
data flows for European public administrations.

Figure 1 plots our regulatory quadrant for the rule of law. It shows how
the validity of norms (i.e. their ‘legality’) emerges from four different types of
regulatory frames, with some distinctive properties. Properties are understood
here as correlating dynamic patterns. This is a scheme, a conceptual compass

1 Under review (2021) https://ec.europa.eu/isa2/shaping-future-interoperability-
policy en

https://ec.europa.eu/isa2/shaping-future-interoperability-policy_en
https://ec.europa.eu/isa2/shaping-future-interoperability-policy_en
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Fig. 1. Legal quadrant for the rule of law (adopted from [22,45])

to be used for a first cluster of norms, according to their type and degree of
compliance: abidance (for hard law), conformance (for policies), accordance (for
soft law), and congruence (or congruity) for ethics. According to the degree
of abstraction at the implementation level, these four categories can blur into
overlapping concepts. For example, compliance with some company policies can
be viewed by company officials and employees as more imperative and mandatory
in practice than compliance with some statutes.

Hard law refers to legally binding obligations, either in the national or inter-
national arena, with legal rules that can be enforced in court processes. Soft
law, on the contrary, is not legally binding and compliance is therefore optional.
Soft law consists of rules, best practices and principles that facilitate the gov-
ernance of networks, social organisations, companies and institutions, leaving
room for dialogue, negotiation, common accord and general convergence among
relevant actors. Although soft law is not legally binding sometimes in practice
the non–legal consequences of non-compliance with a particular standard or
soft law rule are so severe that actors have little option but to comply with it.
Soft and hard law are not discrete categories but should rather be viewed as
categories of regulatory instruments on a continuum. Appropriate use of these
instruments enables different powers and authorities to produce global regula-
tory frameworks–regulations across borders among citizens, organisations, and
the different states – as well as national regulatory frameworks within each state.

3 Analytical Research Approach

In this section we outline the multiphase analytical research approach adopted
for creating a clustering of core legal concepts. Given the complex and extensive
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nature of the legal domain and the diversity of legal sources, we carried out this
research in several phases, each one consisting of multiple tasks, namely: (i) data
collection;(ii) data synthesis and analysis; and (iii) results reporting, as shown
in Fig. 2.

Fig. 2. Multiphase analytical research methodology

3.1 Phase 1: Data Collection and Literature Extraction

We collected literature from a range of primary and secondary sources such as
research articles, industry and project reports, and technical articles on regula-
tory and legal compliance. We loosely followed the data collection, acquisition
protocol, and hermeneutic circle from [6], depicted in Fig. 3. We identified and
extracted literature from two types of literature sources: (a) technical literature
covering the technical aspects of regulatory compliance such as tools and tech-
niques for modelling, extraction and automated verification of legal norms, and
(b) conceptual legal literature covering the social and legal aspects of regulatory
compliance such as concepts, statutory documents etc.

To search the relevant literature we first compiled a list of core concepts and
terms from the interdisciplinary domains of computer science and law focus-
ing on regulatory and legal compliance. This included the alternative spelling
of related terms to legal compliance e.g., “legal effectiveness”, “law enforce-
ment”, “hard law”, “legal efficacy”, “softlaw”, “legal efficacy”, “legal norms”.
For technical articles we used key terms such as “compliance life-cycle”, “com-
pliance frameworks”, “rule modelling languages”, etc. During this process, we
found several quasi–synonymous terms interchangeably used in the literature
such as “conformance” and “compliance”, “backward compliance” and “audit-
ing”, and “retrospective” and “design–time” compliance. We also included them
in the list. The compiled terms were then combined using various search build-
ing blocks, boolean operators, logical operators, wildcards and truncation. This
resulted in fine-grained search terms, for example, Compliance∗∗∗/3 (legal or
regulat∗∗∗) AND “Judicial” ADJn “Systems” AND “Adversarial”. The litera-
ture search process started with querying prominent databases. For the technical
literature from computer science, we queried premium and open–source scholarly
databases such as Springer Link, ACM Digital Library, Web of Science (WoS),
Ebsco Host, IEEE Xplore, and free search databases DBLP, arXiv, etc. Refer-
ring to legal and conceptual sources we searched both open source and pro-
prietary databases such as HeinOnline, austlii, ProQuest, LexisNexis, and
Westlaw (US,UK,AUS), etc. The query process yielded a rich corpus of liter-
ature, and initially we collected 600+ articles on broader concepts on legal and

https://springerlink.bibliotecabuap.elogim.com/
https://dl.acm.org/
http://login.webofknowledge.com/error/Error?Error=IPError&PathInfo=%2F&RouterURL=http%3A%2F%2Fwww.webofknowledge.com%2F&Domain=.webofknowledge.com&Src=IP&Alias=WOK5
https://www.ebsco.com/products/ebscohost-research-platform
https://ieeexplore.ieee.org/Xplore/home.jsp
https://dblp.org/
https://arxiv.org/
https://home.heinonline.org/
http://www.austlii.edu.au/
https://www.proquest.com/
https://www.lexisnexis.com.au/en/homepage
https://legal.thomsonreuters.com.au/products/westlaw/
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regulatory compliance. To search literature about specific terms/concepts, we
applied various techniques such as lemmatisation, proximity operator, logical and
negation operators, and other filtering techniques to narrow down search terms.
In addition, we applied backward search verification techniques to extract exist-
ing literature surveys and other relevant works not extracted in the first round.
With the backward searcher, and after removing duplicates, we extracted a rich
collection of more than 900 articles comprising both primary and secondary
sources on regulatory compliance.

Fig. 3. Hermeneutic Circle (adapted from [6])

3.2 Data Analysis and Synthesis

In this phase the collected literature was preprocessed for further interpretations
of the concepts, coding, and further analysis in the later stages. The preprocess-
ing was carried out in two distinct phases. In the first phase, we scrutinised the
credibility and quality of the collected literature. We followed the recommenda-
tions from [6,29,34], and used the quality assurance criteria from [23] to assess
the relevance of collected articles. Any article not meeting the quality assessment
criteria was removed from the list of articles suitable for further analysis. This
rigorous process addressed concerns about the scholarly quality of the collected
literature and ensured high–quality and credible interpretations, mapping and
classification, and inferencing from the collection.

Parallel to this we created a list of core concepts and provided their def-
initions. For this purpose, we used the content analysis approach to qualita-
tive research [19,26]. Both types of content analysis—conceptual and relational
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Fig. 4. Relationship nodes for clustered themes

analysis—have been used to find the frequency and relationships, co-occurrences,
and explicit concepts in legal and scientific literature. Through the conceptual
analysis, a range of concepts occurring in the literature were identified and their
frequency was recorded. Then each identified concept was defined, and its fea-
tures were interpreted and discussed. Essentially, similar to any other domains,
most concepts continuously emerge and evolve in the legal compliance domain.
Very little agreement, however, exists on proper definitions of some of the basic
concepts. In the subsequent steps, the relationships, dependencies and other
associations were analysed. Defining, and interpreting the core concepts, con-
firming their existence in the literature, and studying their relationships was an
important preliminary step for the usefulness of the analysis.

To gain a more detailed understanding and insights, we then coded the liter-
ature. We derived a codification protocol to meet the objectives of the analysis.
In the coding process, we used a sample of the most frequently used concepts—
and we created 327 nodes across four clusters of distinct themes according to the
hard law, ethics, policies and soft law quadrant (see Fig. 1). Within each cluster
we maintained the level of coding depth into no more than five levels of hierarchy
to manage the complexity of the analysis. Figure 4 shows the relationship nodes
for the coded concepts.

Along these lines, we also created 157 additional relationship nodes, expand-
ing the analysis to 484 nodes. The relationship nodes helped us to form a more
detailed understanding of several characteristics and inter/intra relationships
among concepts. The coding process resulted in a matrix of nodes reflecting the
interactions of various concepts and dependencies between them.

3.3 Results Reporting

In this last phase of the analysis, the coded concepts were further analysed
to form deeper insights. We applied Pearson’s coefficient correlation [28] and
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Jaccard’s [27] statistical techniques2 to investigate the relationships between
the concepts, and across inter/intra clustered themes. The former developed
intersection matrix and boolean search techniques were used to evaluate the
correlation and dependencies between the themes across all clusters. Finally, the
analysis results were documented for further dissemination [22].

4 Discussion: Clustering of Legal Concepts

Alternative analyses more focused on validity as a supervenient property of leg-
islation [18], as a property actually belonging to hard law from an internal
(non–external) approach [20], or as a historical construct [30] are also possible.
In our case, as already stated, we confined ourselves to construct a compass that
could be used to build conceptual clusters primarily focused on the conditions
for legal compliance as a type of emergent empirical and cognitive pattern of
social behaviour in the WoLD and the IoT. We focused on the causal condi-
tions to set both (socio-)legal ecosystems and the notion of ecological validity of
rules, patterns, and norms in such ecosystems. As this is an empirical view, we
searched for causal relations among concepts.

Legal causation has a long history in jurisprudence [21,36]. In the Common
law tradition, it is used to assign legal responsibility to actors who cause harms to
others. It is therefore closely associated with legal fields such as criminal law and
the laws of torts [36]. This is also compatible with the Civil law tradition where
its application can be found in criminal law and law of damages or delicts. The
legal rules in those fields of law are dogmatic applications of causation, reflecting
how its application is expressed in norms and how these are interpreted and
eventually applied. This line of reasoning has been recently followed by Liepina et
al. [31] to set the requirements for establishing defeasible logic factual causation
arguments in legal cases. Our usage is somewhat different and rather closer to the
scientific meaning of causality—the relationship of influence between two events,
processes, states or objects. For the notion of (socio-)legal ecosystem, we needed
to find some evidence that such a relation effectively occurred among concepts,
i.e. that there is a statistical relation that reflects some kind of empirical linkage
among them.

How behaviour relates to norms can be considered in many different ways. In
the AI&Law literature this kind of plain or direct causality has been already
addressed from an institutional ontology point of view—e.g. differentiating
constitutive from regulative rules [47]. In the normative Multi-Agent Systems
and Socio-Technical Systems communities, reflexivity and autonomy have been

2 In addition, we applied the Sørenson similarity coefficient [5] to enhance our analysis,
and validate the similarity and strenght of the relationship between the concepts.
Essentially, with the Sørenson coefficient we compared other two coefficients (Jaccard
and Pearson). However, the Sørenson coefficient is somewhat similar to Jaccard’s
coefficient and takes the same number of values but it only counts true positives.
Hence, we immediately discarded the Sørenson coefficient from the analysis. See [22]
for further details.
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addressed to set “self–governing socio–technical systems where reflexivity with
respect to ecological and environmental impact is enabled through algorithms
for deliberation, introspection and self–organization” [44]. The authors inte-
grate four dimensions of reflexivity to achieve algorithmic governance for socio–
technical–ecological systems, i.e. systems conceiving “society, technology, and
environment as co–constituted and co–emergent entities” [2].

This is a framework to link meta-models, in the same way that the
WIT framework applies to socio-cognitive-technical systems (SCTS) W(world),
I(institutions), T(technology), i.e. a system that exists in the real world, and
“that is composed by two (‘first class’) entities: a social space and the agents
who act within that space” [37]. A metamodel “consists of a collection of lan-
guages, data structures and operations that serve to represent the agents and the
social space of a given SCTS with an appropriate level of detail and accuracy”.

Although also compatible with such an approach, a compass is not a gen-
eral framework nor a metamodel in the same sense but a practical scheme or
template to be used to shape the context of implementation for legal regulatory
models. The essential point is that rules, norms, values and principles—in fact
all elements of a regulatory system that may include in addition behavioural
patterns—are not only assumed but defined as dynamic constitutive parts of a
social and complex reality as components of (socio-)legal ecosystems. The com-
pass simply reflects their elements onto a manageable scheme. The assertion
that “all novel technologies are constructed by combining assemblies and com-
ponents that already exist” [4] applies to evolving legal concepts as well. It is
worth mentioning here that we do not need to refine at this stage the “count
as” relationship to assess how a certain conduct acquires meaning in institu-
tional terms [47], nor the reflexivity within institutional settings [44]. These are
important aspects that can come later. From a theoretical point of view, we have
adopted a lower level of abstraction and we restricted ourselves to what “already
exists” in the legal field.

We were interested in concepts as bricks, as instruments used to build up the
field of law, crossing and overlapping several domains (such as jurisprudence,
national and international dogmatics, cultural analysis, legal studies, history,
political science, practical philosophy, administration, policy studies, ethics. . . ).
We came up with a non-exhaustive list, after several internal and external dis-
cussions among the members of the team (stemming from jurisprudence, dog-
matics, political science, economy, socio-legal studies, linguistics, and cognitive
and computer sciences). We decided to apply a flexible hermeneutical and dia-
logical procedure at the beginning to reach consensus about the main concepts.
However, as we have shown in the previous section, the selection and analy-
sis of the articles and the clustering and validation of the approach followed a
strict statistical methodology to surpass the possible bias of the initial collection.
We commenced the work on the basis of the legal quadrant that we have been
using for some years now [8] to investigate its statistical validity: (i) we pro-
duced a conceptual clustering from the articles included in the survey, and (ii)
we populated the concepts of the survey with data extracted from the database.
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Moreover, (iii) we carried out the analyses to show the degree of relationship (or
lack of relationship) between concepts referring to legal compliance, and (iv) to
establish the level of association between them.

The result is a categorial scaffolding, simple enough to flesh out in a reusable
and scalable way the legal system’s affordances and functionalities within a vari-
ety of environments and scenarios. For instance, within the same D2D CRC
project, for the implementation of the Australian Spent Convictions Scheme,
we could develop at the same time (i) the construction of semantic formal rules
to process and solve automatically the most common cases, (ii) the NLP tech-
niques to classify the Australian case-based law on this subject, and (iii) the
theoretical model to understand the meaning, functionality, and consistency of
the Spent Convictions system as such [12]. Thus, law as rules, law as data,
and law as knowledge were made compatible. They are but different dimensions
of the same problem which was, in the case of the D2D CRC project, how to
facilitate the effective exchange of the spent conviction data at the federal or
Commonwealth level [17].

Figure 5 shows an excerpt of the clustering of the core legal concepts, dis-
tributed according to the legal quadrant. We identified four sets and eight paired
subsets related to hard law, soft law, ethics, and policies. The pairs were created
having in mind the effective projection of concepts for their implementation, i.e.
their use for legal governance. Therefore, the subsets contain (i) general common
concepts as elements of hard and soft law, ethics and policies, and (ii) concepts
as elements of normative, dialogical, behavioural and organisational systems.

The cluster and statistical analysis have shown the difference between busi-
ness, regulatory, and legal compliance in the existing literature. Many concepts
of public law (including ethics, constitutional rights, and human rights) have not
been mentioned in the technical literature on compliance of the last ten years.
Until recently, only the aspects of market and especially labour law, finance,
insurance and the possibility to be fined by the agencies, were included. This
has been changing from 2019 onwards, as the entry into force of the European
Data Protection Regulation (GDPR) in 2018 has been followed by a new wave
of studies on “compliance with legal requirements” (legal compliance) related
to privacy and data protection. But the results of the application of different
metrics are clear: regulatory compliance technology, as methodology and policy,
has been focused on the market, on corporate management, on monitoring and
control, rather than on rights or on concepts pertaining to the public sphere. And
likewise, technical studies for legal services have captured only a small set of legal
concepts such as contract, obligation, or consumption rather than those related
to the constitutional and human rights, both political and socio–economic.
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Fig. 5. Excerpt of the clustering of core legal concepts

5 Conclusions

Our survey on legal compliance has shed some light on the different conceptual
usages of this notion in the legal and technological fields. Compliance by design
and through design should be treated separately, as legal compliance and business
compliance do not always refer to the same concepts and requirements. There
is especially a gap between the way how management and business studies refer
only to certain areas and legal fields, neglecting many others, and the way in
which jurisprudence and legal doctrine refer to the concepts of compliance, obe-
dience, conformity, accordance, abidance and enforcement. As a consequence:
(i) the existing studies on legal compliance do not cover the entire legal field
(including ethics and policies), (ii) business and regulatory compliance cannot
be projected as such to the legal field, and (iii) more work has to be done to link
business, regulatory and legal compliance.

We have discussed in this paper our use of a legal quadrant (or legal compass)
to classify the legal sources and to understand the regulatory instruments for
the interpretation of our results. This approach has been validated statistically,
as we were able to show that the degree of association and correlation (one–way
and symmetrical relationship) between the main concepts analysed (through 900
articles) are in a statistically acceptable range.

In the immediate future (i) we will refine our conceptual and statistical app-
roach to regulatory, business and legal compliance, (ii) we will exploit our data
to provide further relevant result—for instance, we can show that international
human rights provide impetus to legal pluralism rather than monism, (iii) we
will give more analytical depth to interpretation, reaching the level of conceptual
attributes, i.e. beyond correlative and associative relationships, (iv) we will pro-
vide more insights to build theoretical concepts—e.g. offering a better definition
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of what legal governance, ecological validity, and meta rule of law mean within
the new environment of the WoLD and the IoT.
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30. Köpcke-Tinturé, M.: Legal Validity: The Fabric of Justice. Hart Publishing, Oxford
(2019)

31. Liepina, R., Sartor, G., Wyner, A.: Causal models of legal cases. In: Pagallo, U.,
Palmirani, M., Casanovas, P., Sartor, G., Villata, S. (eds.) AICOL 2015–2017.
LNCS (LNAI), vol. 10791, pp. 172–186. Springer, Cham (2018). https://doi.org/
10.1007/978-3-030-00178-0 11

32. de Maat, E., Winkels, R.: A next step towards automated modelling of sources of
law. In: Proceedings of the 12th International Conference on Artificial Intelligence
and Law, pp. 31–39. ICAIL 2009, Association for Computing Machinery, New York
(2009). https://doi.org/10.1145/1568234.1568239

33. de Maat, E., Winkels, R.: Automated classification of norms in sources of law. In:
Francesconi, E., Montemagni, S., Peters, W., Tiscornia, D. (eds.) Semantic Pro-
cessing of Legal Texts. LNCS (LNAI), vol. 6036, pp. 170–191. Springer, Heidelberg
(2010). https://doi.org/10.1007/978-3-642-12837-0 10

34. Moher, D., Liberati, A., Tetzlaff, J., Altman, D.G.: Preferred reporting items for
systematic reviews and meta-analyses: the prisma statement. PLoS Med. 6(7), 1–6
(2009). https://doi.org/10.1371/journal.pmed1000097

35. Møller, J.: Medieval origins of the rule of law: the Gregorian reforms as critical
juncture? Hague J. Rule Law 9(2), 265–282 (2017)

36. Moore, M.: Causation of law. The Stanford Encyclopedia of Philosophy (Win-
ter 2019 Edition), Zalta, E.N. (ed.) (2019). https://plato.stanford.edu/archives/
win2019/entries/causation-law/

37. Noriega, P., Verhagen, H., d’Inverno, M., Padget, J.: A manifesto for conscientious
design of hybrid online social systems. In: Cranefield, S., Mahmoud, S., Padget,
J., Rocha, A.P. (eds.) COIN-2016. LNCS (LNAI), vol. 10315, pp. 60–78. Springer,
Cham (2017). https://doi.org/10.1007/978-3-319-66595-5 4

38. de Oliveira Rodrigues, C.M., de Freitas, F.L.G., Barreiros, E.F.S., de Azevedo,
R.R., de Almeida Filho, A.: Legal ontologies over time: a systematic mapping
study. Expert Syst. Appl. 130, 12–30 (2019). https://doi.org/10.1016/j.eswa.2019.
04.009. http://www.sciencedirect.com/science/article/pii/S0957417419302398

39. Ostrom, E.: Understanding Institutional Diversity. Book Collections on Project
MUSE, Princeton University Press (2009). https://books.google.com.au/books?
id=LbeJaji AfEC

40. Pagallo, U., Casanovas, P., Madelin, R.: The middle-out approach: assessing models
of legal governance in data protection, artificial intelligence, and the web of data.
Theory Pract. Legislation 7(1), 1–25 (2019). https://doi.org/10.1080/20508840.
2019.1664543

https://doi.org/10.1177/1049732305276687
https://ci.nii.ac.jp/naid/10027880482/en/
https://ci.nii.ac.jp/naid/10027880482/en/
https://doi.org/10.1007/978-1-4020-5614-7_2569
https://doi.org/10.1016/j.infsof.2013.07.010
https://doi.org/10.1007/978-3-030-00178-0_11
https://doi.org/10.1007/978-3-030-00178-0_11
https://doi.org/10.1145/1568234.1568239
https://doi.org/10.1007/978-3-642-12837-0_10
https://doi.org/10.1371/journal.pmed1000097
https://plato.stanford.edu/archives/win2019/entries/causation-law/
https://plato.stanford.edu/archives/win2019/entries/causation-law/
https://doi.org/10.1007/978-3-319-66595-5_4
https://doi.org/10.1016/j.eswa.2019.04.009
https://doi.org/10.1016/j.eswa.2019.04.009
http://www.sciencedirect.com/science/article/pii/S0957417419302398
https://books.google.com.au/books?id=LbeJaji_AfEC
https://books.google.com.au/books?id=LbeJaji_AfEC
https://doi.org/10.1080/20508840.2019.1664543
https://doi.org/10.1080/20508840.2019.1664543


Legal Compliance: Legal Quadrant and Conceptual Clustering 229

41. Palombella, G.: The Rule of Law as an Institutional Ideal, pp. 1–37. Brill, Leiden
(2010). https://doi.org/10.1163/ej.9789004181694.i-215.6

42. Pattaro, E., Rottleuthner, H., Shiner, R.A., Peczenik, A., Sartor, G.: A Treatise of
Legal Philosophy and General Jurisprudence. Springer, Dordrecht (2005). https://
doi.org/10.1007/1-4020-3505-5

43. Peczenik, A.: Scientia Iuris - an unsolved philosophical problem. Ethical Theory
Moral Pract. 3(3), 273–302 (2000). https://doi.org/10.1023/A:1009948025411

44. Pitt, Jeremy, J.D., Ober, J.: Algorithmic reflexive governance for socio-techno-
ecological systems. IEEE Technol. Soc. Mag. 39(2), 52–59 (2020)
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Abstract. It is usually said that technical solutions should operate ethically, in
compliancewith the law and subject to good governance principles. In this position
paper we face the problem of behavioural compliance and law enforcement in
the case of hate speech and extremism online. Law enforcement and behavioural
compliance areways of copingwith the objective of stopping the spread of hate and
radicalisation online. We contend that a combination of regulatory instruments,
incentives, training, proactive self-awareness and education can be effective to
create legal ecosystems to improve the present situation.

Keywords: Hate speech · Terrorism · Rule of law · Semantics · NLP · Legal
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1 Introduction

Violence is a pervasive phenomenon in contemporary global societies. It has been fos-
tered by the expansion of the Internet, social media networks and the fast development
of the web of data. Violent language reflected in bias attitudes is the first step in the pyra-
mids of hate, escalation of conflicts, and radicalization of individuals. Even in the most
extreme case of inhumanity, Rabbi Abraham Joshua Heschel noted how “the Holocaust
did not begin with the building of crematoria, with tanks and guns. It began with uttering
evil words, with defamation, with language and propaganda” [1]. This is the opinion
of most linguists in the 20th and 21st c., e.g. [2]. It has also been expressed judicially,
for example in Canada [3]. According to some recent studies, media and the way in
which minority groups are targeted are fuelling this phenomenon. Dichotomic, binary
categories, and the rise of white supremacy with its practice of depicting non-white cul-
tures as “alien” (“othering”), play a major role in reinforcing negative, weak, or fearful
images of migrants and refugees and spreading xenophobia [4]. This language can be
seen in recent terrorist manifestos, for example, the 2019 attacks in Christchurch, New
Zealand [5], and in Halle, Germany [6].
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However, detecting, tracking, and monitoring these particular uses of language on
the web has turned out to be a difficult task, as it implies a meta-cognitive operation
of annotating, classifying and clustering terms and expressions from a previous inter-
pretation of their context of usage. Hate speech and extremist speech can partially be
fear speech as well. But what is hate or extremism and what is fear disguised by such
speech? [7] Violence attracts, fascinates and repeal, as shown by the ‘beautiful’ war
images displayed on newspapers and on the media [8].

In this paper,we contend that (i) it ismuch better to take a proactive ethical stance than
adopting a passive laissez-faire approach, (ii) there is an effective possibility of making
errors of judgment (false positives and negatives), (iii) technology offers at present some
means to overcome or at least reduce these risks (although not completely), (iv) the rise
of online hate speech is an indicator of cultural change that is just starting to be taken
seriously, as it should, (v) there is no simple solution to stop this based on traditional
legal instruments (i.e. enactment of rules and enforcement of laws), (vi) hence, some
regulatory imagination is needed, stemming from a combination of hard and soft law,
smart regulations, multi-stakeholder governance, policies and ethics.

2 Definition

The first problem is the meaning of the expression. We can identify four stages: (i)
before World War II and in the inter-war period hate speech was defined as ‘race hate’
or ‘group libel’, (ii) in the second half of the past century, definitions become more
inclusive and sensitive to victimisation processes, e.g. Human Rights Watch defined it
as ‘any form of expression regarded as offensive to racial, ethnic and religious groups
and other discrete minorities, and to women’ (iii) in the 21st century, even this meaning
that included all kind of sexual and political biases has been broadened to cover all
kinds of oppression (religious, cultural, political or technological—i.e. based on the
lack of knowledge or technological skills) [9], this is an unfolding area, for example,
a Parliamentary committee in Victoria, Australia, has between 2019 and 2021 been
investigating expanding the state’s Racial and Religious Tolerance Act 2001, which
makes racial and religious vilification unlawful, in order to also cover attributes such as
gender, sexual orientation, gender identity, sex characteristics and disability [10], (iv)
an emerging phase in 2021 in which the link between hate speech is being more widely
recognised as an aspect of radicalisation into terrorism. This can be seen, for example,
in comments in the United States by Representative Elissa Slotkin, chairwoman of the
House Homeland Security Subcommittee on Intelligence and Counterterrorism, who
said one of the questions she is considering in her role is “how to hold social media
companies accountable for their role in facilitating the spread of domestic terrorism?”
[11], and even more explicitly the terms of reference of a Parliamentary inquiry into
extremist movements and radicalism in Australia which include investigating “further
steps the Commonwealth could take to disrupt and deter hate speech and establish
thresholds to regulate the use of symbols and insignia associated with terrorism and
extremisms” [12].

The idea behind prohibiting hate speech is that human rights and its political side,
civil rights, are deemed to empower people; hence, all sorts of humiliation imply a loss
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of dignity that constitutes in itself a form of disempowerment, i.e. an aggression that can
be qualified as a form of violence. This is even more where online spaces have a visible
extremist presence, which is at least an implied, and often explicit, threat of violence. On
the Internet violence finds its own ‘connectomes’, producing a permanent and structural
harm that can be easily amplified for political and economic reasons [13]. Words create
worlds, that is, they shape the very fabric of our environment. In “linked democracy”
scenarios, this particular threat should be avoided and considered the first step to tyranny,
thus, a negative condition for the construction of the global (linked) space [14].

This approach represents a turning point that shifts the way in which the jurispru-
dence and legal philosophy of the 20th c. described the problem as a constituent of
political democracies. The USA is the only Western democracy to exclude any kind
of legal punishment against extreme forms of language intended to foster hatred in the
public space.1 Free speech, the First Amendment provision, prevails. This has been
reaffirmed, unanimously by the US Supreme Court as recently as 2017 [16], however,
the American Bar Association has noted how the controversy over hate speech has now
been renewed in light of the Black Lives Matter Movement and the MeToo movement
[17]. Against hate speech bans one of the more persuasive arguments was advanced by
Ronald Dworkin [18], who pointed out that law enforcement would deny subjects an
adequate opportunity for dissent. Freedom of speech ‘guarantees and preserves liberal-
ism’s commitment to equality by offering everyone an opportunity to speak, whereas
any other policy, such as state regulation, would fail to offer this equal opportunity’ [19].
This egalitarian liberalism has recently been contested by Jeremy Waldron, stemming
from the perspective of the construction of a public space based on dignity, a human
constituent that cannot be politically bartered nor negotiated [20, 21].

Europe has taken a very different approach and is often held up in counterpoint to the
United States. In-light of the Holocaust, in Germany and other countries, laws against
Holocaust denial and the glorification of Nazism have long been deemed a necessary
and valid curtailments of free speech. The European Union first enacted law to combat
racism and xenophobia in 1996 [22], followed by the current Framework Decision in

1 The International Convention on the Elimination of All Forms of Racial Discrimination entered
into force on January 4th 1969 [15]. It has been ratified by 88 states. The Convention also
requires its parties to outlaw hate speech and criminalize membership in racist organizations.
USA ratified the Convention, but upon ratification, it stated the following reservations: “1.
That the Constitution and laws of the United States contain extensive protections of individual
freedom of speech, expression and association. Accordingly, the United States does not accept
any obligation under this Convention, in particular under articles 4 and 7, to restrict those rights,
through the adoption of legislation or any other measures, to the extent that they are protected
by the Constitution and laws of the United States. 2. That the Constitution and laws of the
United States establish extensive protections against discrimination, reaching significant areas
of non-governmental activity. Individual privacy and freedom from governmental interference
in private conduct, however, are also recognized as among the fundamental values which shape
our free and democratic society. […] 3. That with reference to article 22 of the Convention,
before any dispute to which the United States is a party may be submitted to the jurisdiction
of the International Court of Justice under this article, the specific consent of the United States
is required in each case.” Cfr. https://treaties.un.org/Pages/ViewDetails.aspx?src=TREATY&
mtdsg_no=IV-2&chapter=4&lang=en#EndDec.

https://treaties.un.org/Pages/ViewDetails.aspx%3Fsrc%3DTREATY%26mtdsg_no%3DIV-2%26chapter%3D4%26lang%3Den%23EndDec
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2008 [23], which is supported by the Implementation Report of 2014 which provides
further clarifications around hate speech [24]. TheAdditional Protocol to the Convention
on Cybercrime sought criminalization of online racist and xenophobia in 2013 [25], with
the Council of the European Union invited ratification by member states [26]. Focusing
on online hate particularly in social media, there was first an effort to reach voluntary
agreements with technology companies to curtain hate speech in 2016 [27], but after
this failed to sufficiently address the problem, a Communication with guidelines and
principles followed in 2017 [28], and a Commission Recommendation in 2018 [29].
Individual countries implement the European Framework through national laws and
Germany, for example, implemented a law with heavy fines for companies that don’t
remove clear hate speech within 24 h. Recently there have also been high profile police
raids on those who post hate speech online. For example, in November 2020 European
police launched simultaneous raised in seven European countries on those who had
posted online hatred and incitement to violence with 96 suspects questions in Germany
[30].

3 Technology: Fostering Dignity and Preventing Extremism

From a technological point of view the nature of the argument, fostering dignity, has
been perceived as a real need. [31] ‘explores the limitations of unilateral national content
legislation and the difficulties inherent in multilateral efforts to regulate the Internet’:

The exponential growth in the Internet as a means of communication has been
emulated by an increase in far-right and extremist web sites and hate based activity
in cyberspace. The anonymity and mobility afforded by the Internet has made
harassment and expressions of hate effortless in a landscape that is abstract and
often beyond the realms of traditional law enforcement [31].

As mainstream platforms moved to de-platform white nationalism [32], then QAnon
[33–35], an exodus of users to alternative social media space occurred [36]. A number of
the newer platforms are located in countrieswhose valuesmaybe at oddswith democratic
norms.

Australia represents a particularly interesting case study in the unilateral approach
to regulating online content. First the Australian government unilaterally regulated with
respect to certain forms of terrorist content, specifically video captured by a terrorist
during an attack, which it pushed in legislation in the wake of the Christchurch terrorist
attack with penalties for technology platforms despite their stiff opposition [37]. A
second effort at unilateral regulation, this time in relation to the use of Australian news
content by technology platforms, led to Facebook taking the nuclear option and banning
all Australian news from its platform [38]. The ban, to promote Facebook’s corporate
interests, was implemented far more rapidly than any previous action to prevent hate
speech.

Hate speech, in the realms of social media, is a kind of writing that disparages and
is likely to cause harm or danger to the victim. It is a ‘bias-motivated, hostile, malicious
speech aimed at a person or a group of people because of some of their actual or perceived
innate characteristics’ [9]. It is a kind of speech that demonstrates a clear intention to
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be hurtful, to incite harm, or to promote hatred. The environment of social media and
the interactive Web 2.0 provides a particularly fertile ground for creation, sharing and
exchange of hate messages against a perceived enemy group. These sentiments are
expressed at news review sites, Internet forums, discussion groups as well as in micro-
blogging and social networking sites [39]. Extremist content relates to groups that are
identified as sharing an extremist ideology, usually one linked to individuals or groups of
peoplewho have engaged in violencewhile presenting that ideology as their justification.
The rationale for removing or banning extremist ideologies is that often violent attacks
motivated by an ideology, that is terrorist attacks, inspire further attacks. This can be
seen in the three attacks that followed the Christchurch attack [6].

[40] addresses the problem of hate speech detection in online user comments. Hate
speech is defined as ‘an abusive speech targeting specific group characteristics, such
as ethnicity, religion, gender, sexual orientation, gender identity, sex characteristics or
disability’. Where this content can lead users down a path of extremism, it poses a
significant safety risk to society.

Automated detection, clustering,monitoring andmanaging, and tracking on real time
are the most common problems. Several approaches have been proposed so far, mostly
leaning on NLP, AI and semantics: (i) classifiers can be used to detect the presence
of hate speech, using sentiment analysis and subjectivity detection in pre-defined areas
(e.g. race, gender, religion) [41], (ii) lexicons can be created and also used for this
purpose, (iii) practical projections to real-world discourses can then be applied [42], (iv)
distributed low-dimensional representations of hate comments can be identified using
neural language models that can then be fed as inputs to a classification algorithm [40],
(v) machine learning [43], (vi) annotated datasets, impact of extra-linguistic features in
conjunction with character n-grams for hate speech detection [42, 43], (vii) qualitative
and discourse analysis [44]. The table below, by Silva et al. [45], displays the top ten
expressions in Twitter and Wisper (Table 1):

Table 1. Top ten expressions in Twitter and Wisper [45].

Twitter % posts Whisper % posts

I hate 70.5 I hate 66.4

I can’t stand 7.7 I don’t like 9.1

I don’t like 7.2 I can’t stand 7.4

I really hate 4.9 I really hate 3.1

I fucking hate 1,8 I fucking hate 3.0

I’m sick of 0.8 I’m sick of 1.4

I cannot stand 0.7 I’m so sick of 1.0

I fuckin hate 0.6 I just hate 0.9

I just hate 0.6 I really don’t like 0.8

I’m so sick of 0.6 I secretly hate 0.7
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Some social media platforms are now using their own artificial intelligence
approaches to remove hate speech proactively before users report it. On Facebook the
pro-active removal rate has risen from 23.6% at the end of 2017, when it was first intro-
duced, to 97.1% by the end of 2020 [37], while on Instagram it has risen from 44.6%
at its introduction at the end of 2019 to 95.1% by the end of 2020. The pro-active rate
is the fraction of content removed by the AI before users report it as a percentage of
all hate speech that was removed (i.e. the total of AI proactive action and responses by
Facebook staff to user reports) (Fig, 1).

Fig. 1. Facebook’s proactive removal of hate speech, graph by the authors based on Facebook
data at [37]

Other platforms are far less proactive. Research analysis of one white supremacist
account on Twitter found that of the 11,000 tweets which could be accessed, there were
only 12 unique posts (ignoring variations in the URLs used to storemultiple copies of the
same image) [47]. Many of the words and phrases used are well known white supremacy
slogans, yet the content remained on Twitter for years, and through an automation tool
tweets were reposted each day. The data in Table 2 strongly suggests the absence of a
well configured AI system at Twitter.

Another failure could be seen in relation to a terrorist manifesto that included clear
examples of incitement to kill people from a range of groups. Copies of the manifesto
were not only visible in Google search results, they appeared on webpages that also
hosted Google Ads. In this case the result was government advertising along-side a
terrorist manifesto [48]. This highlights the need for the widespread use of technology
to identify hate speech, fear speech and extremism.
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Table 2. Content of 11,000 Tweets from one Twitter account, data source: [38]

Tweet Count

It’s okay to be white #auspol” + an image reading “It’s okay to be white” 340

God loves white people #auspol 303

White people have interests #auspol 303

White people are awesome! #auspol 251

I love white people #auspol 251

White people are our greatest strength! #auspol 251

The right to be white must be defended #auspol 251

White families, white men, white women and white children are okay #auspol 251

White lives matter. #auspol 250

White people are alright by me #auspol 250

It’s okay to be white #auspol 250

Hi everyone, just letting you know that it’s okay to be white #auspol 249

A recent survey on NLP methods also furnishes several examples [49]:

(1) Go fucking kill yourself and die already useless ugly pile of shit scumbag.
(2) The Jew Faggot Behind The Financial Collapse
(3) Hope one of those bitches falls over and breaks her leg

While the set of features examined by [49] in the different works present a great
diversity, the classification methods mainly focus on supervised learning, surface-level
features to classify, and generic features, such as bag of words or embeddings. Accord-
ing to the authors, character-level approaches work better than token-level approaches,
and lexical resources, such as list of slurs, may help classification, but usually only in
combination with other types of features. A benchmark or annotated dataset would be
needed, as inferences, suppositions and associative tropes are difficult to detect and could
benefit from a semantic approach considering the contexts and possible scenarios.

An interesting approach is taken when annotations and descriptions are grounded
on a crowdsourced basis. Oboler [50] identified ten years ago the main elements of
antisemitic discourse in social media—what he called “antisemitism 2.0”—as follows:
(i) The content denies its antisemitic nature; (ii) it promotes antisemitic tropes, (iii) it
claims its message is a legitimate view people should be free to hold (no different from
choosing to support a particular sports team), (iv) the content is designed to go viral
by making sharing the content both technically easy and socially acceptable in social
media, (v) the audience is not the dedicated antisemites but rather the susceptible public.
These elements have since been found to hold true for a range of other types of hate and
the concept generalised to Hate 2.0 [51].
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The next stage has been the creation of social and collective bonds, seeking for
awareness and participation [50, 52]:

Based on the recommendations of the Global Forum, the Online Hate Preven-
tion Institute (OHPI) inAustralia developed FightAgainstHate.com, a cloud-based
tool, later turned into a software-as-a-service, for reporting, monitoring, and mea-
suring the response to online antisemitism as well as other forms of online hate.
Using the tool the public can report various types of online hate speech and assign
both a category and sub-category to the hate they report [53]. The system is
designed to calibrate members of the public against experts and other members
of the crowd who have already been assessed as being of similar quality to the
experts for a given type of content. The system can be built into a larger eco sys-
tem for real-time data-sharing between the public, civil society groups and other
stakeholders, allowing the data to also serve as input to further AI based tools [54].

4 Regulatory Models: Socio-legal Ecosystems

How should hate speech be effectively regulated? How can compliance with universal
values such as peace and tolerance be achieved? As mentioned, to do this we need
some regulatory imagination and a combination of hard and soft law, smart regulations,
multi-stakeholder governance, policies and ethics.

Reducing hate speech is a matter of changing social practice. Pierre Bourdieu
explains how social practice is formed with the equation “[(habitus)(capital)] + field
= practice” [55]. In this construct, different types of stakeholders bring their different
dispositions and values (i.e. habitus) as well as different forms of capital (e.g. different
economic, cultural, social and symbolic capital) to the different social areas (i.e. fields).
Bourdieu also introduced the notions of ‘symbolic violence’ and ‘symbolic power’ in
his work, showing their relevance in the construction of non-egalitarian social bonds.
The introduction of policies and ethics can help shape the habitus, while hard law, soft
law, and smart regulations alter the field. Banks [31] suggests that “a broad coalition of
government, business and citizenry is likely to be most effective in reducing the harm
caused by hate speech”. This builds on the fact that the different stakeholders bring not
only different forms of capital to the problem, but different dispositions that focus on
different aspects of the harm. Working together provides both more tools and greater
coverage of the problem, leading to a more complete change to social practice.

While this broad approach is a reasonable goal, it is not always easily achievable.
Some governments use hate speech for other political reasons—e.g., to prosecute citizens
participating in demonstrations or to divide society to better secure political power.

We think that what is required to address this is a set of regulatory tools to create
socio-legal ecosystems, e.g., patterns of behaviour able to show resilience, i.e. leaning on
behavioural rather than normative compliance [13, 56]. Even though, this is not simple.
In a previous version of this work [57], we focused on behavioural compliance only.
We have revisited this point with the notion of ecological compliance, which is broader,
and it takes into account the empirical dimension of regulatory compliance, bringing
together the descriptive (empirical) and normative (prescriptive) aspects of behaviour.
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The normative side of compliance—i.e., the models against which a determined set
of behaviours can be tested—cannot be ignored because it is a substantial part of the
cognitive skills and affordances of the agents (be they human or artificial). Ecological
compliance can be defined as the set of technical requirements and social conditions
that a system must consider to create a sustainable socio (legal) ecosystem, which is the
main objective of an effective hate speech policy.

Behavioural compliance has been investigated in organisations, companies, and
administrations. Several studies highlight the importance of social bonding, social influ-
ence, and cognitive processing [58, 59]. Deterrence does not suffice [60]. Social bonds
largely influence attitudes toward compliance and foster the adoption of personal codes
of conduct.However, social bonds thatwork against racismare not spontaneous.Waseem
[44] concludes:

We find that amateur annotators are more likely than expert annotators to label
items as hate speech, and that systems trained on expert annotations outperform
systems trained on amateur annotations.

Thus, expert knowledge, guidance (and political will), matter [61]. Tomake effective
the protections of the rule of law in the age of linked data, a combination of sanctions,
training, and educative efforts should be put in place. Therefore, ethics should play a
new regulatory role on the web of data [62].We prefer the expression “legal governance”
rather than “law”, following the work already done by the AI4People Group on good AI
governance [63]. This is a new cultural turn not (or not only) for coercive measures, but
for relational law and justice on the web of data and the internet of things [64].

This leaves the question of how governments should response to technology plat-
forms that refuse to cooperate or follow local laws. Facebook’s removal of news in Aus-
tralia shows that large corporations are willing to go head-to-head with governments
if they believe it serves their interests. Ultimately governments can seek to regulate
expectations of platforms, something seen in a draft Australian eSafety Bill [65], and
platforms can be forced to either comply or exit the market space. Platforms may be
willing to pull out of some markets to protect their interests, but cooperation between
governments and international agreements make self-exclusion from markets to avoid
regulation unviable for social media platform. With the stakes rising this high, the threat
of platform interference in democratic elections, to serve their own corporate ends, may
be edging closer [66].

5 Ecological Compliance

Wewould like to raise somemore questions to shed some light on this debate. Ecological
compliance is more difficult to achieve than regulatory, normative and (just) behavioural
compliance, for more conditions apply to the available regulatory means and instru-
ments. Enforcement can only be a component, along with agreement, conformance, and
acceptance of values, principles, and rules. Hence, the acquiescence and cooperation of
the subjects must be represented as a necessary condition for the regulatory pattern to
occur.
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Therefore, the tension between free speech and hate speech limitations cannot be
solved in one single dimension. At the epistemic level we should introduce (i) the com-
plexity entailed by collective interactions and decision-making, (ii) the different levels of
abstraction in which these concepts are used, (iii) the micro- and macro- societal layers
in which the implementation of regulations operates.

Gould observes that ‘hate speech is fuzzed in the abstract but more apparent when
confronted in person’ [67]. He carried out an interesting empirical analysis, showing
that despite the judicial hurdles based on the first amendment the concept has pervaded
American society. We are not facing a discrete category, but a continuum in which
semantic and pragmatic elements are entangled to produce social adhesion and bonds.
This would be an example of societal regulation:

Hate speech regulation has permeated other elite institutions like themedia and has
trickled down to influence mass opinion and common understandings of institu-
tional norms. [So] extra-judicial law and the power of legal meaning-making […]
informal law or mass constitutionalism is as powerful as the formal constitution,
providing vehicles to change that exists without the intervention of courts [67].

Delgado and Stefancic [68] observe that, at least in USA, there is a tendency to
frame the debate in “legal” terms, i.e. as one of procedure rather than substance. On
the contrary, defenders of setting hate speech limitations: (i) ponder the importance of
social power, and recognize the connection between general, nontargeted hate speech
and the rise of destructive social movements, (ii) point out that hate speech often targets
individuals who, by reason of his or her race or physical appearance, have been the object
of similar attacks many times before.

The pressure from society is building and social media platforms have responded to
varying degrees of success. The attack on the Capitol in January 2021 by QAnon and
Trump followers brought a new imperative to US law makers, as have expectations of
society following mass movements like Black Lives Matter and Me Too. The harm in
hate speech and extremism is felt on a widespread basis and even in the halls of power.
Norms, laws and community expectations are out of sync, and efforts to recalibrate are
needed.

Another problem on the research front is the reliability of annotations, as “the pres-
ence of hate speech should perhaps not be considered a binary yes-or-no decision, and
raters need more detailed instructions for the annotation” [69]. Researchers working on
a German hate speech corpus for the refugee crisis in 2016 noticed that building a clas-
sifier (i.e. rating the offensives of tweets on a 6-point Likert scale) entailed discussions
not only among raters but researchers, due to personal attitudes.

The difficulty of automated detections should not be underestimated. In the recent
First Shared task on Aggression Identification organized with the TRAC workshop at
COLING 2018, in which 30 teams finally submitted their system, “performance of the
neural networks-based systems as well as the other approaches do not seem to differ
much. If the features are carefully selected, then classifiers like SVM and even random
forest and logistic regression perform at par with deep neural networks” [60]. The task
was to develop a classifier that could discriminate between Overtly Aggressive, Covertly
Aggressive, and Non-aggressive texts. The participants were provided with a dataset
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of 15.000 aggression-annotated posts and comments (in English and Hindi). Systems
obtained aweighted F-score between 0.50 and 0.64. This is consistent with similar scores
in current research summarised in this paper (Sect. 3). The data from Facebook suggests
that with enough data and a large enough sample of human reviews for training, higher
accuracy can be achieved, but the scale required may only be possible for a few very
large platforms.

Thus, crowdsourced hate speech reporting face two main challenges: (i) cooperation
between lay and expert knowledge to annotate the corpus, (ii) the difference between
the surface of discourse and the environments and contexts that discourses contribute to
create.

What is crucial is differentiating between the individual expression and the course
of collective action in which this expression is embedded. This would help to separate
hate speech from fear speech. Figures 2 and 3 show how cooperation between lay people
(reporting), experts (evaluating and counselling) and institutions (receivers) can help to
solve the puzzle. But even in this case, independent monitoring and evaluation matters,
as governments may fail in reducing the volume of abusive content on social media
platforms [70]. In addition, some governments may also divert the definition of hate
speech, broadening it to target political adversaries. Thus, hate speech regulations should
not be understood only from a narrow national perspective, but as a global exercise of
implementation of human and democratic rights.

Fig. 2. Types of organised threats. Source: Oboler [72]
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Fig. 3. Facilitation of experts’ tasks. Source: Oboler [72]

6 Final Remarks

Concern over online hate and extremism has risen sharply since 2019 when the
Christchurch terrorist attack was live streamed through Facebook. The attacker’s self-
radicalisation online, and his online content including the video of the livestreamed
attack and the manifesto he uploaded just before the attack began, provided a global
wakeup call [6]. The content was rapidly duplicated and spread across the internet. It
led to concern from the public and responses by both governments and technology com-
panies. One response from the technology sector was a greater focus on cooperation
to tackle terrorism through GIFCT [73]. Efforts by technology platforms to prevent
the use of their services by extremists slowly increased over the following two years,
then took a major leap forward in early 2021 following the attack on the US Capitol.
The change resulted in sweeping deplatforming efforts across major platforms. Twelve
technology companies took the unprecedented step of banning or severely restricting
accounts belonging to the President of the United States [74]. The change is qualitative
as the threshold for unacceptability has been lowered, different kinds of material are now
subject to sanction. The link between hate speech, radicalization and violent extremism
is now seen more clearly.

Research in this space is increasing rapidly. Figure 4 shows the number of papers
published each year, according to aGoogle Scholar search, on the topic of “social media”
and “online hate”. The research comes from a variety of fields and focuses on the problem
frommany different perspectives.While there is still much work to be done in this space,
the research intensity is growing. A focus at the intersection of technology and law is
likely to be a vital part of this research into the future.
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Fig. 4. Papers published per year on “Hate Speech” and “Social Media” according to a Google
Scholar search

7 Conclusion

The change we see unfolding, including the exodus to smaller platforms by those with
more radical views, highlights the urgent need for a more rounded use of the web of data
to tackle the threat of violent extremism. In recent years we have learned the importance
of focusing not only on direct threats of terrorism and incitement to violence, but also
more broadly on hate speech which fuels radicalization.

Removing the content is not enough to counter the threat, we have seen the use of
coded language and shifting symbols, and ultimately, we have seen entire communities
relocate to alternative platforms. Legal remedies against terrorism are also only a part of
the problem. A more complete and complex response is needed, one that helps to shift
online culture. One driven by the data and with greater cooperation between technology
platforms, governments, civil society organisations and the public.

Civic technologies, CivicTech, should be aligned with a proactive attitude towards
regulations, understood as sustainable behavioural patterns through regulatory models.
With the right ecosystem in place those at the early stages of travel down a path to radical-
ization can, through their use of mainstream platforms, be identified and deradicalized.
The attitudes of the community, which can develop into intolerance for minorities of
various types, can be shifted. New threats can be identified. New responses can be
developed.

A combination of regulatory instruments, incentives, training, proactive self-
awareness and education can be effective in shifting cultural practices so as to counter
the problem of online hate and incitement to extremism.
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Abstract. This paper introduces the SPIRIT H2020 Project. The SPIRIT identity
resolution service has been designed to learn about identity patterns, to build up
a social graph related to them, and thereby facilitate LEA’s investigation work.
The paper will briefly discuss the main task of identity resolution, the privacy
controller system, the SPIRIT prototype that will realise the solution, and the
ontology to embed privacy into the system. It also discusses a specific technical and
legal challenge—i.e., semantic interoperability when integrating SPIRIT data—
and its coordination at the agency level with human decision making—systemic
interoperability. This paper takes into account the SPIRIT testing prototype and
the first revision version (proof of concept prototype).

Keywords: Identity resolution · Social graph · Semantic interoperability ·
Privacy

1 Introduction

This paper presents some results of the EU H2020 Project SPIRIT.1 The project aims
at developing a semantically rich sense-making capability to provide Law Enforcement
Agencies (LEA) with resolved identities and their provenance trail as substantiated evi-
dence to be presented in court [1]. However, associative searches over all sources that
correlate information from textual and multimedia data might involve the use of large
quantities of personal data retrieved from social media and other open-source origins
(OSINT). Some privacy protection must therefore be put in place [2]. The toolkit must

1 SPIRIT. Scalable privacy preserving intelligence analysis for resolving identities. https://cor
dis.europa.eu/project/id/786993.
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also complywith existing data protection and security protocols and be capable of receiv-
ing automated products from existing in-house Police systems to (semi) automatically
produce a list of potential identities who may belong to a single person. The remain-
der of the paper is distributed into five sections: (i) SPIRIT system components, (ii)
Semantic interoperability, (iii) Privacy controller system, (iv) Integration and systemic
interoperability (v) and final section of conclusions and future work.

2 SPIRIT System Components

SPIRIT tools are developed in an implementation loop. Figure 1 presents the overview
of the SPIRIT system components developed and integrated prototype:

Fig. 1. Spirit system components overview for Y1 prototype

A set of standard components have been deployed as a base of the SPIRIT platform:
(i) Docker (an independent container platform to seamlessly build, share and run appli-
cations in a way that developers can manage their infrastructure and applications)2, (ii)
Apache Syncope (user’s authentication and authorisation, a very important function in
SPIRIT)3, (iii) PostgreSQL users DB4 (open source object-relational database system
that uses and extends the SQL language combined with many features that safely store
and scale data workloads), (iv) ArangoDB content DB (open-source native multi-model
database for graph, document, key/value and search needs - in SPIRIT used to store a
content as a property graph)5, (v) RabbitMQ (asynchronous message broker support-
ing multiple messaging protocols, message queuing etc.)6. SPIRIT partners provided a

2 https://www.docker.com/.
3 https://syncope.apache.org/.
4 https://www.postgresql.org/.
5 https://www.arangodb.com/.
6 https://www.rabbitmq.com/.

https://www.docker.com/
https://syncope.apache.org/
https://www.postgresql.org/
https://www.arangodb.com/
https://www.rabbitmq.com/


SPIRIT 249

second set of components related to services: (i) UI service, (ii) Refined Search service,
(iii) API Gateway service, (iv) Scheduler service, (v) Crawler services (master crawler
service, slave crawler service), (vi) Scraper service, (vii) Third Party API service, (viii)
NLP service, (ix) FaceDetection service, (x) FaceMatching service. Integration tools are
the following: (i) Rest services (access to SPIRIT platform with specific services), (ii)
RabbitMQ messages. It is worthwhile specifically mentioning (i) the authentication and
authorisation service, (ii) the activity logging service, (iii) the so-calledmediator service,
which translates a given query or data modification request, sent through a GraphQL7

API, into transactions of operations to be executed by ArangoDB, (iv) the API gateway
(single point of entry into the SPIRIT microservices system), (v) the schedular service
(from which the user is able to trigger a fully automated content intake job)., (vi) the
crawler service, (vii) the scraper service (it extracts textual content and images from the
crawled web pages, and saves them in the shared volume and their metadata in the Con-
tent Database). These services—plus the Third Party API and NLP and refined search
services— support some important internal controls related to the accountability, trans-
parency and traceability of the system. They activate the inner handling of monitoring
and controlling identity queries [3], in compliance with the ethical and legal security
requirements, and the SPIRIT guidelines and incidental and residual risks policies [2, 4].

3 Semantic Interoperability

SPIRIT has only started to work on ontologies and semantic interoperability, but this is
an important function. The first step was to identify potential ontology use cases. The
work involved the use of experiences from previous projects (VALCRI8) and surveying
examples of data integration and their challenges in SPIRIT. Semantic interoperability
means to determine the unambiguousmeaning of the data, in order to be able to exchange
data knowing when it actually means the same thing. A prerequisite for automating
semantic interoperability is being able to formally describe meaning (i.e., semantics)—
ontologies are one way of semantically describing data. Several standard languages exist
for expressing ontologies, and associated data, such as the W3C standards OWL9 and
RDF10, which are used in the SPIRIT project. To provide LEAs with semantics-based
data integration and search capabilities, and to provide a basis for semantics-based graph
analysis and sense making, the semantics of the data in the social graph needs to be made
explicit.

It should be highlighted that having the mediator component as the only entry point
for accessing the SPIRIT content database (i) makes it possible to log all database
accesses in a uniform manner, c.f. the privacy controller described in the next section;
(ii) the mediator provides various abstraction levels, or views, over the social graph,
e.g., such as ontology-based representations of the semantics of the data [5]. For identity
resolution it may also be the case that data should be linked to external police databases.
To cover these data integration requirements, the database schema needs to also reflect

7 https://graphql.org/.
8 http://valcri.org/.
9 https://www.w3.org/OWL/.

10 https://www.w3.org/RDF/.

https://graphql.org/
http://valcri.org/
https://www.w3.org/OWL/
https://www.w3.org/RDF/
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the structure of such policing data. This raises the problem of what kind of ontologies,
and what level of abstraction and granularity, are needed to abstract over both internal
and external data. A concrete example is how the different notions of a “person”, i.e., both
the user’s view and the views of components internal to the system, could be represented.
In a policing dataset used by SPIRIT (anonymised byWest Midlands Police, originating
from the VALCRI project) a person is represented by the concept “nominal”—but a
nominal can be either an organisation OR a person, e.g., an organisation can also be
the victim of a crime and this needs to be represented. In SPIRIT internal data we are
mainly targeting information about individual physical persons. However, in an ontology
we can express that the notion of nominal subsumes both the concepts ‘organisation’
and ‘person’, and thus integrate data from the policing dataset at the appropriate level
of abstraction.

Another example, related to the creation of views over data concerns the structure
of the social graph generated. In the internal data structure of the data storage, the
evidence supporting the identification of a person, e.g., as a face in an image, or through a
mention in text, is quite complex, involving several nodes and edges in the graph database
representing provenance information and internal tracking of the software processes used
to produce the resulting connection. However, from a user perspective, the interesting
part may be simply if a person was identified or not (considering some confidence
threshold selected) in a specific piece of information analysed, e.g., an image or text
etc. Figure 2 illustrates how an ontology-based view over a more complex graph data
structure can be used to simplify the data structure and create a more intuitive view over
the social graph for the end-user visualisation. Such graph abstractions also have the
potential to be used for hiding details in the graph, e.g., for privacy reasons. However,
the latter use case has not been explored in SPIRIT so far.

Fig. 2. Illustration of a potential graph abstraction, as an ontology-based RDF graph, based on
an ontology view over the underlying property-graph database.

At the bottom of Fig. 2 is a property graph representation of data, similar to the way
SPIRIT represents data internally, with an excerpt of a corresponding GraphQL schema
in themiddle (properties omitted for readability). The nominal node (N_1), to the bottom
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right, could be viewed as imported from an external data source, and then matched to the
internal SPIRIT data through the identity resolution service. Several edge annotations
are used in the property graph to represent the confidence level of edges. At the top is an
ontology-based view of the data, where some of the actual nodes in the internal property
graph representation (dashed lines) are viewed as instances of ontology concepts instead
of GraphQL schema entities. This view could be represented as an RDF graph, hence, the
usage of RDF and OWL-specific relations (properties) in the figure. Further, direct links,
such as the “detectedInImage”-property have been inferred based on the data graph at
the bottom. The latter can be done using tailored rules encoded in GraphQL queries over
the property graph, or by executing more generic queries for retrieving an RDF graph
mirroring the property graph at the bottom, and then reasoning over the retrieved graph,
e.g. using OWL property chains to drive the new property instances, such as those using
“detectedInImage”.

InSPIRITwewill notmaterialise theRDFgraphs, similar to the one illustrated above,
but will rather use the approach usually denoted Ontology-based Data Access (OBDA),
which has recently been extended beyond abstractions over relational databases [6].
This means that the ontology expressing the view over data will only be used to express
mappings to the underlying data structure, while the data remains in its original form in
the storage system. The system can then provide an additional API (or even directly a
SPARQL endpoint), based on the view over data specified by the ontology, for querying
the data in accordance with the ontology. A query received is then mapped, based on
a set of mapping rules, into one or more GraphQL queries using the internal data rep-
resentation (GraphQL schema), and the result of these queries are further combined to
generate the result of the ontology-based query. In the case of SPIRIT, providing a generic
SPARQL endpoint does not provide sufficient security and privacy control option, but
rather we will merely extend the current GraphQL API to allow for ontology-based
queries in addition to directly expressing the queries over the internal GraphQL schema,
as illustrated in Fig. 3. The intention is to allow both for system components to use
the rather low-level data representation provided by the GraphQL schema, mainly for

Fig. 3. Illustration of the workflow of the mediator service extended with an OBDA capability,
as an additional API of the service.
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SPIRIT-internal processing of data, as well as allowing for components and functionali-
ties closer to the system end-user to use the more abstract high-level data representation
expressed by the ontology, at the same time.

4 Privacy Controller System

The Privacy Controller System (PCS) is a specific and functionally separated system
component in SPIRIT that addresses the tasks of.

a) gathering and logging user and system activities carried out when using the SPIRIT
Platform,

b) analysing the gathered data to identify activities that may raise issues in terms of
privacy, ethics or data protection requirements for data processing in SPIRIT,

c) presenting the gathered and analysed data to staff tasked with carrying out ethics
monitoring of SPIRIT Platform usage, and

d) automatically triggering systemactivities to protect privacy, ethical or data protection
rights where this may be necessary.

Within SPIRIT, the system evaluates available log data in terms of two main ques-
tions: a) To which extent is it necessary for an activity log entry to be reviewed by a
relevant human operator? b) Does the output generated by the SPIRIT platform need to
be modified prior to presenting it to a particular user? [7] Both questions are relevant,
because they may refer the system to an external (technical, ethical or institutional)
human controller. Figure 4 depicts the processing workflow of the PCS that enables the
fulfilling the above purposes. The PCS integrates with the overall SPIRIT Platform in
order to gather a range of input data that are necessary in order to provide a thorough
activity log account of user and system actions. As part of this integration, the PCS gath-
ers user actions directly at the user interface level, gathers processing data as they are
communicated through the SPIRIT Platform backend, and retrieves processing data and
primarily processing metadata that are added to the central SPIRIT Platform database.

Analy�cs 
Processor

Process 
Manager

SPIRIT 
DB

Data 
Gatherer

Ac�vity 
Log

File 
System

Result 
DBAnaly�cs 

ProcessorAnaly�cs 
Processor
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Fig. 4. Overview of privacy controller processing chain [7]
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The Privacy Controller System transforms acquired data into a uniform data repre-
sentation and then evaluates the incoming data in order to generate or update composite
data points (such as counts of failed login attempts or searches executed in a specific
investigation), assign data points with a criticality score, evaluate whether data points
should be flagged to ethics review personnel or whether data points trigger any specified
actions in the system.

Several types of Analytics Processor systems can be enabled for the Privacy Con-
troller System. Since no statistical data sets are available for use with the SPIRIT Privacy
Controller System, a set of evaluation rules has been defined to identify various types
of events ranging from brute force credential hacking attempts to disproportionate use
of specific types of searches or analytics processes within a single investigation or by a
specific system user. The system also facilitates complex rule processing, scripted rule
sequences and retrieval of supplemental data during rule evaluation. Manually specified
rules are generally human-readable and can be explained to human end users, which can
be beneficial for staff reviewing log and alert data generated by the Privacy Controller
System.

Individual rules in the Privacy Controller Subsystem can be enabled, disabled and
customised for individual system deployments, so that they can express specific moni-
toring and compliance requirements and goals of individual law enforcement agencies.
Rules can also be seen as operational expressions of goals specified in leaf nodes of
data protection ontologies, and triggering a rule can in principle be used for event-driven
ontology updating; similarly, a data protection ontology can be used in order to organise
and aggregate observed events for summarisation and organised presentation to users.

As next steps we will integrate such a data protection ontology into the system,
as a general vocabulary to which the rules mentioned above can be attached. Several
ontologies for this purpose have already been developed, such as the model proposed
by Bartolini&Muthuri [8], PrOnto [9] and the GDPRov [10], for instance. However, we
have chosen to reuse the most recent an integrative development in this area, which is the
Data PrivacyVocabulary11 (DPV), which is an ontology being developed andmaintained
by the W3C Data Privacy Vocabularies and Controls Community Group. This ontology
is based on several of the earlier efforts in the area, and hence aim to cover similar
concepts and use cases, including reasoning and rule-based checking of compliance.
The ontology is being actively maintained by the community group, and already has a
specialised extension (DPV-GDPR) covering GDPR12, which we will specifically use
in SPIRIT. Further, we will create another extension of DPV-GDPR, more specifically
targeted at the SPIRIT use case, by subclassing the concepts in the existing ontology.
Since the ontology itself is modular, and so will our extension, it will also be possible to
create exchangeable ontology components that represent specific rules and regulations
within a specific jurisdiction where SPIRIT will be use, i.e. catering for the difference in
legal systems and regulations that LEAs around Europe are subject to. The latter makes
the SPIRIT Privacy Controller System configurable to different legal contexts.

11 https://dpvcg.github.io/dpv/.
12 https://github.com/dpvcg/dpv-gdpr.

https://dpvcg.github.io/dpv/
https://github.com/dpvcg/dpv-gdpr
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5 Integration and Systemic Interoperability as Regulatory Devices

This paper introduces the work on identity analysis and resolution carried out by the
H2020 SPIRIT project. Identity resolution is a well-trodden path in computer science
[11]. Compared to other related works based on attribute-based approaches and social
links [12], or fuzzy compositional models [13], SPIRITOSINTwork can define habitual
patterns as a social graph related to entity patterns that tend to reappear on the web. A
System Integration describe the components and interactions, as well as the interoper-
ability and scalability design. The integration and functional validation process define
the roles and the workflow of integration (Fig. 5). For this presentation, we have put
aside speaker identification and matching, face analysis entity extraction and matching,
and acoustic scene classification.

Fig. 5. Overview of the integration and validation workflow.

SPIRIT is a platform for law enforcement in which LEAs, private companies and
universities cooperate. However, the terms of such a cooperation are strict. Data sharing
with third parties constitute a well-known issue, for it increases the risk of breaches. It
has already happened with the development of low-cost health mobile apps and devices
equippedwith a variety of sensors [14]. The risk of non-compliancewith legal and ethical
requirements increases when third parties are involved [15]. Thus, when the analysis has
to be performed by third parties, privacy and compliance become a relevant issue too. As
Vicenç Torra states from the very beginning of his book, ‘similar problems arise when
other actors not directly related to the data analysis enter into the scene (e.g. software
developers who need to test and develop procedures on data that they are not allowed
to see’ [16] [our emphasis]. This is the case with the SPIRIT project. Following ethical
requirements, developers of the system are not working with real data coming from
LEA’s repositories. This means that protections have to comply with several types of
different requirements, dealing with:

a) the protection of citizens whose identity will be processed,
b) data protection as it has been conceptualised by Directive (EU) 2016/680 [17] and

the Regulation (EU) 2016/679 that came into force on May 25th 2018 [18],
c) the monitoring and control of police behaviour in their daily investigatory roles.
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Thus, three different agents—police, citizens and the researchers themselves—that
require separate incidental risks internal policies and a set of redress mechanisms in case
of failure, data breaches, wrong identification, or false positives bringing about social
and personal consequences [2, 4]. This creates a complex environment for integration
purposes, in which human and artificial agency coexist according to different regulatory
patterns and the diverse conditions and roles played by the human agents.

Protections and policies can be partially embedded into the system in different ways,
both by means of ontologies and the Privacy Controller System (PCS). This integration
has a regulatory effect, close towhat is called ‘systemic interoperability’. Semantic inter-
operability refers to the ability of computer systems to unambiguously exchange data
with an explicit, sharedmeaning. In information systems processing, systemic interoper-
ability goes beyond semantic interoperability and refers to the ability of complex systems
to interact. It focuses onto the coordination of practices and organisational structures, in
between human behaviour and artificial systems [19]. This is what will be produced—or
we are intending to produce—both in LEA’s investigatory workplaces and through the
process of building the security platform for identity resolution.

The EU guidelines defines interoperability as ‘the ability of organisations to interact
towards mutually beneficial goals, involving the sharing of information and knowledge
between these organisations, through the business processes they support, by means of
the exchange of data between their ICT systems’ [20]. We are taking into account the
four layers defined by the EU policy for integrated public service governance to reach
‘interoperability by design’ [20]:

a) legal (‘about ensuring that organisations operating under different legal frameworks,
policies and strategies are able to work together’),

b) organisational (‘the way in which public administrations align their business pro-
cesses, responsibilities and expectations to achieve commonly agreed and mutually
beneficial goals’),

c) semantic (‘ensures that the precise format and meaning of exchanged data and
information is preserved and understood throughout exchanges between parties’),

d) technical (‘applications and infrastructures linking systems and services’, including
‘interface specifications, interconnection services, data integration services, data
presentation and exchange, and secure communication protocols’).

This policy develops the articles and recitals of the INSPIREDirective [21] assessing
that ‘Member States should ensure that any data or information needed for the purposes
of achieving interoperability are available on conditions that do not restrict their use for
that purpose’ (R16) and ‘for sharing spatial data between the various levels of public
authority in the Community’ (R17). Article 7 provides that “interoperability’ means the
possibility for spatial data sets to be combined, and for services to interact, without
repetitive manual intervention, in such a way that the result is coherent, and the added
value of the data sets and services is enhanced’.
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Key interoperability enablers (KIE) have been promoted and facilitated by the ISA
and ISA2 programs [22]13. KIE can be defined as the interoperability solutions (e.g.,
services and tools, standards, and specifications) that are necessary for the efficient
and effective delivery of public services across administrations. This holds for private
companies and its relationship with public administrations as well, as ‘the reuse of
shared services may be provided by the public sector, the private sector or in public-
private partnership (PPP) models’ [20]. SPIRIT fits into this legal scheme. It also falls
under the Directive concerning LEAs on data protection and ‘personal data breaches’,
defined as ‘a breach of security leading to the accidental or unlawful destruction, loss,
alteration, unauthorised disclosure of, or access to, personal data transmitted, stored or
otherwise processed’ [17].

Interoperability also has a public dimension related toSchengen area andpolicies. For
at least fifteen years now, since the 2005Communication on interoperability and synergy
among EU databases in the area of Justice and Home Affairs [23], scholars have raised
the issue about its consequences. In opposition to the Communication—which asserted
that ‘Interoperability” is a technical rather than a legal or political concept’ and that ‘it
is disconnected from the question of whether the data exchange is legally or politically
possible or required’ [23]—they have stressed its political nature [24]. Successive EU
proposals regarding migration, cross-border relationships, and identity—such as the
implementation of the European Search Portal, a Shared Biometric Matching Service,
a Common Identity Repository, and a Multiple-Identity Detector [25]—have recently
raised identical concerns [26]; thus, reinforcing the need to adopt the least intrusive
measures in effective police cooperation, and to respect the principle of proportionality
and purpose limitation.

The Spirit privacy controller system, ontologies, and internal policies address these
issues through the integration of modules and the construction of a specific regulatory
model to monitor it. It is a ‘cumulative structure’, for semantic interoperability can only
be achieved when standards for syntactic and technical interoperability have success-
fully been implemented [27]. But, most of all, it encompasses a systemic and holistic
perspective, as the proposal is implementing the responsible AI guidelines [28] and the
AI4People regulatory toolbox for good legal governance [29].

6 Conclusions and Future Work

To our knowledge, this is the first time that this integrative solution has been put in place
in a security platform. It is certainly the result of the collective thinking of the whole
team that has created an intermediate organisational space to bring together ontologies,
a privacy controller system, and a hybrid (machine-human) policy set of principles and
procedures. This intermediate space facilitates at the same time thewide interpretation of
policies making them compatible with LEA’s investigatory objectives and the regulatory
compliance with a set of ethical requirements. Cooperation from the LEA’s side, setting
what they have called a protective firewall between researchers and police investigators

13 ISA2 Programme (2016–2020) supported ‘the development of digital solutions that enable
public administrations, businesses and citizens in Europe to benefit from interoperable cross-
border and cross-sector public services.’ https://ec.europa.eu/isa2/isa2_en.

https://ec.europa.eu/isa2/isa2_en
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and a red ethical line (or ‘red thread implementation approach’)—DCI Geoff Robinson,
ThamesValley Police—has been essential. However, there still is room for improvement.

First, some meta-ethical work must be tackled to avoid the tensions between (i)
privacy vs. transparency, (ii) accuracy vs. explainability, (iii) and accuracy vs. fairness
pointed out at [30].

Second, as recently noticed [31] the advantage of description logics (OWL2) in ontol-
ogy building ‘is that all the main policy-reasoning tasks are decidable (and tractable if
policies can be expressed with OWL2 profiles), while compliance checking is undecid-
able in rule languages, or at least intractable—in the absence of recursion—because it
can be reduced to data log query containment’. We still have to check whether high-level
data protection ontologies and semantic rules—as developed for business compliance
[32]—can be made compatible for our specific security policy purposes.We have started
working on this (non-trivial) problem.

Third, the SPIRIT system will reduce false positives on identity by combining
results from several differing approaches using the crawler, a multi-layer perceptron,
self-organising map, a NLP algorithm and a text matching algorithm. But this remains
still to be tested in the immediate future. The AI ethics strategy in SPIRIT has also been
developed with the aim of addressing the risks of misuse, stigmatisation and bias posed
by the face recognition and AI techniques underlying the SPIRIT Tool.

The important conclusion is that no single component nor language is sufficient by
itself to build up a satisfactory regulatory model. All of themmust be separately selected
and built, and then coordinated and integrated to reach acceptable and effective results.

Acknowledgments. SPIRIT. Scalable Privacy Preserving Intelligence Analysis for Resolving
Identities. European Commission. Contract 786993. 01/08/2018-31/07/2021.
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Abstract. In this paper we present a suite of tools named TimeLex, that includes
different systems able to process temporal information from legal texts. The first
tool, called lawORdate, helps preprocessing legal references in texts in Spanish
that can bemisleadingwhen trying to find dates in texts. The second one,Añotador,
is a temporal tagger (this is, a tool that finds temporal expressions, such as dates
or durations) that identifies temporal expressions in texts and provides a standard
value for each of them. Finally, a third tool, calledWhenTheFact, extracts relevant
events from judgments, allowing a full processing of the temporal dimension of
this kind of texts, and being a first step towards the complete temporal information
processing in the legal domain.

Keywords: Temporal expressions · Events · Timeline generation · Legal texts

1 Introduction

Temporal information is a very important dimension in documents. Being able to extract
itwould enable higher level functionalities, such as event-based summarization or search,
pattern detection in cases, and timeline generation, thatwould facilitate the understanding
of legal documents, usually difficult to comprehend by layman users, as well as enhance
other NLP tasks over legal documents. Nevertheless, not a lot of research has been done
in the legal domain in the field of temporal information.

TimeLex [1] is a suite of tools that aims to cover this gap in the domain, providing
approaches to several parts of the temporal information extraction task. In this paper we
briefly present the different contributions we have created in order to process this kind
of texts from the temporal perspective.

The remaining of this paper is structured as follows. Section 2 presents related
work in previous literature. Section 3 introduces lawORdate, a preprocessing tool that
deals with legal references in order to facilitate latter temporal tagging task. Section 4
presents Añotador1, a temporal tagger designed to find and normalize temporal expres-
sions in legal texts. Section 5 shows a first approach for event extraction, introducing the

1 Añotador is a pun: “Año” means “Year” in Spanish, while “Anotador” is the person or tool that
performs the task of annotation. Añotador is a merge of the two concepts, and would therefore
can be understood as “What annotates years”.

© Springer Nature Switzerland AG 2021
V. Rodríguez-Doncel et al. (Eds.): AICOL-XI 2018/AICOL-XII 2020/XAILA 2020, LNAI 13048, pp. 260–266, 2021.
https://doi.org/10.1007/978-3-030-89811-3_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-89811-3_18&domain=pdf
http://orcid.org/0000-0003-1011-5023
http://orcid.org/0000-0003-1076-2511
https://doi.org/10.1007/978-3-030-89811-3_18


TimeLex 261

tool WhenTheFact, which is able to generate a timeline of events from the information
extracted from a document from the European Court of Human Rights2. Finally, Sect. 6
presents the conclusions and details the next steps in this research, targeting the semantic
representation of the temporal annotations for further applications.

2 Related Work

Most effort related to temporal information in the legal domain has been done in relation
to normative texts. This is the case of CronoLex [2], that aims to help lawyers by
representing the legal norms in Spanish storing information about their life cycle, among
others. Also in this direction, Akoma Ntoso [3] allows to represent several types of legal
text in a standard way, including temporal information in the metadata.

Regarding the processing of temporal expressions and events, Schilder [4] analyzed
the different types of legal documents with regard to temporal information, and divided
them in statutes or regulations (where temporal information usually are constraints),
transactional documents (including documents for legal transactions like contracts) and
case law. In this paper, Schilder deeply studies the two first types of legal documents,
but case law narrative structure was considered similar to the narratives in news, and
received no dedicated attention.

Again in normative texts, Isemann et al. [5] used Named Entitiy Recognition and
temporal processing in order to process the temporal dimension of regulations. This
work, on the other hand, also described usual problems found by temporal taggers find
in legal texts (not only in normative texts). Among them we can highlight the similar
pattern of legal references and dates, that tend to be misleading to temporal taggers
(e.g. “Directive 2012/33/EC”), or the distinction between generic events and episodic
events. While the first refer to abstract events, general truths, rules, expectations or laws,
episodic events are those that actually happened. Finally, also works on transactional
documents [6, 7] and reasoning in legal evidence [8] can be found in literature.

3 LawORdate

lawORdate is a tool that cleans legal references with a date form from text documents.
It addresses an important problem when processing legal documents from the temporal
perspective, since common legal references in Spanish tend to include dates or patterns
that can be misleading to temporal taggers. For instance, in the following excerpt:

".. creado via el Real Decreto 2093/20081, de 19 de diciembre2. Ha sido
actualizado por ultima vez el 13 de agosto de 20173."

Most temporal taggers would find in this excerpt the three expressions in bold.
Nevertheless, expression number one is not a date (despite of following a date-ish pattern)
and expression number two is a date but does not belong to the narrative of the text (is
part of a legal reference), so they should not be tagged. Therefore, the only one that
should be tagged is the one underlined.

2 https://www.echr.coe.int/Pages/home.aspx?p=home.

https://www.echr.coe.int/Pages/home.aspx%3Fp%3Dhome
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LawORdate is currently available both as a webapp [9] and as a GitHub repository
[10], and finds and replaces misleading legal references in the texts, storing the original
references. Once the temporal tagging is done, the references are restored in the text.
Figure 1 shows the pipeline of use of lawORdate.

Fig. 1. Pipeline of use of lawORdate.

In the pipeline in Fig. 1, a text with legal references is first sent to the service. Then
it finds all the misleading legal references that could affect to the precision of a temporal
tagger and replaces them with inoquous expressions, storing the original references for
further restoring. The output of this first step is to be used in a temporal tagger (in the
demo, HeidelTime is offered, but any other can be used). Then, the output of the tagger
(in TimeML) is sent back to lawORdate, that restores the original legal references.
We therefore obtain the original text, but tagged without the interference of any legal
references in it.

4 Añotador

Añotador [11] is a temporal tagger for Spanish and English able to find temporal expres-
sions in texts, specially targeted to the legal domain. Añotador can detect different types
of temporal expressions included in the TimeML standard, namely dates, times, sets (this
is, expressions that repeat over time such as “every Thursday” or “twice a week”) and
durations, and some additional temporal expressions developed for the legal domain,
such as specific expressions (e.g., “business days”) and the type interval. Añotador out-
performs the available state-of-the-art temporal taggers for Spanish [12]. It receives as
input the text to annotate and optionally a reference date, called anchor date (if no date
were introduced, the current date would be considered). With this information, the sys-
tem is able to both find and normalize temporal expressions, this is, express them as a
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standard value, usually normalizingwith regard to a reference date. If we had for instance
the sentence “I went to the park yesterday” with “2019-09-20” as reference date, we
would consider that the normalized value of ‘yesterday’ is “2019-09-19”. Nevertheless,
not every temporal expression is normalized with regard to this initial anchor date. Once
the temporal expressions in the text are identified using some hand-made rules specifi-
cally developed for the Spanish language, we apply a normalization algorithm that takes
into account previous dates in the text for normalizing temporal expressions (see Fig. 2).

Fig. 2. Pipeline of Añotador. The user introduces the text to annotate and optionally a reference
date.

Figure 2 shows how the text is first preprocessed using CoreNLP [13] and some
IxaPipes [14] models. Then, different rules apply at different stages in order to detect
the temporal expressions in the text. Once we have them, a normalization algorithm is
applied in order to find their value. Finally, the system returns the text tagged.

Añotador has been tested against different state-of-the-art temporal taggers, both for
legal English and for the Spanish language. Updated results of these evaluations can be
found in its website [11].

5 WhenTheFact: Dealing with Events

After being able to identify temporal expressions using Añotador and lawORdate, the
next logical step would be to detect events. Our current work focuses in detecting legal
events in judgments, not covering just in the mention of the event (as most temporal
taggers do), but also considering all the surrounding information available, such as
the parts involved, when and where it happened or the jurisdiction involved. This was
already done for a different type of legal document in a previous work, detecting events
related to the lifecycle of a contract [15], but while in that case a rule-based approach was
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successful, taking into account the limited amount of events targeted, for legal judgments
the amount of relevant events demands a more flexible approach.

To this aim,we are considering different lines of research in parallel, in order to detect
the different types of events we can find in a judgment (e.g., the facts under judgment,
that change from case to case, and the legal events, such as applications or decisions,
that are court-related and tend to occur in all cases). To test the different approaches, a
corpus of legal documents annotated with events (the first publicly available of its kind
as far as the authors know) has been built [16], in collaboration with experts from other
institutions, based on previous related works [17, 18].

Fig. 3. Different tools available in for temporal processing of legal texts.

In Fig. 3, first, the text is preprocessed by lawORdate; then, the temporal expressions
can be more accurately found by Añotador (once done, lawORdate would return the
original legal references to the text). Finally,WhenTheFact detects the relevant events in
the text (current online implementation already includes Añotador in order to perform
the full processing).

6 Conclusions

In this paper we presented the different tools created for processing temporal information
from legal texts. The first service introduced, lawORdate, “cleans” the document of
misleading legal references; then, Añotador is able to tag and normalize the temporal
expressions in the text. WhenTheFact detects events and builds a timeline from it. The
suite therefore covers a full processing from the temporal perspective.

AlthoughWhenTheFact is still an ongoing tool, able just to extract events from very
specific types of texts whose structure is already known and with room for improvement.
Additionally,WhenTheFact builds a timeline, but we consider further applicationswould
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be useful for the legal domain, such as event-based summarization or pattern recognition.
To facilitate these potential applications, represent temporal information in a standard and
NLP focused manner would be extremely helpful. For this reason, next steps include the
definition of this representation option by gathering different already available ontologies
and schemas. Additionally, WhenTheFact is currently being expanded to cover more
languages and types of documents. All advances in these directions will be reflected in
the website of TimeLex [1].
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Abstract. On the awareness of the dynamismpertaining to data and its processing,
this paper investigates the problem of having two mutually exclusive definitions
of personal and non-personal data in the legal framework in force. The taxonomic
analysis of key terms and their context of application highlights the risk to crys-
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its future development. With this premise, the paper discusses the extent of the
two main data processing tools provided by the GDPR, questioning the ex-ante
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1 Introduction

Everyday people generate data from all spheres of their life, circulating in the IoT envi-
ronments and feeding Big Data Systems (Perera 2015), posing uncountable challenges
to data protection and privacy (Sollins 2019). In the last year, the European Commission
proposed important initiatives to unlock the re-use of different types of data and create a
common European data space1. The first pillars were proposed in February 2020 as the
Data Strategy2 and theWhite Paper on Artificial Intelligence3, followed by the adoption
of a proposed Regulation on Data Governance4 in November 2020. Lastly, the Artificial

1 https://ec.europa.eu/digital-single-market/en/data-policies-and-legislation-timeline.
2 A European strategy for data, Brussels, 19.2.2020, COM(2020) 66 final.
3 The European Commission confirms that data and artificial intelligence (AI) can help find
solutions tomany of society’s problems, fromhealth to farming, from security tomanufacturing.
However, it also stresses on the risks posed byAI. It stresses on the need to enforce it adequately
to address the risks that AI systems create.

4 https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52020PC0767&fro
m=EN.
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Intelligence Act5. In this proposal, the European Commission confirms the methodolog-
ical roadmap based on risk analysis, intermediary services - already proposed in the
Digital Services Act6 - and certifications for the Artificial Intelligence processes and
products.

The whole new system relies on principles and rules introduced by the two main
Regulations for granting the data flow in the digital single market: the General Data
Protection Regulation7 (GDPR), and the Free Flow Data Regulation8 (FFDR). While
personal data can flow provided that some conditions are respected (e.g., consent, pro-
cessing, risk evaluation, etc.) non-personal data can freelyflow in the digital environment.
Thus, the whole legal system is anchored to the dichotomy personal & non-personal
data, and even its development is strictly dependent on it, facing the risk of suffocating
innovation.

Since the entry into force of this legal framework, few areas of improvement have
been identified9, even on the awareness that the context and the infrastructure are rapidly
evolving and changing, therefore potentials and risks. The EUMember States will set up
a new commondigital platform10, theData Space,where the international dimensionwill
play a central role11, creating a level playing field with companies established outside
the EU12. The ability for private and public sector actors to collect and process data
on a large scale will increase: devices, sensors and networks will create not only large
volumes of data, but also new types of data like inferred, derived and aggregate data
(Abuosba 2015) or synthetic data (Platzer 2021), moving beyond the data dichotomy
imposed by the legal framework.

The awareness of the legal vulnerabilities pertaining to this technological evolution,
implies that both lawand technologymust, together, promote and reinforce the beneficent
use of Big Data for public good (Lane et al. 2014), but also, people’s control of their
personal data, their privacy and digital identity (Karen 2019)13.

5 https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52021PC0206&fro
m=EN.

6 https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52020PC0825&from=en.
7 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on
the protection of natural persons with regard to the processing of personal data and on the free
movement of such data, and repealing Directive 95/46/EC.

8 Regulation (EU) 2018/1807 of the European Parliament and of the Council of 14 November
2018 on a framework for the free flow of non-personal data in the European Union.

9 To this extent, refer to the first Report on the evaluation of the GDPR published by the
Commission on June 2020 https://ec.europa.eu/info/sites/info/files/1_en_act_part1_v6_1.pdf.

10 See the program Gaia-X, https://www.data-infra-strucure.eu/GAIAX/Navigation/EN/Home/
home.html.

11 The report stresses on the fact that “the Commission will continue to focus on promoting
convergence of data protection rules as a way to ensure safe data flows”.

12 Ibid, 10.
13 The author affirms that a sustainable IoT Big Data management can be effectively designed

only after decomposing the set of drivers and objectives for security/privacy of data as well as
innovation into: 1) the regulatory and social policy context; 2) economic and business context;
and 3) technology and design context. By identifying these distinct objectives for the design of
IoT Big Data management, a more effective design and control is possible.

https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52021PC0206&amp;from=EN
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2 Personal Data, Non-personal Data, Mixed Datasets

The GDPR and the FFDR provide the taxonomy of data. Art. 4(1) of the GDPR specifies
that “personal data” means “any information relating to an identified or identifiable
natural person (‘data subject’) […]”.14 Art. 3 of the FFDR defines “non-personal data”
as data other than personal data as defined in point (1) of Article 4 of Regulation (EU)
2016/679.

These definitions are mutually exclusive and strongly chained: the definition of non-
personal data is dependent on the definition of personal data. Ex ante, they seem not
considering the physiological attitude of data to be treated thus, not considering the
data lifecycle (Wing 2019).De facto, the legal framework does not provide any concrete
tool able to ensure to check the nature of data during its physiological lifecycle. On the
contrary, imposes to data controllers and data processors to keep monitoring the risks
linked to such processing.

Data processing, indeed, modifies the status of data, its definition and category.
Hence, it is necessary to distinguish between the static perspective, based on the rea-
soning of what can be literally considered as “personal data” and the dynamic one,
specifically on what kind of status modification data can have due to its lifecycle.

In line with these premises, if considering both perspectives, the span of the concepts
increases, proportionally implying the risk of overlapping in definitions and sclerotizing
the whole system of data flow in the digital single market. Not to mention that, since
these definitions are strictly dependant, any vulnerability in one affects the other and
vice-versa.

These critical points were originally highlighted in the Impact Assessment of the
Regulation15. Nowadays, after few years of the entry into force, they are largely con-
firmed and still discussed in the academic debate (Graef et al. 2018; Hu et al. 2017;
Finck and Pallas 2020; Leenes 2008; Stalla-Bourdillon and Knight 2017).

The definition of personal data is coming from the centerpiece of EU legislation on
data protection, Directive 95/46/EC, adopted in 199516 and it has been transposed in the
GDPR. Since then, it led to some diversity in the practical application. For example, the
issue of objects and items (“things” – referring to IoT systems) linked to individuals,
such as IP addresses, unique RFID numbers, digital pictures, geo-location data and
telephonenumbers, has beendealt differently amongMemberStates17. TheCJEUplayed
- and keeps playing - an essential role in resolving these diversities, harmonizing the
legislation18.

14 In order to clarify the concept, the WP29 04/2007 on the concept of Personal Data states that
the contextual presence of 4 elements connotes personal data: 1) Any information, 2) Relating
to, 3) An identified or Identifiable, 4) Natural Person.

15 Commission Staff Working Paper, Brussels, 25.1.2012, SEC(2012) 72 final, Impact Assess-
ment.

16 The Directive was also complemented by several instruments providing specific data protection
rules in the area of police and judicial cooperation in criminal matters (ex third pillar), including
Framework Decision 2008/977/JHA.

17 These diverities are extensively treated in the Impact Assessment.
18 To this aim, as an example, the judgment in Case C-582/14: Patrick Breyer v Bundesrepublik

Deutschland.
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The core of the problem leading to legal uncertainty as a major area of divergence in
the Member States, and strictly linked to the data processing19 - is related to the concept
of identifiability. Specifically, to the circumstances in which data subjects can be said to
be “identifiable”.

The importance of this concept is strengthen by the combined provisions of Recital
26 of GDPR and Recital 8 of the FFDR were it is clearly stated that data processing can
modify the nature of data. This problem acquires even more resonance, when literally
recalling Art. 2(2) of the FFDR “In the case of a data set composed of both personal
and non-personal data, this Regulation applies to the non-personal data part of the data
set. Where personal and non-personal data in a data set are inextricably linked, this
Regulation shall not prejudice the application of Regulation (EU) 2016/679.”

In order to clarify the concept of inextricability, the European Commission released
a Practical guidance for businesses on how to process mixed datasets20 contextualizing
the case and confirming that in most real-life situations, a dataset is however very likely
to be composed of both personal and non-personal data (mixed dataset), thus it would
be challenging and impractical, if not impossible, to split such mixed dataset.

As pointed by some authors (Greaf 2018), this data taxonomy becomes counterpro-
ductive to data innovation21.

Therefore, still nowadays, the meaning and interpretation of identifiability yet rep-
resents the main reason why the concept of personal data and its interconnection with
non-personal data is widening being still problematic, especially in perspective of the
data processing, e.g. anonymization, pseudonymization.

When transposed in the technological environment, this perspective leads to the
concept Personally Identifiable Information (hereinafter referred as PII). Referring to

19 Specifically, on the nature of processed data, Data Protection Authorities (hereinafter referred
as DPAs) considered encoded or pseudonymised data as identifiable thus, as such, as personal
data in relation to the actors who have means (the “key”) for re-identifying the data, but not
in relation to other persons or entities (e.g. Austria, Germany, Greece, Ireland, Luxembourg,
Netherlands, Portugal, UK). In otherMember States all datawhich can be linked to an individual
were regarded as “personal”, even if the data are processed by someone who has no means
for such re-identification (e.g. Denmark, Finland, France, Italy, Spain, Sweden). DPAs in those
Member States are “generally less demanding” with regard to the processing of data that are not
immediately identifiable, taking into account the likelihood of the data subject being identified
as well as the nature of the data.

20 Guidance on the Regulation on a framework for the free flow of non-personal data in the
European Union Brussels, 29.5.2019 COM(2019) 250 final.

21 A timid tentative of overcoming this problem, it is contained in the proposal of the Data
Governance Act where the Commission proposes to create a formal expert group, the European
Data Innovator Boards.
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the International Standards22 ISO 2770123 defines PII as “any information that (1) can
be used to establish a link between the information and the natural person to whom such
information relates, or (2) is or can be directly or indirectly linked to a natural person”.

If considered the amount of data that can be freely gathered in the digital info-sphere
and the potential of data mining tools (Clifton 2002) contextualizing these definitions in
several datasets, any kind of value linked to a person may lead to a PII. Consequently,
it could be possible to affirm that in the digital context, affected by the process of
datafication (Palmirani and Martoni 2019), an identity is any subset of attributed values
of an individual person and, therefore, usually there is no such thing as “the identity”,
but several of them, as many as the number of the values combined with the same
data-subject (Pfitzmann and Hansen 2010).

The problem presents a broader span if recalling the main premise on the data cycle,
thus taking into account that even any PII has a natural lifecycle (Wing 2019; Abuosba
2015). As specifically stated in the ISO standard “from creation and origination through
storage, processing, use and transmission to its eventual destruction or decay. The risks
to PII can vary during its lifetime but protection of PII remains important to some extent
at all stages. PII protection requirements need to be taken into account as existing and
new information systems are managed through their lifecycle”.

To this extent, it can certainly be said that what defined at the moment of ex-ante
processing as personal data, cannot necessarily last and be confirmed at the moment
of ex-post processing as non-personal and vice-versa. In this regard, domino effect is
spilling over the definition of anonymous data. There is indeed no doubt that this category
includes data, not linkable by any mean to a data subject24 but, for which this certainty
is not undoubtable as the one namely recalled by Recital 26 of the GDPR referring to
data rendered anonymous in such a way that the data subject is no longer identifiable.

Towhat extent a data processing can grant that a data subject is no longer identifiable?
Academics are currently stressing on a more proper evaluation of the differential

element between personal and non-personal data (Finck and Pallas 2020), and on the
importance of the paramount importance of the legal Principle of Data Minimization to
overcome this legal emapasse (Biega et al. 2020).

Others (Stalla-Bourdillon and Knight 2018), also referring to the Breyer case,
considers that characterizing the data should be context-dependent.

22 The Commission’s policy aims to align European Standards as much as possible with the
international standards adopted by the recognized International Standardization Organizations
ISO, IEC and ITU. This process is called “primacy of international standardization”, meaning
that European standards should be based on International standards (COM(2011)-311, point
7). Formore info, cfr: https://ec.europa.eu/growth/single-market/european-standards/policy/int
ernational-activities_en.

23 ISO/IEC27701:2019 (formerly knownas ISO/IEC27552during the drafting period) is a privacy
extension to ISO/IEC 27001. The design goal is to enhance the existing Information Security
Management System (ISMS) with additional requirements in order to establish, implement,
maintain, and continually improve a Privacy Information Management System (PIMS). The
standard outlines a framework for Personally Identifiable Information (PII) Controllers and PII
Processors to manage privacy controls to reduce the risk to the privacy rights of individuals.

24 For example, those referred to businesses, those referred to industrial machinery, stars data like
the ones related to Mars, labs data on chemical reactions, etc.

https://ec.europa.eu/growth/single-market/european-standards/policy/international-activities_en
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For others (Purtova 2018), the broad notion of personal data is not problematic
and even welcome but this will change in future when everything will be personal or
will contain personal data, leading to the application of data protection to everything.
This will happen because technology is rapidly moving towards perfect identifiability
of information, where datafication and data analytics will generate a lot of information.

Hence, in order to mitigate the gross risk of re-identification, contextual checks
become essential and they should be conceived as complementary to sanitization
techniques (Gellert 2018).

3 Anonymization Techniques in the Light of WP29 05/2014 and Its
State of the Art

Anonymizing personal data implies a data processing whichmakes uncertain the attribu-
tion of that data to a certain person (data subject), relying on the probability calculation.
Stemming from the expansion of data products usually provided by National Statistic,
anonymization is considered by the Working Party 29, on the Opinion 05/2014, as a
“further processing”25. International Standard ISO 29100 considers anonymization as
the “process by which Personally Identifiable Information (PII) is irreversibly altered in
such a way that a PII principal cannot longer be identified directly or indirectly, either
by the PII controller alone or in collaboration with any other party”26.

Differently from pseudonymity27 which is generally (Mourby et al. 2018) distin-
guished by reversibility28 (reason why the GDPR considers pseudonymized data still
personal data) anonymization therefore should generally imply an irreversible alteration
of personal data. The European legislation does not provide an explicit regulation on
anonymization or an identification on its techniques, neither how the process should be,
or could be performed. The legal focus is not on the tool per se, rather on its outcome.

25 As such, must comply with the test of compatibility in accordance with the guidelines provided
by theWorking Party 29 Opinion 03/2013 on purpose limitation and with the de-anonymization
risk test as for the Working Party 29 Opinion 05/2014.

26 International Standard Organization (ISO/IEC) 29100:2011 Information technology – Security
techniques – Privacy framework (Technologies de l’information – Techniques de sécurité –
Cadre privé).

27 According to Art. 4(5) GDPR ‘pseudonymization’ means “the processing of personal data in
such amanner that the personal data can no longer be attributed to a specific data subject without
the use of additional information, provided that such additional information is kept separately
and is subject to technical and organizational measures to ensure that the personal data are not
attributed to an identified or identifiable natural person”.

28 Pseudonymization is a de-identification process referenced in the GDPR as both security and
data protection by design mechanism. There are different levels and scenarios of pseudonymity
but as for anonymization process, different levels of security. See in details: https://www.enisa.
europa.eu/publications/pseudonymisation-techniques-and-best-practices.

https://www.enisa.europa.eu/publications/pseudonymisation-techniques-and-best-practices
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It is solely considered the potential risk linked to this data treatment, thus providing
guidance and clarification with the Working Party 29 Opinion 05/201429 which, has no
binding character, but by some authors (El Emam, Álvarez 2015) it is even considered
lacking in some critical topics.

According to the definition provided by theRecital 26 ofDirective 95/46/EC, recalled
by the Opinion 05/2014, anonymization means stripping data of sufficient elements such
that the data subject can no longer be identified. Therefore, data must be processed
in such a way that it can no longer be possible to identify a natural person by using
“all the means likely reasonably to be used” by either the controller or a third party.
Such processing must be irreversible but, here again, the question to what extent this
irreversibility can be granted.

There is no doubt that anonymization has a high degree of uncontrollability, but
even that technological development has reached a point, as anticipated, of questioning
whether anonymization can still be considered as an irreversible data processing. More-
over, the same approach seems confirmed in Recital 9 of the FFDR “If technological
developments make it possible to turn anonymized data into personal data, such data are
to be treated as personal data, and Regulation (EU) 2016/679 is to apply accordingly”.

Moreover, as said, the WP29 focuses only on the outcome of anonymization strictly
related to the risk of de-anonymization, elaborating only on the robustness of few
technique based on three criteria:

– is it still possible to single out an individual30,
– is it still possible to link records relating to an individual31, and
– can information be inferred concerning an individual32.

TheWP29 recalls the twomain anonymization techniques: randomization and gener-
alization. Randomization alters the veracity of data weakening the links between values
and objects (data subject), introducing a casual element in the data. This result can be con-
cretely accomplished with few techniques: permutation, noise addition and differential
privacy.

29 The Article 29 Working Party (today EDPB – European Data Protection Board) was set up
under the Directive 95/46/EC on the protection of individuals with regard to the processing of
personal data and on the free movement of such data. It provides the European Commission
with independent advice on data protectionmatters and helps in the development of harmonized
policies for data protection in the EU Member States. One of the main tasks of the Article 29
WP was to adopt Opinions without a binding character but fundamental in order to clarify
critical data protection issues.

30 “The possibility to isolate some or all records which identify an individual in the dataset”WP29
Opinion 05/2014 on Anonymization Techniques, WP216, (0829/14/ EN). (2014).

31 “The ability to link, at least, two records concerning the same data subject or a group of
data subjects”WP29 Opinion 05/2014 on Anonymization Techniques, WP216, (0829/14/ EN).
(2014).

32 “The possibility to deduce, with significant probability, the value of an attribute from the values
of a set of other attributes” WP29 Opinion 05/2014 on Anonymization Techniques, WP216,
(0829/14/ EN). (2014).



276 E. Podda and M. Palmirani

According to the Opinion 05/2014, with differential privacy (Dinur and Kobbi 2003;
Dwork 2011) singling out, inference and linkability may not represent a risk. However,
statistical academics have just underlined its vulnerability (Domingo-Ferrer et al. 2021).

Differently from randomization, generalization dilutes the attributes by modifying
the respective scale or order of magnitude and it can be performed using the following
techniques: aggregation andK-anonymity (Samarati andSweeney1998) (whichhas been
implemented with several algorithms) (Samarati 2001; Le Fevre et al. 2005; Xu 2006),
L-diversity (Machanavajjhala et al. 2007) (which seems to be vulnerable and subject
to probabilistic inference attacks) and T-closeness (Li et al. 2007) (as a refinement of
L-diversity).

Certainly, the state of the art linked to the techniques listed in the Opinion 05/2014
seems confirming that anonymization methods face big challenges with real data and
that it cannot longer be considered from a static perspective, but only from the dynamic
one, being a dynamic checked process.

The evolution of the academic debate seems confirming the vulnerability of
anonymization. Some academics (Ohm 2010; Nissembaum 2011; Sweeney 2001) stress
on the unfeasibility of granting a proper and irreversible anonymization and at the
same time maintain the data useful, or vice-versa. Others, (Cavoukian 2010; Yakowitz
2011) consider that, despite the awareness of the de-anonymization issue, a compromise
between the commercial, social value of sharing data and some risks of identifying peo-
ple should always be reached, even if producing consequences for personal privacy and
data protection.

Moreover, moving beyond the general approach of questioning the concept of
anonymization, its values and paradigm, in the last two decades the debate changes
perspective. Currently, more and more authors are gathering empirical evidences on the
possibility to reverse the process of anonymization, exploring and studying its correlated
techniques. The attention is focused on the concrete possibility of de-anonymize data
which have undergone a process of anonymization (no matter on which anonymization
techniques used) due to the available technology and the technological development.
Based on these assumptions, it is implicitly recognized that - within the context of the
modern technology and due to uncontrollable technological development - the sim-
ple model of anonymization is unrealistic and researchers are currently exploring new
models of anonymization.

For these reasons, the new trend is to combine many techniques in a pipeline using
a complex monitored process, capable to provide also a dashboard where the human
expert is maintained in the loop (Jakob et al. 2020).

In addition, it can be mentioned the model of “functional anonymization” which is
based on the relationship between data and environment within which the data exists,
the so-called “data environment” (Elliot et al. 2016; Elliot and Domingo Ferrer 2018).
Researchers provide a formulation for describing the relationship between the data and
its environment that links the legal notion of personal data with the statistical notion of
disclosure control (Elliot et al. 2018; Hundepool and Willenborg 1996; Sweeney 2001,
2001b; Domingo-Ferrer and Montes 2018).
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Assuming that perfect anonymization has failed and it is strictly linked to the context,
some academics (Rubinstein and Hartzog 2016) remark that while the debate on de-
anonymization remains vigorous and productive, “there is no clear definition for policy”,
arguing that the best way to move data release policy is focusing on the process of
minimizing risk of re-identification and sensitive attributes disclosure, rather than trying
to prevent harm.

As anticipated, traditional anonymizationmethodswhichwere originally tailored for
the statistical context face big challenges with real data. From amere legal point of view,
the guidance provided by theWP29 in the Opinion 05/2014 needs to be reviewed, in line
with the technological development. To confirm it, the fact that recently the European
Parliament has recenty adopted a resolution inviting the EuropeanData Protection Board
“to review WP29 05/2014 of 10 April 2014 on Anonymisation Techniques”33.

4 …and Pseudonymization?

The Opinion 05/2014 defines pseudonymization by negation, as “not a method of
anonymization […]. Itmerely reduces the linkability of a datasetwith the original identity
of a data subject, and is accordingly a useful security measure.”

The concept of pseudonymity34 has a long history and in literature: many writ-
ers had a pseudonymous. Nowadays, the term is mostly used with regard to identity
and the Internet, and ISO 2523735 defines pseudonymization as a “particular type of
de-identification that both removes the association with a data subject, and adds an
association between a particular set of characteristics relating to the data subject and
one or more pseudonyms”.

The definition provided in the main legal framework in force, is slightly different,
and it is contained in art. 4(5) of the GDPR: “the processing of personal data in such
a manner that the personal data can no longer be attributed to a specific data subject
without the use of additional information, provided that such additional information is
kept separately and is subject to technical and organizational measures to ensure that
the personal data are not attributed to an identified or identifiable natural person”.

Despite the different perspective, despite the fact that the GDPR stresses more on the
“local linkability” (Hu et al. 2017) there are two common elements in the definitions:

– the removal of the attribution link between the personal data and the data subject
– its replacement with new additional information.

As for anonymization, even for pseudonymization, the GDPR does not define tech-
niques and tools, but provides orientation in terms of context. It places it in two differ-
ent articles: in art. 25 recalling it as appropriate technical and organizational measure

33 European Parliament resolution of 25 March 2021 (2020/2717(RSP)).
34 The term pseudonymous stems from the Greek word “ψευδώνυμoν (pseud ´̄onymon)” literally

“false name”, from ψεàδoς (pseûdos), “lie, falsehood” and Ôνoμα (ónoma), “name”.
35 ISO 25237:2017 Health informatics—Pseudonymization. It contains principles and require-

ments for privacy protection using pseudonymization services for the protection of personal
health information.
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designed to implement data-protection principles36, as well as in art. 32 listing it - with
encryption - as a security measure that should be implemented by the data controller and
the data processor.

These specific collocations explicitly confirm not only that pseudonymization rep-
resents a data security measure, but also that the tool can be implemented and adapted
to the specific needs and aims of the data controller and the data processor (Drag 2018)
in line with the principles of privacy by design (Cavoukian 2010).

The main reference on pseudonymization techniques stemming from the Euro-
pean Institutions, apart from samples recalled in the WP29 Opinions, it is provided
by ENISA, the European Agency for Cybersecurity. Listing it among its priorities of the
Programming Document 2018–2020, it provides recommendations on shaping technol-
ogy according to GDPR provisions. Specifically, a complete guidance can be found in
three recommendations37,38,39 thus, as such, not legally binding, confirming the same
approach followed by the WP29 Opinion 05/2014 on the Anonymization Techniques.

In ENISA Recommendations, different techniques are described, on the assumption
that pseudonymization can relate to a single identifier, but even to more than one. The
pseudonymization can be performed with the following techniques: Counter, Random
NumberGenerator (RNG),CryptographicHashFunction,MessageAuthenticationCode
(MAC), and Encryption.

However, not all the pseudonymization techniques are equally effective and the
possible practices vary: they can be based on the basic scrambling of identifiers, or to
advances cryptographic mechanism. The level of protection may vary accordingly.

In any case, especially for the hash function there is doubt to what extent it represents
an efficient pseudonymization technique, especially under certain circumstances such
as the case in which the original message has been deleted, thus granting irreversibility.
In this case indeed, the hash value might even be considered as anonymized40, on the
basis of the dichotomy reversible/irreversible processing.

In term of policy, this decision is of paramount importance to determine the compli-
ance of the rights recognized by the GDPR for certain types of processing (e.g. research,

36 Specifically, art. 25(1) says that “Taking into account the state of the art, the cost of implemen-
tation and the nature, scope, context and purposes of processing as well as the risks of varying
likelihood and severity for rights and freedoms of natural persons posed by the processing,
the controller shall, both at the time of the determination of the means for processing and at
the time of the processing itself, implement appropriate technical and organizational measures,
such as pseudonymization, which are designed to implement data-protection principles, such
as data minimization, in an effective manner and to integrate the necessary safeguards into the
processing in order to meet the requirements of this Regulation and protect the rights of data
subjects”.

37 ENISA,Recommendations on shaping technology according toGDPRprovisions.An overview
on data pseudonymization, November 2018.

38 ENISA, Pseudonymization techniques and best practices. Recommendations on shaping
technology according to data protection and privacy provisions, November 2019.

39 ENISA, Data Pseudonymisation: Advanced Techniques & Use Cases, January 2021.
40 AEPD, Introduction to the hash function as a personal data pseudonymization technique,

October 2019.
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traffic data analysis, geolocation, blockchain and others). The last ENISA report on Jan-
uary 202141 describes advanced techniques at the state of the art (e.g., zero-knowledge
proof), demonstrating that the pseudonymization, like the anonymization, is a dynamic
concept depending to the evolution of the technological over time. Additionally, this
report remarks also how these techniques are very context dependent and they requires
a detailed analysis of all the lifecycle of the data management including custody, key-
ring management. In particular the data custodianship (or similar concepts such as data
trustees or intermediaries) as a particular agent, trusted intermediaries for supporting
confidentiality and protection of data. This may allow to pseudonymize the data and
make them available for researchers, or can even be used in the healthcare sector.

Thedata custodian, or intermediary as defined in thefirst draft of theDataGovernance
Act, provides also the service to release synthetic data “that is not directly related to
the identifying data or the pseudonymised data but, still, shows sufficient structural
equivalence with the original data set or share essential properties or patterns of those
data. Synthetic data is being used instead of real data as training data for algorithms
or for validating mathematical models.”

The traditional research debate on pseudonymity tried to clearly define the difference
between anonymization and pseudonymization, focusing on the semantic (Pfitzmann and
Hansen 2010). After being included in the GDPR as a data processing tool and as a data
security measure, a primary focus is given to its risks (Stevens 2017; Bolognini and
Bistolfi 2017) and the ambiguity surrounding the concept of pseudonymization in the
GDPR (Mourby et al. 2018).

Overall, the state of the art seems confirming that pseudonymization has a greater
potential of data protection than anonymization, and the implementation of the different
techniques in currently ongoing.

5 Conclusions

The legal uncertainty pertaining to the two mutually exclusive definition of personal and
non-personal data is spilling over the two main data processing tools provided by the
legal framework in force, and especially the anonymization one.

The current evolution of the techniques in this sector suggests to approach the prob-
lem from a dynamic perspective, using a concept of permanent lifecycle checking. This
will allow a constant revision of the admissible parameters and techniques, according to
the state of the art. In this respect, the proposal for the Data Governance Act seems rely-
ing on intermediary certified and trusted services, aiming to different goals: i) a correct
implementation of the pseudonymization/anonymization at the best of the state of the
art and case-by-case according to the context of application (e.g., health); ii) a constant
risk assessment; iii) the peculiar role of data custodian capable to provide a proxy access
to other third parties (e.g., research institutions) also through synthetic datasets.

According to these premises, the two mutually exclusive definitions of personal and
non-personal data seemobsolete and should be revised in favor of a constant and dynamic
process which uses risk analysis, supported by intermediary certified actors. Also rele-
vant for the evolution of anonymization, the concept and role played by “data altruism

41 ENISA, 2021.
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organizations42” included in the Data Governance Act. Therefore, it could determine a
proxy where to anonymize the data using particular conditions and techniques, thanks
to the special regime and regulation of this particular processing.

Finally, because some of these anonymization techniques use artificial intelligence
artifact, is also relevant the Artificial Intelligence Act which proposes, again, a more
detailed risk management approach and the introduction of a European Certification
(CE) of the Artificial Intelligence production processes, with related certified actors
playing the role of independent intermediators, ensuring the proper application of the
regulation according to technological benchmarking.
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Abstract. The EU General Data Protection Regulation (GDPR)
imposes different requirements for data controllers collecting personal
data to protect individuals’ privacy. This fact triggered many studies and
projects to investigate Privacy Enhancing Technologies (PETs) for the
fulfillment of the compliance requirements. In this paper, after reviewing
some of the current challenges and gaps in GDPR compliance, we argue
the use of Semantic Technologies in PETs in the form of an Intelligent
Compliance Agent (ICA) to support data controllers in carrying out
a Data Protection Impact Assessment (DPIA). Models and ontologies
representing entities involved in the DPIA process can help data con-
trollers determine the risk of their processing activities. Additionally, an
inference engine, equipped with a knowledge base of DPIA-related obli-
gations, can effectively assist data controllers in taking specific actions
when a legal fact is triggered based on met conditions.

Keywords: Compliance · Semantic web · Rule-based reasoning · Data
Protection Impact Assessment · Privacy Enhancing Technologies

1 Introduction

The General Data Protection Regulation (GDPR)1 went into force on May 25,
2018, with the primary aim of protecting personal data of all European Union cit-
izens, wherever their data is targeted by different organisations. GDPR imposes
various obligations on the companies; data controllers. Despite the fact that
these obligations cover a broad range of requirements, the GDPR’s key princi-
ples can be summarized as follows: lawfulness, fairness and transparency, purpose
and storage limitation, data minimization, accuracy, accountability, and finally,
integrity and confidentiality (security). Many principles of GDPR are similar
to those in the previous regulations, such as the Data Protection Act 1998 (the
1998 Act) [3]. However, there are a few main changes and novelties. For instance,
the principles of individual rights (GDPR, Chapter III), international transfer
of personal data (GDPR, Chapter V), accountability, and Data Protection by
1 https://eur-lex.europa.eu/eli/reg/2016/679/oj.
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Design and Default have not been set out before. Also, for the first time, the
GDPR imposes a legal duty on controllers to perform a Data Protection Impact
Assessment (DPIA).

In the event of a breach, severe financial penalties are imposed to ensure
that the cost of compliance will be less than the cost of the violation. However,
this is not the only explanation why businesses should comply with GDPR.
After several erupted data privacy scandals, in the center of them the 2018
Cambridge Analytica data breach, which affected personal data of more than
87 million Facebook users, the general public is becoming more aware of the
vast data-driven economies and more concerned about the protection of their
personal data collected by major tech companies. As a result, privacy maturity
in companies is becoming a way of building trust with customers. Findings from
Cisco surveys confirm this claim: In 2019, GDPR-ready companies reported that
they experienced shorter sales delays due to customer’s privacy concerns [2].
One year later, in 2020, Cisco study still represents that most of the compliant
organisations experienced positive returns on privacy investments: More than
70% of surveyed companies indicated that they are facing “significant” or “very
significant” benefits in areas such as reducing sales delays, building loyalty and
trust with customers, enabling agility and innovation, and mitigating losses from
data breaches [14].

From this standpoint, we can see the importance of businesses adhering to
the Regulation, which triggered many studies and projects, both in industry and
academia, to investigate Privacy Enhancing Technologies (PETs) for the fulfill-
ment of the compliance requirements. The broad definition of PETs includes
different technical solutions that support privacy and data protection [16]. In
this light and with the main focus on data controllers, we propose the new
concept of “Privacy Enhancing Semantic Technologies” (PESTs) in this paper.
PESTs are PETs taking advantage of Semantic Technologies to support legal
compliance, in this case, GDPR. In this research, our main focus is on DPIA.
DPIA is a tool for identifying and analyzing risks for individuals posed by an
organisation’s processing operations or projects. The required steps to mitigate
the risks should be selected and applied based on the analysis findings.

The remainder of the paper is structured as follows: Sect. 2 discusses chal-
lenges in utilizing PESTs for GDPR compliance. Section 3 reviews related work
on supporting GDPR compliance using Semantic Technologies. Section 4 dis-
cusses DPIA and how Semantic Technologies can facilitate conducting a DPIA.
Section 5 introduces the initial characteristic of a target architecture to respond
to the challenges. Finally, Sect. 6 concludes the paper.

2 Challenges in Use of PESTs for GDPR Compliance

2.1 Challenges in Representation of Legal Norms

Specific challenges arise when it comes to modeling legal norms using machine-
readable representations. Modeling GDPR text is no exception. Below, using [22,
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40], we go over some of the unique features of legal norms that these challenges
stem from. Some examples from GDPR are also provided in some cases.

-Different legal interpretations: Legal texts usually include various ambigu-
ous terms as legislators want to make the norms applicable in as many situations
as possible. However, even under the same context, this can contribute to varying
interpretations of the legal document, which may cause challenges in automatic
compliance checking. For example, consider the use of phrase “without undue
delay” in Article 17(1) (see below) and Article 33 (1, 2), or the use of term
“reasonable” in Article 12(5-a, 6). Article 17(1) states the data subject’s right
to erasure: The data subject shall have the right to obtain from the controller
the erasure of personal data concerning him or her without undue delay and the
controller shall have the obligation to erase personal data without undue delay
where one of the following grounds applies [...].

Here, the truth-value of “undue delay” in terms of logic depends on the legal
interpretation given to it.

-Interconnection : Different pieces of a legislative text (articles, paragraphs,
etc.) may have direct links to other parts of the legal text or require external
knowledge about the law. This can also put a challenge in the validation of
compliance. In many sections of the GDPR, we see pointers to other Articles;
for example, one of the cases in which carrying out a DPIA is necessary is
explained in Article 35(3-b) with links to two other articles: “processing on a
large scale of special categories of data referred to in Article 9(1), or of personal
data relating to criminal convictions and offences referred to in Article 10.”

-Nested deontic operators [40]: Legal texts may contain nested permissions,
obligations, and prohibitions. One example of such rules is “if y is obliged to do
action a, then x is obliged to do action c.” Article 17(2) is an example of nested
obligation and permission in GDPR [40].

-Defeasibility : Rules are defeasible in the sense that they usually define baseline
situations, and then the text may include several exceptions to the baseline. The
defeasibility of legal rules can be divided into two following issues: conflicts
and exclusionary rules. Rules may produce incompatible legal effects and cause
conflict. Conflicts can have three different forms: first, when a rule is an exception
of another; second, when a rule has a different strength; and third, when rules
were enacted in different times. For example, GDPR, Article 35(10) specifies
some situations for which Article 35(1–7), associated with conducting a DPIA,
would not apply. In terms of exclusionary rules, some rules make it possible to
explicitly undercut other rules by making them inapplicable.

-Temporal properties: Temporal properties of rules, such as the time of enact-
ment or enforcement, are usually important to validate rules. Thus, capturing
the temporal characteristics of a rule is essential. In the case of GDPR, for
example, we can see some modifications in the circumstances under which data
controllers must appoint a data protection officer (DPO). First, designation of
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a DPO applied only to large enterprises with more than 250 employees (Com-
mission’s initial proposal), but ultimately, it is mandated to appoint a DPO in
certain cases mentioned in Article 37(1), which concerns the kind and scale of
the processing activities and not the number of employees.

2.2 Challenges in the Representation of Involved Entities in GDPR

Aside from the difficulties of modeling legal norms in GDPR, there is a lack
of appropriate and open source vocabularies and ontologies for describing the
GDPR’s involved concepts and entities. To fill this gap, several initiatives are
being undertaken. One of them, the Data Privacy Vocabulary (DPV)2, provides a
collection of terms for describing and modeling information about personal data
processing in accordance with established standards, such as GDPR. Also, as
will be mentioned in Sect. 3, some studies have been done to model entities such
as consent [36], but more standard and open source vocabularies are needed
in this field to design and implement different PESTs to support compliance.
In particular, with the focus on DPIA in this research, we are interested in
answering the following questions:

– Which elements of information need to be considered by a data controller to
best evaluate risks (likelihood and severity) in the DPIA and how to represent
them using semantic web languages?

– Which elements of information need to be considered by a data controller to
check the compliance with the DPIA-related obligations in the GDPR and
how to represent them using semantic web languages?

– Which inferences can be made and which rules can be defined to trigger events
necessary for a data controller to comply with the obligations related to DPIA
in the GDPR?

2.3 Challenges in Personal Data Governance

The Web now has a centralized infrastructure in which organisations, as data
controllers, have complete control over personal data typically stored in data
silos. This fact causes a slew of issues, especially for data subjects, who lose the
sovereignty they desire over their personal data. On the other hand, while many
businesses are driven by the discovery of this form of data, it also places a sig-
nificant burden on them under privacy regulations such as GDPR, which places
a high priority on data security. According to the Cisco survey, 42% of respon-
dents believed that “meeting data security requirements” was the top challenge
they faced in preparing for the GDPR. Also, the consequences of not fulfilling
the GDPR requirements are a major concern for organisations. According to a
survey [29] in 2018 on over more than 1100 chef executive officers and IT man-
agers, organisations think that GDPR would not only damage their reputation
and lead to loss of revenue, but its huge fines could also threaten their existence.

2 https://dpvcg.github.io/dpv/.

https://dpvcg.github.io/dpv/
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In this context, the advent of decentralized technologies may be an appropriate
solution, especially for SMEs. Decentralized technologies like Solid [41] enable
data subjects to directly monitor access to their personal data and transfer it
between different providers. At the same time, decentralization lightens the bur-
den of compliance for data controllers, albeit it also produces new requirements
for handling communication and negotiation between data subjects and data
controllers.

3 Related Work

Several initiatives to promote GDPR compliance in businesses have been
launched in recent years. Since this paper focuses on PESTs, we analyze those
studies that utilize Semantic Technologies in this section.

Legal ontologies have always been one of the areas of interest for legal pro-
fessionals and the Semantic Web community. Ontologies provide explicit spec-
ifications of conceptualizations [46]. In the same vein, legal ontologies can be
seen as tools that add meaning to and represent the semantics of a certain legal
area. Thus, they can form the basis of AI legal systems. Thus far, several ontolo-
gies have been developed to represent GDPR’s main entities. Bartolini et al.
[8], propose a coarse grain ontology for personal data protection based on a
draft of the GDPR document. The main objective in this preliminary work is
to represent the obligations of data controllers under the GDPR, as well as eas-
ing the transition of systems and services based on the past existing legislation,
Data Protection Directive (DPD), to the new one. In another work, Palmi-
rani et al. propose a legal ontology called PrOnto [32] to represent conceptual
cores of the GDPR. The primary goals based on which PrOnto is developed,
are supporting legal reasoning and compliance checking by modeling deontic
operators. PrOnto contains of five core modules: data and documents, agents
and role, processing purposes and legal basis, data processing and workflow, and
legal rules and deontic operators. Pandit et al. also present GDPRtEXT [37],
a linked data resource of the GDPR, which provides an RDF representation of
the GDPR text at the article-paragraph granularity, as well as a vocabulary of
terms and concepts relevant to the GDPR. GConsent [36] is another OWL2-DL
ontology that models the necessary entities to represent the notion of consent,
as well as demonstrating its validity according to GDPR conditions. In another
work, GDPRoV [33] is proposed with the main goal of highlighting the prove-
nance of consent and data life-cycles within the GDPR domain. GDPRoV is an
OWL2, linked open data ontology based on the PROV-O [25] and P-Plan [19].
The main contributions in this work include recognizing important information
about the provenance of consent and personal data in terms of compliance doc-
umentation, building an ontology to model and represent this provenance infor-
mation, and finally generating SPARQL queries to traverse the ontology and find
answers to compliance-related questions. The process of evaluating the retrieved
information, however, is the subject of another research [35] conducted by the
same authors. In this work, a validation model based on the Shapes Constraint
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Language (SHACL)3 is proposed to evaluate the correctness and completeness
of the retrieved information.

Modeling legal reasoners to automatically perform compliance checking is the
subject of several other researches and projects. Arfelt et al. [5] propose a mech-
anism for monitoring articles in GDPR where entities such as data controller,
data processor, and data subject should perform specific actions in response to
other actions. The extracted articles are formalized as rules using the metric first-
order temporal logic (MFOT) [10]. Then, to observe the actions saved in systems
logs and decide if a violation has occurred, a monitoring tool called MonPoly
[9] is utilized. MonPoly accepts as input a process log and an MFOT formal-
ization of a rule, then determines parts of the log which violate the formula. In
another research [34], the application of Semantic Technologies is investigated
in representing and querying compliance information related to the GDPR. In
particular, the authors demonstrate the use of SPARQL in the evaluation of
compliance. BPR4GDPR4 [13] is a European project with the main objective
of building a set of comprehensive tools to support GDPR compliance. It pro-
poses two main ontologies namely Information Model Ontology and Policy Model
Ontology. The former, which is also called the Compliance Ontology, captures
the involved entities in the life-cycle of processes, their properties, and their rela-
tionships [26]. Using the Compliance Ontology, policies for the process activities
are conceptualized around the main quadruples of {actor, operation, resource,
and organisation} which together describe an action [43]. Subsequently, a rule
can be defined based on its context, purpose, action, pre-action, and post-action.
This rule-based framework in BPR4GDPR has been implemented as a Policy
Model Ontology and adapted to formalize a set of twenty-four rules extracted
directly from the GDPR to form the basic policies within the project. SPECIAL
(Scalable Policy-aware Linked Data Architecture For Privacy, Transparency and
Compliance) [45] is another European project aiming to build technical solu-
tions for the transparent management of data usage. This project provides the
SPECIAL Usage Policy Language (SPL)5, the SPECIAL Policy Log Vocabu-
lary (SPLog)6, and an engine for compliance checking and policy verification for
companies. SPECIAL suggests an automatic mechanism for compliance checking
according to the GDPR based on ODRL [4,18]. In the first step, they model both
legal regulations (in the form of permission, prohibition, obligation, and dispen-
sation) and business processing operations (in the form of discrete permissions
needed to carry out a business process). For this aim, they suggest an ODRL
Regulatory Compliance Profile (ORCP), which extends the ODRL vocabularies
via the ODRL profile mechanism. In ORCP, subclasses and properties heavily
inspired by licensing usecases are excluded, and to better express deontic con-
cepts, two rule subclasses, Obligation and Dispensation, are added to the model.
To support nested rules, e.g. a permission rule with an exception (as form of

3 https://www.w3.org/TR/shacl/.
4 Business Process Re-engineering and functional toolkit for GDPR compliance.
5 https://ai.wu.ac.at/policies/policylanguage/#basic-usage-policies.
6 https://ai.wu.ac.at/policies/policylog/.

https://www.w3.org/TR/shacl/
https://ai.wu.ac.at/policies/policylanguage/#basic-usage-policies
https://ai.wu.ac.at/policies/policylog/
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prohibition), the properties permission, prohibition, obligation, and dispensa-
tion are added to the Rule class. Then, the modelled policies are translated into
Answer Set Programming (ASP) [20] rules, which facilitates automated compli-
ance checking and also detects and explains non-compliance. SPECIAL project
also illustrates how OWL2 reasoners can be used to verify consent at both the
ex-ante and ex-post phase by encoding data usage policy, given consent by data
subjects, and parts of the GDPR text [12]. In another work, Palmirani et al. [31]
introduce a prototype framework to model legal knowledge for checking GDPR
compliance under the Cloud for Europe Project (C4E) [15]. They utilized PrOnto
[32] to model the GDPR central conceptual cores under the MIREL project7.
The LegalRuleML [7] ontology is extended in this work to model deontic oper-
ators (such as right, obligation, prohibition, and permission) and the implicit
relationships among rights and obligations in the GDPR. Furthermore, PrOnto
has a module to support risk management and Data Protection Impact Assess-
ment (DPIA) by defining classes such as RiskAnalysis, Risk, and Measure, as well
as their properties and connections. Finally, DAPRECO [17] is an FNR-CORE
project aimed to create a knowledge base of the GDPR provisions based on the
PrOnto, using the LegalRuleML [7]. The D-KB (DAPRECO Knowledge Base)
adds a layer of restrictions in the form of if-then statements to the PrOnto. These
rules are then represented in the novel reified I/O logic [39], which integrates the
I/O logic [27] and the reification-based logic presented in [21]. The reification
property makes it possible to deal with three main challenges of representation
of norms: nested rules, defeasibility, and legal interpretations. This knowledge
base currently contains 271 obligations, 76 permissions, and 619 constitutive
rules and is available online8.

A close inspection of the literature shows the lack of efforts in two main
areas: First, lightening the heavy burden of the fulfillment of GDPR obligations,
as well as other complementary obligations imposed by each Data Protection
Authority (DPA), by developing technical tools which provide a level of automa-
tion toward compliance. Second, implementation of vocabularies, ontologies and
tools to support the risk-based approach toward the GDPR compliance, specifi-
cally by assisting data controllers in conducting DPIA. In the following sections,
we further explain each of these ideas.

3.1 Rule Interchange Languages

We review some of the more commonly used rule interchange languages for repre-
senting legal norms in this section, as it is applicable to parts of our work. These
languages include SWRL9 (Semantic Web Rule Language), SBVR (Semantics of
Business Vocabulary and Business Rules) [30], RIF10 (Rule Interchange Format),

7 https://www.mirelproject.eu/.
8 https://github.com/dapreco/daprecokb.
9 https://www.w3.org/Submission/SWRL/.

10 https://www.w3.org/2005/rules/wg/charter.html.

https://www.mirelproject.eu/
https://github.com/dapreco/daprecokb
https://www.w3.org/Submission/SWRL/
https://www.w3.org/2005/rules/wg/charter.html
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LKIF (Legal Knowledge Interchange Format)11, RuelML12 (Rule Markup Lan-
guage), and its extension LegalRuleML, and ODRL13 (Open Digital Right Lan-
guage). Each of these legal rules has its own advantages and limitations, and
currently, none of them meets all of the requirements for encoding legal norms.
SBVR, for example, introduces deontic operators to encode obligations and per-
missions, but because it is based on the first-order logic, it cannot manage con-
flicts. SWRL, the proposed rule language by W3C for the Semantic Web, is based
on a combination of ontologies encoded in OWL-DL and XML format for rules
in the Unary/Binary Datalog subset of the RuleML. SWRL provides a syntax to
represent Horn rules. Hence it does not support the isomorphic representation
of legal norms. Isomorphism [11] in the legal domain implies that the rules in
the formal model should correspond to the units of natural language text that
express the rules in the original legal sources, such as parts of legislation, in a
one-to-one correspondence. Also, as SWRL is based on the monotonic semantics
of first-order logic, it does not handle conflicts firmly. In addition, SWRL and
RIF do not support defeasibility, which is a key requirement in modeling legal
norms [22]. LKIF and RuleML, however, seem to be more powerful in this regard.
The ability to represent normative effects, such as deontic operators, is another
requirement in legal languages which is more supported in SBVR and RuleML.
One of the promising recent developments in this field is LegalRuleML, an XML
standard based on the RuleML. The key principles of the LegalRuleML include:
representing different legal interpretations of a legal rule by multiple semantic
annotations, saving all creators of a legal document, providing a method of tem-
poral management for all the temporal aspects of entities that change over time,
and building N:M relationships between rules and provisions based on IRI. It
also has a mechanism to build links between provenance information (such as
document creators and textual provisions) and legal documents. LegalRuleML is
equipped with mechanisms to handle defeasibility, as well as penalty and repara-
tion statements. Finally, ODRL, which is a W3C recommendation since February
2018, provides information about permissions, prohibitions and duties related to
an asset, as well as constraints and the involved parties. Furthermore, ODRL,
in its ODRL Common Vocabulary, introduces Privacy Policy subclass, a policy
that expresses a rule over an asset containing personal data, which is of particu-
lar interest to our work on GDPR. However, since ODRL is solely RDF and not
OWL-DL or even full OWL, using regular OWL-based reasoners like Pellet and
Hermit to do automatic reasoning over it can be difficult [18].

4 Data Protection Impact Assessment

As mentioned earlier, although various ontologies and models have been cre-
ated to describe different concepts in GDPR or to verify compliance in general,

11 http://www.estrellaproject.org/lkif-core/.
12 http://www.ruleml.org/.
13 https://www.w3.org/TR/odrl-vocab/.

http://www.estrellaproject.org/lkif-core/
http://www.ruleml.org/
https://www.w3.org/TR/odrl-vocab/
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currently, there aren’t enough Semantic Web-based tools to support DPIA. DPIA
is the process of identifying, assessing, and minimizing the risks involved in the
processing activities likely to result in a high risk to the rights and freedoms
of natural persons (Article 35(1)). Although the phrase “rights and freedoms
of natural persons”, mentioned in this Article, mainly refers to data protection
and privacy rights, it could also include other rights such as freedom of speech,
freedom of thought, etc. Recital 75 of GDPR also associates risk to physical,
material, or non-material damages to individuals. Conducting a DPIA, which is
required in specific cases mentioned in Article 35(3), is essential to comply with
at least two obligations under the GDPR: Accountability and Data Protection
by Default and Design.

Risk is the core specification necessary to be analyzed in a DPIA. It is defined
as a situation identifying an event, its impacts or consequences, and their levels
in terms of severity (the extent of the damage) and likelihood [38]. GDPR along
with other guidelines such as Article 29 Working Party of EU data protection
Authorities (A29WP) [6], DPAs guideline on DPIA (e.g. Information Commis-
sioner’s Office (ICO) [1], CNIL14, etc.) set out different, albeit consistent, criteria
for identifying high-risk processing activities. For example, Article 35(3) GDPR
lists three types of risky processing activities: systematic and extensive profiling
with significant effects, large scale use of sensitive data, and public monitor-
ing. A29WP guideline further explains this Article by enumerating nine other
criteria such as evaluation or scoring, automated decision-making with legal or
similarly significant effect, matching or combining datasets, and processing data
concerning vulnerable data subjects. Similarly, each DPA suggests a list of pro-
cessing activities that are, independently or in combination with the criteria
mentioned in the A29WP guideline, subject to a data protection impact assess-
ment. Furthermore, for each of the detected high-risk activities, mitigation mea-
sures should be identified. These measures include reducing the processing scope,
improving security solutions, eliminating specific types of data from processing,
having clear data-sharing agreements, etc. Finally, data controllers should reflect
the conclusion of the DPIA in the project plan.

In this light, PESTs can help data controllers do a DPIA and assess the risk
of their processing activities considering the Regulation and criteria mentioned
in other guidelines. In this regard, we aim to support DPIA by:

– Designing vocabularies, models, and ontologies for representing the entities
involved in conducting a DPIA in general and assessing the risk (in terms of
likelihood and severity), in specific, using RDF and OWL languages.

– Implementing a rule-based system of the DPIA-related obligations listed in
GDPR, as well as the guidelines published by the supervisory authorities (in
response to Article 35(4)) and other resources; e.g., guidelines of the kind of
processing operations subject to the requirement for a DPIA published by
A29WP, and relevant ISO standards.

– Developing an intelligent agent-based system to assist data controllers in ful-
filling their obligations under the GDPR.

14 https://www.cnil.fr/en/privacy-impact-assessment-pia.

https://www.cnil.fr/en/privacy-impact-assessment-pia
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5 An Agent-Based Decentralized Architecture

To address some of the challenges mentioned in the previous sections, I propose
the use of a decentralized architecture based on the Semantic Web technology
and Solid [41]. Solid is a project proposing a decentralized platform for social
Web applications based on RDF and Semantic Web technologies such as WebID
[42], Linked Data Platform (LDP) [28], and WebAccessContrrol (WAC) [44]
ontology. To shift data sovereignty from companies to users, in Solid personal
data is stored in Web-accessible personal online datastores (pods). Pods can be
deployed on personal servers by users or public servers offered by providers (like
current cloud storage providers).

Two new stakeholders are introduced in the proposed framework: an Intelli-
gent Privacy Agent (IPA) on the data subjects side and an Intelligent Compli-
ance Agent (ICA) on the data controllers side. The intelligence of these agents
is due to three key specifications: context-awareness, reasoning, and negotiation.
IPA and ICA can be of help to support data subjects and data controllers for
better handling their privacy rights and operations necessary for GDPR com-
pliance, respectively. Both of these agents are capable of negotiation with each
other regarding personal data sharing conditions, taking into account the privacy
preferences of data subjects. Both data controllers’ privacy policies and data
subjects’ preferences are encoded in a machine-readable format using ODRL
and DPV. Each rule will be also linked to its relevant chapter(s) and article(s)
using GDPRtEXT [37]. By using this framework, data subjects can delegate to
the privacy agent their everyday decision-making tasks for giving (or rejecting)
consent to different data providers by just declaring their privacy preferences
and concerns once and for all. Indeed, this delegation raises some accountability
issues, e.g. who is responsible if the agent makes a mistake? First, it is worth
mentioning that one of the assumptions in this research is that management of
personal information can be lawfully delegated to software agents. In addition, a
possible approach to address the accountability issues here is to define different
levels of automation for the agents in different situations dealing with various
kinds of personal data with different sensitivity levels.

On the other hand, the ICA could favor data controllers by handling internal
operations that support compliance. As discussed in [23], AI systems, whether
rule-based or machine learning-based, are good sources of help for handling com-
pliance operations related to tasks such as giving advice, monitoring, and mak-
ing assessments. Using Semantic Technologies is particularly important in this
context. It allows to represent information in a machine-readable and interoper-
able format, reason over the generated models, retrieve information by making
queries, and validate compliance.

5.1 Legal Reasoning by ICA

Among the AI expert systems, rule-based systems are the most prevalent ones
[47]. A rule-based system works based on a model of deductive reasoning by
applying a rule of law, legislation, or regulation to a given problem to obtain
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an answer. The system declares that the response is achieved based on the legal
resource’s principle established by the authorities. Intelligent legal reasoners or
inference engines derive new facts from the existing knowledge base. This process
is usually referred to as legal reasoning.

GDPR is a legal document setting out necessary actions to meet different
requirements for compliance. In this sense, a set of logical rules related to DPIA
can be extracted from its text to specify events and operations (legal effects)
triggered when specific conditions are met. Then, a rule-based system acting
over this set of rules could be built. To support compliance, the ICA is capable
of reasoning over this system to notify data controllers when an operation is
required to satisfy a DPIA-related obligation. The first area that the ICA would
help controllers in is whether they should do a DPIA for a processing operation.
For example, if a planned processing activity is of type systematic monitoring
of a publicly accessible area and large scale, then the ICA would notify the data
controller that they should conduct a DPIA. Listing 1.1 represents this obligation
in ODRL.

Listing 1.1. Data controller’s obligation to conduct a DPIA when doing a systematic
monitoring of publicly accessible area on a large scale (Article 35(3-c))

@pref ix r d f s : <http ://www.w3 . org /2000/01/ rdf−schema#> .
@pref ix odr l : <http ://www.w3 . org /ns/ odr l /2/> .
@pref ix dpv : <http ://www.w3 . org /ns/dpv#> .
@pref ix exns : <http ://www. example . com/exns#> .
@pre f ix gdprtext : <https :// w3id . org /GDPRtEXT#> .

exns : conductDataProtectionImpactAssessment
r d f s : comment ‘ ‘ Data c o n t r o l l e r A should conduct a DPIA when do a
sys temat i c monitor ing o f pub l i c l y a c c e s s i b l e area on a l a r g e s c a l e ” ;
r d f s : s eeAlso gdprtext : ImpactAssessment ;
r d f s : s eeAlso gdprtext : LargeSca l eProce s s ing ;
r d f s : s eeAlso gdprtext : SystematicMonitor ing ;
a odr l : Po l i cy ;

od r l : o b l i g a t i o n [
a odr l : Ob l igat ion ;
odr l : a c t i on : conduct ;
od r l : a s s i gn e e : Contro l l e rA ;
odr l : t a r g e t dpv :DPIA
odr l : c on s t r a i n t [

a odr l : Constra int ;
od r l : l e f tOperand dpv : proces s ingCategory ;
od r l : operator odr l : i sA l lO f ;
od r l : r ightOperand (dpv : LargeSca leProces s ing ,

exns : SystematicMonitor ingOfPubl icArea ) ;
] .
] .
: Contro l l e rA

a dvp : DataControl ler , od r l : Party ;
dpv : hasName ‘ ‘ Con t r o l l e r A” .

: conduct
a : Action , skos : Concept ;
r d f s : i sDef inedBy exm ;
r d f s : l a b e l ‘ ‘ conduct ”@en ;
: inc ludedIn odr l : use ;
skos : d e f i n i t i o n ‘ ‘ to conduct a task under GDPR.”@en .

If a DPIA is necessary, then the ICA helps data controllers conduct it; for
example, it notifies them when prior consultation with the supervisory authority
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is required (Article 36(1)). However, as mentioned before, ODRL does not help in
automatic compliance checking. Thus, here we consider the use of SPINdle [24],
a defeasible logic reasoner that can infer defeasible theories. It also supports
handling negation and conflicts. In SPINdle, an input theory can be encoded
using XML and plain text (with pre-defined syntax). An output theory can also
be exported using XML. In addition, ICA and IPA will communicate in two
scenarios. First, when data subjects want to tell the data controller about their
privacy preferences. Some of the rules in the knowledge base are extracted from
these individuals’ privacy preferences. For example, if Alice states that she is not
happy with transferring her data to the third-parties for advertisement purposes,
the ICA adds the following rule accordingly to the knowledge base: “If the pur-
pose of transferring Alice’s personal data to a third-party is advertisement, then
transmission is prohibited.” Second, when the data controller wishes to seek the
views of data subjects or their representatives about the expected processing
(Article 35(9)) or simply wants to publish a DPIA to create confidence with the
affected data subjects.

Because of the open-textured nature of legal texts and documents, which
leaves space for various interpretations, it is important to seek the advice of a
legal professional to ensure that the extracted rules are sufficient and complete.
Also, the ontologies will be evaluated in their ability to address the competency
questions for which they were created. In addition, we will use test-cases with
different compliance requirements regarding DPIA to evaluate final ontologies.
The evaluation will be in terms of adequate representation of relevant data and
compliance checking in terms of accuracy and integrity of the inferences. Also,
comparative analysis will be carried out between the final ontologies in this work
and other similar ontologies in the literature to understand the weaknesses and
strengths.

6 Conclusion

In this paper, we first described some of the current challenges in using PESTs
for compliance and then reviewed the existing works that support GDPR com-
pliance utilizing Semantic Technologies. Then we explained some initial ideas
of how PESTs could help data controllers in the form of an intelligent compli-
ance agent to conduct DPIAs, fulfill DPIA-related obligations, and in general,
take a risk-based approach in processing personal data. GDPR is not the only
EU regulation asking for adopting a risk-based approach. The newly-released
proposal for regulating AI15, is also based greatly upon the concept of risk and
dedicates a considerable number of sections to define and regulate high-risk AI
systems. The Commission’s weighting of risk management and DPIA methods
highlights their importance, as well as the need for complementary technological
solutions. As a result, we expect that using PESTs, such as the ones introduced
in this paper to handle DPIA and risk management, would make it easier for
data controllers to fulfill their obligations.
15 https://ec.europa.eu/commission/presscorner/detail/en/ip 21 1682.

https://ec.europa.eu/commission/presscorner/detail/en/ip_21_1682
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Abstract. The open data movement is leading to the massive publish-
ing of court records online, increasing the transparency and accessibility
of justice, and enabling the advent of legal technologies building on the
wealth of legal data available. However, the sensitive nature of legal deci-
sions also raises important privacy issues. Most of the current practices
address the resulting privacy/transparency trade-off by combining access
control with (manual or semi-manual) text redaction. In this work, we
argue that current practices are insufficient for coping with the massive
access to legal data, in the sense that restrictive access control policies are
detrimental to both openness and to utility while text redaction is unable
to provide sound privacy protection. Thus, we advocate for a integrative
approach that could benefit from the latest developments in the privacy-
preserving data publishing domain. We present a detailed analysis of the
problem and of the current approaches, and propose a straw man mul-
timodal architecture paving the way to a full-fledged privacy-preserving
legal data publishing system.

Keywords: Privacy · Transparency · Legal data · Anonymization

1 Introduction

The opening of legal decisions to the public is one of the cornerstones of many
modern democracies: it allows to audit and make accountable the legal system by
ensuring that justice is rendered according to the laws in place. As stated in [9],
it can even be considered that “publicity is the very soul of justice”. Additionally,
in countries following the common law, the access to legal decisions is a necessity
as the law in place emerged from the previous decisions of justice courts.

Thus, it is not surprising that the transparency of justice is enshrined in
many countries as a fundamental principle, such as the right to a public hearing
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provided by the Article 6 of the European Convention on Human Rights, the
Section 135(1) of the Courts of Justice Act (Ontario) stating the general prin-
ciple that “all court hearings shall be open to the public” or in Vancouver Sun
(Re) “The open court principle has long been recognized as a cornerstone of the
common law”. The open data movement push for free access to law with for
example the Declaration on Free Access to Law [16]. Multiple open government
initiatives also consider the need for an open justice [49], such as the “Loi pour
une République numérique” in France, the Open Government Partnership, the
Open Data Charter and the Canada’s Action Plan on Open Government.

Combined with recent advances in machine learning and natural language
processing, the (massive) opening of legal data allows for new practices and
applications, called legal technologies. Nonetheless, not all legal decisions should
directly be published as such due to the privacy risks that might be incurred
by victims, witnesses, members of the jury and judges. Privacy issues have been
considered and mitigated by legal systems for a long time. For instance, the
identities of the individuals involved in sensitive cases, such as cases with minors,
are usually anonymized by default because they belong to a vulnerable subgroup
of the population. In situations in which the risks of reprisal are high (e.g.,
terrorism or organized crimes cases), judges, lawyers and witnesses might also
ask for their identities to be hidden [21,26]. Finally, the identities of the members
of a jury are also usually protected to guarantee that they will not be coerced but
also to ensure that the strategy deployed by the lawyers is not tailored based on
their background. Legal scholars are aware of the need for privacy when opening
sensitive legal reports [8,13,25].

In the past, these privacy risks were limited due to the efforts required
to access the decisions themselves. For instance, some countries require to go
directly to the court itself to be able to access the legal decisions. Even when
the information is available online, the access to legal decisions is usually on
a one-to-one basis through a public but restricted API rather than enabling
a direct download of the whole legal corpus. Typical restriction mechanisms
include CAPTCHAs (SOQUIJ1), quotas (CanLII2), registration requirement as
well as policy agreement and limitation of access to research scholars (Caselaw3).
Furthermore, the fact that a legal decision is public does not mean that it can,
legally, be copied and integrated in other systems or services without any restric-
tions.

A first approach to limit the privacy risks consists in redacting the legal deci-
sions before publishing them. Redaction mostly follows predefined rules that list
the information that must be removed or generalized and define how [48] (e.g.,
by replacing the first and last names by initials, by a pseudonym). Redaction is
in general semi-manual (and sometimes fully manual) because automatic redac-
tion is error-prone [40]. This makes it extremely costly, not scalable and does not
completely remove the risks of errors [48]. For example, 3.9 million decisions are

1 https://soquij.qc.ca.
2 https://www.canlii.org.
3 https://case.law.

https://soquij.qc.ca
https://www.canlii.org
https://case.law
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pronounced in France every year but only 180000 are recorded in governmental
databases and less than 15000 are made accessible to the public [22]. Moreover,
even a perfect redaction would still offer weak privacy guarantees. A redacted
text still contains a non-negligible amount of information, possibly identifying or
sensitive, that may be extracted, e.g., from the background of the case or even
from the natural language semantics.

Another approach is access control, such as non-publication (e.g., a case
involving terrorism was held in secret in Britain [11]), rate limitation or regis-
tration requirements. However, access control mechanisms are binary and do not
protect against privacy risks for the texts for which the access is granted. Fur-
thermore, restricting massive accesses through blocking strategies also restricts
the development of legal technologies that require a massive access to legal data.

In a nutshell, this paper makes the following contributions:

– We state the problem of reconciling transparency with privacy when opening
legal data on a large scale (Sect. 2).

– We analyze the limits of the current approaches that are deployed in a
widespread manner in real-life (Sect. 3).

– We propose a high-level straw man architecture of a system for publishing
legal data massively in a privacy-preserving manner without precluding the
traditional open court principles (Sect. 4).

2 Problem Statement

Legal Data. Legal reports are defined as written documents produced by a court
about a particular judgment, which is itself a written decision of a court on
a particular case. Although the content of a case report varies with courts and
countries, it typically consist of elements such as date of hearing, names of judges
and parties, facts, issue, etc. [59].

Need for Readability and Accessibility. The access to legal decisions is required
both for transparency and practical reasons such as case law, which is the use of
past legal decisions to support the decision for future cases. Thus, the judiciary
system is built on the assumption that legal decisions are made public and acces-
sible by default (open-court principle), so that (1) citizens are able to inspect
decisions as a way to audit the legal system and (2) past decisions can be used to
interpret laws, and as such must be known from legal practitioners and citizens.
It follows that decisions must be made available in a form readable by humans
(i.e., natural language). The need for openness, the current practice in terms
of open court, and the associated risks are detailed in [13,41]. They conclude
that, although there are powerful voices in favor of open court, radical changes
in access and dissemination require new privacy constraints, and a public debate
on the effect of sharing and using information in records.

Accessibility is also an important issue. In the past, the access to decisions
required attending public hearings or reading books called “reporters”. Today,
web services share millions of decisions and facilitate access to legal records to
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individuals–law professionals (judges, lawmakers and lawyers), journalists, or
citizens. Online publication also enables the large-scale access and processing of
records, in particular due to a standardized format.

Need for Massive Accesses (Legal Technologies). The term legal technolo-
gies encompasses technologies used in the context of justice, such as prac-
tice management, analytics and online dispute resolution4. These applications
often require some form of “understanding” of legal documents, usually per-
formed through natural language processing (NLP) and machine learning (ML)
approaches [15,51]. We focus on this category as these applications are based on
the analysis of a large number of legal data. One of the main challenges we have
faced is that usually companies provide very few technical details about their
actual processing and usage of legal documents.

The automatic processing and analysis of legal records have multiple appli-
cations, such as computing similarity between cases [38,43,58], predicting legal
outcomes [3,32] (e.g., by weighing the strength of the defender arguments and
the legal position of a client in a hypothetical or actual lawsuit), identifying
influential cases [39,45,55] or important part of laws [44], estimating the risk
of recidivism [57], summarizing legal documents [61], extracting entities (e.g.,
parties, lawyers, law firms, judges, motions, orders, motion type, filer, order
type, decision type and judge names) from legal documents [14,52], topic mod-
elling [6,46], concept mapping [10] or inferring patterns [7,35].

Fig. 1. High-level pipeline of court files processing for Legal Techs

Most of the technologies introduced in the previous section rely on the pro-
cessing of large database of legal data. However, the unstructured nature of legal
data is one of the main challenges of the application of artificial intelligence in
law [2]. Consequently, the analysis of a legal text corpus first requires to apply
some pre-processing to add structure to the text. Figure 1 represents an abstract
processing pipeline for court files, extracted mostly from academic papers5, and
inferred from the current practice of text analysis and descriptions of associated
technologies. In the following, we assume that any application involving the use
of machine learning (as highlighted by most legal tech companies) is applied to
court records. The first NLP step transforms the unstructured data (i.e., natural
language) into some structured representation (see below) by pre-processing it.

4 More examples are available at CodeX Techindex at http://techindex.law.stanford.
edu which references more than a thousand companies.

5 The majority of the legal technologies market consists in commercial applications.
They do not give information about their inner working and underlying techniques.

http://techindex.law.stanford.edu
http://techindex.law.stanford.edu
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Afterwards, the second ML step corresponds to the actual application, which is
the training (i.e., processing) of the ML algorithm, whose output is represented
by the “internal representation” block. The term instance represents the output
of the model given some query (e.g., applicable laws given a set of keywords
representing infractions).

The pre-processing can be diverse and depends on the task (e.g., extracting
a citation graph between cases). However, most NLP-based applications usually
rely on a text model. Many models are based on a bag-of-words (BoW) app-
roach [27]. For example, document-word-frequency decomposes the text into a
matrix in which each cell contains the number of times a particular word appears
in a document. Other examples include term frequency-inverse document fre-
quency and n-grams [63]. For example, a combination of those techniques are
used in [3] to predict decisions from the European Court of Human Rights, and
by [33] to identify law articles given a query or to answer to questions given
a law article. Another common approach is word embeddings where words are
mapped–using e.g. prediction-based or count-based methods–to real-valued vec-
tors along with the context in which they are used [42]. Multiple variations of
this structure exist [29,34,36,37,64]. This approach has been used for example
in [39] to rank and explain influential aspects of law, or by [44] to predict the
most relevant sources of law for any given piece of text using “neural networks
and deep learning algorithms”.

Need for Privacy. The massive opening of legal decisions for transparency and
technological reasons must not hinder the right to privacy as emphasized by
current open justice laws. In particular in this setting, the privacy of at least
three main actors must be guaranteed: namely the individuals directly involved
in decisions (i.e., the parties), the individuals cited by decisions (e.g., experts or
witnesses), and the individuals administering the laws (i.e., magistrates).

However, publishing legal decisions while providing sound privacy guarantees
is difficult. For instance, authorship attacks [1] may lead to the re-identification
of magistrates behind written decisions, or the presence of quasi-identifiers6

within the text decisions may lead to the re-identification of the individuals
involved or cited. Famous real-life examples, such as the governor Weld’s [56] or
Thelma Arnold’s re-identification [5], both based on the exploitation of quasi-
identifiers, are early demonstrations of the failure of naive privacy-preserving
data publishing schemes. Thus despite the fact that legal decisions are written as
unstructured text, structured information can be extracted from them, including
the formal argument, the decision itself (e.g., “guilty” or “innocent”), as well as
arbitrary information about the individuals involved (e.g., gender, age and social
relationships).

Pseudonymization schemes simply consist in removing or replacing (e.g. by
chainable or non-chainable pseudonyms) directly identifying data (e.g., social

6 A quasi-identifier is a combination of (one or more) attributes that are usually
unique in the population, thus indirectly identifying an individual. A typical example
is the triple (age, zip code, gender).
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security number, first name and last name, address) and keeping unchanged
the rest of the information (quasi-identifiers included). These schemes provide a
very weak protection level, as acknowledged by privacy legislations (e.g., GDPR),
which has led to the development of new approaches for sanitizing personal data
in the last two decades (see for instance the survey in [12]). In this paper, we
focus on privacy-preserving data publishing schemes providing formal privacy
guarantees that hold against several publications (as required by any real-life
privacy-preserving data publishing system). These schemes are based on (1) a
formal model stating the privacy guarantees the scheme as well as one or more
privacy parameters for tuning the “privacy level” that must be achieved, and
(2) a sanitization algorithm designed to achieve the chosen model.

A formal model exhibits a set of composability properties that defines for-
mally the impact on the overall privacy guarantees of using the scheme on a
log of publications (also called disclosures log in the following). In particular,
we will consider the ε-differential privacy model [17], defined formally in Def-
inition 1, parametrized by ε, and achievable by the Laplace mechanism. Its
self-composability properties are stated in Theorem 1 and its overall privacy
guarantees are quantified by the evolution of the disclosures log, and in particu-
lar by the evolution of the ε value along the various differentially-private releases.

Definition 1 (ε-differential privacy [17]). A randomized mechanism M sat-
isfies ε-differential privacy, in which ε > 0, if:

Pr[M(D1) = O] ≤ eε · Pr[M(D2) = O]

for any set O ∈ Range(M) and any tabular dataset D1 and D2 that differs in
at most one row (in which each row corresponds to a distinct individual).

In a nutshell, ε-differential privacy ensures that the presence (or absence) of
data of a single individual has a limited impact on the output of the computation,
thus limiting the inference that can be done by an adversary about a particular
individual based on the observed output.

Theorem 1 (Sequential and parallel Composability [19]). Let fi be a set
of functions such that each provides εi-differential privacy. First, the sequential
composability property of differential privacy states that computing all functions
on the same dataset results in satisfying (

∑
i εi)-differential privacy. Second, the

parallel composability property states that computing each function on disjoint
subsets provides max(εi)-differential privacy.

3 Analysis of Current Practices

In the following section, we review the current practice for legal data anonymiza-
tion and privacy regulations. To be concrete, we illustrate the privacy risks
through examples of re-identification attacks. Finally, we argue that rule-based
anonymization is not sufficient to provide a strong privacy protection and discuss
the (formal) issues surrounding text anonymization.
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3.1 Redaction in the Wild

Redaction of Legal Data. The redaction process consists in removing or gen-
eralizing a set of predefined terms defined by law through a semi-manual pro-
cess [48]–e.g., using “find and replace” or domain-specific taxonomies combined
with named entity recognition. Furthermore, access to legal documents or even
public hearings can be restricted in well-defined cases. The common practice is
to replace sensitive terms, as defined below, by initials, random letters, blanks
or generalized terms (e.g., “Montréal” becomes “Québec”). The specific set of
rules regarding protected terms and the associated replacement practice can
differ between countries and courthouses [48].

According to [50], information such as names, date and place of birth, contact
details of unique identifiers (e.g., social security number) is to be systematically
removed for any person (subject to a restriction on publication), as well as for
each of his or her relatives (e.g., parents, children, neighbors, employers). In
some contexts, additional information such as community or geographic loca-
tion, intervenors (e.g., court experts, social workers), or unusual information is
also removed if it can be used to identify an individual. [13] presents numerous
examples of legislation putting restriction to the open-court principle, such as
hiding the identity of victims of sexual offenses.

Paper Versus Digital. The main difference between paper and digital access is
the “practical obscurity” of paper records on the one hand, and the easy acces-
sibility of digital records, on the other. The awkwardness of accessing paper
records stored in a public courthouse puts inherent limitations on the ability
of individuals or groups to access those records. In contrast, digital records are
easy to analyze, can be searched in “bulk” by combining various key factors (e.g.,
divorce and children) and can potentially be accessed from any computer. Thus,
traditional distribution provides “practical obscurity” [30], in that it is inconve-
nient (i.e., time-consuming) to attend the courthouse or read case reports.

3.2 Limits of Current Approaches

In this section we provide examples of potential attacks in order to illustrate the
technical difficulties of raw text anonymization. Figure 2 presents excerpts from
French and Canadian opinions7. More examples are available in [4].

Figure 2a is anonymized according to the CNIL recommendations of 2006,
which requires the last name of individuals to be replaced by its initial. However,
widely available background knowledge on the “Real Madrid Club de Futbol”
combined with the (real-life) pseudonyms of the “players” trivially leaks their
identity.

The de-anonymization of Fig. 2b relies on the text semantics instead of back-
ground knowledge. It requires the adversary (1) to identify the link (X) between
“M. [. . . ] Abdel X” and “the use of the name ‘X’ to designate a drink”, and

7 We translated them using DeepL (https://www.deepl.com).

https://www.deepl.com
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Fig. 2. Excerpts of legal decisions

(2) to infer that the drink is called “sango”, thus leading to the conclusion that
X = “sango”. While this attack may not be easy to automatize due to the hard-
ness of detecting the semantics inference, it is, however, trivial to perform for a
human (e.g., by crowdsourcing it).

Figure 2c could be attacked through a combination of attributes and relation-
ship. This opinion from the Youth court involves children and, as such, follows
the strictest anonymization rules of the SOQUIJ. However, an adversary can
extract an extensive relationship graph which could be matched over a relation-
ship database (e.g., Facebook).

Besides the content of legal documents, stylometry [47] can also be used to
identify authors (i.e., magistrates) by their writing style. Mitigation for this kind
of attack exist [20,60] but their output is only machine readable (i.e., they do not
fulfill the readability requirement, but are of intereset when considering “mas-
sive” processing in Sect. 4). Similarly, it is possible to exploit decision patterns
to re-identify judges, as done for the Supreme Court of the United States [32].

3.3 Reasons for the Failure of Rule-Based Redaction

Reviews of current practices for tackling the privacy of legal documents in
Sect. 3.1 has highlighted the widespread use of rule-based redaction, in which
a set of patterns is defined as being sensitive and is either removed or replaced.
However, as shown in Sect. 3.2 (1) privacy can be violated even in “simple”
instances and (2) identifying information remains in most cases. In other words,
rule-based redaction does not provide any sound privacy guarantee.

We observe that it suffers from the following main difficulties. (1) Missing
rule: many combinations of quasi-identifiers can lead to re-identification and
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the richness of the output space offered by natural language (i.e., what can
be expressed) can hardly be constrained to a set of rules. (2) Missing match:
The current state of the art about relationship extraction and named-entity
recognition makes it hard to ensure that all terms that should be redacted will
be detected, in particular because of the many possible ways to express the same
idea (e.g., circumlocution).

Although these observations make the rule-based redaction difficult, it is
important to note that attacks, e.g., re-identification, remain simpler than pro-
tection. Indeed, an adversary has to find a single attack vector (i.e., a missing
rule or a missing pattern) whereas the redaction process needs to consider all
the possibilities.

4 Multimodal Publication Scheme

Fig. 3. Multimodal publication architecture

In Sect. 2, we have shown that the publication of legal documents serves
two distinct and complementary purposes: (1) the traditional objective of trans-
parency and case law, and (2) the modern objective of legal technologies of pro-
viding services to citizens and legal professionals. These two purposes obey to
different utility and privacy requirements. More precisely, the traditional use case
requires human-readable documents while legal techs need a machine-readable
format for automated processing. Moreover, transparency and case law involve
the access to opinions on an individual basis (i.e., one-at-a-time), similarly to
attending a hearing in person. In contrast, legal technologies rely on the access
to massive legal databases. This difference in cardinality (i.e., one versus many)
entails different privacy risks. In particular, the massive processing of legal data
requires the use of a formal privacy framework with composability properties
(see Sect. 2). All this suggests the inadequacy of any one-size-fits-all approach.
As a consequence, we propose that the organization in charge of the publication



Publication of Court Records 307

of legal decisions consider two modes of publication8: the precise access mode
and the massive access mode.

Precise Access Mode. To fulfill the “traditional” use case, the precise access
mode provides full access to legal decisions that are only redacted using the
current practices. This access mode is designed for the transparency and case
law usages, and is to be used typically by individuals (e.g., law professionals,
journalists and citizens). Similar to the “traditional” paper-based publication
scheme, in the precise access mode [23], a user has access to full and partial
documents. While the current practice of redacting identifiers could be combined
with more automated approaches such as [24,54]. The aim of this mode is to
provide strong utility first. It allows browsing, searching and reading documents
similar to the websites currently publishing legal documents (e.g., Legifrance or
CanLII).

To prevent malicious users from diverting the precise access mode for per-
forming massive accesses, users must be authenticated and their access must be
restricted (e.g., rate limitation or proof of work [18]). The access restrictions of
a given user can be tuned depending on his trustworthiness (e.g., strength of the
authentication, legally binding instruments implemented). The main objective
of the restricted access mode is to make it difficult to rebuild the full (massive)
database.

Massive Access Mode. The massive access mode gives access only to pre-
processed data resulting from privacy-preserving versions of the standard NLP
pipelines available on the server, i.e., aggregated and structured data extracted
from or computed over large numbers of decisions, as required for the “mod-
ern” use case. It should be compatible with most legal tech applications that
traditionally use a database of legal documents (see Sect. 2). Note that the per-
turbations due to privacy-preserving data publishing schemes have usually less
impact (in terms of information loss) when applied after aggregation (i.e., late
in the pipeline, see Fig. 3 or [53, Figure 1]), at the cost of a loss of generality of
the output.

Users need to be able to tune the pre-processing applied. For the sake of sim-
plicity, we assume that the user (i.e., legal tech developer) provides the parame-
ters for a given NLP pipeline (see Fig. 3). These parameters can be for instance
the maximum number of features or n-grams range to consider. In order to avoid
limiting the massive access mode to the current implementation state of its NLP
libraries, more complex implementations can be considered (1) by generating
synthetic testing data in a privacy-preserving manner (e.g., PATE-GAN [28]) or
(2) by relying on a full pre-processing pipeline that embeds privacy-preserving
calls to the server (e.g., through a privacy-preserving computation framework
such as Ektelo [62]).

The massive access mode must also authenticate users in order to monitor
the overall privacy guarantees satisfied for each user based on his disclosures log
8 The technical protection measures can be strengthened by usual legal instruments

(e.g., non-disclosure agreements).
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and on the composability properties of the privacy-preserving data publishing
schemes used. As a result, the data is protected using authentication and strong
privacy definitions.

Finally, another potential need is the annotation of documents, which is
the addition of metadata to terms, sentences, paragraphs or documents such as
syntax (e.g., verb), semantic or pragmatic (e.g., implicature). This step is cru-
cial in NLP, and is usually done manually, for example through crowdsourcing.
Crowdsourcing-specific approaches for privacy-preserving task processing [31]
require splitting the task (i.e., annotation) between non-colluding workers before
aggregating the result in a secure way (e.g., on the platform).

System Overview. Figure 3 outlines an abstract architecture for our privacy-
preserving data publishing system for legal decisions. Our objective is not to
provide exhaustive implementation guidelines, but rather to identify the key
components that such an architecture should possess. The precise and mas-
sive access modes are both protected by the Authentication module. The
Authentication module can be implemented by usual strong authentication
techniques (e.g., for preventing impersonation attacks). Authentication is neces-
sary for enforcing the access control policy through the Access Control mod-
ule and for maintaining for each user his Disclosure Log. The log contains all
the successful access requests performed by a user. It is required for verifying
that the overall privacy guarantees are not breached, e.g., the rate limitation
is not exceeded, or the composition does not exceed the tolerated disclosure.
Finally, the Privacy Parameters contain the overall privacy guarantees that
must always hold, defined by the administrator (e.g., rate limit or higher bound
on the tolerated disclosure). The user may additionally be allowed to tune the
privacy parameters input by a privacy-preserving data publishing scheme (e.g.,
the fraction spent in the higher bound on the ε differential privacy parameter)
provided it does not jeopardize the overall privacy guarantees.

5 Conclusion

In this paper, we analyzed the needs for publishing legal data and the limitations
of rule-based redaction (i.e., the current approach) for fulfilling them successfully.
We proposed to discard any one-size-fits-all approach and outlined a straw man
architecture balancing the utility and privacy requirements by distinguishing the
traditional, one-to-one, use of legal data from the modern, massive, use of legal
data by legal technologies. Our proposition can easily be implemented on current
platforms.
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Abstract. This paper aims to describe a research project focused on the
digital representation of information related to the privacy and data pro-
tection domain. Currently, privacy policies are used by data controllers
as a tool to achieve compliance with data protection regulations such
as the EU GDPR, instead of being a privacy instrument at the disposal
of both controllers and data subjects. On the other hand, data subjects
lack the tools to effectively establish preferences when it comes to the
processing and disclosure of their personal data, as well as to easily exer-
cise their rights. In this regard, this paper discusses the challenges of
the implementation of a service based on decentralised Web technologies
and Semantic Web standards and specifications to facilitate the com-
munication between data subjects and data controllers in the light of
the GDPR. The main challenges that this service intends to address
are linked to the exercising of GDPR-related rights and obligations, the
negotiation of privacy terms and the governance of access to personal
data stores. A case study in the healthcare and genomics domain will
be explored to experiment with the developed tools. Early-stage results
related to the implementation of semantic policies for the representation
of GDPR rights and obligations are presented.

Keywords: Personal data · Privacy · Data protection · GDPR ·
Semantic web · Policy languages · Intelligent agents

1 Introduction

With the wide spread of technologies in every aspect of our day to day life, the
amount of data available has reached a critical level and the legal and ethical
implications of its exploration has been under debate for quite a few years. In
particular, the increasing amount of personal data, that is being produced by
users of Web services and applications, has raised greater concerns for privacy,
which has led to increased legislative actions. Adding to this situation, the vast
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majority of personal data is centralised in large data silos and only within the
reach of a few, such as government institutions, banks or large telecommunica-
tions or technological companies. Thus far, users have been willing to exchange
part of their privacy for personalised services based on the collection of their
personal data, however due to the recent cases of personal data breaches, they
are looking for alternative methods to regain control over their own data and
ensure its protection.

In this context, the European Union launched a new regulation focused on
the ‘protection of natural persons with regard to the processing of personal data
and on the free movement of such data’, the so-called General Data Protection
Regulation (GDPR) [36]. Thus, when the GDPR entered into force on the May
25th, 2018, companies had to adapt their personal data driven businesses, as well
as enforce new data protection processes, to be compliant with the new enforced
GDPR obligations. On the other hand, users were left in overload with the
amount of complex technical information about the processing of their personal
data and accompanying GDPR rights and lack the tools to deal with the high
number of consent forms and privacy terms that the technology era has brought
to them as internet users.

From this standpoint, it is evident the need for an interoperable framework
that can support individuals, the data subjects, and companies, the data con-
trollers, navigating the GDPR. If they are to interoperate, then the need for
them to speak the same language becomes evident and the use of Semantic Web
technologies is only logical, as they promote interoperability and extendability,
based on open standards and specifications. In this context, the development
of common vocabularies and data models to specify GDPR’s privacy-related
terms would favour all entities involved, in particular the data subjects in (i) the
management of their privacy preferences or in (ii) the exercising of their rights;
and the data controllers to achieve compliance with their obligations regarding
(i) the information that needs to be provided to the data subjects about the
processing of their data, (ii) replies to the data subjects’ right-related requests
or (iii) the maintenance of records of processing activities and the management
of personal data breaches. Therefore, in the scope of this research, the notion
of ‘privacy term’ is used to refer to the items of information that need to be
specified to represent concepts related to the preferences and rights of data sub-
jects and to the policies and obligations of data controllers regarding privacy and
personal data protection. For instance, the ‘right to be forgotten’, the ‘purposes’
for processing personal data or the ‘legal basis’ for processing sensitive data are
examples of privacy terms.

In addition to this, decentralised systems could be the answer for data sub-
jects to retake control over the privacy of their own data as they can be used to
control whom has access to which data, without intermediaries, and can address
the issue of data portability, making it easier to exchange data between different
applications from distinct companies, without having to recreate every piece of
information when using a new service. Moreover, these decentralised, user-owned
data systems can be the next step towards the implementation of a negotiation
system for privacy terms between data subjects and data controllers. Currently,
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when a data subject starts using a new service or application, the privacy poli-
cies and terms of the services are presented to them and, in most cases, they
have to accept it to utilise said service, even if they do not agree with all of the
terms. With a decentralised system in place, data subjects and data controllers
can negotiate which data can be disclosed and specify fine-grained conditions in
which the exchange can occur.

This paper is organised as follows: Sect. 2 reviews the state of the art on
Semantic Web technologies, machine-readable policy languages and data pro-
tection vocabularies. Section 3 identifies current challenges in the digital repre-
sentation of privacy terms, in the context of the GDPR, and discusses possible
solutions to address them and Sect. 3.1 describes a case study in the healthcare
domain. Section 4 provides a description of the target architecture to deal with
this challenges and a few initial results of the implementation of the project and
Sect. 5 concludes the paper.

2 State of the Art

Berners-Lee, Hendler and Lassila [9] first defined the term ‘semantic web’ as an
extension of the World Wide Web with the main vision of moving from a ‘Web
of Documents’ to a ‘Web of Data’. Today, most Web content is produced for
human consumption, not to be processed automatically by computer programs.
The Semantic Web wants to change the paradigm for a Web that can be shared
and reused across applications, companies and the Web community in general.
Therefore, Semantic Web’s main objectives are to achieve interoperability and
extendability through the development and use of open Web standards. The
World Wide Web Consortium (W3C), founded and led by Berners-Lee, over-
sees the development of these Web standards in cooperation with academia and
industry partners, with the main objectives of developing common formats for
data interoperability and promoting a language to document how data relates
to real-world objects. The Resource Description Framework (RDF) is the W3C
standard for expressing information about resources and for data interchange
on the Web [34]. With RDF, resources can be described with sets of triples:
the subject and the object define two resources and the predicate specifies the
relationship between these resources, which are identifiable through an Universal
Resource Identifier (URI). RDF triples form a Web of information which can be
used to add machine-readable information to Web services, to build distributed
social networks based on RDF descriptions of people, to enrich datasets by con-
necting them to third party datasets and more. The Web Ontology Language
(OWL), a W3C Recommendation for ontology development, builds on RDF
to define Web ontologies while ensuring greater interoperability, helping reveal
inconsistencies in ontologies and finding new relationships between concepts [1].

A recent project that makes use of Semantic Web’s open standards to build
an interoperable platform for decentralised applications is the Solid project [3].
Solid applies standards, such as the Linked Data Platform [35] and the Web
Access Control (WAC) [2], to support interoperability between applications and
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enable data portability between different services. Using these features, the users
can select which services can have access to their personal data, can reuse that
data across numerous applications and can have a personal data store, a Solid
Pod, which can be deployed on a public server or self-hosted on a personal server.

Naturally, the Semantic Web also has been the playground for the establish-
ment of many machine-readable policy languages since the 1990s, as the main
purpose of said languages is to govern the access of systems to resources while
conveying user preferences and the privacy practices of Web services. As such,
they seem perfectly suited for establishing policies related to the processing and
disclosure of personal data. The Platform for Privacy Preferences (P3P) specifi-
cation became a W3C Recommendation in 2002 for websites to disclose privacy
protocols that can be automatically read and interpreted by user agents, how-
ever, due to a limited adoption, it became obsolete in 2018 [16]. Khandelwal
et al. [22] implemented AIR (Accountability in RDF), a language focused on
generating explanations for its inferences and actions that supports rule nesting
and reuse. Passant and Sacco established a lightweight ontology to design fine-
grained privacy preferences to govern the access to data within RDF documents
- the Privacy Preference Ontology (PPO) [32]. LegalRuleML is an OASIS Com-
mittee Specification that extends RuleML with formal features to represent and
reason over legal norms, guidelines and policies [26]. The Open Digital Rights
Language (ODRL) is a W3C Recommendation for the establishment of policy
expressions that provides an interoperable information model, vocabulary, and
encoding mechanism to disclose information about permissions, prohibitions and
duties related to a resource [19]. More details about relevant machine-readable
policy languages are presented at https://protect.oeg.fi.upm.es/sota/languages.

Nonetheless, these machine-readable privacy languages are not sufficient to
represent all the information items that data controllers must disclose in their
privacy policies and therefore the development of vocabularies for the data pro-
tection domain has increased, as they can be used to close this gap on the rep-
resentation of privacy and data protection concepts. PrOnto (Privacy Ontology
for legal reasoning) is a legal ontology, developed by Palmirani et al. in the light
of the GDPR, with the main goal of modelling the relationships between privacy
agents, data types and processing operations [27]. The GDPR Provenance Ontol-
ogy (GDPRov) is a Linked Data ontology focused on representing the provenance
of consent and of collection, usage and storage of data, with the main goal of
documenting GDPR compliance [30]. GDPRtEXT is an open data resource, that
extends the European Legislation Identifier (ELI) ontology, with the aim of con-
necting GDPR concepts, through the SKOS ontology, to their respective GDPR
chapter, article, point or recital [29]. DPV is a Data Privacy Vocabulary with the
main purpose of providing a taxonomy of terms to annotate and classify the han-
dling of personal data in accordance with the GDPR and other data protection
regulations [31]. More details about relevant data protection ontologies and vocab-
ularies are presented at https://protect.oeg.fi.upm.es/sota/ontologies.

Figure 1 provides a timeline of the analysed privacy-related policy languages
and data protection and privacy vocabularies. The timeline indicates the date

https://protect.oeg.fi.upm.es/sota/languages
https://protect.oeg.fi.upm.es/sota/ontologies
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when the language or vocabulary was first published. The assigned colours also
indicate whether the solution is based on GDPR concepts and whether it has
open access and actively maintained resources. The following solutions were
analysed: P3P [16] and APPEL [15], ODRL [19], XPref [4], AIR [22], DPRO and
DPKO [12], S4P [7], POL [10], PPO [32], LegalRuleML [26], A-PPL [5], P2U
[20], DPO [6], SPL and SPLog [23], GDPRov [30], DPF [25], IMO and PMO
[24], DPV [31], GDPRtEXT [29], Cloud [17], PrOnto [27] and GConsent [28].

Fig. 1. Timeline of privacy-related policy languages and vocabularies from 1998 to
2019. The solutions are categorised in relation to modelling GDPR concepts, being
open access and actively maintained [19]

3 Challenges in the Representation of Privacy Terms in
the Light of GDPR

The domains of data privacy and data protection generate several distinct prob-
lems concerning the digital representation of concepts, especially with regard to
the interoperability between data subjects, data controllers and the other enti-
ties involved. For instance, with the enforcement of the GDPR, data subjects
are now in need of assistance in relation to the digital representation of consent
terms, while data controllers are in need of tools to better handle the compliance
with GDPR-related obligations. To this respect, three challenges, regarding the
exercising of rights and obligations (C1), the negotiation of privacy terms (C2)
and the governance of access to personal data stores (C3), are identified and
discussed in order to determine possible solutions.

C1 Exercising of rights and obligations in the light of the GDPR:
Chapters III and IV of the GDPR define the ‘Rights of the data subject’ and
the obligations of the ‘Controller and processor’, respectively. In order to be
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invoked and granted, these rights and obligations generate the need to rep-
resent information that must be communicated from one entity to another
so that controllers and processors are in compliance with the GDPR. For
instance, if a data subject invokes its right of access, it needs the means to
represent the request and the data controller requires the means to represent
certain pieces of information, such as the purposes for processing, the recipi-
ents to whom the personal data may be disclosed or the existence of the right
to lodge a complaint with a data protection authority (DPA). On the other
hand, data controllers also need data models to handle compliance requests,
i.e. upon request of a DPA, the data controller must be able to reply with
a record of their processing activities, which requires the need to represent
concepts such as the identity and contact details of the controller and their
data protection officer or the technical and organisational measures applied
to ensure the privacy of the data subjects’ personal data.

C2 Negotiation of privacy terms: Currently, there is a lack of open source,
machine readable and standardised models to support data subjects in the
formulation of their privacy preferences, as well as data controllers in the
establishment of their privacy policies and terms of services. Furthermore,
both data subjects and data controllers lack a negotiation mechanism to
support them in establishing the conditions under which the disclosure of the
data subject’s personal data is allowed. With the development of a privacy
negotiation mechanism, both parties can communicate until they reach a
consensus on what personal data can be disclosed, as well as on the fine-
grained conditions under which this exchange can occur.

C3 Governance of access to personal data stores: Nowadays, one of the
main challenges in the governance of personal data resides in the centralisation
of its storage. So far, large technological companies drive their business in the
exploration of this type of data, since data subjects are willing to share their
data and risk their privacy in exchange for personalised services. However,
recently, due to high profile personal data breaches originating from these
companies, more Web users are looking for alternative solutions to regain
control over their own data. In this context, the emergence of decentralised
technologies can be an adequate solution to face this challenge, as they allow
data subjects to directly control who has access to what data and under what
conditions, and directly move their data between different services, without
the need of having an intermediary.

Consequently, this paper proposes the use of decentralised Web technologies
and open standards and specifications to address these challenges. More specif-
ically, the following hypotheses were established to support the development of
solutions to face these challenges:

(i) Data protection vocabularies and machine-readable policy languages can be
used and extended for the representation of fine-grained privacy preferences
and privacy policies for the processing of personal data.
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(ii) These vocabularies can also be used to implement a service to facilitate the
representation of machine-readable information related to GDPR rights
and obligations.

(iii) W3C standards and specifications can be applied to improve the communi-
cation and data interoperability between the distinct stakeholders involved
on the data protection domain.

(iv) These standards can also be used to establish more fine-grained access
control conditions and to manage the access to decentralised file systems.

(v) Semantic Web vocabularies can be used as the basis for establishing a
privacy negotiation process in which data subjects and data controllers need
to communicate until a consensus is reached on what are the acceptable
privacy terms for both parties for the disclosure of personal data to occur.

In Sect. 3.1, the particular challenges of representing privacy terms in the
health domain are presented and discussed, as this case study will be used to
test the tools developed in this work.

3.1 Case Study: Machine-Readable Policies for Healthcare and
Genomics

The GDPR defines ‘personal data’ as any information that can be used to
directly, or indirectly, identify an identifiable natural person or ‘data subject’.
Special categories of personal data, such as health or genetic data, are enumer-
ated and require additional measures of protection. Specifically, health data is
specified in the GDPR as any personal data that can be related to ‘the physical
or mental health of a natural person, including the provision of health care ser-
vices, which reveal information about his or her health status’ ; and genetic data
is defined as ‘personal data relating to the inherited or acquired genetic charac-
teristics of a natural person which give unique information about the physiology
or the health of that natural person and which result, in particular, from an anal-
ysis of a biological sample from the natural person in question’. In particular, for
the processing of these special personal data, the information provided to data
subjects should include, not only one of the legal basis defined on Article 6 of
the GDPR for the ‘lawfulness of processing’ of personal data, but also a separate
condition for the ‘processing of special categories of personal data’, defined on the
Article 9 of the GDPR. Moreover, the European Data Protection Board (EDPB)
released in February 2021 a ‘response to the request from the European Commis-
sion for clarifications on the consistent application of the GDPR, focusing on
health research’ [11]. This document provides new guidelines for the application
of GDPR in the processing of health-related data for scientific research purposes,
more specifically on compliance with data protection and ethical obligations, on
the further processing of previously collected health data, on the application of
the notion of broad consent for the processing of special categories of personal
data, on the transparency of processing activities and on adequate safeguards to
protect data subjects’ privacy.
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In addition to this, with the evolution of health-related data collecting ser-
vices, such as fitness trackers, and the emergence of the Internet of Things (IoT),
an increasing rate of health-related data is being gathered in the cloud and shared
through the Web. In particular, a variety of data governance challenges, closely
related to the challenges C1, C2 and C3 defined in the previous section, have
emerged in this sector:

– Interoperability of diverse data sources: in the health sector it is necessary
to conjugate a diversity of data formats since often the data comes from
disparate sources, i.e. medical devices, smart-phone applications or medical
records written by humans [21]. This issue fits in with the identified C1 chal-
lenge, as it impacts, for example, the right of access and portability of data
subjects.

– An increasing number of Artificial Intelligence algorithms for healthcare:
health-related data is often highly variable and stored in an unstructured
manner and, as such, it recurrently faces issues related to data quality and
accuracy, which can lead to poor decision making and unsatisfactory research
results [33]. This challenge is aligned with GDPR’s Article 5.1(d) related to
the ‘accuracy’ of personal data and in line with the identified C1 challenge,
as it impacts, for example, the right of restriction of processing of the data
subject.

– An increasing rate of Web consultation services: a growing number of health-
care services are turning to virtual doctor consultations and remote medical
guidance to improve patient care and to make health sector more accessible
to everyone [37]. This issue fits in with the identified C2 and C3 challenges,
as data subjects need to be able to negotiate which data they want to share
and need to have control over their data to be able to share it.

– The emergence of genetic data: nowadays, with the possibility of sequencing
the human genome, genetic data is within reach, although the cost and con-
cerns about the privacy of processing these high-density data sets are still
an important issue and their implications for public health continue to be
debated [8,18]; services such as ancestry.com, which provide information on
the genetic and health data of family trees, also raise the question of who has
the right to be in control over the access to such sensitive data, in line with
the identified C3 challenge, since it reveals information not only about the
data subject, but also about its relatives.

A possible solution to overcome these challenges may be to give data subjects
control over their health data. Efforts are underway to do this using decentralised
systems, such as distributed ledgers. In this specific case study, Semantic Web
open standards and specifications will be adopted, investigated and extended
for the governance of health and genetic data. These standards will serve as the
building blocks of a service that can be used to assist data subjects to govern the
access to their personal data, facilitate the negotiation of privacy terms between
data subjects and data controllers and support the management of GDPR rights
and obligations.
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For instance, the implemented service should be able to:

– Allow data subjects to govern the access to their data generated by smart
bio-sensors, for instance used to monitor chronic diseases such as diabetes,
which is stored in their personal database.

– Allow data subjects to share data between multiple applications: i.e. share
an exam they did on a public hospital with a different private practitioner or
move the data collected by a fitness application to a different one.

– Enable the direct transfer of personal data between data controllers in con-
formance with GDPR’s ‘right to data portability’.

– Enable the negotiation of privacy terms between data subject and data con-
troller in the context of a particular service.

– Allow data subjects to share their genetic data for the purpose of academic
research with University X.

– Provide data subjects with a tool to check if the privacy terms of a fitness
app comply with GDPR’s ‘right to be informed’.

– Provide data controllers with a mechanism to represent the information nec-
essary to comply with their obligations: i.e. provide a tool that allows a phar-
maceutical company to represent the necessary terms of a ‘data protection
impact assessment’ (DPIA) for a large-scale study to cure Alzheimer.

4 A Target Architecture to Deal with GDPR Challenges

To address the challenges identified in the previous section, this paper proposes
the development of a set of services, based on Semantic Web technologies, with
the main goal of facilitating the communication between data subjects and data
controllers in the light of the GDPR. The target architecture of this service aims
to model the relations of GDPR stakeholders and to support the communication
between them, to improve the means of handling data subjects’ rights-related
requests and to assist data controllers in the fulfilment of their obligations. A new
stakeholder, an intelligent privacy assistant, will be integrated in the architecture
to assist in the automation of tasks for both data subjects and controllers. These
privacy assistants should be able to:

– assist data subjects in the setting of general and fine-grained privacy prefer-
ences.

– support data controllers in the establishment of privacy policies that are in
compliance with the terms specified in the GDPR, related to the information
that needs to be provided to the data subject when their personal data is
being processed.

– negotiate the access to personal data by reasoning over the privacy preferences
and policies set by data subjects and data controllers, respectively.

– handle the representation needs that the information flows generated by the
GDPR rights and obligations generate, i.e. when a data subject wants to
invoke its right of access, the data subject privacy assistant needs to com-
municate this request to the data controller and the data controller privacy
assistant needs to reply the relevant information.
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To implement these agents, this paper proposes the use of ODRL, DPV and
GDPRtEXT for the establishment of data subjects’ preferences and to extend
the WAC specification to manage access to Solid Pods. The same semantic tech-
nologies will also be used to semantically represent the information that the
data controllers need to provide to the data subjects for the handling of requests
generated by the subjects’ rights and also to support them on the management
of their obligations.

Therefore, the following actions can be established for the design of these
agents and to validate the hypotheses described in Sect. 3:

(i) define the system’s architecture and determine the specific services to be
implemented, in particular regarding the privacy agents;

(ii) identify the terms that need to be modelled to represent data subjects’
preferences and controllers’ privacy policies;

(iii) extend the chosen semantic technologies for the purpose of defining these
preferences and privacy policies;

(iv) establish a privacy negotiation mechanism to assist in the establishment
of privacy terms that satisfy both data subjects and controllers;

(v) analyse the concepts that need to be modelled to represent GDPR rights
and obligations;

(vi) extend the chosen semantic technologies where necessary to accommodate
the representation needs generated by GDPR rights and obligations;

(vii) validate the developed representation models with legal and ethical
experts;

(viii) deploy a modifiable version of a Solid server and client;
(ix) understand how to use ODRL and DPV to extend WAC, to allow for more

fine-grained access control to Solid Pods;
(x) extend DPV for the specific case of processing health-related and genetic

data;
(xi) test developed services with the identified health-related scenarios.

In Sect. 4.1, initial results of the implementation of the proposed work are
presented.

4.1 Early-Stage Results

Thus far, an analysis of the existing open-access specifications on the domain
of privacy and data protection was performed. In addition to this, a conceptual
analysis was executed to understand the concepts that need to be modelled
to support the communication between GDPR stakeholders. Also, the relevant
privacy-related policy languages and data protection ontologies were studied in
relation to these representation needs generated by the invoking and granting of
GDPR rights and obligations.

Moreover, a lightweight ontology, the GDPR Information Flows (GDPRIF)1,
was also specified to model the relationships between GDPR stakeholders, the
1 https://protect.oeg.fi.upm.es/def/gdprif.

https://protect.oeg.fi.upm.es/def/gdprif
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items of information that need to be communicated between them, GDPR rights
and obligations and the events responsible for triggering those rights and obliga-
tions, i.e. a request of a particular data subject right, an occurrence of a personal
data breach or a compliance monitoring process started by a DPA. GDPRIF’s
rights and obligations are therefore modelled as ODRL policies complemented
by DPV, DPV-GDPR and GDPRtEXT. A complete list of these generic poli-
cies is available at https://protect.oeg.fi.upm.es/sota/gdprif, as these structured
policies can be useful for data controllers to more easily fulfil their obligations
when they are triggered. Two example policies are displayed and discussed in
Listings 1.1 and 1.2.

Listing 1.1 specifies a data controller’s obligation to respond to a data sub-
ject’s request related to his right of access (dpv-gdpr:A15 ). To fulfil its obliga-
tions, in this case, the data controller has to inform the data subject about the
purposes of processing (gdprif:I6 ) and the categories of personal data being pro-
cessed (gdprif:I17 ), about the source of the personal data, if not directly collected
from the data subject (gdprif:I18 ), about any recipients to which the personal
data can be disclosed (gdprif:I9 ), about the retention period (gdprif:I11 ), about
the existence of the data subject’s rights (gdprif:I12 ) and the right to lodge
a complaint (gdprif:I14 ), about the existence of automated decision-making
(gdprif:I16 ) and about the safeguards related to a data transfer to a third coun-
try (gdprif:I20 ). The data controller also has the obligation to give the data
subject a copy of the personal data (gdprif:I21 ).

Listing 1.1. Data controller’s obligation to grant access to the data subject’s personal
data.
@prefix rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#> .
@prefix rdfs: <http ://www.w3.org /2000/01/rdf -schema#> .
@prefix odrl: <http ://www.w3.org/ns/odrl/2/> .
@prefix dpv: <http ://www.w3.org/ns/dpv#> .
@prefix dpv -gdpr: <http ://www.w3.org/ns/dpv -gdpr#> .
@prefix gdprtext: <https :// w3id.org/GDPRtEXT#> .
@prefix gdprif: <https :// protect.oeg.fi.upm.es/def/gdprif#> .

gdprif:RA
rdfs:seeAlso gdprtext:RightToAccessPersonalData ;
a odrl:Policy ;
odrl:obligation [

a odrl:Obligation ;
gdprif:isRequestedBy [ a dpv:DataSubject , odrl:Party ] ;
gdprif:isAnsweredBy [ a dpv:DataController , odrl:Party ] ;
odrl:action odrl:inform ;
odrl:target gdprif:I6, gdprif:I9, gdprif:I11 , gdprif:I12 ,

gdprif:I14 , gdprif:I16 , gdprif:I17 , gdprif:I18 ,
gdprif:I20 , gdprif:I21 ;

odrl:constraint [
a odrl:Constraint ;
odrl:leftOperand odrl:event ;
odrl:operator odrl:eq ;
odrl:rightOperand dpv -gdpr:A15 ;

]
] .

Listing 1.2 specifies a data controller’s obligation to inform a data subject
about the existence of joint controllers and their responsibilities in relation to
the processing of the personal data, in the cases where is a contract between joint
controllers is established (gdprif:ContractBetweenJointControllers). To fulfil its
obligations, in this case, one of the joint controllers has to give information to the

https://protect.oeg.fi.upm.es/sota/gdprif
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data subject about the identity and contact details of the all the joint controllers
(gdprif:I31 and gdprif:I32 ) and about the responsibilities of each joint controller
(gdprif:I33 ).

Listing 1.2. Joint controllers’ obligation to inform the data subject about the existence
of joint controllers and their responsibilities in relation to the processing of the personal
data.
@prefix rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#> .
@prefix rdfs: <http ://www.w3.org /2000/01/rdf -schema#> .
@prefix odrl: <http ://www.w3.org/ns/odrl/2/> .
@prefix dpv: <http ://www.w3.org/ns/dpv#> .
@prefix gdprtext: <https :// w3id.org/GDPRtEXT#> .
@prefix gdprif: <https :// protect.oeg.fi.upm.es/def/gdprif#> .

gdprif:JC
rdfs:seeAlso gdprtext:LiabilityOfJointController ;
a odrl:Policy ;
odrl:obligation [

a odrl:Obligation ;
odrl:informingParty [ a gdprtext:JointController , odrl:Party ] ;
odrl:informedParty [ a dpv:DataSubject , odrl:Party ] ;
odrl:action odrl:inform ;
odrl:target gdprif:I31 , gdprif:I32 , gdprif:I33 ;
odrl:constraint [

a odrl:Constraint ;
odrl:leftOperand odrl:event ;
odrl:operator odrl:eq ;
odrl:rightOperand gdprif:ContractBetweenJointControllers ;

]
] .

These initial results should now be validated by legal and ethical experts in
the domain of privacy and data protection, and especially in the GDPR.

5 Conclusions

Recently, the privacy and data protection domains have been given a great deal
of importance by European and international authorities. Regulations, such as
the GDPR, and the more recent proposals for the European regulation of data
governance (Data Governance Act [14]) and of privacy and electronic commu-
nications (ePrivacy regulation [13]) are examples of this trend. In this context,
there is a clear need to develop interoperable technologies that support the dig-
ital representation of information, while meeting EU’s legal, ethical and social
expectations.

This paper identified three challenges related to the representation of privacy
terms, regarding the exercising of GDPR rights and obligations, the negotia-
tion of privacy terms and the governance of access to personal data stores, and
proposed the usage of decentralised Web technologies and Semantic Web spec-
ifications to address them. These technologies will be integrated in a privacy-
preserving architecture, which will include the implementation of an intelligent
privacy assistant to support in the automation of tasks of data subjects and
controllers. In this regard, ODRL, DPV and GDPRtEXT emerge as adequate
solutions that support the described needs to represent information related to
rights and obligations, as well as preferences for access control to personal data
stores, in the form of machine-readable policies. Such policies can then be used
in a reasoning system for the negotiation of privacy terms.
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Abstract. The enactment of the General Data Protection Regulation
(GDPR) has been the response of the European Union to the growing
data-driven economy backed up by the largest companies in the world.
It provides the data protection and portability needed by individuals
that “unconsciously” generate personal data for “free” services offered
by providers that lack transparency on their use. Meanwhile, the rise of
Distributed Ledger Technologies (DLTs) offers new possibilities for the
management of general purpose data, hence being suitable for handling
personal data in a trustless scenario. These decentralized technologies
bring a new concept of contract called smart because of its ability to
be self-executable. DLTs and smart contracts, together with the use of
Semantic Web standards, allows the creation of a decentralized digital
space controlled entirely by an individual, where his personal data can
be stored and transacted.

Keywords: GDPR · Personal data · Distributed ledger technologies ·
Smart contracts · Semantic web

1 Introduction

With the introduction of the General Data Protection Regulation (GDPR) [5]
in 2018, operations carried out regarding the management and the movement of
personal data have radically changed. Data privacy of European Union’s Citi-
zen has been empowered through a series of rights that provide data protection
and portability. GDPR can be seen as a necessary response to the challenges
posed by technological advances brought about mainly by Big Tech companies,
which generate huge amounts of data without sufficient safeguards for individu-
als. A huge business, indeed, lies behind the trade of personal data and several
companies make consistent profits operating in this sector. GDPR and current
literacy help the individual to understand how their personal data is often gen-
erate unconsciously and where, how or why the data is being collected, but still,
c© Springer Nature Switzerland AG 2021
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further work is needed to let them develop the necessarily practical and interpre-
tive skills [15]. More efforts are needed to reach both transparency and a balance
between privacy and data sharing.

Even if GDPR requires data controllers, i.e. entities that collect and manage
individuals’ personal data, to release to their users the complete dataset they
collected on them, upon request, there are currently no standards for this kind
of requests and there is the tendency to hinder the progress of these, causing
the entire process to become almost useless. These data controllers usually store
this personal information in corporate databases, but they can become data
providers to other parties if the individual agrees –and even if the individual
does not agree they are obliged to act as data providers in extraordinary cases,
e.g. national security. As of today, when these data transactions happen there is
no transparency on the individual’s data usage.

Meanwhile, between the many technologies that regards general-purpose data
management and storage, Distributed Ledger Technologies (DLTs) are raising as
powerful tools to avoid the control centralization. The current use of DLTs is in
financial (i.e. cryptocurrencies) and data sharing scenarios. In both cases there
are several parties that concur in handling some data, there is no complete trust
among parties and often these ones compete to the data access/ownership. Such
features suit perfectly with the process of moving the data sovereignty towards
users and releasing them more influence over access control, while allowing any-
one else to be able to consume this data with transparency. This can be made
possible through smart contracts, the new concept of contract that brought a
second blockchain revolution.

The purpose of this paper is to present a vision of how to integrate the
use of decentralised technologies and Semantic Web standards, with the aim of
supporting the design of methods and systems that help individuals to assert
their rights to protect their personal data and at the same time promote their
portability and economic exploitation.

2 State of the Art

One of the most remarkable novelties in GDPR is the concept of data portability,
which defines the right to have data directly transferred from one data provider
to another making a step towards user-centric platforms of interrelated services
[6]. This relates to the concept of data interoperability that embodies the com-
plex network of users interaction based on personal data flow. To this scope,
it is fundamental the use Semantic Web [1] standards, that bring structure to
the meaningful contents of the Web by promoting common data formats and
exchange protocols. The form of its most successful incarnation is Linked Data:
data published in a structured manner, in such a way that information can be
found, gathered, classified, and enriched using annotation and query languages.

One of the most recent approach that involves the use of distributed tech-
nologies and Semantic Web integration in social networks is the Solid project
[17]. Led by the creator of the Web Tim Berners-Lee, the project was born with
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the purpose of giving users their data sovereignty, letting them choose where
their data resides and who is allowed to access and reuse it. Solid provides us
a strong reference for our work because it uses Semantic Web technologies to
decouple user data from the applications that use this data. Data is, indeed,
stored in an online storage space called Pod, a Web-accessible storage service,
which can either be deployed on personal servers or on public servers.

A great variety of solutions, instead, involve the use of DLTs for the man-
agement of general purpose data (for example applied to media contracts [11])
and personal data and few of them are in compliance with GDPR. A DLT is
a software infrastructure maintained by a peer-to-peer network, where the net-
work participants must reach a consensus on the states of transactions submitted
to the distributed ledger, to make the transactions valid. The role of DLTs is
to provide a trusted and decentralized ledger of data preserving immutability,
traceability, transparency and pseudonymity. The concept of DLT is the natu-
ral extension of the “blockchain” concept, because it includes those technological
solutions that do not organize the data ledger as a linked list of blocks. Ethereum
[2] enhanced the technology allowing the creation of a powerful tool: smart con-
tracts. These contracts are self-managed structures that enable a decentralized
computation, thus eliminating the presence of single point of failures.

Related works for the management of Personal Data using DLTs include var-
ious proposals and many of them are also focused on GDPR [4,7,8]. However,
these studies do not address DLTs and smart contract challenges, presenting only
a conceptual approach. A more technical approach can be found in [18]. Mean-
while, Smart contract based data access control has been thoroughly studied in
literature [12,21] and still many scenarios are conceivable.

3 Moving Data Sovereignty Towards Users

It is still not possible to feasibly ensure to individuals the sovereignty of their
personal data, nor the possibility of a appropriate data interoperability for data
consumers. One of the key problems is that individuals do not have control or
even knowledge of the transfers that happen with their personal data. Data
providers, indeed, store and maintain this data differently through several data
silos, hampering their free exchange and economical exploitation. In this situa-
tion, individuals that may be good willing to offer their data for social good or
that may simply make direct profit from it, do not have the power to do so [20].
The main concern for individuals, then, is to invert this trend. The solution we
propose, that supports the right of individuals to the protection of their personal
data, data interoperability, economic exploitation and social good, is based on
the following principles: i) avoid the concentration of personal information and
its opaque transfers it is needed a system that allows store and transact personal
data in a controlled, transparent and non-centralized manner; ii) favour personal
data interoperability, hence to facilitate cross-domain application and services,
a set of common languages and protocol must be used; iii) the individual needs
to be directly involved in the access control to his or her data, defining both
high-level policies and fine-grained preferences.
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4 A Proposal Based on DLTs and Semantic Web

We present a solution that involves the use of Decentralized Technologies
together with Semantic Web technologies to satisfy the principles posed in the
previous section. In order to go further, it is needed to specify the types of per-
sonal data that concern this solution (but also the general case [15]). Personal
data is defined as any piece of information that can identify or be identifiable to
a natural person. Digital personal data, in particular, is generated by the inter-
action of a user with a software or a hardware in form of numbers, characters,
symbols, images, sounds, electromagnetic waves, bits, etc. [10].

Fig. 1. Layered architecture

4.1 (Decentralized) Personal Information Management Systems

The type of data that is usually given in input by an individual to the online plat-
form and services include self-tracking information, social networks sites data,
and generally, information gathered from smartphone sensors. The use of dis-
tributed ledgers and related technologies can be used in this case serve as the
basis to build novel smart services and to promote social good for what concerns
individuals’ personal data [7,18,22]. Online services’ users produce various kind
of data coming from their vehicle or smartphone, that actually concerns the
same features exploited by social networks, e.g. user’s location and activities.
An approach that is considered in line with the GDPR [18], may be to use a
composition of different services, such as:
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– a DLT providing traceability and verifiability, without storing the data [22];
– Decentralzed File Storages to store data “off-chain” in an encrypted way;
– Smart Contracts to control data access [11,21];
– Cryptography techniques, such as Zero Knowledge Proof [9], to guarantee

data protection;

In particular, the use of DLTs to represent and transact with personal data
would grant data validation and access control, as well as no central point of
failure, immutability and most importantly traceability. Moreover, it is possi-
ble to use decentralized file systems, that allow continuous data availability.
These properties are necessary in order to associate each individual to the dig-
ital space that will contain his personal data and that will be used to attend
the requests of data providers and data consumers. Crucial is the use of smart
contracts, since they provide a new paradigm where unmodifiable instructions
are executed in an unambiguous manner during a transaction between two parts.
Without the presence of a third party, then, a user may completely control the
access to his personal data, being sure that his decisions on how and when to
access his data are always observed. Every process is completely traced and per-
manently stored in the blockchain. For what concerns the expression of legal
requirements and privacy preferences, and the compliance with GDPR, smart
contracts unintelligibleness (i.e. how their instructions, expressed in a program-
ming language, become a contract) still needs deep investigation, but some works
already address this issue [3]. Finally, the use of “suitable” cryptographic tech-
niques, such as Zero Knowledge Proof, may allow to prove that an individual
possesses a certain property without revealing his data. For instance, using Zero
Knowledge Proof of Location [19] is possible to prove that an individual finds
himself in a certain zone without revealing his exact location.

4.2 Data Flow Through Smart Contracts

The more the data is centralized in “silos” (not communicating between each
other), the more individuals lose control over their personal data information.
We envision the use of a unique digital space for each data subject, where data
flow is ruled and data providers and consumers can meet to transact. A possible
solution to this can be achieved through decentralization and shared standards.
This approach aim to shift the control from centralized platform to users for the
access to user generated personal data. This infrastructure would also give the
opportunity to build a Personal Data Marketplace where individuals can decide
to sell or to set access rules in order to provide data for the social good [20,22].

The use of smart contracts can be may be crucial to regulate user’s data
flow. The interesting aspect is that smart contracts, i.e. instructions executed by
a decentralized virtual machine, allow two parties, e.g. data provider and data
onsumer, to reach an agreement in the process of the data flow. Nevertheless,
smart contracts can be programmed to satisfy at least the following reasoning
tasks: (i) determine if a policy satisfies the legal requirements [3]; (ii) determine
if a data request can be satisfied according to the individual’s preferences [21].
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On the other hand interoperability can be best achieved if a network of ontologies
is used to model the personal data life-cycle and their actors.

4.3 Semantic Web Based Policies

The smart contracts must be thus represented in a language that favours rea-
soning and a language that eases interoperability. Fortunately, the W3C has
published over the last twenty years a set of specifications to describe resources
which simultaneously addresses these two design goals: those of the semantic
web.

Whereas these specifications were born to represent data in the web, their
use has gone beyond and today many applications run totally offline but using
the semantic web specifications. In the most spread paradigm, information is
represented using RDF (Resource Description Framework). In this framework,
resources are identified with URIs and described with collections of triples. The
precise meaning of each resource can be formally established with OWL ontolo-
gies. An ontology is a formal representation of knowledge through a set of con-
cepts and a set of relations between these concepts, within a specific domain.
Through the use of these ontologies it is possible to convey the meaning of
data, hence to facilitate cross-domain applications and services. Ontologies in
these scenarios effectively act as data models, eventually complemented with
RDF Shapes1, which further impose restrictions on the data that are easy to be
evaluated.

Whereas new ontologies can be created whenever necessary, there is a set
of de facto standard ontologies which should be reused whenever possible. For
example, there are ontologies to describe the basic personal contact information,
such as vCard2, to describe basic geographical information3 or to represent com-
puter policies4 or contracts [16]. Other vocabularies and ontologies have recently
appeared in the domain of privacy and data protection [13,14].

The two advantages of ‘interoperability’ and ‘reasoning’ can be now well
illustrated: first because the aforementioned ontologies are recommended by the
W3C and thus universally understood. Second, reasoning with the information
represented using these data models is easy because they are mapped in a formal
language. An individual may want to say: whenever I am in the province of
Lombardy, I want my data not to be transacted. If properly connected to other
datasets, the system knowing that the individual is in Milano will infer that the
individual is also in Lombardy and should not tranfer the data.

5 Vision and Conclusions

After having explained how a unique digital space can be built, it is fundamental
to explain its use. The main idea is that this infrastructure can lead personal
1 https://www.w3.org/TR/shacl/.
2 https://www.w3.org/TR/vcard-rdf/.
3 https://www.w3.org/2003/01/geo/.
4 https://www.w3.org/TR/odrl-vocab/.
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data flow towards a “safe” place where the individual can enforce his rights.
There are different actors behind the successful implementation of this vision.
First of all, the individual is obviously favoured because he assumes the full
control over such digital structure. Then, all the actors behind the decentralized
structure are incentivized by the use of the technology specification itself, e.g.
monetary retribution. Finally, the main actors who use the space both to provide
and gather data, i.e. data providers and consumers, are the one to which focus
on. In particular, GDPR requires data providers to release personal data to
data subjects, but this does not implies the use of the digital space. The use of
common standards provided by Semantic web is a necessary incentive, but not
sufficient. Hence both providers and consumers must be incentivized by the data
market that generates behind the digital space.

GDPR has brought an important evolution for what concerns individuals’
personal data protection, providing them rights to contrast data abuse. How-
ever, the data flow that occurs behind the scenes between data providers and
consumers and the creation of data “silos” prevent the execution of transparent
processes at the eye of data subjects. A possible approach may be the one where
each individual maintain his personal digital space in which his personal data is
stored and transacted. This can be achieved through decentralized technologies
in the form of DLTs, decentralized file systems and smart contracts that provide
transparency and data access control, and through semantic web technologies in
the form of linked data that provide data portability. Further methods may pro-
tect the privacy of individuals while new methodologies for the analysis of such
systems may bring to light new GDPR interaction models, e.g. to understand
possible actors and manners to infer data.
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