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Foreword by Alexander Gerst

MacGyver Is Melting Metals in Space

During my first mission to the International Space Station (ISS), called “Blue Dot,” it
was one of my main tasks to install the electromagnetic levitator (EML) in ESA’s
magnificent Columbus laboratory. This furnace represents one of the most impres-
sive material science experiments in space. It can heat a metallic alloy to 2200 °C
and then cool and solidify it rapidly, while the molten droplet remains freely
suspended and undisturbed in the experiment chamber. This is impossible to achieve
on Earth.

Material scientists study these free-floating droplets in order to obtain character-
istic thermophysical properties of the molten alloy in its liquid state. These
thermophysical property data are needed for the development of computer models
that simulate industrial production processes on Earth. Consequently, this increases
the production efficiency and the quality of end products and reduces the energy
consumption in line with major global efforts of green energy. It is a good example
for why we sometimes have to go to a strange and hostile place like space to improve
things down here on Earth.

As a result, the better material performance on Earth leads to reduced energy
consumption and greenhouse gas emissions, for example, in advanced turbines for
aircraft and land-based power generation. Other materials that were studied by
scientists all around the world using the material science laboratory on board the
ISS are, for example, high-strength steels, low-weight titanium-alloys for a wide
range of applications from aerospace to biomedicine, new semiconductors for
photovoltaics, and new metallic glass alloys designed for future rovers on the
Moon and Mars.

From this impressive list of potential benefits that can be obtained by operating a
device like EML on ISS, you can probably estimate the “weight” on the shoulders of
an astronaut who is given the complex task to install such a device. In contrary to the
assumption of most humans on Earth, an astronaut’s biggest fear is not to end up in a



vi Foreword by Alexander Gerst

fireball during launch (even though admittedly that is also not a nice thought, it is
relatively unlikely) but to make a mistake that endangers the success of the many
invaluable experiments, designed and built by hundreds of engineers and scientists
over the course of many years. To disappoint them would be a true failure for us.

You can now probably imagine the feeling of terror that I had when, during the
installation of EML, I realized that one of the launch fasteners that secured the
hardware from the massive vibrations during its launch was stuck and couldn’t be
removed. What was even worse, it prevented the final assembly of EML, and
therefore it threatened the entire project — just a single tiny bolt, in a very difficult
place to access. But what followed was one of the finest examples of what an
international team of experts can achieve when they all work together.

A crisis team was formed, consisting of our mission ground team, engineers, and
me, the astronaut in orbit. In the following weeks, we went through various options
of removing the stuck bolt and meticulously analyzed the risks of each approach. In
the end, ground teams allowed me to go ahead with the option we called
“MacGyver,” which, needless to say, was my favorite: I got the GO to cut off the
bolt with a metal saw blade, using a very special liquid to catch and prevent metal
shavings from contaminating the station’s atmosphere — a dab of shaving gel from
my personal hygiene kit. In my imagination I could see my childhood hero nodding
at me with a smile.

Almost exactly 4 years later, I returned to the International Space Station for my
second mission, called “Horizons,” as the Commander of Expedition 57. One of the
first things I did when arriving on ISS was to visit my favorite workplace in space,
the ever-so-magnificent Columbus laboratory. And what I saw made me smile. I
could see that the EML was still in its place, where I left it several years before, and it
was still running flawlessly. It was operated very successfully and routinely by the
international science team, conducting hundreds of experiment runs in the last years,
for the benefit of humans on planet Earth. Hence, I am very excited about the results
that the scientists have obtained on board the ISS and that are presented in this book.

European Space Agency, Directorate of Alexander Gerst
Human Robotic Exploration

Programmes, LEO Exploration Group,

ESTEC, Noordwijk, the Netherlands



Foreword by Matthias Maurer

Future Metallurgy in Space

The International Space Station is a unique laboratory that allows experiments not
possible on Earth. In the fall of 2021, I will go to the International Space Station
(ISS) for my mission “Cosmic Kiss.” Especially as a material scientist, I am excited
to become directly involved with the materials science experiments in ESA’s
Columbus module.

For a long time, material scientists focused their investigations on the relation
between mechanical and physical properties of solids related to their microstruc-
tures. Very soon, the importance of the defining steps for the microstructure, the
processing route from the liquid melt to the final product, was recognized. Hence, in
order to achieve new advancements in material science, a deeper understanding of
the properties of the molten state is of key importance.

Due to the high reactivity of most metallic melts, the investigation of liquid
metals is best done by container-less methods. The weightlessness in the Interna-
tional Space Station allows the easy positioning of liquid metallic droplets. Further-
more, the absence of gravity allows precise measurements that are not possible on
Earth. The obtained thermophysical properties of the investigated metallic alloys are
used to answer basic scientific questions and are further utilized for the simulation of
industrial production processes and the development of new materials.

The upcoming experiments in the EML on board the International Space Station
are concerned with materials that will improve life on Earth and also increase our
abilities for space exploration. These experiments will improve steels for applica-
tions in energy conversion and electro-mobility, titanium alloys for 3D-printed
biomedical implants, new metallic glasses for 3D printing of advanced structural,
and functional components for several industries, including space flight and
exploration.

vii
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I am looking forward to the materials science experiments in the Columbus
module, and I am very enthusiastic to support the continuation of the successful
experiments that have been performed until now and are presented in this book.

European Space Agency, Directorate of Matthias Maurer
Human Robotic Exploration

Programmes, LEO Exploration Group,

EAC, Cologne, Germany



Preface

Evolution of matter in the universe is one of the key elements related to our
fundamental understanding of the formation of the planets and stars and life on
Earth, and hence, has always evoked very keen interest in the scientific community.
The natural forces existing on Earth, such as pressure, gravity, and strong or weak
magnetic forces, are either absent or present in significantly different magnitude
outside the Earth’s atmosphere. It is intuitive that formation of solids in outer space
must have been through an entirely different environment and influence than what
we can experiment with on Earth. Thus, experiments to determine thermophysical
and thermochemical properties of common elements and compounds, of inorganic
and organic in origin and nature, are essential to develop a fair understanding of the
genesis and behavior of matter in outer space and simulate the same on Earth through
rigorous modeling.

This volume, entitled Metallurgy in Space, with selected chapters devoted to
fundamental aspects of various intrinsic properties (melting/boiling point, viscosity,
conductivity, diffusion coefficient, specific heat, and crystal structure), properties of
pure solids (elements, alloys, and compounds), and response to external stimuli like
temperature, pressure, and magnetic or electrical fields, both in reduced gravity
condition in space and with usual gravitational environment on Earth, is absolutely
essential. One of the highlights of this book arises from the articles dealing with
experiments conducted in the International Space Station (ISS) and results obtained
thereof concerning studies on various important thermophysical parameters of
interest, which are not only unique but simply not known so far. These results and
trends will greatly influence and impact our basic understanding in physical sciences
as well as research and innovations in materials science and engineering in the
future.

A variety of industries — information technology, aerospace, automotive, bio-
medical, and basic and new materials manufacturing — need technological innova-
tions, which attain high-value-added and high-quality products and at the same time
environmental consciousness and regulations in a multibillion-dollar market. In
recent years, the trend in developing new products moved from the traditional

ix
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trial-and-error approach to computer-based modeling, for example, for high-
temperature melt processing which represents almost 100% of all metal production
technologies. This has become possible by the increase in computer power, but it is
still hampered by a lack of available and appropriate liquid property data as reliable
input parameters since — in a thermodynamic sense — ‘“entropy wins at high
temperature.”

Recent progress in containerless levitation and processing techniques can over-
come the experimental difficulties and enable measurements of various properties of
“free-floating” metallic drops in the stable and undercooled liquid state in the high-
temperature limit (in contrast to the famous Millikan experiment at Caltech about
100 years ago on oil drops at ambient conditions).

With respect to this exciting development, truly international and multi-
disciplinary materials science projects (ThermoProp/ThermoLab — ISS) have been
conceived over the last decades and supported by the various space agencies
worldwide. Materials investigated include metallic alloys and composites, interme-
tallics, semiconductors, and glasses in the high-temperature limit. Basic metal
physics aspects are considered as well, such as the atomic structure of complex
multi-component liquids, their relation to macroscopic properties of the liquid phase,
and the thermodynamics and kinetics of phase formation from the liquid which is of
relevance for industrial alloy design.

The measurements and investigations were performed and are still continuing
onboard the International Space Station. Using the high-precision electromagnetic
levitation device ISS-EML in the COLUMBUS module, the experimental
temperature-time window available can be sufficiently extended to about 2200 °C
for more than 10,000 s. In this temperature-time regime, performance of controlled
surface excitations, temperature modulation (A.C. calorimetry), and other tech-
niques become reality in the high-temperature liquid state. The analysis based on
high-precision video and temperature measurements as well as other sensing devices
allows a in-depth study of a free-floating hot metallic liquid drop in equilibrium with
different atmospheres for the first time ever.

Besides basic scientific insight, this knowledge becomes also relevant for modern
industrial processes such as high-precision casting, welding, 3D printing, energy
conversion, and “green” processing. The experimental set-up is embedded in a truly
international and world-renowned team of scientists in the field of thermophysics
and the development of new materials in order to achieve the best science. Further-
more, the awareness and interest about the scope and need for such benchmark
experiments allows to extend our deeper understanding of the origin and genesis of
matter in space and evolution of properties of solids in space and on Earth. The
future is wide open.

Ulm, Germany Hans-Jorg Fecht
Ranchi, Jharkhand, India Indranil Manna
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Chapter 1 ®)
Introduction Chack or

Hans-Jorg Fecht

1 General

Material scientists originally devoted most of their efforts to studying the solid state
of materials, their microstructure, and their mechanical and thermal properties.
However, in the last 10-20 years, a change in paradigm has taken place, and the
importance of the liquid phase has been recognized. In this regard, it is interesting to
note that almost 100% of all metallic products are, at some stage, produced through
solidification and casting processes. Consequently, this field of new materials,
processes, and products constitutes a major backbone to industries worldwide.

Solidification from the melt leaves its fingerprints in the final material, and hence
it is of utmost importance to understand the properties of the molten state and its
solidification behavior. The prominent feature of fluids, namely, their ability to flow
and to form free surfaces, poses the main difficulty in their theoretical description.
The physics of fluids is governed by the Navier-Stokes equation and by the ubiqui-
tous presence of convection. In addition, when dealing with metallic materials, the
high temperatures involved lead to experimental difficulties, the most trivial but also
most fundamental being the suitability of available containers.

Besides the atomic scale inherent to condensed matter and the intermediate scales
associated with the solidification microstructures, fluid flow driven by gravity
generally occurs in the melt at the macroscopic level so that the relevant length
scales in casting are widespread from the atomic size (capillary length, crystalline
defects such as dislocations, attachment of atoms, etc.) to the meter size of the ingot
(fluid flow, spacing of dendrite side branches, etc.).

Accordingly, to produce materials that meet ever-higher specific requirements
and performance, the solidification processing of structural and functional materials

H.-J. Fecht (0)
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has to be controlled with ever-increasing precision. It can be foreseen that materials
for tomorrow will be optimized in their design and underlie more efficient produc-
tion conditions, availability of scarce resources, and cleaner processes.

The interactive feedback between experiments and sophisticated computer sim-
ulations developed within the last 10 years that now drives the design and processing
of materials is reaching performances never been seen in the past. Thus, it becomes
possible to control and optimize the defect and grain structure at critical patches of
components. Here, two major aspects are most essential for the continued improve-
ment of materials processing with increasing requirements on composition, micro-
structure, and service achievements, which often implies the breaking of technology
barriers:

* The reliable determination of the thermophysical properties of metallic melts in
order to understand the fundamentals of complex melts and their influence on the
nucleation of ordered phases.

¢ The reliable determination of the formation and selection mechanisms at micro-
structure scales in order to understand the fundamentals of casting and other
solidification processes (foundry, welding, brazing, atomization,...). This also
requires accurate knowledge of thermophysical properties.

2 Scientific Challenges

Casting is a non-equilibrium process by which a liquid alloy is solidified. The liquid-
solid transition is driven by the departure from thermodynamic equilibrium, where
no change can occur. From the standpoint of physics, casting thus belongs to the vast
realm of out-of-equilibrium systems, which means that, rather than growing evenly
in space and smoothly in time, the solid phase prefers to form a diversity of
microstructures.

Actually, the relevant length scales in casting are widespread over ten orders of
magnitude. At the nanometer scale, the atomic processes determine the growth
kinetics and the solid-liquid interfacial energy, and crystalline defects such as
dislocations, grain boundaries, and voids are generally observed. Macroscopic
fluid flow driven by gravity or imposed by a stimulus (electromagnetic field,
vibration, etc.) occurs in the melt at the meter scale of the cast product. The
characteristic scales associated with the solidification microstructures are
mesoscopic, i.e., intermediate, ranging from dendrite tip/arm scale (1-100 pm) to
the grain size (mm—cm). It follows that the optimization of the grain structure of the
product and inner microstructure of the grain(s) during the liquid-to-solid phase
transition is paramount for the quality and reliability of castings, as well as for the
tailoring of new advanced materials for specific technological applications.

On this basis, the quantitative numerical simulation of casting and solidification
processes is increasingly demanded by manufacturers, compared to the well-
established but time-consuming and costly trial-and-error procedure. It provides a
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Fig. 1.1 A wide range of fundamental events during casting of complex components — here, a car
engine with varying local temperatures. (Courtesy MagmaSoft)

rapid tool for the microstructural optimization of high-quality castings, in particular
where process reliability and high geometric shape accuracy are important (see, e.g.,
Fig. 1.1 exhibiting cast structural components and the temperature distribution
during casting of a car engine block). Any improvement of numerical simulation
results in improved control of fluid flow and cooling conditions that enable further
optimization of the defect and grain structure as well as stress distribution at critical
patches of components. Through the control of unwanted crystallization events, it
becomes even possible to produce completely new materials with a controlled
amorphous (glassy) or nanocomposite structure.

3 Microgravity Space Conditions and Containerless
Processing

The paucity of thermophysical property data for commercial materials as well as
materials of fundamental interest is a result of the experimental difficulties arising at
high temperatures. Some of these data can be obtained more or less accurately by
conventional methods, in particular for non-reactive metals such as noble metals.
High-precision measurements, however, on chemically highly reactive melts at the
temperatures of interest require the application of containerless processing tech-
niques and the use of high-precision non-contact diagnostic tools.

By eliminating the contact between the melt and a crucible, accurate surface
nucleation control and the synthesis of materials free of surface contamination
become possible. For highly reactive metallic melts, electromagnetic levitation
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Fig. 1.2 Electromagnetic processing on the ground (left) and in microgravity (right) — the latter
allowing controlled investigations of fully spherical liquid metallic samples (6.5-8 mm diameter)
with a wide range of sophisticated analytical equipment. (Courtesy DLR)

(EML) is a well-developed containerless technique that offers several advantages
over alternative levitation methods (electrostatic levitation, gas-phase levitation) due
to the direct coupling of the high-intensity radiofrequency electromagnetic field with
the sample.

Ground-based experiments using electromagnetic levitation have achieved lim-
ited success in measuring thermophysical properties of liquid alloys, since the high
electromagnetic field B required to lift the sample against gravity (Lorentz force
F o V B%) also causes excessive heating and turbulence due to induced eddy
currents. In contrast, under microgravity conditions, much smaller levitation forces
are needed since the force of gravity no longer has to be overcome. In fact, in space,
only a weak positioning field is required.

This means that heating effects, magnetic pressure, melt turbulence, and
asphericity of the molten drop are significantly reduced, allowing considerably
more accurate results to be obtained or making such experiments possible at all.
As an example, Fig. 1.2 shows a comparison between a specimen levitated in a
ground-based em-levitation (left) and a liquid specimen positioned under reduced
gravity conditions in an em-levitation device on board a parabolic flight (right). As
compared to the specimen levitated on the ground, the specimen positioned under
reduced gravity exhibits no detectable deviation from a spherical shape.

The motivation for performing benchmark experiments in the microgravity
environment thus is straightforward and at a high level of scientific innovation.
Firstly, in space it is possible to suppress the gravity-induced effects of fluid flow and
more subtle sedimentation effects during solidification. Therefore, the contribution
to fluid flow and heat transport in the melt can be investigated without the compli-
cations of buoyancy-driven thermo-solutal convection and sedimentation/flotation.
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Secondly, the space environment on long time scales allows the application of
containerless processing techniques, such as electromagnetic levitation. Levitated
melts can be controlled effectively at temperatures up to 2200 °C, which in turn
enables critical liquid parameters to be measured much more accurately and in a
larger temperature range as compared to the earth laboratory.

Experience with parabolic flights (pg duration 10-20 s) and TEXUS rocket flights
(pg duration ca. 180 s) already indicated that some aspects of the experiments could
be successfully performed, but pg times are far too short to reach thermal equilibrium
and measurements in the adiabatic regime. Expanding the experimental time-
temperature window through the use of the International Space Station (ISS)
opens a completely new realm of space experimentation. The main advantages in
this regard can be summarized as follows:

* Avoidance of any chemical reactions with a metallic or ceramic container

* Decoupling of electromagnetic heating and positioning fields, therefore mini-
mized levitation forces and, thus, controlled heating and reduced liquid convec-
tion in comparison with 1-g gravity conditions on earth

* Achievement of fully spherical samples

* Control of the sample environment (and cooling rate) in vacuum (better than
10~® Torr) or inert gas atmosphere

¢ Extended periods of processing time (>10,000 s) in a temperature range between
700 and 2200 °C.

* Considerably improved accuracy of the measurements.

4 Experimental Program

The processing of metallic alloys (a combination of two or more elemental metals)
through melting and casting techniques, whereby the molten material is poured or
forced into a mold and allowed to harden, was invented several thousand years ago.
Today, this processing is still an important step in the industrial production chain for
a wide range of products. The end products often need to perform well and retain
their integrity under extreme circumstances, particularly when used at high temper-
atures or when the product must be as light as possible in order to conserve energy.
To produce these high-performance materials, the process must be closely controlled
for the sake of both optimal design and efficiency of production.

The production and fabrication of alloys together with the casting and foundry
industry generate a considerable amount of wealth. For example, the 10 million tons
of castings produced in 1 year within the European Union is worth about 20 billion
Euros. To continue generating this kind of turnover, the casting and foundry industry
relies on the design and creation of advanced materials, which is accomplished by
using sophisticated computer codes to control the metallurgical processes. These
days everyone is looking for the next great breakthrough that leaps forward in
technology that revolutionizes the way business is done. The answer may lie in a
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surprising place: space. In the last years, a scientific program has been established by
the European Space Agency (ESA) using weightlessness as an important research
tool on parabolic flights, on sounding rockets, and, most recently, on the Interna-
tional Space Station.

Experiments performed in microgravity enable the study of the relevant volume
and surface-dependent properties free of certain restrictions of a gravity-based
environment. In space it is possible to suppress gravity’s effects on the flow of
molten metals and on sedimentation during solidification. Without gravity’s inter-
ference, it is possible to isolate other properties for investigation, such as diffusion
and how it contributes to mass and heat transport in the melt without the gravity-
associated complications of certain solute ingredients being more buoyant than
others.

Using advanced experimental techniques to gather data on the intricate processes
of melting and casting brings us closer to the design of new materials with better
performance. Such advanced products can range from meter-sized objects to
micrometer-sized powders, for example:

* Energy-efficient turbine components for the aerospace industry and land-based
power plants.

* Powder production to improve catalytic performance of modern fuel cells and
advanced combustion engines.

* High-strength metals with added functionalities.

* Precision casting of detailed shapes for electronic casings.

e Low-weight and high-strength materials for modern space vehicles within the
space exploration programs.

¢ Medical implants.

In order to perform the necessary experiments, it is important to have access to
extended periods of reduced gravity. A crucial ISS facility is the electromagnetic
levitator (EML). As fantastic as it sounds, this equipment does precisely what the
name implies: levitated molten metals. The EML permits containerless melting and
solidification of alloy samples. Furthermore, the EML is equipped with highly
advanced diagnostic tools that permit accurate measurements of thermophysical
properties, as well as direct observation of the experiment during flight by high-
speed videography.

As the products we make become more sophisticated, it follows that their
production processes must keep up. Advancements in liquid processing techniques
have enabled the industry to create products such as jet engines, spacecraft, and
medical implants, but society’s push for continually stronger, lighter, and more
efficient products requires that next great leap.



Part I
Programmatic, Facility and Infrastructure



Chapter 2 ®)
ESA’s Materials Science in Space S
Programme

Wim Sillekens

1 Introduction

Within ESA, its member and cooperating states are working together on space
research and technology and their space applications. Activities relating to the
exploration destinations Low-Earth Orbit, Moon and Mars are integrated into a
single European Exploration Programme (E3P), of which the “Science in Space
Environment” (SciSpacE) element is concerned with the scientific research on the
ISS, non-ISS space platforms and space-environment analogues. SciSpacE and its
preceding “European Programme for Life and Physical Sciences in Space” (ELIPS)
are and have been providing the scientific communities in the relevant disciplines
with experiment opportunities using these platforms since the start of ISS utilisation
at the turn of the century and as an extension of the initial European microgravity
programmes going back to the 1980s. Descriptions and results of these experiments
are archived in a publicly accessible and searchable ESA repository [1].

The overall motivation for conducting science in a space environment is that this
reveals features of terrestrial life and physical processes that cannot be observed
and/or controlled on Earth. Aspects of interest include — but are not limited to — the
reduced-gravity condition, the otherwise extreme conditions (in their possibly wide
sense, ranging from radiation and temperature variations to remoteness and confine-
ment) and the vantage point for Earth as well as for deep space.

Research activities that are being developed and conducted in this context are
correspondingly diverse. These research activities are being guided by the so-called
science roadmaps (or research agendas) that have been established by the European
scientific communities for the respective domains and are documented in [2] — with
an updated second issue that now also includes the Moon and Mars destinations to be
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Fig. 2.1 ESA’s top-level roadmap themes for Low-Earth Orbit research activities

published in 2021. Roadmap themes are structured as shown in Fig. 2.1, with
materials science being covered in the physical sciences box under the title
Advanced Material Processing. Here, the implication of a reduced-gravity environ-
ment (typically <10~ g) is that no buoyancy/sedimentation and thereby that diffu-
sive conditions exist in experiments involving multiple phases such as in
solidification, as well as in a variety of other physical sciences experiments.

This chapter is dedicated to the materials science in space programme as
supported by ESA. Following a general outline in terms of research topics and
(on-orbit) facilities that have been realised or are being planned, particular attention
is given to the activities relating to electro-magnetic levitation, being a major
constituent of the reported research in this book. The latter includes brief descrip-
tions of how the research is organised, which samples are selected and what research
outputs have been generated to date. Finally, benefits for Earth and industrial
relevance of the investigations in this materials science programme are addressed
in broad terms.



2 ESA’s Materials Science in Space Programme 11
2 The Materials Science Programme

As outlined above, a reduced-gravity environment offers specific opportunities for
experiments involving a phase transition and aiming to study phenomena that are
obscured in experiments on Earth by buoyance/sedimentation and the convection
resulting from that. For materials science this means that the field of solidification
physics is of particular interest.

Figure 2.2 lists the main topical scientific challenges in this domain. As one of the
first steps — and often even the single step — in the processing of materials,
solidification from the melt inevitably leaves its fingerprints in the (semi)-finished
product. Hence, it is essential to understand the properties of the molten state and the
solidification mechanisms in order to tailor the processing route and to achieve
satisfying microstructures to meet functional performance requirements.

Advances in these areas are key to further improve the quantitative and predictive
modelling and simulation of liquid-state manufacturing processes. This is to the
benefit of the industrial manufacturing of semi-finished products (e.g. slab, billet,
bloom, ingot) and shape castings, as well as of processes entailing rapid solidifica-
tion such as high-pressure die casting, strip casting, welding, atomisation, spray
forming and additive manufacturing (3D printing). Enhanced process control implies
an increase in production efficiency and a reduction of energy consumption and
scrap material, rendering these manufacturing processes more efficient and sustain-
able. Also, reductions in weight or improvements in (mechanical) performance may
be achieved through optimised casting.

Deriving from these overall scientific challenges, ESA’s materials science
roadmap identifies the following major research areas of interest for reduced-gravity
experimentation:

Forced and natural fluid flow ]
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Heat and mass transfers ]
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Diffusion and solute
redistribution
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Fig. 2.2 Fundamental aspects of casting a complex component, here shown in relation to the total

solidification time predicted for a steering knuckle (Image:

(TRANSVALOR))

Courtesy of S. Andrietti
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A. Thermophysical properties B. Structural evolution
—[Al. Fundamentals —[Bl, Phase selection

—[AZ. Interfacial phenomena —[BZ, Constrained growth

—[AB. Momentum transport I —[33, Unconstrained growth ]

—[M_ Heat transport —[Bd_ Pattern selection
—[AS. Mass transport —[BS, Segregation

Fig. 2.3 Physical phenomena from processing and properties to solidification (micro)-structure in
materials

e The reliable determination of the thermophysical properties of (metallic and
other) materials, notably of melts.

e The investigation of structural evolution in materials during liquid-solid phase
transition, requiring the reliable determination of the formation of phases and of
selection mechanisms at the relevant length scales.

Figure 2.3 depicts the physical phenomena distinguished within these areas. For
each of these, several (sub)-topics are identified with a rationale for space experi-
mentation. Pattern selection (B4), by means of random example, consists of the
topics of dendritic growth, peritectic growth and eutectic growth. These topics are
further specified and described in relation to the underlying mechanisms in the
concerned roadmap document.

Through ESA’s E3P and its predecessor programmes, several materials science
facilities have meanwhile been developed and are being operated on board the ISS.
Typically, they are designed as multi-user and multi-purpose facilities, meaning that
they are accessed by multiple science teams to enable experiments with distinctly
different research objectives and experiment protocols. The facilities are introduced
below, with some further details listed in Table 2.1:

* Materials science laboratory (MSL). This facility is for metal-alloy solidification
and crystal growth of semiconductor materials. A rod-shaped sample is molten
and then directionally solidified while being moved in axial direction versus the
heating elements under a maintained thermal gradient. Processed samples are
downloaded for microstructural evaluations. The MSL is operational since 2009
and is located in NASA’s Materials Science Research Rack in the Destiny
module. It is being utilised under a joint implementation plan between ESA
and NASA.

* Electro-magnetic levitator (EML). This facility is for containerless processing of
liquid metals and semiconductor materials. An electrically conductive spherical
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Table 2.1 Key features of ESA’s materials science facilities for solidification physics on board

the ISS
Materials science | Electro-magnetic | Transparent
Aspect laboratory levitator alloys X-ray facility
Research Directional Containerless Directional Directional/isother-
area(s) solidification processing solidification mal solidification”
Heating Bridgman furnace | Induction system | Bridgman Gradient furnace,
(separate posi- furnace isothermal furnace
tioning coil)
Hardware Two exchange- Trigger needle, Exchangeable
options able furnace chill-cooling plate micro-focus X-ray
inserts; rotating (oxygen sensing source
magnetic field and control
system)
Sample Individual sample | Carrousel with Individual sam- | Individual sample
exchange cartridges 18 samples ple cartridges cartridges
Sample Rod-like 3D Spherical Rectangular 3D | Flat quasi-2D
geometry (e.g. 8 mm) (D6-8 mm) (e.g. thickness (thickness ~0.2 mm)
1-10 mm)
Sample Wide range of Wide range of Organic model Metallic alloy sys-
materials material types and | material types and | alloys tems and composi-
alloy composi- alloy composi- (e.g. SCN-DC) tions (e.g. Al-based
tions (metals, tions (metals, with optical alloys) with ade-
semiconductors) semiconductors) transparency quate X-ray contrast
Operating <1400 °C <2100 °C <170 °C <900 °C
temperature
Runs per Single Multiple Multiple Multiple
sample
Control Temperatures Coil voltages Temperatures Temperatures
parameters | (hot/cold zones), (including modu- | (hot/cold zones), | (hot/cold zones),
sample translation | lation and pulses), | sample transla- sample translation
speed, magnetic processing tion speed speed
field atmosphere
Diagnostics | Thermocouples Optical cameras, | Optical cameras | Trans-illumination:
pyrometer, sam- (resolution camera with scintil-
ple coupling ~1 pm), lator (resolution
electronics thermocouples ~3-5 pm),
thermocouples
Post-flight | Full suite of ana- | Full suite of ana- | None (mostly Additionally
sample Iytical tools lytical tools not needed) possible
analysis (including 3D (including 3D

numerical model
validation)

numerical model
validation)

“Other experiment types (diffusion, foaming, etc.) are to follow in due time

sample is molten and maintained in place by an electro-magnetic field. Distinct
heating-cooling cycles enable high-accuracy measurements of thermophysical
properties (specific heat capacity, surface tension, viscosity, etc.) and the study
of solidification kinetics (undercooling and nucleation, growth velocity, etc.). The
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EML is operational since 2015 and is located in the European Drawer Rack in the
Columbus module. The facility and its extensions and sample batches are a
co-development of DLR and ESA. It is being utilised under an agreement
between ESA, NASA and Roscosmos.

» Transparent alloys (TA). This facility is for solidification of organic substances
serving as transparent analogues for metallic alloys. Flat samples are molten and
then directionally solidified in a fashion similar to MSL but under the in situ
observation of the solidification dynamics by optical means. TA is operational
since 2018 and is being utilised for successive experiment campaigns in NASA’s
Microgravity Science Glovebox in the Destiny module.

* X-ray facility (XRF). Being in the development stage still, this facility is for metal-
alloy solidification as well as for other experiment types using a micro-focus
X-ray source for in situ diagnostics. For materials science, it is building on
heritage from previous parabolic flight and sounding rocket missions involving
trans-illumination (radiography) experiments on directional and isothermal
metal-alloy solidification, diffusion in metallic melts and metal foaming.

In addition, SciSpacE enables access to other ESA platforms (parabolic flight,
sounding rocket), including ground-based facilities (drop tower, large diameter
centrifuge) for preparatory and supplementary research.

3 EML Activities

Electro-magnetic levitation in space has a long heritage. An EML can be operated
under terrestrial conditions as well, but in a reduced-gravity environment, the
required levitation/positioning power is much lower. This means that the molten
sample better retains its spherical shape and that convection (fluid flow) remains
limited, leading to a higher accuracy of the measurements than on ground and
enabling the study of phenomena undisturbed by gravitational effects. Moreover,
the regime of undercooling (i.e. metastable region of the phase diagram) becomes
better accessible.

Early missions under TEMPUS' denominator were in SpaceLab using the IML-2
(1994) and MSL-1 (1997) facilities; on sounding rockets TEXUS 42 (2005),
TEXUS 44 (2008) and TEXUS 46 (2009); and in parabolic-flight campaigns
(since the late 1980s and with technical improvements continued regularly by
DLR to date). Techniques and methods for specific (property) measurements and
evaluations were developed among others, and exploratory scientific investigations
were conducted in reduced gravity. This then led to the development and operation
of the ISS-EML and the associated sample batches in recent years.

'“Tjegelfreies ElektroMagnetisches Prozessieren Unter Schwerelosigkeit” in German (“Container-
less electromagnetic processing in zero-gravity” in English translation).
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ESA’s research in the physical sciences is organised through projects selected in
so-called Announcements of Opportunity (AO). Each with their own scientific scope
and objectives, these projects are commonly initiated in parallel with the conceptual
and actual development of the scientific payloads. In that sense they are typically
long-standing projects for which scientific yield is ramping up with these payloads
becoming operational. To confirm scientific relevance and interest, AO projects are
subject to recurring 3-yearly external reviews. The project pool for materials science
currently consists of some 20 different research projects, involving international
teams from universities, research organisations and industry that are not only limited
to the ESA member states subscribing to this programme but also include other
participants from across the globe. The following AO projects (acronyms and full
titles) are involved in EML activities:

* CCEMLCC: Chill cooling for the electro-magnetic levitator in relation to contin-
uous casting of steels

e COOLCOP: Undercooling and demixing of copper-cobalt alloys (merged with
LIPHASE)

* FElectrical resistivity: Electrical resistivity measurement of high-temperature
metallic melts (completed)

e ICOPROSOL: Thermophysical properties and solidification behaviour of under-
cooled Ti-Zr-Ni liquids showing an icosahedral short-range order

e LIPHASE: Liquid-phase separation in metallic alloys (merged with COOLCOP)

e MAGNEPHAS: Study and modelling of nucleation and phase selection phenom-
ena in undercooled melts — application to magnetic alloys of industrial relevance

* METCOMP: Metastable solidification of composites — novel peritectic structures
and in situ composites

e MULTIPHAS: Multiphase solidification — eutectic and intermetallic solidification
and glass formation

e NEQUISOL: Non-equilibrium solidification, modelling for microstructure engi-
neering of industrial alloys

* OXYTHERM: Thermophysical properties of liquid alloys under oxygen influence

* PARSEC: Peritectic alloy rapid solidification with electro-magnetic convection

» SEMITHERM: Investigations of thermophysical properties of liquid semiconduc-
tors in the melt and in the undercooled state under microgravity conditions

* THERMOPROP. Thermophysical properties of liquid metals for industrial process
design

In addition, several other research projects are involved through agreements with
other space agencies: ELFSTONE and its predecessor LODESTARS, QUASI and
USTIP (for NASA) and PERITECTICA (for Roscosmos).

Matters of common interest to the EML community are being addressed in the
Investigators Working Group (IWG), in which all science teams with accepted
experiments as well as executives of the agencies and other involved parties are
represented. This includes not only the discussion of programmatic and operational
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issues but also the presentation of acquired results and sharing of lessons learnt.
Overall goal of this scientific coordination forum is to maximise science return within

the scope of available resources. More information on the IWG is given in [3, 4].
Sample materials for the successive ISS-EML sample batches are selected by peer

review from research proposals following a dedicated AO and at a pace in line with
the development and processing of the sample batches. Samples have to be qualified
for flight on the ISS by precursor TEMPUS parabolic flight or the like, demonstrat-
ing technically sound and safe levitation processing in reduced gravity. Tables 2.2,

Table 2.2 EML sample batch 1 overview: prime proposer (®) and other interested projects (O)

Sample designation

CCEMLCC
COOLCOP

Elec. resist.

ICOPROSOL
LIPHASE

AS

MAGNEPH
METCOMP

MULTIPHAS

OXYTHERM
PARSEC

SEMITHERM

opP

ELFSTONE

LODESTARS
USTIP

Al40Ni60

e | NEQUISOL

O | THERMOPR!

Cu75Co025

Cu89Col1

Fe45Co55

o

Fe50Co050

O|0|o|0o|0|QUASI

FeCr21Nil9

Nil3.8A16.6Cr7.6C02.1T-
al.6W1.0Rel.0Mo0.05Hf
(LEK94)

11

Ni5SAI8Cr5Co6Ta8W2M-
ol.5Ti (MC2)

12

TiAl6V4

13

Zr70Cu13Ni9.9A110.3N-
b2.8 (VITI06A)

Ni96Ta4+Ta205

15

Ni98Ta2+Ta205

18

Zr

21

Zr57Nb5Cul5.4Nil2.6A-
110 (VIT106)

22

Nd18Fe73B9

23

NiCr2Co3Mo0.4Al5.7T-
i0.2Ta8W5Nb0.1Hf0.03R-
e6 (CMSX-10)

42

Al40Ni60

43

Cu75Co25
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Table 2.3 EML sample batch 2 overview: prime proposer (®) and other interested projects (O)

=3
4 o)
olelll8l 1Blalzlalz] [BEls| |2
e IEIREEEREEIERE
S 28 EZZ053E8ERIZZE
R E R EEEE
ID no. | Sample designation | © | O | @ 3= =E|=E|z|0|x|ln|E|lR|O|A|D
2 Al75Ni25 ° ©
5 FeC0.05Si0.2 o
16 Ge ° ]
17 Si50Ge50 ° ]
20 FeC0.9Si0.2 ° o
24 Al65Ni35 ° o
25 Al89Cul1 ° o
27 Cu50Zr50 . ¢} ]
28 Cu67Co33 ° ]
29 Fe90B10 ° o} o|o
30 Si25Ge75 ° ]
34 Zr52.5Cul7. . o
9Ni14.6Al10
Ti5 (LM105)
36 Zr64Ni36 ° o} ] o)
38 Zr-0(0.1) o o O|e|O
39 Ti39.5Zr39. ° o} olo|o
5Ni2l
40 Fe60Co40 ° o) ©)
44 Ti48.5A147. .
6Nb2Cr1.9
45 Fe57.8Nil9. .
2Mo10C5B8

2.3 and 2.4 give the respective overviews of the sample batches 1, 2 and 3 (each
consisting of 18 samples) along with the involved research projects. Altogether the
samples cover a wide range of material classes (steels, superalloys, aluminium
alloys, titanium alloys, bulk metallic glasses, high-entropy alloys, semiconductor
materials and so on) for diverse application areas and include model alloys (research
materials) as well as commercial alloys. Sample batches 1 and 2 were processed in
the periods 2015-2018 and 2017-2021, respectively, with reprocessing of samples
and intermediary swaps between the batches involved as well. Processing of sample
batch 3 is to start in 2021. Sample batch 4, which also includes samples from newly
entering research projects, is in preparation.

The scientific output of the EML activities has meanwhile accumulated to
hundreds of publications and covers PhD/MSc theses, journal papers, conference
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Table 2.4 EML sample batch 3 overview: prime proposer (®) and other interested projects (O)
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41 Zr47Cud7Al6 O|O0|O| e e}
47 FeC1.5Mn ° o
0.6Si0.6Cr
12MolV1
48 FeC1.5Mn0.6 [
Si0.6Cr
12MolV1
50 Ti45Zr45Nil0 ° o/0|0 @)
52 Co038.5Si61.5 . O ¢} e}
56 Al96Fe4 ° o|O ¢}
57 Si95Ge5 . @) e}
66 Ti50A150 @) . e) e}
67 Fe90Ni10 ° o) [¢) e}
70 Zr80Pt20 e} . e}
81 Pt57.5Cul4. . e}
TNi5.3P
22.5
83 Fe25Cr25 . o
Ni25Co025
84 Fe72Cr17Nil 1 e} ¢) e}
86 Fe72Cr13Nil5 ¢} @) e}
90 FeSi3 . o
93 ZrSn1.3Fe0.2 . o
Cr0.100.13
94 ZrNb2.500.11Fe(x) . e}

papers and other contributions (such as presentations and posters). Figure 2.4 gives
the breakdown of documented published works during the past two decades for the
various research projects. About half of these publications are (peer-reviewed)
journal papers. Notably this inventory does not only consider publications relating
to the ISS-EML but also to EML experiments on sounding rocket, parabolic flight
and other microgravity platforms, on-ground (preparatory and reference) work and
on modelling. A comprehensive list of publications, updated to the time of its
publishing, is included as an annex to this book.
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OTHER, 47 CCEMLCC, 28

COOLCOP/LIPHASE, 43
USTIR, 21

QuASI, 10 FIFCTRICAL RESISTIVITY, 7

ICOPROSOL, 1

ELFSTONE/LODESTARS, 38 MAGNEPHAS, 39

METCOMP, 25

i MULTIPHAS, 17

THERMOLAB/THERMOPROP,
96
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YTHERM, &

SEMITHERM, 10 RSEC, 15

Fig. 2.4 EML-related publication output since 2001 — total count: 446, of which 8 PhD/MSc
theses, 18 book chapters, 241 journal papers, 57 conference papers with presentations and 122 other
contributions (presentations, posters, etc.)

4 Benefits for Earth and Industrial Relevance

The outcome of ESA’s space research programme on materials science consists of
benchmark data on thermophysical properties of (metallic and other) melts and the
structural evolutions during the liquid-to-solid phase transition. These experimental
data are of an unprecedented accuracy and reliability due to their origination in a
reduced-gravity environment. This information results in both a better understanding
of the fundamental solidification mechanisms and validation of theoretical models
describing these mechanisms, as well as in more accurate data to feed into these
models. As implemented into simulation software, this enables scientists to deepen
their insights and industrial manufacturers to better design and control their pro-
cesses. Thus, microstructures of materials and thereby their mechanical and physical
properties can be better forecast, and novel routes can be explored upfront virtually
rather than empirically. Among others, this is to the benefit of conventional contin-
uous and shape casting (for semi-finished and finished products, respectively);
investment casting including directional and single-crystal production methods,
spray forming, gas atomisation (for powder production) and other deposition tech-
niques (for coatings); and additive manufacturing through the liquid state.

The materials that are addressed in this programme can broadly be categorised as
follows.
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Structural materials. Metals that are used for structural applications include steel
and aluminium. Figure 2.5 — compiled from various sources [5-9] — shows that
the global production of these metals is steadily growing for many decades now
and that since the turn of the millennium this growth is even accelerating in pace.
Metal production and manufacturing activities are major drivers for the economy.
To save on resources and limit waste, the recycling of these metals has tradition-
ally been high and is increasing still. Steel and aluminium alloys are used
extensively due to their favourable combination of mechanical properties
(strength and toughness) at low to moderate costs. This includes durable goods
such as for building/infrastructure and for automotive, as well as goods with short
cycle times such as for packaging. With steel being a traditional material of
choice for construction and cars, aluminium has now firmly established itself as
well for notably the latter due to its light-weighting potential. Competition
between steel and aluminium in certain application areas such as automotive
body parts came with several advancements in materials like dual-phase steels
and (paint) bake-hardening aluminium alloys, to name just a few. Magnesium
alloys are used for light-weight automotive and electronics applications (casings),
and titanium alloys are used for corrosion-resistant high-strength applications (jet
engine parts), among others. Besides structural applications, such metals are also
used in other domains such as for energy applications (electrical steel) and
biomedical applications (stainless steel and titanium implants).

High-performance materials. Certain engineering materials have to serve under
extreme conditions, be it at very high or low temperatures, very high mechanical/
dynamical loading or a very corrosive or otherwise aggressive environment but
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most commonly being a combination of these. In line with that, they are also
called materials for extreme environments. To withstand such diverse conditions,
a variety of metallic and non-metallic material classes have been and are being
further developed; the following is limited though to those sub-sets that are of
relevance in the current context. High-temperature materials like (nickel-, cobalt-
or iron-based) superalloys are used in aircraft jet engines and land-based gas
turbines and are thus enablers for long-distance mobility and energy generation.
Drivers for alloy development are creep, fatigue and oxidation resistance but also
light-weighting; manufacturing challenges consist in geometric structures becom-
ing more and more complex due to the integration of advanced cooling concepts,
the exploration of additive manufacturing processes and so on. Advancements for
these aerospace and power applications are to further increase energy efficiency,
reduce emissions and enhance service lifetime. Non-degradable bio-passive
materials like cobalt-chromium alloys, nickel titanium (“nitinol”), stainless steel
and titanium alloys are used for implantable medical devices such as for hip
replacements and cardiovascular stents. Here, alloy and manufacturing develop-
ments aim for enhanced biocompatibility and in-service performance; additive
manufacturing technologies are of interest for low-volume series and one-offs,
such as for trauma surgery. Advancements in implant materials contribute to the
quality of healthcare (less invasive interventions and patient discomfort) and thus
add to the quality of life, notably in aging societies.

Functional materials. Among these there are materials that have one or more
properties that can be significantly changed in a controlled fashion by external
stimuli; an important category which is of interest here is that of the semicon-
ductor materials. Commonly consisting of crystalline inorganic solids, their
electronic properties depend controllably on impurities (doping) and defects,
and with that their quality depends heavily on the solidification process with
which they are manufactured. Silicon is the most common semiconductor mate-
rial in integrated circuits and solar cells. Other semiconductor materials such as
germanium, gallium arsenide and cadmium telluride are also of importance for
computers and photovoltaics, as well as for detectors. With that, this category of
materials is essential for ICT and (renewable) energy applications. Magnetic
materials such as Nd-Fe-B permanent magnets and Fe-Si soft magnets are yet
another example of functional materials, of relevance to applications in the same
domain.

Novel materials. Besides the established material classes, there are novel mate-
rials and alloy concepts that could become game changers for existing and future
applications due to their unprecedented properties. These materials have no
substantial market volume or share to date (although niche applications exist),
but have a potential for that pending their further research and development. Bulk
metallic glasses (BMGs) are metallic alloys that solidify in a non-crystalline,
amorphous state and by that exhibit properties like exceptional hardness, elastic-
ity and corrosion resistance. BMGs can be based on zirconium or copper but are
also developed with titanium, iron, palladium and platinum. They are of interest
for application in aircraft, spacecraft and car components; gears, fashion and sport
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equipment; as well as in medical devices. Several companies are already adopting
manufacturing processes — requiring distinct solidification rates — to produce
BMG components. These processes include conventional casting, injection
moulding and liquid-state additive manufacturing. Besides structural compo-
nents, BMGs are also of interest as coating materials. High-entropy alloys
(HEAs) are materials that deviate from the conventional alloying paradigm in
that they are formed by mixing equally large proportions of four or more chemical
elements (thus exhibiting high configurational entropy in their crystalline state).
This can be used to design materials with considerably improved strength-to-
weight ratio, fracture toughness and/or corrosion resistance versus conventional
alloys. Commensurate with this approach, the number of conceivable alloying
combinations is astronomical, but FeCrMnNiCo, NiCrFeCoAl and TiVZrNbTa
are among the best-known examples. Potential applications for HEAs (also called
concentrated multi-component alloys) are in harsh environments such as in
aircraft turbines, as well as in space exploration. The crystal-lattice distortion
typical for HEAs may also be used for solid-state (interstitial) hydrogen storage,
presenting a possible other avenue for development.

5 Conclusion

ESA has consistently been developing a reduced-gravity research programme on
physical and life sciences for several decades. For materials science, the programme
presently provides experiment opportunities to about 20 ESA (plus associated
NASA and Roscosmos) research projects, each with their own scientific objectives
and activities on specific topical challenges in the field. Altogether the project
consortia gather hundreds of materials scientists from academia as well as from
industry and from across the globe. The programme is currently using three materials
science facilities on board the ISS (with a further one in development), as well as
various scientific payloads for other ESA platforms. Among these, the ISS-EML is
since 2015 being successfully operated and is providing a steady stream of original
scientific results for the successively processed sample batches that cover a wide
spectrum of structural, high-performance, functional and novel materials. Acquired
scientific results — as also presented in this book — advance the fundamental
understanding in solidification physics (thermophysical properties, structural evolu-
tions) and serve to validate and enhance modelling capabilities.
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Chapter 3 )
The Electromagnetic Levitator Facility Shex
(EML) on Board the ISS

Wolfgang Soellner and Winfried Aicher

1 Introduction

The EML facility, developed by Airbus Defence and Space under contracts to ESA
and DLR, has been installed and commissioned on the International Space Station
(ISS) in 2014 (see Fig. 3.1). It is integrated within the European module Columbus in
the European Drawer Rack (EDR) using up to two-thirds of the volume.

With EML being a multi-user and multi-purpose facility, it allows the strong
international Investigator Working Group to complement their research with an
unmatched opportunity in gathering precision data of melts. This not only improves
the understanding of solidification processes and the physics of melts but also has an
industrial benefit.

Material properties measured to precision in space are used in modelling of
earthbound casting processes for quality enhancement and cost reduction of high-
tech casting parts.

The purpose for performing these measurements in space under microgravity (pg)
is derived from the electromagnetic levitation principle which allows processing of
the samples without contact to a container. The sample is placed in the centre of a
coil system which is part of an oscillating RF circuit and generates an RF electro-
magnetic field. The interaction of eddy currents induced in the sample by the
electromagnetic field leads to a displacement force keeping the sample at the centre
of the coil system. Heating is achieved by ohmic losses of the eddy currents flowing
in the sample. In ground-based experiments, the required levitation force and thus
the electromagnetic field strength to counteract gravity are so large that many
materials are melted just by applying the field to position them. Heating and
positioning of the sample are hence not independent, and the undercooled regime
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Fig. 3.1 EML installed in EDR in the European module Columbus of the ISS. EML covers the full
left side and lower third on the right side of EDR. The future OCS module is shown shaded

of samples with low melting temperatures is not accessible. Furthermore, the
electromagnetic pressure exerted by the strong fields leads to strong convection
and a deformation of the liquid samples which are not compatible with many
experiment objectives such as the determination of viscosity and surface tension.
The need for lower electromagnetic field strengths thus becomes evident which
means that gravity has to be largely eliminated in order to perform experiments
with undisturbed samples over a wide temperature range (refer to Fig. 3.2) [1].

The EML facility supports five classes of experiments covering a wide range of
scientific objectives. An overview of the experiment classes and the main physical
parameters that are measured is provided in Fig. 3.3. Common to all experiments is
the use of contactless diagnostic means to measure the scientifically interesting
sample properties. Hence, the EML optical instruments and their relevant control
electronics play the most important role in terms of scientific data acquisition besides
the acquisition of standard EML housekeeping data. To enhance the precision of
measurements concerning class E experiments, electrical conductivity, the dedicated
instrument Sample Coupling Electronics (SCE) was developed.
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Fig. 3.2 Principle design of levitation coils for levitation under 1g (left) and pg (right). Note that
this illustrative sketch simplifies the EML flight coil working principle w.r.t. the superimposing of
independent heater (H) and positioner (P) currents generating the respective dipole (H) and
quadrupole (P) fields
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Fig. 3.3 EML experiment classes
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2 The EML Mission Scenario

The EML facility is operated following a tele-science concept in a semi-automated
manner from operators on ground relying on live data and live video transmission.
EML is also planned to stay on board the ISS for many years with recurring
experiments being supplied. Thus, a program was established to mirror this scenario
by a lifecycle of one group of experiments, called batch, shown in Fig. 3.4.

Each batch consists of 18 samples, each being housed in a dedicated sample
holder which differs depending on science needs and sample size. These 18 holders
in turn are contained in a sample chamber which constitutes one part of EML’s ultra-
high vacuum environment for experiment conduction. Such a sample chamber can
be uploaded and attached by crew to the facility on board the ISS. After all samples
have been processed, the sample chamber can be downloaded allowing sample
return to the scientist for post-process analyses.

Together with each experiment batch, a dedicated experiment ground support
program (GSP) is launched preparing the vast amount of facility parameters
allowing the semi-automated processing of the samples.

A
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Fig. 3.4 EML mission scenario, showing the complete lifecycle of the experiments from experi-
ment preparation to post-flight evaluation, one cycle is equal to one experiment batch
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3 EML Facility Overview

The facility is designed modular to fit into its hosting rack EDR. The current four
modules and their purpose are given in Table 3.1, whereas their allocation in the rack
is depicted in Fig. 3.1. In the following focus is placed on the Experiment Module
(EXM) as the experiments are conducted therein and because it also houses the
diagnostic instruments which are of most importance to the scientific reader. More
details have been provided in [2-5]. Note, after the removal of another experiment
which was hosted in EDR until late 2020, the remaining free rack volume becomes
available to hold the future fifth EML module called Oxygen sensing and Control
System (OCS).

The densely integrated EXM houses the core experiment chamber with all
diagnostics, RF coil system, mechanisms and samples and defines the payload’s
capabilities with respect to the experiment. It is the biggest and most complex
module of the four. Central part of it is a stainless steel ultra-high vacuum chamber,
to which the exchangeable sample chamber (SCH) is being flanged upon upload to
the ISS (refer to blue-lined rectangle in Fig. 3.5). The process atmosphere is either
ultra-high vacuum or high-purity (99.9999%) noble gas, argon or helium or a
mixture of these. The pressure inside the two chambers can be varied between
10~® and 400 mbar during the experiment runs. Furthermore, the EML gas distri-
bution system offers the possibility of a closed-loop gas circulation, in order to either
apply a smooth gas flow onto the sample during the experiment or to flush particles
and dust into a filter afterwards. Figure 3.5 provides a block diagram as overview on
the facility functions provided by the EXM and its various subsystems such as
pyrometer; two cameras; digital video system (DVS); gas and vacuum systems
with their sensors, valves and pumps; illumination; mirrors in the optical path; and
the RF oscillating circuit called coil system module (CSM). The 3D CAD view insert
illustrates where the detachable SCH and the high-speed camera (HSC) are mounted
to the front of the EXM protruding into the cabin. The inserted photo illustrates
EXM'’s integration density when including gas pipes and harness.

Table 3.1 EML modules and their purpose — the future module OCS is indicated in grey italic

No. | EML module Main function
1 Gas Supply Module (GAS) Storage and distribution of the noble gases
2 Levitation Power Supply/Water Provision of RF voltage to the RF coil generating the
Pump Module (LPS/WAT) electromagnetic fields. Secondary cooling loop to
subsystems
3 Experiment Module (EXM) Core experiment: comprising, e.g. vacuum chamber,
RF coil, diagnostics, mechanisms, samples
4 Experiment Controller Module Data management and control, power distribution
(ECM)
5 Oxygen sensing and Control Sys- | Provision and control of atmospheric condition in the

tem (OCS) EML process chamber w.r.t. to oxygen content
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Fig. 3.5 Functional block diagram of EXM showing experiment-driven functions. The 3D CAD
view insert shows the SCH and the HSC being mounted to EXM’s front panel, whereas the photo on
the bottom right shows the integration density

The coils generating the electromagnetic fields are shown in Fig. 3.6 within the
process chamber. The design of the coil is such that the radiofrequency (RF) currents
generating the positioning and heating fields are superimposed within the same coil,
thereby achieving a high concentricity of both fields and hence an optimized
positioning of the sample. The positioning field is of quadrupole type with low
heating efficiency and operates at about 140 kHz, whereas the heating field is of
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Fig. 3.6 (Left) Internal view into EML process chamber with the RF coils in the centre. (Right) The
inserts show the principle of the two RF currents and their related RF fields being superimposed in
one coil but shown here separately for clarity reasons (positioner = blue, heater = red)

dipole type with low forces on the sample and operates at about 380 kHz. Depending
on the sample material and process environment heating rates of about 100 K/s can
be applied, allowing sample temperatures of up to 2100 °C to be reached within
1 min. Both heater and positioner voltages can be varied as linear functions of time.

EML accommodates 18 samples (6—8 mm diameter) per sample chamber (SCH).
The samples are housed in individual sample holders mounted to a carousel within
the SCH. With a mechanism, a sample can be selected and transferred from the
storage position to process position within the RF coil. The sample holder design
allows contactless free floating during the experiment run, while a contact of the
levitated sample with the RF coil is prevented in case of any inadvertent excessive
acceleration, and as well the sample containment during launch is assured by the
sample holders and dedicated locking mechanisms.

Two basic types of holders are available: the cage type and the cup type, which
have slit openings on the top and side of the cylinder for sample observation by the
EML diagnostic instruments. Common to both types is a ceramic foot on top of
which the sample confinement is mounted. The selected silicon nitride ceramic is
thermo-shock resistant and compatible with highly reactive melts. The cage design
uses rhenium wires with a geometry that minimizes coupling to the RF fields. For
EML Batch 2, a third type, called chill-cool-plate sample holder, was developed.
This is a sub-type of the cup sample holder with a closed lid on top instead of the
clover leaf-shaped opening. This plate is used in the experiment as heat sink for the
sample contacting it by purpose and hence starts to solidify at this point with a higher
cooling rate as the sample’s heat is transferred to the sample holder. For temperature
monitoring by the EML pyrometer, a central boring of 1 mm diameter was intro-
duced into the chill-cool-plate allowing just enough room for the pyrometer’s optical
path to pass through.
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Fig. 3.7 (Left) EML sample chamber. (Top right) Three sample holder types: cage, cup and chill-
cool-plate. (Bottom right) View inside sample chamber’s vacuum part with sample carousel holding
18 dummy sample holders and the sample launch lock mechanism

The samples are integrated into the sample holders inside a glove box on ground
under controlled noble gas atmosphere (argon 99.9999%) and are then transferred to
the sample chamber again under the same controlled noble gas atmosphere.
Figure 3.7 shows the sample chamber with samples integrated, ready for launch,
the three sample holder types and an SCH internal view.

In support of contactless undisturbed levitation, EML offers as the main sample
diagnostics three optical systems: a fast digital pyrometer and two digital video
cameras, in orthogonal views. One camera is integrated together with the pyrometer
in a single instrument using the same optical path but separating the infrared
spectrum from the visible light by a beam splitter. This instrument observes the
sample in axial direction of the coil system. The second camera, called HSC (high-
speed camera), observes the sample from a radial direction, i.e. imaging it through
the 8-mm-wide slit between the two induction coil windings.

Special care was taken in the development of the entire optical path considering
the cameras and all optical elements deriving high performance in support of the
different experiment goals. As Tables 3.2 and 3.3 show, both cameras are able to
observe fast sample surface oscillations for measurement of surface tension and
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Table 3.2 Key performance data of EML camera in axial view direction

Sensor: CMOS, resolution 1280 x 1024 Various fields of view, resolutions and maximum
pixel frame rates, e.g.:

Digitalization: 10 bit/pixel 10 x 10 mm: 704 x 704 pixel @ 50 Hz
Global shutter, fixed or auto exposure 10 x 10 mm: 352 x 352 pixel @ 150 Hz
Frame rate enhancing by subsampling 2 x 2 |8 x 8 mm: 280 x 280 pixel @ 200 Hz
(i-e. pixel reduction by factor 4) 18 14 mm: 1280 x 1024 pixel @ 15 Hz
Focal point of optics: 1.7 mm above sample | Optical 15.6 pm/line

equator towards the pole resolution:

Table 3.3 Key performance data of EML high-speed camera in radial view direction

Sensor: CMOS, resolution 800 x 600 pixel | Various fields of view, resolutions and maximum
frame rates, e.g.:

Digitalization: 14 bit/pixel 10 x 10 mm: 600 x 608 pixel @ 8500 Hz
Global shutter, fixed or auto exposure 10 x 10 mm: 250 x 250 pixel @ 30 kHz
Frame rate enhancing by pixel reduction 13 x 10 mm: 800 x 600 pixel,

Focal point of optics: 1.7 mm in front Optical resolution: | 17.5pum/line

of sample equator towards the pole

Real-time analogue NTSC video output Recording duration of 8 GB camera memory:

for process control 600 x 608 pixel @ 200 Hz: 58.2 s

Internal 8 GB ring memory for high-speed | 600 x 608 pixel @ 8500 Hz: 1.37 s

video acquisition, download to EML mass | 256 x 256 pixel @ 10 KHz: 6.48 s
memory after experiment 256 x 256 pixel @ 30 KHz: 2.16 s

Triggering of recording by temperature
event recognition (recalescence detection)

viscosity. The HSC provides additionally a high-speed acquisition mode of up to
30,000 fps (achieved by pixel reduction) to visualize the solidification front growth.
By the focal plane’s position slightly in front of the sample’s equator, the observa-
tion benefits from the high resolution at the sample surface and allows edge detection
on sub-pixel resolution at the sample’s equator by offline image analysis. Even if
sample movements of £1 mm occur, the optical systems allow to measure relative
size changes better than 7*107° supporting thermal expansion measurements.
Moreover, the beam splitter is a dedicated development matching the camera’s
sensitivity in the near-infrared regime and thus supports the sample observation at
relatively low temperatures when the sample is not visible for the naked eye. Both
cameras provide also the possibility of thermal radiation mapping due to the high
digitalization which can be used to display temperature distribution across the
sample in false colours by offline ground video processing.

The sensitive EML pyrometer complements the camera diagnostics providing fast
and stable measurements over a wide temperature and sample emissivity range (see
Table 3.4). It also provides the input to the recalescence detection algorithm pro-
viding the stop trigger to HSC to capture the fast solidification event.
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Table 3.4 Key performance data of EML pyrometer

Wavelength range: 1.45...1.8 pm Temperature resolution
Measurement rate: 100 Hz (for emissivity = 0.05)

Measurement range: 300-2100 °C S(g)sl II(<((5>060006:)g)°C)
PR <0. —
Emissivity: 0.05...1.00 <1.5 K (400-500 °C)
Integration time: 5 ms <3.0 K (300-400 °C)
Measurement spot diameter: 0.8 mm

Fig. 3.8 (Left) SiGe sample solidifying. (Middle) Axial evaporation shield mechanism holding
24 exchangeable mirrors with a total of 48 reflective surfaces. (Right) Sample performing surface
oscillation in axial direction after stimulation by a heater pulse

The HSC includes the possibility to provide a replay of the acquired event hold in
its internal high-speed memory buffer at various speeds. This feature allows the user
to verify if the fast solidification was captured by the automatism and if not to decide
whether or not algorithm parameters to be reprogrammed on the fly before cycle
repetition. This is also an advantage from operational point of view because after the
HSC buffer content is stored into a file this file can only be viewed after downlink to
ground and re-generation (offline process of approx. 1 day).

To protect the optical viewports from metallic vapour and dust deposition
stemming from the molten sample, two sophisticated mechanisms have been devel-
oped allowing the first mirror of a double-mirror system to be exchanged when
needed. Figure 3.8 (middle) shows the relevant mechanism of the axial optical path
within the EML process chamber providing 48 individual mirror sides to be
exchanged automatically and precisely without an impact on the optical path.
Additionally, Fig. 3.8 shows two example images of levitated samples during
solidification (left) and during surface oscillation (right).

EML offers as well a variety of stimuli for the said experiment classes. Nucleation
can be triggered by a zirconia-coated trigger needle integrated in the sample holder;
all other excitations are contactless via the RF fields, e.g. heater pulses of different
shape, heater sine voltage amplitude or sine power modulation, heater sine frequency
sweep, free definable modulation for heater and positioner.
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4 EML Experiment and Facility Control Concept

A typical experiment consists of several individual melt cycles each having its own
distinct temperature time profile, camera and stimuli settings according to the
scientific need which typically differs significantly between experiments and partly
also from cycle to cycle. Hence, EML offers the user a high degree of flexibility by a
large number (several hundreds) of freely adjustable experiment parameters per
cycle, accumulating to tens of thousands per experiment. These parameters are
defined by the user in a development process on ground (refer to ground support
program in Chap. 4) and put into a large parameter set which is then uplinked as a file
to EML and used by the experiment handler to run the experiment in a semi-
automatic fashion. This means ground operators initiate the automated process by
telecommand and the experiment handler follows the parameter set’s timely script
acting on all EML subsystems accordingly. While ground operators observe the
telemetry and the floating sample on the live video downlinked from EML on-board
video systems, the operators can interact with the on-board process control to initiate
further process steps or terminate the cycle.

Even though the facility monitors the process and the relevant subsystems by
sophisticated software supervision and dedicated hardware circuitry, such tele-
science operation warrants high emphasis on the entire video chain from end to
end. Hence, as part of the EML mission, the dedicated video ground support
equipment was developed re-generating both EML live video streams in real time.

The high-resolution and high-speed video acquired during experiment runs is
stored on board within dedicated controllers of each camera. Downlink of these large
data amounts is performed offline, after the experiment, and also fed into the video
ground equipment to generate the scientific video files as one major EML mission
product.

S EML Program Achievements and Recent Enhancements

Since the start of regular science operations, two complete batches of experiments
have been conducted since, processing 36 samples with a total of more than 2000
individual melt cycles developed and a large fraction thereof successfully processes
on-orbit.

The operation of EML is performed by MUSC in Cologne (refer to Chap. 4) with
the support of Airbus Defence and Space w.r.t. maintenance, upgrades, enhance-
ments and troubleshooting. The installation, on-orbit commissioning, the operational
concept of EML and first results obtained in Batch 1 have been described in
[4]. After completion of the last Batch 1 experiments, the sample chamber #1
returned to ground in summer 2019, and the samples were de-integrated from
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SCH within the EML glovebox’s pure environment and subsequently returned to the
scientist for analysis. In parallel operations on Batch 2 experiments in sample
chamber #2 (launched in 2017) continued until its planned end in spring 2021.

5.1 Sample Coupling Electronics (SCE)

The measurement of the sample’s temperature-dependent electrical conductivity in
the molten state is one goal of EML experiments. In principle this measurement can
be achieved by using the housekeeping data of the LPS providing the RF power to
the coil system in which the sample levitates and is heated by the eddy currents.
However, the accuracy of this method is limited as the phase shift between RF
current and voltage is not available at the LPS.

Thus, it was decided to build the SCE as the dedicated instrument for this type of
measurement (see Fig. 3.9). The development is based on a laboratory model and
measurement principles established by DLR (Institut fiir Materialphysik im
Weltraum). The SCE measures the critical parameters directly at the coil system
module with high precision taking also the temperature of the capacitor in the
oscillating circuit into account. Especially challenging for the electronics develop-
ment was the measurement of the settle changes (order of 10~%) of the RF circuit’s
electrical properties on top of the large background provided by the RF power
supply. The SCE was installed in EML flight facility in February 2017 and is
since then successfully used for EML Batch 2 experiments.

Fig. 3.9 (Left) SCE flight model. (Right) SCE ground model integrated in EML ground facility
Experiment Module (EXM)
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5.2 High-Speed Camera Operating System (HSC-0S)

Soon after the EML facility started its operation in orbit, it turned out that the amount
of video data recorded with the HSC by the scientists is factors higher than
anticipated in the mission scenario. As a consequence, the data transfer times from
the HSC’s volatile memory to the HSC-OS were very long consuming a big part of
the available operation time per shift. Thus, the amount of melt cycles, and the
amount of science, which can be performed with the EML facility per shift, was
limited by the HSC to HSC-OS transfer speed.

Out of this situational analysis and the desire to perform more experiments in
shorter time, the need for speed was derived and the upgrade of the HSC-OS to the
second generation was started in spring 2016.

Boundary conditions were that the new hardware had to fit exactly into the
existing EML architecture in terms of volume, power consumption, cooling concept
and data interfaces, and harness routing but at the same time include internally a new
board-level architecture supporting higher data throughput. With the new architec-
ture, not only the data transfer from camera to the hard disk was increased by factor
10, but also the data amount to be transferred to ground can be reduced by factors up
to 10 without negative influence on the scientific evaluation of most experiments.
The compression board also allows lossless compression which still leads to data
reduction of factor 2 and is used for some scientific evaluations being more sensitive
to information loss by compression. The new unit (see Fig. 3.10) was launched to
ISS and installed in EML in summer 2018 and provides successfully since then the
scientific data for EML Batch 2.

Fig. 3.10 (Left) HSC-OS second-generation flight model. (Right) Installation of HSC-OS in EML
ground model Experiment Control Module (ECM)
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5.3 EML Batch 3 Sample Chamber and Holders and GSP

Due to the interlaced on-board processing of Batches 1 and 2, it became evident that
sample chamber #1 would not be available on ground in time considering its
refurbishment and readiness for Batch 3. Hence, it was decided to build a third
sample chamber (SCH) for flight identical to the other two in order to support
continuous resupply of new experiment samples to EML maintaining an on-orbit
operation scenario without long interruptions. Also new sample holders were
manufactured for Batch 3 to match the need derived from the scientific objectives.
In parallel to the hardware manufacturing, ground support program (GSP) was
launched. A major GSP output was the preparation and test of flight like samples
leading to certified flight sample production with controlled sample properties and
eventually to flight sample delivery by the scientists for integration into the SCH. As
the next step in the GSP, the experiment parameter development, validation and
acceptance for the first sub-Batch 3.1, consisting of six experiments, took place. The
data product is ready for upload. The process for sub-Batch 3.2, consisting of seven
experiments, is currently under finalization and acceptance.

In the meantime, the SCH and the sample holders where manufactured, tested and
accepted by ESA and the sample integration could be performed under the known
high-purity conditions using the EML-dedicated glovebox flooded with argon of
99.9999% purity and moisture/oxygen control below 1 ppm (refer to Fig. 3.11). The
filled and accepted Batch 3 SCH was delivered in January 2021 to the cargo
integrator for launch preparation. It is expected to arrive on ISS by early summer
2021 allowing the timely continuation of on-orbit experiment with the already
developed Batch 3 parameters (see above) after the last Batch 2 (sub-Batch 2.5) is
finished.

Fig. 3.11 Sample integration process using the EML glovebox
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6 Future Enhancements to EML

As described in more detail in [6], Airbus Defence and Space is currently developing
the Oxygen sensing and Control System (OCS) to further enhance the EML mission
success by enlarging the EML science scope and community. With the OCS the
sample’s thermo-physical properties measured by the employed EML techniques
shall be determined also in dependence of the oxygen partial pressure in the process
atmosphere. The OCS shall be installed as an individual module in a locker of EDR,
as shown in Fig. 3.1, and will be connected to the EML gas loop front panel
connectors by flex lines. This allows feeding the EML process gas through OCS
to measure the incoming O, partial pressure and to control (add or remove oxygen)
the outgoing O, partial pressure. In all other aspects, i.e. power, thermal, command-
ing and control, OCS will be fully independent from EML.

The OCS is based on an oxygen ion pump using heated zirconia (see Fig. 3.12)
and is able to measure and control hereby the O, partial pressure in the range from
10* to 10~"> Pa. The sensor’s functional principle is hereby the measurement of the
NERNST potential between an O, reservoir (ambient) and a gas atmosphere with
lower oxygen content separated by a heated ceramics wall. When inverting this
scenario, i.e. applying an external voltage to the electrodes, it is possible to transfer
oxygen through the heated ceramics wall in both directions from ambient to the
process gas or vice versa depending on voltage polarity. This leads to a so-called
oxygen pump.

The system’s core unit is the Oxygen Management Unit (OMU) which houses
two zirconia tubes as depicted in Fig. 3.12 serving as oxygen sensor and as oxygen
sensor/pump. They are surrounded by a heater tube and accordingly thermal radia-
tion shields and isolation to reduce thermal losses. The OMU is part of the OCS
internal gas loop including also a gas circulation pump to feed the EML process gas
through the OMU and back into the EML process chamber. The pump is similar to
the one already used in EML. OCS second major part is the control unit (CU) which
houses all the electronics to operate and control the OMU and the OCS internal
components. The CU represents also the electrical interface to EDR (power and
data). Both major parts and the internal components are integrated in a drawer

Fig. 3.12 (Left) Picture of integrated oxygen pump and oxygen sensor of OCS prototype. (Right)
3D CAD view of the Oxygen Management Unit (OMU) housing the oxygen pump
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Fig. 3.13 (Left) Elegant breadboard (PDR status) of the OCS locker with Oxygen Management
Unit (OMU). (Right) 3D CAD view of OCS (CDR status)

structure (see Fig. 3.13) providing the mechanical and thermal (air-cooling) interface
to EDR. The OCS project is currently in phase C expecting the critical design review
(CDR) early summer 2021. The OCS flight model is foreseen to be available by end
of 2023 to be launched to ISS and used from EML Batch 4 onwards.

7 Conclusions

Following several years of development and the launch to the International Space
Station (ISS) in 2014, the electromagnetic levitator (EML) today is a reliable facility
for on-orbit experiments related to materials science of liquid metals, alloys and
semiconductors inside the Columbus module of the ISS. In order to keep the facility
up to date on a scientific level, additional diagnostic capabilities have been added in
the recent years, and others are currently under development. With the Batch
3 sample chamber being launched by mid-2021, new experiment samples are
available to continue successful operation for scientific achievements.

The ongoing EML sustaining engineering provides maintenance of the facility to
keep the facility in a very good operational state until its end of life time recently
extended to 2030. Just recently the second gas module was refurbished, tested and
filled with the high-purity noble gases argon and helium and is now ready for launch
as a resupply for the consumed gas resource within gas module #1. The re-built and
exchange of the gas circulation pump planned for fall 2021 serve as the second
example for the profound engineering service provided. Thus, future experiment
batches may rely on the full performance of the EML facility as described herein.
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Chapter 4 ®)
Operations of the Electromagnetic S
Levitator: From Spacelab to the ISS

Rainer Willnecker and Angelika Diefenbach

1 Introduction

Electromagnetic levitation techniques in combination with contactless diagnostics
was found a sophisticated means for undercooling experiments on liquid metals and
alloys and determination of their thermophysical properties. In 1986, the first results
on pure metals and alloys showed the outstanding suitability of this technique and its
significant potential for scientific investigations on the physical properties of metal-
lic liquids [1]. Further ground-based experiments gave evidence for new applications
of electromagnetic levitation. In combination with fast infrared pyrometry, the
investigation of unknown metastable phase formation in undercooled liquids,
growth velocity determination and nucleation path identification became feasible
[2, 3].

New digital camera and intelligent image processing techniques paved the way
for additional scientific research areas like viscosity, surface tension and density
measurements of improved accuracy [4]. Of utmost importance, the development of
contactless calorimetry methods opened the broad field of measurements of
thermophysical properties on undercooled liquid materials for basic and applied
research [5].

Experiment limitations on ground and the beginning of international microgravity
programs opened a new era for electromagnetic levitation by its use in space. Since
very large levitation forces are necessary to suspend liquid samples in the earth
gravity field, the experiments prove to be restricted to high-melting metals. Sample
deformation from strong magnetic fields prevents high precision measurements on
the material’s physical properties. Advantages of this technique in low-gravity fields
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Fig. 4.1 First TEMPUS laboratory model

became obvious and moved into focus of space programs. The first microgravity
project was set up by the German Space Agency DLR (formerly DARA ‘Deutsche
Agentur fir Raumfahrtangelegenheiten’) called ‘TEMPUS’ (‘tiegelfreies
elektromagnetisches Positionieren unter Schwerelosigkeit”). Industry (formerly Dor-
nier Friedrichshafen, latterly Airbus D&S) was targeted with the development of the
first electromagnetic levitation apparatus for application in the space environment
[5]. Figure 4.1 shows the first TEMPUS laboratory model delivered to the Micro-
gravity User Support Center (MUSC) at DLR in Cologne, which was used for the
preparation program of future experiments under microgravity conditions. In 1988
short-term parabolic flight experiments at the Ellington Airfield in Houston were
performed to test and verify successfully this technique under reduced gravity
conditions. A particular technical emphasis was led on the generation of electro-
magnetic fields to position and heat the samples independently by two coil systems.
Forces could be reduced under low-gravity conditions by two orders of magnitude,
and it was possible to decouple the sample stability forces from the heating forces,
thus allowing a lower heat input into the samples leading to a temperature control in
the regime down to about 600 K. With this finding, new classes of sample materials
like low-melting glass forming eutectics became possible for investigation of their
interesting properties in the region of high levels of undercooling near the glass
transition.

In 1989, a first test flight of TEMPUS on a sounding rocket mission was
undertaken. The 6-min microgravity flight time was aimed to verify the sample
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stability and to perform the first full melting and solidification experiment on a Fe-Ni
sample. While the stability test went successful, the sample could not be molten due
a fault of the high-frequency heating generator. Nevertheless, the technical results
reached, and the high science potential of this technique led to a wide-ranging
utilisation planning of electromagnetic levitation techniques under microgravity
conditions for the future years up to the Space Station era.

2 International Collaboration on Electromagnetic
Levitation in Space and Space Agencies Programs

The chapter of electromagnetic levitation in low-earth orbit was formally opened
with a bi-lateral agreement between NASA and DARA in 1990 on the flight of the
TEMPUS facility on board the International Microgravity Laboratory Spacelab
Mission (IML-2). The cooperation was based on a ‘no exchange of funds’ scenario
and covered the design, development, integration, verification and implementation
of the TEMPUS instrument to fly on the 14-day Spacelab mission with the Space
Shuttle Columbia. The scientific utilisation scenario foresaw the equal share of
resources between the eight investigator teams from the USA and Germany, who
participated in the mission in July 1994. Twenty-two samples of different materials
were flown, and in total 26 experiments were performed. TEMPUS was operated for
about 200 h. Figure 4.2 shows NASA astronaut Donald Thomas supporting
TEMPUS operations. The experiment classes included undercooling and nucleation
investigations, surface and viscosity measurements by oscillating drop technique,
specific heat determination by power modulation and solidification experiments on
quasi-crystal forming alloys [6]. The sample stability was found the most critical part
of the experiments and subject to improvement for the subsequent utilisation of
TEMPUS on the Spacelab Mission ‘Materials Science Laboratory’ (MSL-1R).

The mission MSL-1 and MSL-1R in 1997 were based on the continuation of the
NASA-DLR agreement with the participation of nine investigator teams. Research
topics were expanded by measurements of the thermal expansion of glass-forming
alloys and thermophysical properties of advanced materials in the undercooled liquid
state. An improved coil design greatly reduced the coil misalignments and allowed
for a better stability of the liquid drops. As another important lesson learnt from the
IML-2 mission, the experiments during MSL-1R were performed in periods of less
crew activities providing the best environmental conditions of reduced microgravity
disturbances. Due to these measures, during MSL-1R, all 22 samples could be
processed almost flawlessly without sample positioning problems.

After the successful TEMPUS Spacelab missions in 1997, the plan for the
evolution of electromagnetic levitation on the new platform International Space
Station (ISS) was elaborated programmatically. It was decided to develop an ‘elec-
tromagnetic levitator’ (EML) based on the TEMPUS heritage as a second-generation
payload for the Columbus module. An agreement between DLR and the European
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Fig. 4.2 NASA Astronaut
D. Thomas operating
TEMPUS on board the
Space Shuttle Mission
STS-83. (Photo: NASA)

Space Agency in 1998 on the common development and utilisation of EML for the
ISS was reached and gave prospect to materials science experiments in the next
decade in low-earth orbit until 2020+. An ESA-NASA agreement on the share of
EML utilisation and consumption resources opened the access to EML for US
investigator groups, thus continuing the collaboration concept of the TEMPUS
era. This gave the fundament for future international cooperation in materials
sciences using electromagnetic levitation in space for the growing field of
thermophysical properties. With this long-term perspective, microgravity applica-
tion programs could be started, and a strong involvement of industry in applied
research using EML was initiated. Particularly the field of materials thermophysical
properties was stimulated by an intense collaboration between universities and
industries, which the results described in this book remarkably demonstrate.

EML finally was launched to the ISS with the Automated Transfer Vehicle
(ATV-5) from French Guiana and installed in EDR (European Drawer Rack) inside
the European Columbus module during the ‘blue-dot” mission of ESA Astronaut
Alexander Gerst in Nov. 2014 (Fig. 4.3). Due to the complexity of the payload,
installation on board took about 3 days. EML was built as a multi-purpose facility,
providing the capacity for 18 scientific specimens to be uploaded per batch. After the
successful payload commissioning, the first experiments started in March 2015.
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Fig. 4.3 ESA Astronaut
A. Gerst during EML
installation in Columbus in
2014. (Photo: ESA)

3 TEMPUS Operations in the Spacelab Era

The Microgravity User Support Center (MUSC) of DLR in Cologne has been
charged with the preparation and operation of experiments in TEMPUS and later
EML from the cradle of electromagnetic levitation techniques in space. During
IML-2, TEMPUS operations were executed by a combined team of ground person-
nel from the payload developer, the investigator groups and operators from the
MUSC, all located at the Huntsville Operations Support Center (HOSC) in Alabama
[7]. A dedicated science operation area (SOA) was provided by NASA to the
international investigator and operator teams close to the main control room dedi-
cated to the mission control team (Fig. 4.4).

Voice and video interfaces could be used for communication with the mission
control team and the crew on board. Unique data interfaces were established to the
dedicated TEMPUS-provided ground systems for experiment monitoring and com-
manding. Communication between S/L and ground was realised by two ‘Tracking
and Data Relay Satellites” (TDRS) as relay to the NASA ground terminals in White
Sands, where the data from the Shuttle and S/L was received and distributed to the
Mission Control Center in Houston and to the HOSC in Huntsville via ground cable
links (Fig. 4.5). A longer LOS (loss of signal) time of about 15 min always occurred
during each Shuttle earth orbit when passing the region of the Indian Ocean where no
coverage to the available TDRS system can be realised for data downlink to earth.
The implemented TDRS system is still in use today for the communication with the
ISS.
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Fig. 44 TEMPUS console at NASA HOSC
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Fig. 4.5 Spacelab overall data path

Compared to the majority of other S/L payloads, TEMPUS had demanding
resource requirements. Data downlink rate for TEMPUS housekeeping and science
data was about 480 kB/sec. Video bandwidth for the two TEMPUS cameras
(analogue PAL and NTSC signals) was scaled to 10 Mb/sec in total, which was
the full Spacelab video capacity during running TEMPUS experiments. The power
consumption of the TEMPUS payload reached about 2500 Watt at maximum, which
was about 50% of the available power resources for the Spacelab at this time.
TEMPUS experiments were always characterised by a highly interactive execution
approach to optimise the experiment performance and to obtain the best results.
Dedicated software tools for experiment commanding were developed for the benefit
of the scientific investigators. Experiment sequence could be changed flexibly to
consider results from the precursor science runs, and even single experiment control
parameters (e.g. heating or positioning power of the levitation experiments, pulse
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settings for oscillating drop investigations, camera settings, etc.) could be changed
during experiment execution. The data run time between ground and space segment
was reduced to a minimum of about 3 s including the command acknowledge signal
received on ground. During the IML-2 mission, more than 36,000 commands were
sent to operate the TEMPUS experiments, which was about 50% of the total number
of the entire commands sent to Spacelab during the whole mission.

For the Spacelab mission MSL-1R, the operation concept was enhanced for the
first time by a remote operation demonstration. Video, video conferencing and
science data was provided via public Internet to DLR in Cologne, where a remote
science and engineering team observed the experiments and supported the operator
teams at the main Control Center in Huntsville. The videoconferencing was
established by Windows 95 PCs and an integrated VISTACOM board, by which a
transmission rate of about 384 Kb/sec could be made available. The stability and
temporal overload situation of the public Internet at that time did not allow to rely yet
on the Internet for mission critical operation. Nevertheless, the result was a path-
finder for later remote operation concepts, which were consequently investigated and
followed over the years and which are state of the art in today’s space experiment
operation concepts superseding the monolithic operation concepts of the 1990s.

4 Electromagnetic Levitator on Board the ISS: Main
Payload Subsystems for Experiment Operations

The core elements of the EML payload on board the ISS consist of the process
chamber containing the coil system for sample positioning and heating, a vacuum-
gas system allowing experiment processing under high-vacuum conditions or clean
noble gases (He or Ar), a power supply unit and the Experiment Controller Module
(ECM) housing the payload computer connected via EDR to the Columbus LAN
system. A sample wheel with 18 samples is located in a sample chamber below the
process chamber, from where the selected sample can be slowly moved with its
holder into the centre of the coil system by commanding from ground. Figure 4.6
shows the EML ground model integrated in EDR at MUSC in Cologne. A detailed
description on the payload subsystems is given in Chap. 3 of this book. The below
emphasis is laid on to the components relevant for payload and experiment
operations.

The coil system is connected to two independent RF generators operating at
frequencies of around 330 kHz and at around 170 kHz to generate a heating dipole
field and to build up a positioning quadrupole field. Generators can be operated
automatically via scripts or manually from ground by adjusting the coil control
voltages. In addition, the EML device contains the sample coupling electronics
(SCE), which enables the measurement of the heating generator current, voltage,
phase shift and frequency with high accuracy, enabling the determination of the
sample’s apparent impedance and hence its electrical conductivity. EML visual
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Fig. 4.6 EML ground
model at MUSC

sample observation is performed by two camera systems. The process chamber is
equipped with a high-resolution, high-speed camera, incorporating an optical
pyrometer in the axial viewing direction and another high-speed camera looking
from a radial direction onto the sample. The radial camera offers a maximum frame
rate of 20 kHz, allowing to record the advancing of the solidification front. Typi-
cally, the cameras are operated at frame rates of 150 and 200400 Hz for the
observation of surface oscillations of the liquid sample. Optical density measure-
ments are performed with lower frame rates (~40 Hz), allowing a higher contrast and
resolution.

The axial camera, a Loglux i5, has embodied a sensor with at least 1000 x 1000
pixel resolution (1 MegaPixel); for the 1000 x 1000 pixel resolution of the video
camera, the camera/optical system enables a relative resolution of 2 x 10~ for
sample size measurements. The pixel rate is not less than 20 MegaPixels/second and
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should also be able to operate with a frame rate of 200 Hz. The nominal field of view
is 10 x 10 mm, with the possibility to both increase and decrease the field of view by
electronic means (selectable by telecommand) up to at least 14 x 14 mm, in which
case achievable frame rate is higher or lower than for the nominal field of view,
respectively.

The radial camera, a Phantom V7.3 High-Speed camera, has two operational
modes and delivers both analogue NTSC video and a high-speed digital video
signal. Its own controller, the HSC-OS, is connected via Ethernet to the EDR hub.
Supported video format of the high-speed camera is the CINE format. The HSC
frame rate is selectable by telecommanding in steps between 200 Hz and 190.5 kHz.
Depending on the frame rate, the picture resolution is between 800 x 600 and
32 x 32 pixels, with an image depth of 8 bit or 14 bit. The camera has a relative
resolution of sample size measurements of equal or less than 2 x 10, The video
camera has embodied features to adjust the exposure of the sensor to the varying
illumination levels due to the changing sample temperatures and illumination con-
ditions, automatically or by commanding from the facility and experiment control
electronics. The minimal field of view is 10 x 10 mm, but it is possible to both
increase and decrease the field of view by electronic means (selectable by
telecommand) up to at least 10 X 13 mm, in which case achievable frame rate is
higher or lower than for the nominal field of view, respectively. The HSC has two
optical operation modes (recalescence and oscillation mode). The mode can be
selected by pushing a lever in the according direction (crew task), which internally
moves the optical lens system. The respective positions in combination with the
selected chip resolution allow to determine the optical field of view. HSC-OS
provides a hard disk drive (HDD) for storage of video clips. Further, it provides
wavelet compression of videos by software to reduce the amount of data for
downlink. Compression and later downlink of compressed video are done offline
in experiment pauses by the third EML HSSL (SpaceWire) interface to EDR VMU.
The camera allows the user to playback files held in the camera’s ring memory via
the NTSC interface allowing the user to have a quick look on the scientific recording
before the ring memory content is transferred to the HSC-OS for further processing
and downlink. For real-time video, the HSC has an analogue output that directly
connects to the EDR VMU for downlink.

Beside the video data, the payload housekeeping and science data is transmitted
to ground via the ISS Ku-Band. Payload data is typically transmitted at a rate of
1 Hz, and specific payload HK and science data are measured at higher rates. These
are heater and positioner voltage, supply current and frequency, sample coupling
electronics channels, gas atmosphere absolute pressure, sample holder position (all
at 10 Hz) and pyrometer temperature of the sample (100 Hz). The housekeeping and
science data contain all payload subsystem information and, as the main source for
experiment monitoring and later science evaluation, the contactless measured sam-
ple temperature data from the pyrometer.

The pyrometer is available for temperature measurement in axial direction. The
pyrometer together with its optics has a measurement spot of 0.8 mm diameter on the
sample surface, and the spot is aligned within a radius of 0.3 mm from the centre of
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the nominal sample position. The wavelength of pyrometer is a narrowband from
1.45 to 1.8 pm. The temperature reading is in the range 600-2100 °C with a
resolution better than 0.1 K for emissivity factors of 0.05-1.00. For temperatures
below 600 °C down to the minimum temperature of 300 °C, the resolution depends
on the selected emissivity factor. The frequency resolution is better than 0.01 Hz and
100 Hz data rate. The accuracy of the pyrometer is within +5 K with respect to
calibrated black body radiators over the complete measurement range.

5 1SS Mission Operation and EML Operations
Implementation Concept

In the planning for European ISS exploitation, ESA decided to adopt a decentralised
infrastructure for the operation of European payloads on board the ISS. Under the
overall management of ESA, the network of European User Support and Operation
Centres performs the majority of tasks related to the preparation and operations of
experiments in multi-user facilities. USOCs like the MUSC in Germany are based on
already existing national user centres. The USOCs are connected via an
Interconnecting Ground Segment (IGS) to the Columbus Control Center at
Oberpfaffenhofen in Germany, which became responsible for the Columbus system
operation as well as the payload operation coordination. The Col-CC directly
interfaces to the ISS lead control centre in Houston, since the Columbus resources
are fully provided by the American segment of the station.

In this set-up experiment, preparation and verification, payload planning, payload
operation and experiment execution are the responsibility of the USOCs. The centres
are equipped with advanced generic operation infrastructures, including an elec-
tronic information exchange system for operation planning and changes, voice loops
to communicate between the centres and with the crew on board as well as a
telemetry (TM) system including video transmission and a telecommand
(TC) system to monitor and control the payloads and execute the experiments. The
interfaces between the USOCs and the Col-CC are realised by an Interconnecting
Ground Segment (IGS), which is using MPLS (Multiprotocol Label Switching) as
routing technique between them (Fig. 4.7).

Payload and experiment data are streamed to the remote control centres. While
the data is routed by the IP protocol, the video signals are transmitted by dedicated
lines and interfaces. Figure 4.8 shows the implementation for the EML data and
video links from the payload on board to the MUSC. EML provides four video data
streams from the two camera systems for sample observation and science evaluation.
The live video signals from both cameras are downlinked to ground in compressed
size near real time for experiment monitoring in a bandwidth of at least 12 Mb/s,
which is comparable to the downlink rates in Spacelab. The science video signals are
stored on board in the storage medium of both cameras (HDD and DVS) and
transferred intermediately after the science session. This video data is downlinked
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Fig. 4.7 1SS overall data path
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Fig. 4.8 Sketch of EML video data flow

at higher rates of 24—-32 Mb/s through a high-rate data channel of the ISS. All video
data is received by a Video Ground Support Equipment (VGSE) at MUSC, where
the data is processed to readable mpeg or cine formats.

Special emphasis was laid on the signal turnaround times from ground to the
EML payload on-board Space Station. The execution of on-orbit EML experiments
requires near-real-time reactions from the ground operators based on information
contained in the two video signals obtained from the EML cameras and science data
in the medium rate telemetry of the payload. Therefore, a maximum delay time of 3 s
is required.

Extensive signal run time tests were performed in 2013 to prove the feasibility of
the intended experiment monitoring and control concept. These tests determined the
time delay between the generation of a high-rate downlink packet by the EDR FM
video management unit, the high-rate downlink (HRDL) interface and the reception
on ground at the MUSC high-rate data front-end. The video signal delay in the
transmission to ground is the sum of all delays in the data link, displayed in Fig. 4.6,
from generation of video by the EML cameras to the display on the EML ground
segment video equipment.

As outcome of these tests, it could be concluded that 92.5% of the data packets
arrived with less than 2 s of transmission time. In average, the signal run times
observed during EML utilisation in orbit, with changing on-board and ground
configurations, always stayed within the demonstrated 3 s range.
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6 Ground Infrastructure at the Microgravity User Support
Center (MUSC) for EML Experiment Preparation
and Operation

The MUSC user support concept has always been marked by a strong collaboration
with the research laboratories and the payload engineering teams, from the initiation
of feasibility tests for new experiments, through common development of novel
diagnostics, and finally experiment preparation and operation. The support activities
at MUSC were started for the TEMPUS missions first on the national level and later
on moved to the European USOC concept for the EML utilisation. The remote
operation concept by decentralised centres could develop very fast, driven by the
technical evolution of the space ground segments with the availability of wide area
networks and the growing World Wide Web technologies.

A key element in experiment preparation of human spaceflight experiments is the
availability of a representative payload ground model, which is a functional fully
identical to the flight model. This model serves the experiment development and
verification. During experiment execution, it can be used for failure and anomaly
investigations. A first TEMPUS laboratory model, consisting of the core parts of the
facility, was provided in 1987 to MUSC. It was used for experiment feasibility tests,
experiment verification programs on ground and parabolic flight experiments under
short-time microgravity conditions. This model was used first in 1988 for test
experiments on parabolic flight and later on in enhanced versions, regularly for
ISS experiment preparation in European parabolic flight campaign on an Airbus
300 aircraft operated by Novespace in France. The same ground model concept was
applied later for experiment preparation and verification of the TEMPUS S/L flights.

For ISS utilisation, a dedicated EML payload ground model and further operation
tools were built. EML on board the Columbus module in the European segment of
the Space Station is integrated in the European Drawer Rack. This rack provides the
resources (power, cooling water, airflow) to operate EML and also the interfaces to
monitor and command the facility and experiments. Figure 4.6 shows the EML
ground model integrated in EDR at the MUSC, which is used for experiment
verification, interface testing of new payload subsystems and failure investigation
in case of anomalies occurred with the flight model.

Specific tools for the operation of EML on ISS were developed based on the
experiences gathered during the Spacelab flights of the electromagnetic levitator
TEMPUS. Since levitation experiments can be performed under vacuum condition,
sample material evaporation was identified as a critical resource for EML. Evapo-
ration is leading to cross-contamination between the processed samples, and in
addition, sample material condenses on the levitation coil and peels off when a
critical layer thickness is reached and can induce short circuits. Therefore a software
program was developed, which autonomously calculates the evaporated material
mass and the resulting thickness layer from the sample temperature-time profiles
measured during the flight experiments. It compares the results with the
precalculated and forecasted values from the experiment preparation program and
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serves the operators to assess the compliance with the defined experiment resources
in near real time. The critical thickness layer on the coils was found in the Spacelab
flights at about 20 pm. This thickness is defined as the maximum layer on the coil
and the limit for coil contamination throughout the lifetime of the EML payload on
board the ISS.

A particularity and challenge of electromagnetic levitation experiment prepara-
tion is the lacking possibility to run representative experiments on ground with the
EML facilities built for space utilisation. The generated electromagnetic forces are
not suited to levitate the samples against the gravity field and therefore to verify the
space experiments in an adequate environment; only solid samples can be tested,
suspended in a sample holder, with minimum thermal contact to minimise external
heat flow. The final sample behaviour has to be calculated by computer simulations
considering the assumed properties of the liquid state. A so-called science reference
simulator was developed for the prediction of the necessary electromagnetic power
to levitate and heat the metallic samples and to reach the required temperature-time
profile of the experiment. The simulator was developed by MUSC and made
available to all investigators for experiment development. The necessary materials
parameters of the solid and liquid samples are either measured in dedicated facilities
(e.g. evaporation rates, emissivity) or assumed theoretically on the best available
physical models (e.g. specific heat values in the liquid state). The levitation behav-
iour of all selected flight samples is finally verified during parabolic flight experi-
ments in a functional identical flight equipment.

7 EML Space Experiments Preparation Flow

Operations preparation of space experiments is structured in several phases
[8]. Based on the experiment requirement documents, which describe the experi-
mental goals and their overall demands for execution, an operational assessment is
performed confirming the experiment operation feasibility under the conditions of
the flight carrier.

As a next EML-specific step, the detailed experiment protocols are defined by the
determination of the control parameters of the EML payload; this is kept in a
so-called EML science protocol. It includes all settings of the EML facility during
flight including camera settings, the required temperature-time profile, parameters of
the contactless pyrometer for temperature measurements and recalescence detection
and recording, definition of short heating pulses for oscillating drop stimulations
and, most prominent, establishment of heating modulations values for the determi-
nation of specific heat data of the samples and related thermophysical properties.
Also, the process conditions of high-vacuum or noble gas environment are defined.

EML experiments consist of multiple melting events and subsequent measure-
ment phases during cooling. Every EML sample will in average be subject to
50 thermal cycles. Each thermal cycle consists of 20 processing steps in average.
Each processing step is defined by 39 parameters. EML limit parameters (LPs)
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positioning control voltages (blue) as part of the science protocol showing specific heat measure-
ments with the modulation calorimetry at five constant temperatures

provide an envelope for heater and positioner profiles during an EML experiment.
An internal safety feature on board prevents heater and positioner voltages outside
these limits. EML video files are needed to control the settings of both the ACP and
HSC. They are developed for every thermal cycle.

Figure 4.9 depicts a representative example of one typical thermal cycle.
Positioner control voltage is shown in blue, heater control voltage in red and the
black line is the sample temperature. Measurement steps are indicated on different
temperature levels during cooling.

In parallel to the science protocol definition, the relevant sample material prop-
erties are measured in ground-based facilities. This includes the temperature-
dependent materials emissivities in the wavelength range of the pyrometer system,
coupling coefficients between samples and the electromagnetic field as a function of
temperature and the evaporation rates of the materials in the solid and, most
importantly, in the liquid state. Thermophysical data like heat of fusion and heat
capacities are taken from literature or physical models. All values are used in the
EML science reference simulator to derive the necessary EPs and LPs including
heating and positioning control parameter, modulation values and limit parameters
for the experiment run under microgravity conditions in EML.

The verification of the defined experiment control parameters is performed in the
EML ground model, which is fully functional representative to the flight model in
orbit. The successful verification tests are the precondition for uploading the final
parameter sets and video files to the EML flight model via file transfer for storage
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and implementation in the EML payload. All experiment parameters are changeable
via reprogramming from ground during on-orbit operations.

Planning requests for the EML resources in the Columbus module including crew
time, power consumption, required video and data bandwidth and ventline demands
for payload vacuum conditioning are gathered in advance to every 6-month incre-
ment on the Space Station. Increment resource allocations are agreed upon by the
International Space Station partners, and respective monthly and weekly look-ahead
plans are produced giving the operation timeline of each payload.

EML experiments are grouped into batches. One batch includes all experiments
related to the maximum 18 samples integrated in the sample chamber of the payload.
The sample chamber is changeable on board by the crew. Typically, the experiments
of one batch are performed in the timeframe of about 2 years, before a new chamber
is uploaded to the station via one of the ISS supply vehicles. Each sample can be
processed many times, until the resources defined for the experiment are reached.
One batch of experiments consists of about a thousand of melt cycles. For the first
two experiment batches performed in EML until 2019, about 2000 individual melt
cycles could be completed. EML batch 3 and 4 experiments are planned for the
timeframe of 2020 until late 2023 with another 2000 cycles in preparation.

8 EML Experiment Operations on Board the ISS

EML is operated in a campaign mode. The roughly 1000 individual cycles of one
batch are separated into smaller units, called sub-batches. Such a sub-batch consists
of typically 12 weeks of on-orbit operation with a 24 h scheme during 5 days.

One week before the execution of any on-orbit activities, the timeline for the
upcoming week is prepared by the international partners and consolidated by several
planning reviews. This ensures the correct assignment of the required resources for
each activity. EML experiments are especially demanding, as they, for example,
have a high power consumption and heat rejection and require high-rate data
downlink for the video images, an exclusive command window and connection to
the Columbus vacuum line, all of which has to be coordinated with the other users in
Columbus to deconflict potential overbooking of resources.

The experiments are always performed at night during crew sleep intervals to
provide the least-disturbed microgravity environment on board the ISS. They are
performed from the MUSC control room at DLR in Cologne by certified operators at
the EML and EDR console. A ground controller position is completing the team for
establishment the console settings, to monitor the interfaces to the external sits and to
support the data and video link transmissions to the respective interfaces and
archives. During the night shifts, when the experiments are performed in a highly
interactive manner, the EML console is additionally staffed with a science support
position. It has been the best practice that the responsible scientist as the decision-
taking person for experiment commanding is also present. Figure 4.10 shows the
EML console during experiment performance of the investigator group of
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Fig. 4.11 Typical temperature-time profile of FeCrNi sample (Prof. D. Matson), showing also
calculated evaporated mass per element

Prof. D. Matson. The investigator follows the experiment on console, has access to
both the incoming facility data and the process video streams from the on-board
cameras and can use the experiment simulator for fine-tuning the next experiment
cycles. Figure 4.11 shows a typical experiment profile obtained on a FeCrNi sample.
Temperature readings are shown in red, and evaporated sample material per com-
ponent are shown in blue, green and orange colour.
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With the restrictions imposed by the pandemic situation since spring 2020, it was
agreed to focus the involvement of the investigator on a remote connection via video
streaming of crucial experiment information and conferencing during EML opera-
tions. With this new concept tailored to the requirements of the scientific commu-
nity, a continuation of the EML on-orbit operations has been assured.

Similar to levitation experiments on earth, the real-time execution of the individ-
ual thermal experiment cycles is not following a strictly deterministic line of events.
For example, the level of undercooling achieved by a given sample in a given
experiment cycle cannot be precisely predicted and will thus vary from one exper-
iment cycle to the next. Interactive commanding to fine-tune heater and positioner
control voltages and times to optimise the science output is thus one major key to
successful science output.

Compared to other payloads, EML experiments are operated on very short time
scales. The sample heating from ambient temperature via melt plateau to maximum
temperature is usually in the order of seconds. Cooling the sample down and
performing the scientific measurements are in the order of maximum several minutes
until solidification occurs. While the sample is heated and the experiment is under
way, the operators monitor the sample processing, judging the temperature profile,
sample surface, sample stability and elongation while liquid. In case of unexpected
events (e.g. sample picks up rotations or strong translational movements), a live
reaction is needed, i.e. with a time scale for decisions also in the order of seconds.
The operational scenario for EML has been customised to deal with these specific
boundaries. Active sample processing is only started with a full set of telemetry,
video and telecommand capability available, during AOS (acquisition of signal).
EML itself monitors the so-called AOS/LOS flag and transfers the experiment into a
hold step with only positioning power applied, if LOS (loss of signal) is detected.

The data stream including EML housekeeping and science telemetry on ground is
monitored on a dedicated software tool with various customised graphic displays
depicting, e.g. the experiment temperature/power-time profile or major EML sub-
systems. The EML live video data used for process control is monitored in the
control room as PAL and NTSC signals and is stored in the local archive. Detailed
description is given in the previous chapter on the signal run time tests. The science
video data gathered during the crucial phase of the experiment are intermediately
stored on board and are later downlinked via the high-rate data channel.

Commanding of the experiment for science optimisation is performed by the
telecommand part of CD-MCS. Commands are sent either from editable tables or
from graphical displays, which is the standard during science. It is not uncommon
that 50 commands are sent before and during one individual experiment cycle,
resulting in 500 commands during one single EML operation night. For highly
demanding novel modulation experiments, a maximum of about 1900 commands
per night was recently reached. Science video data downlink is performed during
daytime, which is followed by the data conversion into readable formats and storage
in the local archive.
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Fig. 4.12 Example of synchronised EML and video data in TeVi Tool

Distribution of all available scientific data to the investigators is ensured via the
data and information archive system ‘Hypertest’ at MUSC [9]. Typically, 24 h after
the experiment performance in orbit, all the necessary processed data are available
on ground for evaluation. For that purpose, the data of the science runs are assembled
individually per cycle and comprise:

— A comprehensive overview plot of the temperature/voltage/time profile

— Selected (PI discretion) housekeeping data in .csv

— Science video data of the crucial experiment phases in cine format and readable
format (several days after the run, due to the required post-processing)

Since the science video files have to be demultiplexed and post-processed to be
transformed into a standard readable format, they are made available for the scien-
tific community within a few days. All other data are provided nearly in real time.

It is crucial to synchronise the available data streams for scientific evaluation. For
that purpose, a special software tool “TeVi’ developed by MUSC is available to all
investigators for the synchronous display of video and experiment science data
[10]. Figure 4.12 shows the graphical user interface displaying radial and axial
camera signals together with the recorded temperature-time profile of the
experiment.
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9 Summary and Outlook

Electromagnetic levitation under microgravity conditions is well established for
solidification experiments and thermophysical properties measurements of metals
and alloys since the first Spacelab flight of the TEMPUS facility in 1994. The ISS
payload EML is integrated in the European Columbus module as a second-
generation payload since the flight of ESA astronaut Alexander Gerst in 2014. The
operation concept of EML is highly decentralised giving the possibility for investi-
gators at their universities or laboratories to follow and control their experiments
from remote sites. Experiment objectives have been expanded by sophisticated
diagnostics, facility subsystems and on-ground control capabilities to new frontiers
including investigations on advanced materials relevant for actual industrial pro-
cesses and usage. Until 2020 the first two batches of experiments including 36 mate-
rials samples could be successfully processed. About 1500 experiment melting and
solidification cycles were executed, and an even higher number of runs are
envisioned for the next two experiment batches. One hundred twenty-three thousand
commands have been sent to the ISS for EML experiment control to optimise and
adapt the experiment execution to the needs of the scientists. EML was operational
in orbit for about 6000 h.

Further enhancements of the payload are planned for the timeframe of 2023, in
particular to study the impact of small proportions of gases like oxygen on the
sensitive materials properties and to satisfy the evolving requirements from the user
community.

Data from the space experiments will be stored and made publicly available in the
near future. From one experiment batch about 5 terabytes of data is produced by the
payload and stored on ground for scientific evaluation. ESA decided on a central ISS
data archive to be realized at the Science Data Archive Center in Madrid. In close
collaboration with MUSC, this archive will be established over the next years and
will be open for all interested parties in the ESA member states.
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Chapter 5 )
Electrostatic Levitation on the ISS Gecie

Takehiko Ishikawa and Paul-Francois Paradis

1 Introduction

Microgravity environment obtained in space offers unique experimental conditions
for materials sciences. Especially, liquid samples can be easily levitated and
processed without crucibles in microgravity. However, excellent sample positioning
is necessary for materials research to precisely heat samples and to measure accu-
rately their temperatures as well as their thermophysical properties. For these
reasons, space agencies have developed levitators and used them in long-duration
microgravity platforms. For example, the National Aeronautics and Space Admin-
istration (NASA) developed acoustic levitators, and experiments on drop dynamics
were conducted at room temperature during several space shuttle flights [1, 2]. The
European Space Agency (ESA) flew electromagnetic levitators (EMLs) in two space
shuttle missions, in which several alloy samples were levitated and melted at high
temperatures [3, 4]. An upgraded version of the electromagnetic levitator was
developed by ESA and is currently used in the International Space Station (ISS)
[5, 6].

Due to its greater technical challenges, the development of electrostatic levitators
was far behind those of acoustic and electromagnetic levitators. The development of
an electrostatic levitation facility for the ISS started in 1993 at the Japan Aerospace
Exploration Agency (JAXA), and the facility has been operational since 2016.
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This document briefly explains the electrostatic levitation method, the history of
microgravity experiments, the development of the Japanese electrostatic levitation
furnace in the International Space Station (ISS-ELF), and its current status.

2 Development History of Electrostatic Levitation

The history of the development of the electrostatic levitation method was described
in detail in a review article published earlier [7]. This section will therefore focus on
the development related to the microgravity experiments.

An electrostatic levitator was first designed in the 1970s in Germany through
funding from the ESA [8]. Then, the first microgravity experiment on electrostatic
levitation was conducted in 1988 using a sounding rocket (TEXUS 19) [9]. Even
though the experiment failed due to a mis-alignment of one CCD camera (that acted
as a position sensor), it nonetheless demonstrated that all components necessary for
position control, heating, and temperature measurement could be packed in a small
space and could operate with limited resources. Since the electromagnetic levitation
method showed promise for materials science studies in microgravity, no further
development was pursued in Europe.

Systematic, extensive, and fundamental research and development on ground-
based facilities was carried out at the NASA Jet Propulsion Laboratory (JPL) in the
1980s and 1990s [10-12]. A high-temperature electrostatic levitation system was
developed [13], and several materials including refractory metals and semiconduc-
tors were successfully levitated and melted in a high-vacuum environment.

Figure 5.1 depicts a schematic diagram of the electrostatic levitator used in JPL
[13]. In this system, a charged sample can be levitated between the two disk
electrodes (top and bottom electrodes), which are parallel and separated by about
10 mm. The sample position can be detected by projecting the sample’s shadow onto
a position sensor using a He-Ne laser. The position information is sent to a computer
where the control signals are processed using a PID feedback control algorithm. The
signals are then amplified and sent to the top electrode. In addition, four small
electrodes distributed around the sample expected levitation location are used to
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stabilize the sample position along the horizontal. Optical devices such as pyrome-
ters, heating lamps or lasers, and observation cameras are aligned in the horizontal
plane between the top and bottom electrodes.

In addition, fundamental techniques to measure thermophysical properties such
as density [14], isobaric heat capacity [15], surface tension [16], viscosity [16], and
electrical resistivity [17] with the levitation system were developed in JPL. Almost
all electrostatic levitators currently working in the USA [18-20], Germany [21, 22],
Japan [23], Korea [24], and China [25, 26] inherited from the JPL pioneering work.
However, although JPL electrostatically levitated isothermal samples at room tem-
perature during parabolic flights, no long-term microgravity facility was designed
by JPL.

3 Development of the ISS-ELF in Japan
3.1 Phase 1

The Japanese space agency has started the development of an electrostatic levitation
furnace for the ISS in 1993. A conceptual drawing of the levitation furnace is
depicted in Fig. 5.2 [27]. It basically employed the JPL’s parallel electrode config-
uration. However, both top and bottom electrodes were divided into four pieces.
These eight electrodes were used for both vertical and horizontal position control.
All optical devices (position sensors, heating lasers, pyrometers, cameras) were
placed in a horizontal plane. Two position detectors were located orthogonally to
each other to detect the sample position along the three dimensions. A levitated
sample was heated by four heating lasers.
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Fig. 5.2 Schematic representation of Japanese electrostatic levitation furnace designed
around 1996
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Fig. 5.3 Picture of an
electrostatic levitation
furnace flown in the
sounding rocket TR-IA#7.
Hardware design was
similar to the one in Fig. 5.2,
but the number of heating
lasers was reduced to 2 due
to size and power limitation
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Fig. 5.4 (a) Temperature of the levitated sample in the sounding rocket experiment and (b) images
of the sample during experiment. Sample position was not stable at elevated temperature

In order to evaluate the hardware and software, the first microgravity experiment
of this electrostatic levitator was conducted using a sounding rocket (TR-IA) in
1997. Figure 5.3 illustrates the actual hardware [28]. During the free-fall part of the
sounding rocket flight where microgravity condition was obtained, a spherical
BiFeO; sample with a diameter of 5 mm was heated, melted, and solidified in a
pressurized gaseous atmosphere.
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Fig. 5.5 Proposed layout of the ISS-ELF in the ISPR around 2000. A CO, laser (colored yellow)
could not be fit inside of the ISPR, due to the bulky chamber (indicated red line)

Figure 5.4 shows the measured temperature as a function of time as well as
snapshots of the levitated sample during the experiment [29]. The sample was
levitated, then heated, and cooled twice. When the sample temperature increased,
the amount of surface charge became much lower than the estimated value, and the
control system could not cope with the sample stability. As a result, the sample could
not be maintained in a fixed position, and the measured temperature fluctuated. Even
though the sample was successfully levitated and melted in reduced gravity for the
first time, it was recognized that stable levitation at elevated temperature was a huge
technical issue that has to be solved.

The design of the ISS-ELF faced technical and financial problems around 2000.
The layout of the ISS-ELF proposed at that time is shown in Fig. 5.5 [30]. However,
the heating CO, laser was too large, and the chamber was very bulky. This prevented
the levitator to be installed in an ISPR (International Standard Payload Rack), as all
facilities in the ISS should. The chamber diameter was determined by the number of
optical windows, while it was limited by the size of the rack. No additional optical
devices could be allowed from the setup shown in Fig. 5.2 due to this constraint. In
addition, the estimated cost was far beyond the budget, and the proposal could not be
authorized.
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3.2 Phase 2

In order to solve these problems, the development of a flight hardware was restarted
from the beginning. To specifically solve the technical problems found in the
sounding rocket experiment, a ground-based electrostatic levitator has been fabri-
cated based on the JPL’s design, over which several key modifications were made to
accomplish stable sample levitation at extremely high temperatures. As a result,
refractory metals whose melting temperatures are above 2000 K were stably levi-
tated and melted, and their thermophysical properties such as density, surface
tension, and viscosity were obtained [31]. Figure 5.6 depicts the viscosity of molten
tungsten, tantalum, and rhenium as a function of temperature.

Another ground-based facility was designed to be combined with a synchrotron
radiation source for the measurements of the atomic structures of molten metals at
high temperature. Due to the stringent space limitations imposed by the SPring-
8 beamlines, the chamber and optical system of this facility had to be downsized to
fit the experimental facility [32]. The development of this compact levitator was very
influential to the design of the future ISS-ELF.

3.3 Key Elements for the Space Facility

Based on the ground-based development, the ISS-ELF was completely re-designed.
Several key elements especially needed for operation in microgravity are described
below.
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3.3.1 Electrodes/Chamber

In order to downsize the chamber, the configuration of electrodes and optical
windows were fully re-designed [33]. Figure 5.7 shows the conceptual layout of
the electrodes and optical windows. Three pairs of electrodes orthogonally located to
each other control the sample position in three dimensions. Since there is no
preferential gravity direction in the ISS, the diameters of all electrodes are identical
and placed at nearly identical distances from the sample. The observation windows
are also three-dimensionally distributed.

3.3.2 Heating Lasers

A compact heating laser with a high efficiency was one of the most critical compo-
nents for the ISS-ELF because space and power are very limited. As far as the
wavelength is concerned, CO, lasers emitting at a wavelength of 10.6 pm are the
most efficient for oxide materials. However, commercially available CO, lasers were
too big to be installed in the ISS-ELF. Moreover, since no suitable optical fibers were
available for this wavelength, free-beam propagation had to be used. However, to
introduce high-power laser beams to the chamber was very hard on an optical design
standpoint, and it was almost impossible to design a system that withstands the ISS
unique requirements such as large vibration spectrum during ascent and crew safety

Fig. 5.7 Configuration of
electrodes and layout of
optical windows in the
ISS-ELF
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considerations. A compact semiconductor laser (n-LIGHT Pearl™ series) was
nonetheless found that could meet the size and power requirements [33]. The only
issue was with its emitting wavelength (980 nm). Generally, oxide materials will not
absorb this wavelength well. Therefore, compatibility between samples and the
heating laser had to be checked during the ground-based preparation.

3.3.3 Sample Insertion/Retrieval System

Sample handling from/to sample cartridge and the electrodes in microgravity is one
of the key techniques that had to be developed. Figure 5.8 describes the sample
handling operations in a ground-based facility. Before levitation, a sample remains
stable on the bottom electrode due to gravity. After the levitation experiment, the
processed sample can be retrieved to the sample holder beneath the bottom electrode
using gravity. These operations cannot be used in microgravity.

Figure 5.9 shows the sample holding device used in the sounding rocket exper-
iment. Two fingers made of spring plates held a sample [30]. A pushing rod (colored

(1) (2) apply high voltage &
top electrode initiate levitation
I | I |
samples
bottom
: : electrode
I | I |
Lo @ | el @ | [ |
sample holder
boostup
| | T by stem
(3) (4)

I | I |

turn off high voltaTe

& drop sample
I & | I |
e (@ | [fo] @ [®f]

—_—
move sample holder

Fig. 5.8 Sample handling in the ground-based electrostatic levitators
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Fig. 5.9 Conceptual drawing of sample handling mechanism designed around 2000. Each sample
was held by a holding device shown in the left. Eight to ten holding devices were installed in a
carousel

yellow in Fig. 5.9a) opened the fingers and released the sample. In the design made
around year 2000, a carousel composed of several sample holders were placed near
the processing chamber (Fig. 5.9b). This design could not be accepted in terms of
size, cost, as well as estimated crew time to exchange samples from/to the holders.

Figure 5.10 shows the current system concept of sample insertion and retrieval in
microgravity. A sample is pushed by a rod and inserted into the levitation field. After
the experiment, the sample will be thrown to the sample holder using the position
control scheme. Then another pushing rod carries the sample back to the sample
holder. The feasibility of this concept was confirmed during parabolic flight exper-
iments where low gravity conditions were obtained for 20 s [30].

3.3.4 Removal of the High-Vacuum System

Even though the abovementioned efforts helped reduce considerably the mass and
volume of the facility, some components had to be discarded due to the restriction of
space, power, and budget. It was decided to remove a turbo molecular pump and the
associated high-vacuum system implying that all the experiments should be
conducted in gaseous environment. This decision was made based on the reasons
described below.

As shown in Fig. 5.11, metal samples have been successfully levitated and
melted, and their thermophysical properties have been measured using high-vacuum
electrostatic levitators on ground [31]. Therefore, the necessity of microgravity
environment is relatively less for this class of materials. In addition, metals and
alloys can be handled by the electromagnetic levitator (EML) in the ISS.

On the other hand, oxide materials were very difficult to levitate or melt in 1-G,
mainly because it was hard to accumulate enough electrical charges on the samples
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Fig. 5.10 Conceptual drawings of sample insertion and retrieval operations in the ISS-ELF
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and lift them against gravity. Moreover, oxide samples tended to lose their oxygen at
elevated temperatures under high-vacuum condition. Also, since oxides are insula-
tors, the EML could not handle them. Based on these reasons, the oxide samples
became the main target for the ISS-ELF.

On the ground, inert gases could not be used for electrostatic levitation due to its
high electric conductivity (high voltage between electrodes cannot be maintained
before electrical breakdown appears). In addition, it was thought that microgravity
would enable electrostatic levitation in Ar gas environment, where sample evapora-
tion is suppressed, and would maintain stoichiometry of the alloys. Therefore,
conducting experiments with Ar gas was set to be the secondary target.

4 Overview of the ISS-ELF [34]

The fabrication of the ISS-ELF started in 2011, and the flight hardware was flown to
the ISS in late 2015. It became operational after crew operations in February 2016.
Figure 5.12 shows an overview of the ISS-ELF. It weighs about 220 kg and is
installed in the Multi-Purpose Small Payload Rack 2 (MSPR-2) as illustrated in
Fig. 5.12. Since the MSPR-2 is shared with other experimental facilities, the
ISS-ELF must be easily installed and removed from the rack. Electric power,
avionics, air, cooling water, and communication signals are supplied from the ISS
to the ISS-ELF through the MSPR-2.

Fig. 5.12 Drawing of the ISS-ELF installed in the MSPR-2



76 T. Ishikawa and P.-F. Paradis

Left

Center

Sample Cartridge

Fig. 5.13 The ISS-ELF in its shipping and launch configuration. The main part of the ISS-ELF is
divided into three parts. The sample cartridge is also separately shipped

The main body of the ISS-ELF consists of three parts as shown in Fig. 5.13. The
right part contains a computer called the “experiment controller,” and the left part
contains another one named the “position controller.” The left part also contains the
high-voltage amplifiers and the gas valve assembly. The center part is occupied by
the processing chamber and optical devices that include the heating lasers, a pyrom-
eter, and the observation cameras. All the optical devices are mounted on the
chamber as illustrated in Fig. 5.14. The chamber is a polyhedron with 26 faces. It
can be evacuated using a gas vent line to 500 Pa and pressurized up to 2 x 10° Pa.
The ISS-ELF has the capabilities to measure the density, the surface tension, and the
viscosity of molten samples.

4.1 Sample Cartridge and Sample Holder

The details of the sample cartridge are shown in Fig. 5.15. The sample cartridge can
accommodate a sample holder which contains 15 samples. The size of the spherical
samples is approximately 2 mm in diameter. The sample cartridge contains six
electrodes among which a sample is levitated. Since there is no strong G-vector in
microgravity, the size of these six electrodes is identical. The separation between the
electrodes is 15 mm along the y-axis and 30 mm along both the x- and z-axes. An
electrical potential of up to £3 kV can be applied to each electrode in dry air
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Fig. 5.14 Drawing of the ISS-ELF chamber and installed optical devices. Coordinates of the
ISS-ELF (x, y, and z directions) are also indicated
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Fig. 5.15 Conceptual drawing of the sample cartridge. A sample holder (left top) is inserted in the
cartridge, and upper rod transfers a sample to the levitation field (right top). The lower rod is used to
return the sample back to the holder

atmosphere, whereas it is limited to 1.5 kV for an Ar environment to prevent electric
discharge between electrodes. The sample cartridge has two pushing rods. They are
used for sample insertion and retrieval as depicted in Fig. 5.10. By rotating the
sample holder, the samples are exchanged from the processed sample to an
unprocessed one. These operations are conducted from the ground through remote
commands, thereby enabling to carry out experiments on all 15 samples continu-
ously and without the requirement of crew operation. The sample cartridge is
inserted into the chamber by crew members, as shown in Fig. 5.13.
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4.2 Experiment and Position Control

The overall experiment sequence is controlled by the experiment controller. It
activates and deactivates all other devices. It opens and closes gas valves to maintain
atmospheric conditions in the chamber. It also measures the temperatures of all
devices for safety. Finally, it records experiment and house-keeping data and trans-
fers these data to the ground. The position controller is dedicated to the position
control of the levitated samples. It also moves the rods and rotates the sample holder
in the sample cartridge for sample insertion and retrieval.

The sample position control method, shown in Fig. 5.16, is the same as the
original technique innovated at JPL. A collimated laser (He-Ne laser emitting at
638 nm) projects a shadow of the sample on a position sensor (Hamamatsu Intelli-
gent Vision System) where vertical and horizontal coordinates are measured. Two
sets of the projection laser and position sensor system are orthogonally placed to
measure the tridimensional sample position (x, y, and z). The position signals are sent
to the position controller where the sample position data are compared with the
setting position (X, Yo, and zy). The position control voltages (V,, V,, and V,) are then
calculated using the following PD (proportional-differential) control algorithm:

High voltage AMP

3

PD calculation

Sample position

(X. Y. 2)

Fig. 5.16 Control diagram of the ISS-ELF
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V, = P.(x — x) +Dxd(xd;tx°)
dly —

Vi=Py(y =) +Dy% (5.1)
d(z -z

V. = P.(z - 2) +Dz%

where P and D indicate the proportional and differential control parameters, respec-
tively. It shall be noted that the integral term usually used in normal PID control is
removed (based on the results of the sounding rocket experiment) so that the control
system remains stable in case of a sudden sample charge reduction. This feedback
control is conducted with a frequency of 1000 Hz. The control parameters are
adjustable from the ground commands.

4.3 Heating Lasers

The sample is heated by four semiconductor lasers (980 nm, 40 W power each). In
order to obtain an excellent temperature homogeneity of the sample, these lasers are
arranged in a tetrahedral heating configuration around the sample. Each laser power
can be controlled by commands from the ground thorough the experiment controller.
Laser beam stops are installed to absorb the laser radiation and to protect the
chamber wall. The laser beams are focused (around 0.4 mm in diameter) at the
sample position.

4.4 Optical Devices

The sample temperature can be measured by a commercial pyrometer IMPAC
IGA140) through a couple of sapphire windows. The pyrometer measures the
radiation intensity from the sample over the 1.45-1.8 pm spectral range. Since the
emissivity setting on the pyrometer cannot be changed from the ground command, it
remains at 1.0. The measurement temperature range is from 300 to 3000 °C, with a
100 Hz frequency. The actual sample temperature can be determined using the
temperature plateau occurring after recalescence and the known melting temperature
of the sample. The pyrometer contains a built-in video camera with which it can be
easily confirmed that the sample stays in the measuring spot of the pyrometer
(Fig. 5.17a).

The ELF has two other cameras. Camera 1 (color) offers a wide view of the
levitation field, including the electrodes, to help observe the sample behavior from
insertion to retrieval (Fig. 5.17b). Camera 2 (a black-and-white camera with a
non-telecentric zoom lens) gives a magnified image of a UV backlit sample



80 T. Ishikawa and P.-F. Paradis

Fig. 5.17 A levitated sample observed by three cameras: (a) pyrometer, (b) image taken by camera
1, and (¢) magnified sample image with UV back light

(Fig. 5.17¢). Using the video images (taken at a rate of 60 Hz) of this camera, the
density of the sample can be calculated.

4.5 Thermophysical Property Measurements
4.5.1 Density

The density was obtained using a computer-aided image analysis and the measure-
ment of the sample mass after the experiment. The detailed method of image analysis
was described in Ref. [14] but is shortly explained here for completeness. Once the
sample was melted, it took a spherical shape due to surface tension (Fig. 5.17¢). With
the assumption that the sample is axisymmetric, the sample volume can be calculated
from an image recorded by the camera. At first, 400 edge points are detected and
converted to polar coordinates (R, 8). These points are then fitted with the spherical
harmonic functions through sixth order as

6

R(0) = caPy(cos6) (5.2)

n=0

where P,(cos@) are the n-th order Legendre polynomials, and c,, are the coefficients
which are determined to minimize the value expressed as:

400

F=3 {Ri= R0} (53)

Then, the volume (V) is calculated by the following equation:

2 [

14 3 ),

R*(0) sin 0d6 (5.4)
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The mass (m) of the processed sample is measured upon its return to Earth, and
the density (p) is finally obtained from

p :%, (5.5)

4.5.2 Surface Tension and Viscosity

Surface tension and viscosity of the sample can be measured using the oscillation
drop method. The measurement technique is the same as the one implemented by
JPL [16] and is depicted in Fig. 5.18. The drop oscillation of the molten sample is
excited by superimposing a sinusoidal voltage on the electric field for a few seconds.
After the termination of the excitation, the oscillation amplitude on the sample
gradually decays due to its viscosity. A collimated laser beam, which creates a
drop shadow for position sensing, is split in two beams, and one of the beams is
directed to a circular photodetector. The oscillating drop amplitude can be measured
as a fluctuation of the total laser power at the photodetector at a rate of 5000 Hz.
From the measured signal, the characteristic oscillation frequency of the sample w,
and the time constant of the amplitude decay 7 are obtained. Using ., the surface
tension y can be found from the following equation [35]:

3.2
Prow:
y =20 (5.6)

where ry is the radius of the sample when a spherical shape is assumed. Similarly,
using z, the viscosity # can be found by [36].
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Fig. 5.18 Schematic drawing of drop oscillation measurement system
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2
_
=% (5.7)

With this method, the viscosity can be measured over the 0.5-100 mPa-s range.

5 Experimental Results of the ISS-ELF

Since February 2016, a functional checkout and initial experiments using metal and
oxide samples have been conducted. Oxide samples including Al,O5 and rare-earth
sesquioxides were melted under dry air, while zirconium samples were melted in an
Ar gaseous environment.

5.1 Levitation of Solid Samples

Figure 5.19a shows a time-position (Y-direction) history of a stainless steel sphere
during sample insertion. The sample position data were recorded at intervals of 0.1 s.
The amount of the surface charge on the sample can be estimated using this sample
position profile. Sample motion in the y-direction (y) is governed by the following
simple equation:
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Fig. 5.19 Movement of samples (Y-direction) at initial insertion: (a) stainless steel sphere and, (b)
Ga,03. Estimated sample charges by simulation (red line) are 16.5 pC (stainless steel) and 0.45 pC
(Gd,03), respectively
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dzy ov,
mo 5= L (5.8)
where m is the sample mass, V, is the control voltage between the top and bottom
electrodes determined by Eq. (5.1), L, is the distance between the top and bottom
electrodes, and Q is the charge of the sample.

Numerical simulations were conducted by changing QO to find the best simulation
that agrees with the measured sample motion. The best simulation result is plotted in
Fig. 5.19a. The sample charge is estimated to be about 17 pC (10~'*C). In the
ground experiments, a surface charge of around 200 pC is needed to levitate this
stainless steel sample against gravity. In the case of a Gd,O5; sample (shown in
Fig. 5.19b), the estimated amount of charge is as small as 0.45 pC. This confirmed
that even though the sample surface charge is very small, position control using the
Coulomb force is applicable in microgravity.

The sample position stability at room temperature was studied using image
analysis. Still images of the stainless- steel sphere such that shown in Fig. 5.17¢c
were captured from a video recorded for 30 s (900 frames). Each image was
analyzed, and the centroid of the sample was determined. Sample movement in
30 s was found to be less than £40 pm.

Upon heating, position stability degrades due to the disturbances induced by the
heating lasers. The sample position of a molten Al,0O; sample and the measured
temperature as a function of time are shown in Fig. 5.20. By properly adjusting the
control parameters, the position fluctuation was suppressed by about 100 pm
during the time the sample was maintained above the melting temperature, as well
as during rapid cooling. The fluctuation of temperature measurements was less than
+20 K.
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Fig. 5.20 (a) Typical temperature profile of molten Al,O5 sample and (b) its position fluctuation
during rapid cooling. Position fluctuation is obtained from image analysis
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5.2 Density Measurements

Al,O5 samples were used to evaluate the capabilities for density measurements.
Each sample was levitated in dry air (2 x 10° Pa in pressure) and heated. When the
sample was fully melted, all lasers were powered off to cool the sample. A typical
temperature-time profile measured by the pyrometer is shown in Fig. 5.20b. When
the heating lasers were turned off, the sample was cooled by radiation and conduc-
tion through the surrounding gas. After the sample reached the maximum
undercooled temperature, it exhibited recalescence (a sudden temperature rise to
its melting temperature) and solidified. After the experiment, the sample was suc-
cessfully retrieved to the sample holder, which was later returned to Earth for
analysis.

Magnified sample images recorded during the time period from a to b in
Fig. 5.20b were analyzed to obtain the volume as a function of temperature. The
mass of the processed samples was measured on the ground. Finally, the density data
of alumina as a function of temperature were obtained. Figure 5.21 shows the
measured density of molten Al,O; as a function of temperature along with the
reference data found in the open literature. Two alumina samples were used to
validate the density measurements. The first sample (sample 1) was heated above
3000 K and was quickly cooled down to ensure that the sample was stable at high
temperature. The second sample (sample 2) was heated to around 2600 K and
maintained at this temperature for 10 min to check the long-term sample stability
and the extent and influence of evaporation. The difference between values of
sample 1 and sample 2 was about 2%, which is within the experimental uncertainties
of our measurement system and method.
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Table 5.1 Literature values of the density of liquid alumina

Density at 7, Temperature coeff.

(103 kg~m’3) (kg~m’3~K’l) Temperature (K) References

2.87 —0.064 1913-3139 Present work (run-1)
2.81 —0.074 1732-2597 Present work (run-2)
2.9 —0.09 1900-3240 Langstaff [37]

2.93 —0.12 2175-2435 Paradis [38]

2.81 —0.107 2000-3100 Glorieux [39]

2.71 —0.0678 2000-3275 Coutures [40]

2.80 —0.151 2327-3210 Coutures [40]

2.72 —0.28 2323-2965 Granier [41]

2.69 —-0.79 2320-3100 Zubarev [42]

2.55 2327 Wartenberg [43]
3.06 2327 Ikemiya [44]

3.06 —0.965 2323-3023 Shpil’rain [45]

2.98 —1.15 2325-2775 Elyutin [46]

3.03 —0.752 2323-2673 Rasmussen [47]
3.04 —1.15 2323-2828 Mitin [48]

3.05 —1.127 2375-2625 Kirshenbaum [49]
3.05 2327 Kozakevitch [50]
2.97 2327 Kingery [51]

The measured data show a good agreement with the literature data presented in
Fig. 5.21 and listed in Table 5.1. In particular, the data of sample 1 are almost
identical with those obtained by Langstaff et al. using an aerodynamic levitator. As a
result, the validity of the density measurement method with the ISS-ELF has been
confirmed.

The density of rare-earth sesquioxides (Er,Os, Gd;03, Ho,0O3, and Tb,03) has
been measured using the ISS-ELF [52-54]. The thermophysical properties of these
samples have been rarely measured due to their high melting temperatures (above
2600 K). The measured density data as a function of temperature are depicted in
Fig. 5.22 with the literature data and are summarized in Table 5.2. No reference
value was found for Ho,O5 and Tb,0O;. However, the densities of Er,O5; and Gd,03
were measured with an aerodynamic levitator [55]. These density values are lower
than our results. The discrepancies may be derived from the difference in the
imaging methods. The ISS-ELF uses a UV back light technique to avoid the effect
of strong irradiation from the high-temperature sample [56], while the other group
directly observes the sample at high temperature, which probably introduces over-
estimates on the sample volume measurements. The measured density shows a linear
temperature dependence, and the results, listed in Table 5.2, can be fit with a 95%
confidence of interval.
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Fig. 5.22 Measured density of liquid lanthanoid sesquioxides and their temperature dependence

Table 5.2 Density of molten lanthanoid sesquioxides

Temperature coeff.
T,, (K) | Density at T, (10° kg-m ) | (kg-m >-K ") References
Gd,05 |2693 7.24 +0.28 —0.50 + 0.09 [52, 54]
7.27 £ 0.16 —0.33 + 0.06 [54]
(2713) |6.93 + 0.34 —1.048 £ 0.112 [55]
Tb,O; |2683 7.45 £0.87 —0.28 £+ 0.03 [54]
7.48 +0.42 —0.85 £ 0.15 [54]
Ho,O5 | 2688 8.04 + 0.84 —0.37 £ 0.03 [54]
8.08 + 0.19 —0.22 + 0.07 [54]
Er,O; |2686 8.17 £ 0.25 —0.81 + 0.08 [53, 54]
8.23 +0.20 —0.48 £+ 0.07 [54]
(2698) |7.57 +0.53 —0.3273 4+ 0.053 [55]
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Precise density data are paramount to calculate other thermophysical properties.
They are also needed for structural analyses to obtain pair distribution function (g(r))
from measured structure factors (S(Q)) by X-ray scattering experiments. The g(r) of
molten Er,O; was obtained using our density data, and its characteristic liquid
structure was obtained using molecular dynamics simulations [53]. Measurements
of other rare-earth sesquioxides (Tm,0O3, Yb,05, and Lu,05) will be conducted in
the near future.

Under argon gaseous environment, zirconium samples were successfully levi-
tated and melted. These molten samples were gradually oxidized due to the residual
oxygen in argon (at least 3 ppm). To take advantage of this oxidization, densities of
liquid Zr-O system and their dependence of oxygen concentration were measured
[57]. The density of Zr-O with relatively low oxygen concentrations was measured
with the ground-based facility with high vacuum [58], while that of high oxygen
concentrations was obtained with the ISS-ELF. Oxygen concentrations in the
processed samples were measured either though thermogravimetric analysis
(TG) or X-ray photoelectron spectroscopy (XPS). The density of Zr-O system
shows a negative concentration dependence as shown in Fig. 5.23a. The calculated
molar volumes from density versus oxygen concentrations were depicted in
Fig. 5.23b, where slight excess volumes were observed from the ideal Zr-ZrO,
mixture.

(a)es00 (b) 16 1t
6200 .
= 147
[=]
6000 E
a e : B
» _ -
S 5800 g 12 :
=
@ s600 h & 3 10 <
5 | :
o [ ’ &
5400 | ——zr(31] 3 ® Present work
«—Zr O [58] i 3
[| 2.0, s8] ‘u"&l,. [ 17 hoxe] = 3 o onemn .
i #-H | | r Ohishi [59 1
5200 [| 0% SRR i A (ke .
| ——zr, 0,57 L
— Y] Bt EnPendl (el AP e o el
1500 2000 2500 0 10 20 30 40 50 60 70
Temperature (°C) at% O

Fig. 5.23 Results of density measurement of Zr-O system: (a) densities as a function of temper-
ature, (b) molar volume versus oxygen concentration. Molar volume of ZrO, (67 at% oxygen) was
calculated from density values from Refs. [59, 60]
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Fig. 5.24 (a) Typical oscillation signal obtained with liquid zirconium in the ISS-ELF. (b) A clear
single peak frequency was obtained by the FFT analysis

5.3 Surface Tension and Viscosity Measurements

Surface tension and viscosity measurements through drop oscillations are more
challenging than density measurements. In order to get a good signal, the position
of a molten sample must be stable, while its surface deforms with a detectable
amplitude. As described earlier, the amount of charge accumulated on the sample
in microgravity is less than 10% of that on the ground experiments, which makes it
difficult to induce sufficient surface oscillation using the electric field. Therefore, no
surface tension or viscosity data have been published yet. Recently, good oscillation
signals have been obtained for Zr (Fig. 5.24), Au, and oxide samples (Al,O3 and
Tb,03). The surface tension and viscosity will be determined after these samples are
brought back to Earth and their masses are measured.

6 Conclusions

This report briefly summarized the development of the ISS-ELF carried out by the
Japanese Aerospace Exploration Agency, described the current configuration of the
ISS-ELF, and presented the experimental results. By conducting the experiments,
several points to be improved were found. In particular, better oscillation signals
should be obtained to improve surface tension and viscosity data and the oxidization
occurring when processing in argon environment should be minimized. In addition,
more stable levitations are desired to allow better measurements. Hardware and
software modifications are currently being conducted, the development of the
ISS-ELF being a never-ending process. Additional and better experimental results
will be reported in future publications.
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Part 11
Liquid Structure and Transition



Chapter 6 )
Atomic Structure in Metallic Liquids S

Xiao-Dong Wang, Xue-lin Wang, Qing-Ping Cao, Dong-Xian Zhang,
and Jian-Zhong Jiang

1 Introduction

Knowledge of structure, dynamics and thermophysical properties of metals in the
liquid state is of fundamental importance when considering their practical applica-
tions, and in particular their structural evolution induced by temperature variation is
a prerequisite for understanding the processes that occur in the formation of produc-
tion from the melts. The study of liquid structure started in 1916 when Debye and
Scherrer observed the XRD haloes from liquid benzene. Later, Zernike and Prins
laid the modern theoretical foundation of radial distribution analysis of liquid
diffraction pattern [1]. By using this analysis, Debye and Menke presented the first
liquid structural data of mercury, which marked the beginning of a new era in
metallic liquid structure research [2]. After nearly a century of immense efforts,
advances in experimental equipment and techniques have provided more accurate
experimental data on liquid structures, especially for the application of the third-
generation synchrotron radiation sources with high intensity, high energy, and high
resolution, largely enhancing structure analytical capacity. Simultaneously, the
theoretical calculations have also made great progress, e.g., classical molecular
dynamics (MD) simulation, ab initio MD simulation, and reverse Monte Carlo
simulation, which provide effective approaches to studying the liquid structure on
the microscopic length scales.

The liquid is one of the fundamental states of matter. However, there is still no
idealized model to describe it. The typical characteristics of metallic liquids are
ordered in the short range but disordered in the long range, which means it can
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Fig. 6.1 (a) Raw data from liquid Galn eutectic alloy collected at 300 K on Perkin Elmer 1621
detector at the beamline 11-ID-C at the Advanced Photon Source in 20 s of exposure time. (b)
Structure factor and corresponding PDF in the inset, showing high quality at high g region in S(q)
and low r fluctuations in G(r) caused by systematic and termination errors

neither be described by crystallographic theory with long-range periodic symmetry
nor by van der Waals equation of completely disordered gas. Due to the complexity
of liquid structure and limitations of experimental techniques, the studies of metallic
liquid greatly lag behind that of solid state. In the past few decades, the knowledge
on metallic liquids has been obtained mainly from various diffraction experiments,
physical property measurements, and computer simulations. The pair distribution
function (PDF) or radial distribution function (RDF) is a very useful method to
describe the structure of disordered materials, including liquids and glasses, yielding
the quantitative structural information on the nanoscale. The PDF exhibits the
distribution of the distances between two atoms, which can be derived by the Fourier
integral transformation from the structure factor, S(g), obtained by X-ray, neutron,
and electron diffraction experiments [2, 3], where ¢ is the momentum transfer of
scattering g = 4z sin /4, 0 is the diffraction angle, and 4 is the wavelength of
incident probe through

B 1 o i 1y sin(gr)
o) =1 e [anlsta) - 11 (6.1)

where p, is the atomic number density. Figure 6.1 presents the raw diffraction data of
liquid eutectic Galn alloy collected at 300 K by a flat panel PerkinElmer 1621
detector at the beamline 11-ID-C of the Advanced Photon Source, USA, and
corresponding processed data in the form of S(g) and PDF. Apparently, the high-
quality data usually have the good signal-to-noise ratio in the high ¢ range on S(g).
By analyzing the PDF or RDF, one can gain the information of average interatomic
distance and the nearest coordination number. It is recognized that both PDF and S
(g) only provide the average values of structural information, which to some extent
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Fig. 6.2 (a) Polytetrahedral arrangement predicted for close-packed monatomic liquids. (b) Upper
half (pentagonal) of the Pb icosahedron (a) captured by the potential landscape of the primitive Si
(001) surface. (Reproduced from Ref. [8], with permission @ 2000 by Macmillan Magazines Ltd:
Nature Communications)

restricts the possibility of a complete interpretation and deep understanding of the
liquid structure. Fortunately, with advancing the computer power and various
simulation methods, it is possible to investigate the liquid structure on the atomic
scale via constructing the three-dimensional configurations. Considerable studies
have reported that metallic liquids contain not only short-range clusters with differ-
ent sizes and types but also medium-range ordered structures over the nearest
neighbors.

As early as 1952, Frank [4] first proposed the concept of the icosahedral short-
range order (ISRO) in metallic liquids, which contains 13 atoms and 20 equivalent
tetrahedrons. When using the Lennard-Jones potential to describe atomic interac-
tions, the icosahedral arrangement has a significantly lower energy than those of
face-centered cubic and hexagonal close-packed structures with the same number of
atoms. He speculated that the icosahedral structure plays a key role in stabilizing the
liquid; that is why metallic liquids could largely be supercooled below their melting
temperatures, as experimentally observed by Turnbull [5]. Later, some MD simula-
tions confirmed this conjecture in monoatomic and binary Lennard-Jones liquids, in
which the degree of ISRO increases with supercooling [6, 7]. Until early in this
century, Reichert et al. [8] used the total internal reflection X-ray technique to
experimentally observe the five-order local symmetric structure in liquid Pd close
to a (001) surface of Si in Fig. 6.2 and predicated that this structural characteristic
exists in all close-packed monoatomic liquids. By combining the electromagnetic
levitation with neutron scattering or XRD, Schenk’s group has systematically
investigated the SRO of a variety of stable and supercooled liquids, Fe [9, 10], Ni
[9, 10], Co [11], Ti [12], and Zr [9, 10]; binary alloys Co-Pd [13] and Ti-Fe [14]; as
well as melts forming quasi-crystalline or polytetrahedral phases, such as Al-(Fe/Co)
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[15] and Al-(Cu/Fe)-Co [10, 16]. They found all the investigated metallic liquids
exhibit a small shoulder on the right side of the second peak in structure factor and
confirmed that this particular feature is closely related to the existence of the ISRO.
Similar results were reported in liquid Ni and Ti by Lee et al. [17], but the ISRO was
significantly distorted in the liquid Ti. In recent years, although the ISRO has been
intensively detected in many metallic liquids, it is not perfect as proposed by Frank
[18]; instead having different degrees of distortion and defects and even its fraction
varies largely in different systems [19-33]. For instance, Jakse et al. [34] applied the
first-principle MD simulations to investigate the short-range order of liquid and
supercooled Ta. They found although the liquid is dominated by fivefold symmet-
rical local structures, the fraction of ISRO is rare, mainly forming a complex
polytetrahedral-type order that is very close to that of A15 phase and its fraction
increases with increasing supercooling. Ding et al. [32] also argued that the full or
complete ISRO that has 12 neighbors and 12 fivefold bonds dominated only in the
specific systems, although the fivefold local symmetry may be universal in metallic
liquids and glasses. Li et al. [35] have reviewed the recent developments of the
fivefold local symmetry in metallic liquids and its key role in understanding of
structure-property relationship, like glass transition, dynamic crossover phenomena,
relaxation dynamics, and mechanical deformation.

When considering binary or even multicomponent metallic liquids, the liquid
structure become more complex and diverse due to different contents, types, and
atomic interactions between various elements. In addition to topological short-range
order, there exists chemical short-range order that requires separated analyses of the
local structure of different components. For example, Cheng et al. [36] and Ding
et al. [32] reported that the full ISCO was the dominant local motif around Cu atoms
in CuZr liquids, while the most popular short-range order around Zr was identified to
be 16-coordinated Kasper polyhedra. Decreasing temperature leads to an increase in
the number of Cu-centered full ISCO, showing a sharp increase near the glass
transition temperatures. In contrast to Cu-Zr alloys, the Ni-Zr liquids contained
relatively low fractions of ISCO. Holland-Moritz et al. [37] used neutron scattering
technique, and Huang et al. [38] performed the first-principle MD simulations to
investigate the structure of liquid NizeZre,4 eutectic alloy. They found significant
topological and chemical short-range orders in the liquid, and the local environments
around Ni and Zr atoms were more complex than ISRO due to the strong directional
interaction and large size difference between the two elements. Analogous results
were reported by Ding et al. [39] who revealed that in MgesCu,5Y (o alloy the
characteristic short-range order was dominated by Cu-centered bicapped square
antiprisms and tricapped trigonal prisms instead of ISRO. Moreover, these local
motifs showed weak temperature dependence with undercooling, quite different
from the ISCO in Cu-Zr and Cu-Zr-Al systems. To reveal how different local orders
are packed to form the three-dimensional disordered structures in metallic glasses,
some structural models have been proposed, as reviewed in Ref. [40]. Among them,
Miracle’s efficient cluster packing model [41] and Sheng’s quasi-equivalent cluster
model [42] are two most popular models, in which the solute-centered clusters can
be treated as the basic building blocks of metallic glasses, and the connection
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between them in a certain packing scheme, such as fcc, icosahedral, and dense
random packing by sharing solvent atoms in the shell, constitutes the medium-
range order (MRO). Many theoretical studies have confirmed that these structural
models are also suitable for the study of liquid structure. For example, the MD
simulation results of the rapid cooling process of Cugy sZr35 5 liquids indicated that
there existed a considerable number of MROs in the liquid above the melting
temperature, which was formed by the connectivity of icosahedral clusters. Upon
cooling, the MROs formed by different linking mechanisms, such as sharing vertex,
edge, face, and pentagonal-cap, exhibited different growth trends [43]. In terms of
the same simulation scheme, Fang et al. [44] discovered a Bergman-type MRO
around Cu atoms in the liquid Cug4 57135 5 alloy using the cluster alignment analysis,
which are formed by the outward expansion of icosahedral clusters and develop with
decreasing temperature. Using the ab initio MD simulation, Kang et al. [45] also
confirmed the existence of MRO structure in liquid Al;5Cuss alloy by clustering the
fivefold short-range ordered structures. Recently, neutron and XRD measurements
reported the presence of a pronounced pre-peak at a small ¢ range (1.5-2.0 A™") of
the structure factor in some liquid Al-based alloys, such as AlI-TM (TM=Mn, Fe,
Co, Ni, Cu, Ge) [46-50], Al-Fe-Co [16], Al-Fe-Ce [51], and ZrggPtyo [52], which
was interpreted as a diffraction peak broadening caused by MRO structures
(~0.5-2.0 nm) composed of icosahedral clusters [51]. Although numerous studies
have been performed to study liquid structures in various systems, in fact, no general
physical model or theory has been developed to unambiguously describe how atoms
are packed to form such short- and/or medium-range ordered structures without
long-range periodicity.

This review is composed of a brief introduction of the short- and medium-range
orders in metallic liquids in Sect. 1. Section 2 deals with some commonly used
experimental and computational techniques to characterize the liquid structure.
Section 3 summarizes the structural data of several representative metallic liquids
which could be used in space and examines the correlation of structure with viscosity
of Zr and ZrCu melts. Finally, a summary is presented in Sect. 4.

2 Experimental and Theoretical Methods

When a crystalline solid is exposed to X-rays, neutrons, or electrons, the regular
repeating arrangement of atoms gives rise to the sharp diffraction or Bragg peaks in
scattering experiments that can be used to identify the crystalline structure. In liquids
or amorphous solids, the atoms are not arranged in a regular array. Despite lack of
long-range atomic packing, they are not truly a random distribution of atoms and still
exhibit a certain degree of short-range order, thereby producing a diffuse intensity
peak in the scattering patterns. By analyzing the structure factor and PDF extracted
from the scattering data, one can obtain the average structural information of the
liquids and amorphous solids, e.g., the number of the nearest neighbors and the mean
interatomic distance, whereas the direct construction of three-dimensional structure,
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even locally, is very difficult only from the experimental point of view. Computer
simulations and some theories of liquids have been confirmed to provide key
insights to complement experimental investigations, not only giving reasonable
predictions of material properties but also allowing the atomic-scale structural
analyses by constructing the three-dimensional structure. However, the theoretical
methods also have inherent limitations, such as limited time and length scales, as will
be discussed below. To fundamentally understand the structure and properties of
metallic liquids, the combination of experimental and theoretical methods has an
advantage over either of them. Over a few decades, numerous experimental tech-
niques and computer simulations have been developed to investigate the liquid
structure in pure, binary, and ternary alloy systems, such as XRD, neutron scattering,
X-ray absorption fine structure, classical MD simulation, ab initio MD simulation,
and reverse Monte Carlo. Some review articles have provided an excellent descrip-
tion of various theories, methods, and experimental results [40, 53-55]. Here we just
give a brief introduction to them.

2.1 Experimental Methods
2.1.1 X-Ray/Neutron Diffraction

X-ray and neutron diffraction technique are powerful tools to investigate the local
and intermediate-range structure of liquids and amorphous solids. In particular, the
state-of-the-art synchrotron-based X-ray sources possessing highly collimated,
monochromatic, high-intensity, and high-resolution features as well as spallation
neutron sources enable to measure highly accurate diffraction patterns of disordered
systems up to the high ¢ region. When combined with high-efficiency area detectors,
it could achieve a continuous monitor of structural evolution as a function of time
and temperature. Experimentally, the coherent scattered intensity, /.(g), is related to
the total structure factor through the well-known relationship:

S(g) =———L+1 (6.2)

where (f(¢)) is the mean atomic scattering factor { f(q)) = > cafq(q), ¢, is the
a

atomic fraction of species (a) for XRD. For neutron diffraction, the mean coherent
scattering length (b) = > c,b, replaces (flg)). Since X-rays and neutron are

scattered by the electrons and nucleus, respectively, the scattering factor f{g) is a
function of ¢ for X-ray, while bound coherent scattering length b, the ¢ independent
in the case of neutron. Note that when the scattering vector g approaches zero, the
structure factor contains thermodynamic information for homogeneous liquids, i.e.,
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isothermal compressibility, y7, which is a very useful parameter to test the consis-
tency of theoretical calculations and experimental measurements [56]:

lim S(q) = pksTitr (6.3)

where p is the atomic number density, kg is the Boltzmann constant and 7 is the
absolute temperature.

The structure of disordered system can be described in real space in terms of PCF
g(r) which is a measure of the probability of finding an atom at a distance r away
from a given reference atom. Given the electron density approximation, the g(r) can
be obtained by Fourier transformation of S(g) over all values of g from zero to
infinity, as defined in Eq. 6.2. However, in real experiments, the available g values
are limited by instrument design to a range from g, t0 gmax SO from a practical
perspective the equation is re-written as

B 1 max o 4y sin(gr)
60 = Ut e [ anglsto — g (64)

inin

The quality of collimation usually determines g,,;,, and for most instruments, it is
sufficiently small that the terms from the transformation can be negligible. The upper
limit g,.x has a significant impact on the Fourier transformation, especially at low
r region of g(r) where spurious oscillation appears when terminating the integration
for a low gp,ax value [57-59]. In order to eliminate these termination ripples or errors,
a large value of g« is always expected in the practical experiments. However, it
should be noted that extending the range of ¢ might increase noise due to statistical
errors, as discussed by Toby and Egami [57]; thus a suitable g, has to be chosen by
balancing termination error and noise. By using synchrotron radiation source at the
ID-11-C at APS, we have succeeded in measuring structure factor of liquid Galn up
to g~20 A~" with good statistics in Fig. 6.1, and consequently the high quality of
PDF is obtained with low r fluctuations.

Another widely used correlation function in real space is the reduced PCF, G(r),
defined as

G(r) = 4mrpy(g(r) = 1) (6.5)

Compared with g(r), the main advantage of G(r) is that this function can be
directly obtained from the Fourier transformation of S(g) with no need of the average
number density, po. Furthermore, at low r region, the slope of the function is
proportional to pg. When we performed a series of in situ XRD studies of temper-
ature dependence of liquid structures, G(r) has become a good choice for character-
izing their structural evolution, especially if the liquid density is unknown. Radial
distribution function (RDF(r)) is also one important structure parameter in describ-
ing the local structure of disordered system, given by
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RDF (r) = 4xrpyrig(r) (6.6)

which can be integrated to obtain the average number of neighboring atoms in a
coordination shell

r r2
n= / RDF(r)dr = / drrpyr*g(r)dr (6.7)
r r

where r; and r, are the integration limits of the peak in g(r). The atoms around a
central atom are separated into shells of first, second, third, etc., with the increased
distances with the central atom. The average number of atoms in the first shell is
often called the nearest coordination number, CN for short, indicating a possible
geometrical arrangement of the atoms surrounding a given atom or short-range
order. It should be noted that the definition of the limits of the first shell is somewhat
arbitrary and four methods are proposed in the literature, including fitting and
integrating the area of the first symmetrical peaks in rg(r) or rg(r), integrating the
area of the first peak up to the extrapolated abscissa of the right side of the first peak
in RDF or to the first minimum between the first and second peaks in RDF, as
reviewed by Waseda [60]. Figure 6.3 gives the schematic diagram of RDF for
determining the CN. One could get different values by adopting different methods,
and sometimes a more reasonable CN is expected by averaging them.

In simulations, Voronoi tessellation [61] provides another sophisticated approach
to determine CN, which defines the minimum volume polyhedron around a given
atom whose faces are composed of the perpendicular bisecting planes of the vectors
pointing from the central atom to the neighbors. The total number of faces of a
polyhedron is equivalent to the CN. To avoid the involvement of atoms beyond the
first coordination shell, sometimes those small surface areas are ignored, or the
cutoff radius of coordination sphere is predetermined according to the minimum
between the first and second peaks in PDF. In our studies [62-66], we often evaluate
the CN by integrating the area of the first peak up to the first minimum in RDF in
Fig. 6.3d and the Voronoi analysis and find although different values might be
obtained, that it does not affect the relative variations of CN with temperature or
pressure. Similar conclusion was also supported by Schenk et al. who studied the
temperature-dependent structural evolution in liquid zirconium [9].

For multicomponent alloys, only total structure factor or total PCF is not insuf-
ficient to describe the chemical and topological SRO in the disordered system.
Therefore, it is necessary to extract information on element-resolved partial S(g).
In practice, there are a few somewhat different definitions of partial S(g), such as
Faber-Ziman formalism [67], Ashcroft-Langreth formalism [68], and Bhatia-
Thornton formalism [69]. The most usual form for these partials is the Faber-
Ziman (FZ) formalism, given by
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Fig. 6.3 Schematic diagrams of RDF for extracting the CN in terms of four different integration
limits. r is considered to be the left-hand edge in RDF. (a) r;, and r,, denote the peak position of the
first symmetrical peak in (a) rg(r) and (b) 72 g(r) curves, respectively. ry,. and ry.y are the
corresponding right-hand integration limit of the first peak made symmetrical than on the left. r/,
and r,, are (c) the extrapolated abscissa of the right-hand side of the first peak in RDF and (d) the
first minimum between the first and second peaks in RDF. (Reprinted from Ref. [60], with

permission @ 1980 by McGraw-Hill Inc.)

(@)=, cacpfala)fpa) (Sapla) — 1) (6.8)

where a and f represent the different atomic species in the material with n chemical
species, S,4(q) is the FZ partial structure factors, and f,(g) is the scattering factor of
species a that has to be replaced by b, in the neutron case.

The partial structure factors are related to the partial correlation function as
follows:
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Sap(q) =1 —l—po/ooo4zrr2 [gaﬁ(r) - 1} sinT(rqr)dr (6.9)
and
) =1+ s [ anlSute) — 1] g (610

Experimentally, it is possible to obtain the partial structure factors through
anomalous XRD [55, 70] and isotopic substitution in neutron diffraction [55]. The
atomic scattering factor is nearly independent of the X-ray energy except near the
absorption edge of the atom. That means if one intentionally tunes the X-ray energy
to the absorption edge of a particular element, the scattering spectrum from this
element would vary strongly with energy, known as the anomalous scattering, while
the scattering from other elements remains more or less constant. By taking advan-
tage of this special nature of interaction between an atom and X-ray, one can solve
the partial structure factors [71, 72]. For example, Waseda et al. [71] applied this
technique combined with neutron diffraction pattern to derive the three partial
structure factors of GeO, glass in Fig. 6.4a, b. But because the X-ray energy is
limited in the vicinity of absorption edge of atom, the resulting data are often of low
Gmax- On the other hand, since the neutron scattering length of an element is usually
different for different isotopes, isotopic substitution can be used to label a specific
element without affecting the chemical composition and structure of the material.
Taking a binary Ag,Se alloy as an example performed by Barnes et al. [73] in
Fig. 6.4c, d, all the partial structure factors are determined by obtaining the total
neutron structure factor for three samples with the identical chemistry and structure
but composed of different isotopes. In principle, by using isotopic substitution for
every element, all the partial structure factors can be determined. However, it is
difficult to implement in practice, especially if the sample contains more than two
elements and the preparation is too difficult to ensure the identical structure. Despite
the shortcomings of both methods, since neutron and X-ray interact with matter in
different ways, a combination of them provides diffraction data with different
contrasts. Salmon et al. offered a good example of the utility of a combination of
neutron diffraction and XRD in determining the ion-valence electron partial struc-
ture factor and the valence electron form factor in liquid lithium [74], offering
additional constraints on the RMC modeling to make the resulting configurations
more reliable [53], as discussed in 3.2. In recent years, combined with various
levitation techniques, the use of neutron diffraction or high-energy XRD has pro-
vided the best way to study the structure of the high-temperature and supercooled
liquids [9, 10, 15, 17, 19, 75-77].
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Fig. 6.4 (a) Three sets of the diffraction data of amorphous GeO, obtained from the anomalous
X-ray scattering at the Ge K absorption edge and the conventional neutron diffraction measure-
ments. (b) Three partial structure factors of GeO, glass estimated directly from the diffraction data
of (a) (Reproduced from Ref. [71], with permission @ 1990 by The Japan Institute of Metals). (c)
The total interference functions F(q) measured by neutron diffraction experiments for liquid Ag,Se
samples with three different isotopic compositions. “Net” indicates the natural isotopic composi-
tion. (d) Experimental partial structure factor for liquid Ag,Se alloys determined via the technique
of neutron diffraction with isotopic substitution. (Reproduced from Ref. [73], with permission
@1997 by IOP Publishing Ltd.)

2.1.2 X-Ray Absorption Fine Structure

Extended X-ray absorption fine structure (EXAFS), along with X-ray absorption
near-edge structure (XANES), is a subset of X-ray absorption spectroscopy, which
measures the absorption of X-rays by a sample as a function of X-ray energy. The
X-ray absorption coefficient of a material can be given by
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where E is the X-ray photon energy, is the transmitted X-ray intensity in measure-
ments, I, is the incident X-ray intensity, and d is the thickness of the sample.
Generally, X-ray absorption coefficient of a material decays exponentially when
the energy of the incident X-ray beam matches or is greater than the binding energy
(Ep) of a bound electron of an atom. The electrons are emitted by the photoelectric
effect described by Einstein, resulting in a sharp increase in X-ray absorption at
specific energy E, the absorption edge of a particular element. Each element has a
set of unique absorption edges corresponding to different excitation energies of its
inner shell electrons. X-ray absorption fine structure (XAFS) refers to the oscillatory
structure in the X-ray absorption coefficient just above an X-ray absorption edge in
Fig. 6.5, which is attributed to a quantum interference phenomenon between the
photoelectron from the excited core atom and the electrons in the surrounding
non-excited atoms. Therefore, by measuring the XAFS spectrum, one can provide
element-specific information on the local environment. The XAFS spectrum is
defined as

X(E) = [p(E) = po(E)]/ Ao (6.12)

where E is the X-ray energy, u(E) is the absorption coefficient, yy(E) is the relatively
smooth atomic-like background absorption, and Ay, is a normalization factor that
arises from the net increase at the absorption edge.

The low-energy XAFS spectrum within the first 50 eV above the absorption edge
is generally referred to as the XANES, which exhibits some strong absorption peaks
(Fig. 6.5) dominated by the multiple scattering resonances, thus enabling the local
chemical information in complex and disordered materials. Although the
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fundamental multiple scattering formalism of X-ray absorption is well established,
the interpretation and calculation of XANES are still a challenge [78]. In contrast,
from approximately 50 to 1000 eV, above the absorption edge is termed the EXAFS,
in which the photoelectron is scattered by a relatively simple way, mainly arising
from the single scattering contributions [79]. The standard EXAFS function is given
by

x(k) =" SiNr % sin (2kR + 25, + p)e 2R/HK) 720K (6.13)
where k is the so-called photoelectron wave vector, R is the interatomic distance
between the absorber atom and the neighboring atoms, Ny is the coordination
number, f(k)=lf{k)le’®™ is the backscattering amplitude, &, is central-atom partial-
wave phase shift of the final state, A(k) is the energy-dependent photoelectron mean
free path and o represents the fluctuation in R by thermal motion and the structural
disorder. A few ab initio computer codes have been developed for the calculation of
experimental EXAFS, e.g., IFEFFIT program [80], and then by Fourier transforming
the experimental y(k) to the real space PCF, the local structural information around
the absorber atom is extracted, including the coordination number and interatomic
distance.

Although XAFS has been recognized as a suitable tool to probe the local structure
of disordered system, it is rarely applied to metallic liquids, especially for the high-
temperature liquids. That is largely due to the experimental difficulties in preparing
the uniform and stable liquid specimen as thin as several micrometers to be pene-
trated by X-rays [81, 82]. Recently, in terms of tablet specimen with 10 mm diameter
and 1 mm thickness that were prepared pressing the mixtures of the well-ground
sample powder and boron nitride powder, Su et al. [83] successfully applied in situ
EXAFS technique to explore the temperature dependence of local structural evolu-
tion around Au and Ga atoms in the liquid AuyyGasg eutectic alloy. As shown in
Fig. 6.6, a series of the K- weighted y (k) spectra of Au Lyjj-edge and Ga K-edge and
corresponding nonphase-corrected R-space spectra were given in the temperature
range of 800-1073 K. By analyzing the temperature-dependent peak areas that is
related to the coordination number, they observed a significant local atomic packing
change at about 970 K around Ga atoms. Similar conclusion was also supported by
subsequent high-energy XRD and ab initio MD simulations.

2.2 Theoretical Methods

In the 1970s, the theory of liquids was rapidly developed for understanding and
predicting the properties of simple liquids and their mixtures [84—86]. For a given
interatomic potential of a simple liquid, its properties can be obtained from the
methods of statistical mechanics [85], initially including various forms of perturba-
tion theories, such as Barker and Henderson (BH) theory [87, 88]; Week, Chandler,
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Fig. 6.6 (aand c) The K- weighted (k) spectra of Au Ljj-edge and Ga K-edge of liquid Auy,Gasg
alloy obtained from in situ EXAFS in the temperature range of 800—1073 K, respectively. The blue
and red lines represent the structure at low and high temperatures, respectively. (b and d) The
nonphase-shift-corrected R-space spectra at the Au Ly-edge and Ga K-edge of liquid Auy,Gase
alloy by Fourier transform of k> — weighted spectra, respectively. (e and f) The temperature-
dependent evolution of two peak areas of R-space spectra at the Au Lj-edge and Ga K-edge,
respectively. (Reproduced from Ref. [83], with permission @2019 by the American Physical
Society)



6 Atomic Structure in Metallic Liquids 109

and Andersen (WCA) theory [89]; and optimized random-phase approximation
(ORPA) [90], as well as some integral equations for PCFs, such as the Percus-
Yevick (PY) approximation [91], mean spherical approximation (MSA) [92, 93],
hypernetted-chain (HNC) approximation [94], and their modified forms, like hybrid-
ized mean spherical approximation (HMSA) [95] and modified hypernetted-chain
(MHNC) approximation [96]. Recently, with the rapid development of modern
computers, a variety of direct computer simulation techniques ranging from classical
simulation techniques to quantum mechanical methods based on the density func-
tional theory (DFT) ushered in a rapid development. For studies of metallic liquids,
the most commonly used simulations include reverse Monte Carlo (RMC), classical
MD simulation, and ab initio MD simulation (AIMD), which help construct and
visualize the three-dimensional structure of the liquids.

RMC modeling technique has also been used successfully to model the structures
of liquids and amorphous materials. The review of this technique and its application
to metallic liquids and glasses has been given by McGreevy [53, 97]. The goal of
RMC modeling is to produce a plausible structural model, also referred to as a
configuration that can reproduce one or more sets of structural parameters, such as
PCF and structure factor, derived from experimental measurements. Thus, RMC
modeling is not a stand-alone computational method but relies on external input as
constraints. There are many different sorts of experimental data that can be used with
RMC modeling, such as structure factor and PCF from neutron, X-ray and electron
diffraction, XAFS, fluctuation electron microscopy, and nuclear magnetic resonance
signals. With the structure factor as the fitting parameter, the algorithm can be
summarized as follows: (1) Create an initial configuration with periodic boundary
conditions, and calculate the PCF g°(r) from the configuration. (2) Fourier transform
g°(r) to structure factor S°(g), and calculate the difference between the measured
S.(¢q) and predicted $°(¢) (x3 = Y1, (S°(q;) — $°(¢,))/0*(q;)), where the sum is
over the m experimental points and ¢ nominally represents the experimental error.
Superscripts e, o, and the following n means experiment, old, and new configura-
tions. (3) Randomly move atoms to generate a new configuration, and calculate the
new structure factor $"(g) and difference (y§ = >_r",(5°(q;) — S°(4))/0*(q;)) -
@) If ;(fl < ;((2), it is accepted, namely, the new configuration becomes the old one;
if 2 > y2, it is accepted with probability exp (— ()(fl — ;(%) /2). When repeating
steps 3 and 4, y* will decrease gradually until it reaches a predetermined tolerance.
Hereto, a resulting three-dimensional atomic configuration is achieved, which is
consistent with the experimental data within a certain error. In order to obtain a
physically stable and meaningful configuration, multiple independent data should
always be fitted simultaneously [62, 98—100]. Although RMC modeling does not
yield a unique configuration, it really helps provide structural information that is not
accessible directly from the experiments as well as to understand the relationship
between structure and some physical properties of interest. Specifically, since the
random movement of atoms in RMC modeling is realized by probabilistic statistics,
it tends to produce the most disordered structure that is consistent with the experi-
mental structural parameters within the given tolerance and cannot simulate the
dynamic properties of atoms.
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In MD simulations, Newton’s equations of motion are iteratively solved to obtain
the time-dependent positions and trajectories of each atom from which it is possible
to trace the atomic structure evolution as a function of time and temperature and to
extract various thermodynamics parameters and correlation functions by using
statistical mechanics and thermodynamics, thereby providing an effective means
for calculating the structure, dynamic, and thermodynamic properties of metallic
liquids under various conditions [101-105]. Depending on the forces between the
atoms and their potential energies, there are two different MD approaches, namely,
classical MD, which is based on the use of empirical interatomic potentials param-
etrized to experimental data, and AIMD, which often adopts density functional
theory (DFT) to calculate the interactions among the atoms in the ensemble. The
classical MD allows the simulation of a few millions of atoms over periods of a few
microseconds, in which the preciseness strongly depends on the effectiveness of
force field used in describing interaction between atoms [103—107]. One of the
simplest force fields for simulating the metallic liquid is hard-sphere model proposed
by Ashcroft and Lekner [108], which has only repulsive nature with one adjustable
parameter, namely, the hard-sphere diameter. Later various modified pair potentials
were developed by adding an attractive part that extends some distance away from
the shell of the sphere [109], enabling us to calculate various properties of some
simple liquids, like alkali metals and alkali earth metals, in a meaningful way, e.g.,
the predication of liquid structure in terms of the structure factor and PCF [110-
117]. However, these pair potentials omit a crucial piece of the physics of metallic
bonding and so fail to describe the non-simple metallic liquids that possess relatively
complex electron structures. Until the end of the 1980s, a great progress has been
made in many-body interaction potentials that include the effects of three or more
atoms interacting with each other, such as the embedded-atom method (EAM) [118],
tight-binding method (TBM) [119], the glue model (GM) [120], and the effective
medium theory (EMT) [121]. As for the EAM potential, the total energy is
represented by a sum of pair potentials and embedding energies for the atoms
whose parameters can be tuned by fitting to some experimental bulk properties to
accurately reproduce certain material properties [122]. However, it is not always
sufficiently transferable to calculate new properties or new thermodynamics states.

AIMD methods, instead of empirical interatomic potential functions as input,
utilize interatomic forces generated directly from the electronic structure calculations
based on quantum mechanics, thereby yielding more accurate predictions of atomic
structure as well as electronic properties than classical MD methods. Traditionally,
the electronic structure is described by using Kohn-Sham (KS) formulation of the
DFT [123]. In the Born-Oppenheimer (BO) methods to AIMD, the calculations of
electronic structure and the atomic motion are carried out separately [124]. By self-
consistently solving the KF formulation, one can obtain the ground-state electronic
density and the resulting properties, such as energy, eigenvalue, and forces on the
nuclei. The atomic motion follows classical Newton’s equations of motion without
considering the quantum effect. For each ion step (update of the ion positions), an
explicit electronic minimization is required. In contrast to BO-MD, the Car-
Parrinello method introduces fictitious electronic dynamical variables, writing an
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extended Lagrangian for the system which leads to the coupled equations of motion
for both ions and electrons [101]. After the initial standard electronic minimization,
the fictitious dynamics of the electrons makes them approach the electronic ground
state in the simulation process, thus avoiding resolving the KS formulation for each
new ionic configuration. Obviously, the CP-MD simulations greatly save the com-
puting resources compared to the BO-MD and have been successfully applied in
describing the structural, dynamical, and electronic properties of metallic liquids.
Although high accuracy for the energies, dynamics, and structure can be achieved
using the Kohn-Sham version of DFT [123], it is always limited by high computa-
tional cost associated with the matrix diagonalization and orbital orthonormalization
that limits studied ensembles very small about a few hundreds of atoms on a limited
time scale (about picoseconds) [21, 27, 64, 123, 125-131]. To overcome this issue,
the so-called orbital-free density functional theory (OF-DFT) has been developed in
recent years due to its advantage in numerical simplicity and efficiency
[132, 133]. The OF-DFT uses electron density as the sole variable in description
of the electronic state and employs a kinetic energy density functional to evaluate the
kinetic energy directly from the electron density, rather than electronic orbitals in the
KS scheme. Although these simplifications make the OF-DFT less accurate than
KS-DFT due to the lack of accurate approximations for the kinetic energy functional,
it is possible to perform simulations with the larger number of atoms and longer runs.
Studies on the thermodynamic properties and structure of several liquid metals, such
as lithium [134, 135], cesium [136], aluminum [137], magnesium [138, 139], zinc
[140], iron [141], and noble metals [142], have demonstrated its efficiency.

3 Structural Studies on Metallic Liquids

Since the pseudopotential theory of the crystal structures has been reviewed in 1970
by Heine and Weaire [143], some characteristic trends of the stable crystal structure
of elements in periodic table were revealed [144], e.g., (i) the change from metallic
structures in Groups I-III to more covalent structures in Groups IV-VI with decreas-
ing coordination number; (ii) an increasing distortion in Group II with increasing the
atomic number (Zn and Cd), culminating in a unique structure for Hg; and (iii) a
similar phenomenon in Group III of a unique structure for Ga but then a return to a
less distorted structure for In and finally to a close-packed structure for TI as the
atomic number increases. It was suggested that some of these trends might persist in
the liquid state [145]. Hafner and Jank [115, 146-148] presented systematic inves-
tigations of the trends in the structural and electronic properties of liquid IIA, IIB,
IITA, TVA, and VA elements across the periodic table using classical MD calcula-
tions. They found that Group II elements from Mg to Hg (Mg, Zn, Cd, Hg) show an
increasing distortion of the hard-sphere-like structures. The most pronounced man-
ifestation of this trend is the shape change of the first peak in S(g), from symmetrical
as observed in Mg to asymmetrical in Zn, Cd, and Hg [146]. As for Group IVA
elements from Si to Pb, a transition from the open, low-coordinated structures of
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liquid Si and Ge (CN ~ 6-7) to the close-packed structures of liquid Sn and Pb
(CN ~ 10-11) was revealed, accompanied by an electronic transition from a free-
electron-like density of states with strong s-p hybridization in Si to well-separated
s and p bands in liquid Pb [147]. The trend of trivalent elements in Group IIIA (Al,
Ga, In, TI) becomes much more complex both in the crystalline and liquid structures
[115]. Structural changes are from a close-packed structure in Al (CN = 12 in fcc
structure and 11.5 in the melt) to a somewhat loosely packed atomic structure in Ga
(CN = 7 in orthorhombic -Ga and 9-10 in liquid Ga), then a return to more regular,
close-packed structures in In and T1 (CN = 12 in bct-In, hcp-Tl, and 11.6 in both
liquids). Contrary to this nonmonotonic variation in the atomic structure, the elec-
tronic density of states shows a gradual transition from a nearly free-electron model
in liquid Al to a density of states with a pseudo-gap separating s and p bands in liquid
and crystalline Tl. They argued that all these distorted or open, low-coordinated
structures arise from the modulation of the random packing of atoms by the Friedel
oscillations in the effective interatomic potentials, but these modulations are damped
by relativistic effects, leading to a return to more closely packed liquid structures and
to the formation of a characteristic “s-p gap” in the electronic spectrum.

Waseda [60, 110] summarized a large amount of diffraction data of pure elements
in the liquid state just above their melting points and classified liquid structures into
three different categories according to the shape of the main peak of static structure
factor S(g) or the PCF g(r). The first class is the hard-sphere-like simple structure,
which exhibits a very symmetrical main peak in both S(g) and g(7). The ratios of the
positions between the second and the first peaks in these functions are about
q2/q1=1.86 and r/r; = 1.91, and the nearest coordination number (CNs) varies
between 9 and 11. Alkali metals (group I, Li-Rb), alkali earth metals (group II,
Mg-Sr), Al, Pb, and most transition metals belong to this class. The second class is
called the “distorted” liquid structure, which is characterized by the skewed main
peak of S(g) or g(r). The ratios of peak positions for g,/q; and r,/r; slightly deviate
from ideal values 1.86 and 1.91, respectively, and the CNs are between 10 and 11.
The typical examples of this sort are Zn, Cd, Hg, In, and T1. The third type has an
“anomalous” structure, indicated as one shoulders or humps on the high ¢ side of the
first peak of S(g) or subsidiary maxima in g(r) located in between the two main
maxima. The ratios of peak positions strongly show non-ideal values, and they have
low CN around 9 and 10 (6 for Ge and Si). Ga, Si, Ge, Sn, and Bi fall into the type.
Waseda’s classification has been greatly recognized, but the results strongly depend
on the liquid structure near the melting point. As for the liquid structures at the
elevated temperatures and how large the temperature effect, more discussion will be
given in the following.

Besides the consideration of the first peak of S(g), a clear shoulder on the high
q side of the second peak was observed in liquid Fe [9], Ni [9], Co [11], Ti [12], and
Zr [9] by Schenk and co-workers who performed a series of energy-dispersive XRD
or neutron scattering measurements combined with electromagnetic levitation tech-
nique, which becomes more pronounced with increasing the degree of undercooling.
They applied some different geometries of local clusters, namely, bcc, fcc, hep,
icosahedron, and dodecahedron, to simulate the structure factor for large g values,
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and found that only the ISRO, in particular the larger polytetrahedral aggregates
(such as dodecahedra), can well reproduce the particular feature of the second
oscillation. For several static and dynamic properties of the liquid 3d transition
metals, readers can refer to a recent review given by Del Rio et al. [149]. As
discussed in Section 2, the ISRO is believed to dominate the local structure of
most pure metallic melts, like copper, but the question is why some elements display
an asymmetrical form of the second peak in structure factor, while others do not.
Thus next, we summarize more details on the existing experimental and theoretical
structural information and properties of some metallic liquids, which have been used
in space.

3.1 Magnesium (Mg) and Aluminum (Al)

Magnesium is considered as the simplest divalent metal, which belongs to the group
of the alkaline-earth metals, among which magnesium has the lowest melting
(923 K) and boiling point (1363 K). The static structure factor of liquid magnesium
was first measured by Waseda using XRD technique at 953 K, which displays a very
symmetrical principle peak at a position of about 2.42 A~" [60]. Takeda et al. [150]
presented the first neutron diffraction data of liquid magnesium at 953 K and
estimated the electron-ion correlations by utilizing the difference of structure factor
compared with Waseda’s data. It is well known that neutrons, being scattered by
nuclei at the centers of ions, determine the ionic structure factor, while X-rays are
scattered by electrons, which include both core electrons bound to ions and valence
electrons surrounding them. In general, the measured structure factors derived from
different scattering mechanisms are almost coincident within the experimental
errors, but small differences can still be detected by sufficiently accurate measure-
ments, from which the electron-ion and electron-electron correlations may be
extracted. Recently, Tahara et al. [151] performed another X-ray and neutron
diffraction experiments and discussed the static structure of liquid magnesium and
the electron-ion correlation. The overall feature of new measured structure factors
resembled with the earlier data of Waseda and Takeda, but the height of the first peak
was larger, and the second oscillation exhibited an asymmetry shape that cannot be
reproduced by the hard-sphere model. The peculiar feature of the second peak in
structure factor was also found in several transition metals, such as Fe [9], Ni [9], Zr
[9], Co [11], and Ti [12], which could be related to the icosahedral short-range order.

Many theoretical works have been reported to study the static structure and
thermodynamic properties of liquid magnesium through the use of various effective
interatomic potentials constructed either by fitting to experimental data or derived
from some approximate theoretical models. Although the lack of consistency
between various potentials in many aspects, such as the height of the positive
hump beyond the minimum, the depth of potential valley at the nearest neighbor
distance, and the strength of Friedel oscillation at the longer distance, it is possible to
obtain a good description of liquid structure of magnesium. For example, 20 years
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ago Hafner [146] calculated the atomic and electronic structures of the liquid
divalent metals near the melting point, including magnesium, by using effective
interatomic pair potential derived from the first-principle optimized plane wave
(OPW) pseudopotentials of Harrison. The theoretical calculations for both static
structure factor and PCF based on the classical MD simulation showed good
agreement with the available XRD data of Waseda [60]. In addition, the electronic
density of states (DOS) indicated that among all alkali earth metals, only liquid
magnesium was reasonably well described by the nearly free-electron model. A deep
minimum was observed in the DOS of liquid beryllium at the Fermi level, and the
electron structures of calcium, strontium, and barium were much complicated due to
the partial occupation of the d band. Gonzalez et al. [152] presented the calculation
of the liquid structure of the alkaline-earth metals (Be, Mg, Ca, Sr, and Ba) near their
melting points by combing the neutral-pseudoatom (NPA) method-derived
interionic pair potentials with the variational modified hypernetted-chain equation
(VMHNC) theory of liquids. Their predicated results yielded good agreement with
those of experimental data for all alkaline-earth metals, apart from the fact that the
height of the main peak in the simulated structure factor and PDF was higher than
those deduced from the experiments. By using the same effective pair potential,
Alemany et al. [116] performed MD simulations to study the static structure and
dynamic properties of liquid alkaline-earth metals (Mg, Ca, Sr, and Ba). Likewise,
their simulated structure factor and shear viscosity were also consistent with the
available experimental data. Kang [153] utilized the perturbative hypernetted-chain
(PHNC) equation to model the liquid alkaline-earth metals (Be, Mg, Ca, Sr, and Ba)
in combination with optimized nonlocal model potential (OMP) proposed by Shaw.
A reasonable structure factor and PDF near melting point was predicated compared
with experiments other than Ba. Recently, Wax et al. [117] performed another MD
simulation to investigate the static structure, dynamic, and thermodynamic proper-
ties of liquid alkaline-earth metals (Be, Mg, Ca, Sr, and Ba), where an effective pair
potential obtained from the second-order pseudopotential perturbation theory orig-
inally developed by Fiolhais et al. [154] was applied in the simulations. The
agreement between the structure factor and binding energy obtained experimentally
and by MD simulations was also satisfactory. However, different trends were
observed in self-diffusion coefficient from Mg to Ba when compared with the results
of Alemany et al. [116], which displayed a monotonous decrease, while Wax’s
calculations indicated that Mg has smaller self-diffusion coefficient than
Ca. Different pair potentials produce the similar liquid structures but might result
in different dynamic properties; thus the self-diffusion coefficient could be used as
an effective variable to judge the quality of potentials applied. Unfortunately, the
experimental data on dynamic properties are scarce for alkaline-earth metals; thus it
cannot determine which potential is more reliable now.

The first-principle MD simulations were also undertaken to study the static
structural and dynamic properties of liquid magnesium. The first Kohn-Sham ab
initio MD (KS-AIMD) simulations of liquid magnesium were performed by de Wijs
et al. [155] who used 90 atoms to calculate atomic and electronic structures near the
melting point. Their calculations provided a correct description of liquid structure
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Fig. 6.7 (a) Static structure factor of liquid magnesium at 953 K. (Open circles) Experimental
X-ray diffraction data from Waseda [60]. (Triangles and squares) Experimental X-ray diffraction
and neutron scattering data at 973 K from Tahara et al. [151]. (Continuous line) OF-AIMD
simulations calculated by Sengiil et al. [139]. The inset shows the comparison of the second
peak. (b) Static structure factor of liquid aluminum at various temperatures. (Continuous line)
High-energy X-ray diffraction data measured by Mauro et al. [162]. (Filled and open circles) X-ray
diffraction data from Waseda [60] at 670 °C and 1050 °C. (Filled and open triangles) Neutron
scattering data from Stallard et al. [161] at 703 °C and 1029 °C

and the valuable insights into the ion-electron correlation. To reduce the computa-
tional cost, Anta et al. [138] used orbital-free ab initio MD (OF-AIMD) method to
simulate the liquid magnesium, whose results were virtually coincident with those of
KS-AIMD simulations. Later, Sengiil and co-workers [139] also used OF-AIMD
method to calculate several static and dynamic properties of liquid magnesium. As
shown in Fig. 6.7a, their calculated structure factor well reproduced the XRD and
neutron diffraction data of Tahara et al. [151], particularly for the height of the first
peak and the asymmetrical shape of the second peak in structure factor. In addition,
the OF-AIMD results indicated that the liquid magnesium was dominated by the
fivefold symmetry containing a considerable amount of perfect and defective icosa-
hedral short-range order. The calculated dynamic structure factor showed a reason-
able agreement with the experimental IXS data of Kawakita et al. [156], and
transport coefficients, i.e., self-diffusion coefficient (0.51 A? psfl) and shear vis-
cosity (1.35 GPa), compared to the CMD results of Alemany et al. [116]. So far, the
studies of liquid magnesium are confined near the melting point. Debela et al. [157]
presented the detailed studies of temperature-dependent structural evolution of liquid
magnesium by sorting to a series of AIMD -calculations. During cooling from
1700 K to 900 K, they found that the interatomic distance and the nearest neighbor-
ing coordination number both increase in the liquid and undercooled liquid magne-
sium. Using various local structural analysis methods, they revealed that further
cooling resulted in the formation of metastable body-centered cubic-like nuclei at
about 800 K which finally transformed into stable hexagonal closed-packed phase at
low temperatures. Such crystallization pathway was consistent with the predication
by Alexander and McTague that bce ordering near the melting point could be easily
formed in the undercooled liquid of elements.
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Aluminum is the most abundant metal and the third richest element in the earth’s
crust after oxygen and silicon. Due to its low density of 2.73 g/cm?, high electric and
thermal conductivity, excellent weldability, great strength, and good resistance to
corrosion through surface passivation, aluminum, and its alloys have been exten-
sively used in modern aerospace, automotive, transportation, and construction
industries. Aluminum products are generally prepared by quenching the high-
temperature melts; thus the deep understanding of its liquid structure and accurate
control of the microstructure evolution in pure aluminum and aluminum-based
alloys is of major importance in the production process for specific applications.
At ambient condition, liquid aluminum crystallizes into the face-centered cubic
structure with CN = 12 atoms at a distance of 2.86 A.

Considerable experimental and theoretical studies have been made to explore and
understand liquid structure and dynamics of aluminum near the melting temperature,
but only a few focused on the structural change caused by temperature variation. The
earlier studies on liquid structure of aluminum were performed by Gamertsfelder
[158], Black and Cundall [159], and Fessler et al. [160] who used XRD technique to
obtain the radial distribution function of liquid aluminum at several temperatures
within the range of 670-1000 °C, but the quality of these data are poor. Later,
Waseda et al. [60, 161] provided relatively accurate structure factor for liquid
aluminum at 670, 750, and 1050 °C using XRD technique. As the temperature
increases, the positions of the peaks of structure factor remain nearly unchanged, but
their breadths significantly increase, and peak amplitudes decrease. The measured
structure factors showed a very symmetrical main peak located at about 2.68 A. The
ratio (g,/q;) of the position of the first peak (g;) to that of the second peak (g5) is
1.85, in accordance with those of simple liquid metals, such as alkali metals which is
rather well described by a dense random packing of hard spheres. The same ratio (g»/
q) value and variation of peaks were also revealed by Stallard and Davis [162] who
first measured the structure factor in a large ¢ region (O<g<15 A™') using neutron
diffraction technique at 703 °C and 1029 °C. Recently, Mauro et al. [163] used high-
energy synchrotron XRD combined with electrostatic levitation techniques to pro-
duce a series of high-quality diffraction data and PCFs of liquid aluminum in the
temperature range of 850 °C to 1000 °C in Fig. 6.7b. Consistent with previous
studies, the primary peak position of structure factor remains nearly unchanged at
about 2.68 A~ with increasing temperature, but the amplitude decreases signifi-
cantly. Their atomic structural analyses by using reverse Monte Carlo simulations
indicated that liquid aluminum contained a high degree of icosahedral order and a
modest amount of body-centered cubic (bcc) order.

The hard-sphere model was the most commonly used to describe the simple
liquid metals, for example, Ashcroft et al. [108] and Vahvaselki [164] calculated the
S(g) for hard spheres according to the Percus-Yevick equation with the packing
density of 0.45, which reproduced the main peak of experimental S(g) of liquid
aluminum at 667 °C. Later, Gopala Rao and Murthy [165] introduced a square-well
potential on the hard-sphere reference system and reproduced the experimental
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structure factor and radial distribution function of liquid aluminum at 670 °C and
750 °C. Molecular dynamic (MD) simulations were also used to investigate the
liquid aluminum.

For example, Ebbsio et al. [166] reported the first MD simulations of structure
and dynamics studies of liquid aluminum near the melting temperature using three
different pair potentials in which two of them were deduced from nonlocal
pseudopotentials and the other one based on local Ashcroft pseudopotential. Despite
difference in shape of three potentials, the static structure factors and PDF obtained
showed an overall similarity, which agreed with the experimental data, whereas the
calculated dynamic structure factors deviated from the experiments. Hafner and Jank
[115] systematically studied the atomic and electronic structures of the trivalent
metals Al, Ga, In, and Tl by using classical MD simulations. Their MD results
showed a complex trend in the liquid structures from Al to TI as mentioned above.
Moreover, the calculated structure factor and PCF in liquid aluminum based on a
local empty-core potential and an optimized nonlocal pseudopotential with relativ-
istic core functions both yielded an excellent agreement with experiment. Li et al.
[167] simulated the cooling process of the liquid aluminum with different cooling
rates by the use of a semi-empirical tight-binding potential. Their calculated PDF
and local structural analyses revealed that the different cooling rate would lead to a
different microstructure in the system, e.g., fast cooling rate favors the formation of
amorphous structure, and slow cooling rate leads to crystallization. Similar studies
on the solidification of liquid aluminum were also reported by Shen et al. [168] and
Hou et al. [169] who pointed out that the liquid and glassy aluminum are
predominated by icosahedral clusters, but the former overestimated the amount of
face-centered cubic and hexagonal close-packed SROs compared with Hou’s MD
simulations [169] and Mauro’s RMC results [163].

There exists a variety of pseudopotentials that are derived from first-principle
calculations, or fitted and parameterized to certain experimental data, all of which
should, in principle, yield similar results for any given property in the same system.
However, the fact is that the choice of pseudopotential greatly affected the final
results. As discussed by Jiang et al., they systematically examined the thermody-
namic and structural properties of aluminum using MD simulations derived from
seven embedded-atom potentials over a wide temperature range [170]. Conse-
quently, they found MKBA potential [171] could yield the best liquid structure at
973 K, while MDSL [172], WKG [173], and ZJW potentials [174] predict either a
little more ordered or disordered liquid structure in comparison with the XRD result.
In addition, MKBA and MDSL potentials could give quite accurate prediction of
thermodynamically equilibrated melting points and were confirmed much more
suitable for the description of solid-liquid phase transition of aluminum than others.

To overcome the influence of pair potential option, a different approach based on
the density functional theory (DFT) was developed, like Kohn-Sham ab initio MD
(KS-AIMD) and orbital-free (OF)-AIMD simulations, which determined the liquid
structure and properties via the self- consistent electronic structure calculations
instead of model interaction potentials. For instance, Alemany et al. [126] studied
the static, dynamic, and electronic properties of liquid aluminum near its triplet point
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(1000 K) by means of 205-particle KS-AIMD simulations, giving results in good
accordance with experiments. Appling the same scheme, Fang et al. [175] simulated
the cooling process of liquid aluminum with 108 atoms and revealed the competition
between icosahedral and face-centered cubic (fcc) short-range orders in normal and
undercooled liquid of aluminum. In terms of OF-AIMD simulations, Anta et al.
[138] calculated the ionic and electronic structure of liquid aluminum near the
melting point using 115 atoms, and Gonzalez et al. [137] described the liquid static
structure as well as dynamic properties of aluminum at 943 K and 1323 K with
500 atoms. Although the system size of AIMD simulation is limited to a few hundred
atoms compared with the thousands of classical MD, the calculated static and
dynamic properties of liquid aluminum showed a satisfactory agreement with the
experimental data. Recently, by using AIMD, Jakse and Bryk [176] studied the
structure and dynamics of liquid Al with pressure along the melting line-up to
300 GPa. They found that the liquid Al undergoes uniform compression with
pressure associated with a competition of the existing icosahedral local order with
bce ordering above 200 GPa. Dispersion of collective excitations indicates the
presence of two non-propagative branches of transverse modes in the second
pseudo-Brillouin zone. Under pressure, the second high-frequency branch manifests
as the second peak position in transverse current correlation functions, while it
corresponds to a smeared-out high-frequency shoulder at ambient pressure. The
peak locations in vibrational density of states are closely related with the two
transverse collective excitations and their linear evolution with density.

3.2 Titanium (Ti) and Zirconium (Zr)

Titanium and its alloys are widely used in aerospace, marine, military, industrial
processes, medical prostheses, dental instruments and implants, sporting goods, and
other areas, due to their excellent mechanical properties, high strength-to-density
ratio, and strong corrosion resistance. Accurate measurements of the thermophysical
properties of liquid titanium and understanding of its structure are very important to
optimize existing or to design new Ti-based materials with better performance.
However, because of experimental difficulties arising from its high melting point
(1662 °C) and chemical reactivity, only a few works have been reported on the
structure of liquid titanium which has nearly empty d-bands.

The structure factor and PCF of liquid titanium were first obtained in 1975 by
Waseda and Tamaki [177] using the XRD technique. A quite symmetrical main peak
was observed in structure factor with the peak position g, = 2.45 A, which
remained unchanged with increasing temperature from 1700 to 1850 °C, except a
slight decrease in amplitude. Thirty years later, Lee et al. [17] performed another
XRD measurement in conjunction with electrostatically levitation technique to
investigate the local structure of liquid titanium at temperatures above and below
its melting point. Their measured structure factors wholly shifted toward to the high
q region compared to those of Waseda [177], with the principle peak located at
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Fig. 6.8 (a) Comparison of
the static structure factor of
liquid titanium at two
thermodynamic states above
and below their liquidus
melting points (Reproduced
from Ref. [17], with
permission @2004 by the
American Physical Society).
(b) Structure factors and (c)
pair correlation functions
obtained from the
combination of neutron
diffraction and
electromagnetic levitation
techniques for liquid
zirconium at different
temperatures above and
below their melting points.
(Reproduced from Ref. [9],
with permission @2002 by
the American Physical
Society)
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g1 = 2.65 A=, In addition, a significant shoulder on the right ¢ side of the second
oscillation was observed, approximately at g», = 5.09 A~', which is even more
intense than the second peak locating at ¢, = 4.66 A~'. Although similar shoulder
was also reported in other liquid transition metals, like iron [9], cobalt [11], and
nickel [9], its intensity was lower than the second peak itself. Moreover, with
undercooling, the shape and relative intensity between the second peak and shoulder
changes were less than those observed for liquid nickel. Figures 6.8a and 6.11d show
the comparison of structure factors for liquid titanium and nickel by using two
different levitation (electrostatic levitation vs electromagnetic levitation ) and dif-
fraction (X-ray vs neutron) techniques [9, 17] as well as the traditional X-ray
measurements by Waseda et al. [177], respectively. Following the same analysis
approach of Schenk et al. [9, 10], they found the icosahedral clusters must be
distorted for the best fit of the experimental data for liquid titanium. They explained
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Fig. 6.11 Structure factors
obtained from the
combination of neutron
diffraction and
electromagnetic levitation
techniques for liquid (a) iron
and (b) nickel at different
temperatures above and
below their melting points,
together with (c)
supercooled nickel at a
temperature 7 = 1435 K.
Circles in (c) represent
experimental data, lines give
the results of simulations A | [ IR LEPE N 5
assuming bee, fec, 2 3 4 5 6 7 8 91011 12
icosahedral, and
dodecahedral short-range
order, respectively. o
(Reproduced from Ref. [9], %\ Ni, T=1435K
with permission @2002 by j
the American Physical
Society). (d) Comparison of
the static structure factor of
liquid nickel at two
thermodynamic states above
and below their liquidus
melting points. (Reproduced
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that this distortion of icosahedral cluster results from some angular dependence of
the atomic potential in early transition metals, like titanium due to s-d hybridization
effects. More recently, Holland-Moritz et al. [12] have conducted neutron diffraction
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experiment combined with electromagnetic levitation technique to explore the SRO
of stable and undercooled liquid titanium, but they did not observed the peculiar
shape of the second peak in structure factor; instead, it is fairly symmetrical with the
maximum occurring at ¢, = 4.9 A~ smaller than 5.1 A~ reported by Lee et al.
[17]. Also by simulating the structure factor in large ¢ regime using the assumption
that the melt contains one dominant cluster [9], they found that the measured
structure factor of liquid titanium can be well described under the assumption that
undistorted icosahedral SRO prevailed in the liquid and even a better fit was
achieved by assuming the presence of larger polytetrahedral clusters, such as
dodecahedra. For the two different conclusions drawn, it is clear that further studies
are strongly required as their current discussion is based on available experimental
data of their own.

Some theoretical works have also been conducted to provide more information
about the liquid structure of titanium. For example, Kim and Kelton [26] used
reverse Monto Carlo method to simulate Lee’s experimental data of liquid titanium,
nickel, and zirconium and made a comparison of their local structures. Their
calculated results indicated that the icosahedral short-range order in undercooled
liquid titanium is more distorted than in liquid zirconium and nickel. Recent ab initio
cluster studies performed by Lee [178, 179] also support a distorted shape of
icosahedron in titanium and revealed that such distortion is caused by the strong
interaction between surface atoms but not associated with the core atom. Moreover,
the distortion becomes more severe by adding atoms onto the surface of titanium
icosahedral clusters resulting in shorter bond lengths among surface atoms, while no
change was observed in the case of nickel cluster. Consequently, the constructed
distorted 15 atom-containing abundant short bonds give a better description of
experimental structure factor of liquid titanium than by the simple 13-atom icosa-
hedra, particularly reproducing the reversed symmetry of the second oscillation.
More recently, del Rio et al. [56] performed another AIMD to investigate the static
and dynamic properties of liquid titanium near its melting temperature. Their
calculated structure factor resembled well with the Lee’s experimental data, includ-
ing a pronounced shoulder in the second peak. From a detailed common neighbor
analysis (CNA), they pointed out that the liquid titanium was dominated by the
fivefold structures, supporting the existence of icosahedral short-range order, and
these icosahedral clusters were somewhat distorted as compared to the ideal
icosahedral one.

Zirconium, as one of important alloying elements, has the similar physical and
chemical properties with titanium. Due to its high melting temperature (7}, = 2125 K),
good resistance to corrosion and heat, high hardness and strength, zirconium, and its
alloys have been widely used in high-temperature applications, such as nuclear
reactor, space, and aeronautic industries [180-182]. The liquid structure of zirco-
nium was first studied by Waseda and Ohtani [183] who performed XRD experiment
to obtain the structure factor and PCF at 2173 K. The structure factor displays a very
symmetrical main peak with its maximum locating at ¢; = 2.32 A", Analogous to
titanium, the new measured neutron structure factor by Schenk et al. [9] shifted
toward the high ¢ side with the first maximum of about 2.42 A", compared to earlier
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data [183], and accompanied by a shoulder on the high g side of the second peak in
Fig. 6.8b. Subsequently, Jakse et al. [21, 127] further investigated the short-range
order in the liquid zirconium and its evolution upon undercooling by applying a
series of AIMD simulations. In addition to discovering the prevalence of complex
icosahedron-type atomic packing than the simple 13-atom icosahedral one in stable
and undercooled zirconium, they also revealed a gradually strengthening competi-
tion between the large polytetrahedral short-range order and the bcc-type order upon
undercooling. The presence of both icosahedral character and bee-type short-range
order in the liquid zirconium was also supported by Wu et al. [184] using the same
simulation scheme and by Kim and Kelton [26] based on a reverse Monte Carlo
analysis of high-energy XRD data as well as by Gheribi [185] and Su et al. [77] who
both adopted classical MD simulations. Besides, Su et al. [77] also explored the
relationship between the local structure and viscosity of stable and undercooled
liquid zirconium. They found at high temperature, high potential energy allows more
low-coordinated clusters to survive in the liquid zirconium. Meanwhile their spatial
correlations are weak, making the liquid high mobility and low viscosity. With
decreasing temperature, the high-coordinated clusters and their strong spatial corre-
lation increase, resulting in the increase of the local stability and viscosity. From the
MD results, they also observed a liquid-to-liquid crossover in temperature-
dependent internal energy, the nearest neighboring coordination number, and certain
short-range order, like <0,3,6,4> indexed clusters.

Oxygen as an impurity (from a few to a few thousands ppm) presents in all
metallic liquids, which affects physical properties of metallic liquids. Here we
present one example, oxygen in Zr liquid effect on viscosity [77]. The oxygen
concentration of the investigated Zr sample was indirectly determined in each
cycle by the temperature width of the allotropic phase transformation of Zr above
T=1137 K. Figure 6.9a exhibits a reproduced Zr-O phase diagram [186] in which the
heating of Zr-O above 1137 K leads to an allotropic phase transformation from the
hexagonal a-Zr to the cubic -Zr. The temperature gap between the lower border of
B-Zr and the upper border of the a-Zr can be roughly used to determine the oxygen
concentration. From a typical temperature-time diagram in Fig. 6.9b, the a-Zr to B-Zr
transition is clearly visible, and the AT is about 92 K, corresponding to the oxygen
concentration of about 1.71 at.% in the Zr-O phase diagram. By this way, the
averaged oxygen concentration in the liquid Zr during the investigation is about
1.2 + 0.5 at.%. The black squares in Fig. 6.9c¢ illustrate the temperature-dependent
viscosity of undercooled liquid Zr (with 1.2 £ 0.5 at.% oxygen) measured in the
EML experiments.

The black solid line represents a fit with the Vogel-Fulcher-Tammann (VFT)
equation [187]:

ToD*
1 = 1o €Xp T — TO
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Fig. 6.9 (a) The reproduced Zr-O phase diagram. (b) A typical temperature-time diagram for one
measurement where the a-Zr to -Zr transition is clearly visible with the AT of about 92 K. (¢) The
viscosity of stable and undercooled liquid Zr (1.2 £ 0.5 at.% oxygen) measured by EML experi-
ments (black squares), modeled viscosity of pure Zr at liquidus temperature by the Andrade model
(blue pentagon), and MD simulations (red circles) [77]

where 7 is the viscosity at infinity temperature and Ty is the VFT temperature, while
D* represents the fragility index of a liquid. 7o, Ty, and D* are used as fit parameters
to be 0.034 mPa s, 59.49 K, and 173.56, respectively. The viscosity obtained by
EML could be well fitted by the VFT equation, and the black dash line represents the
viscosity extrapolation up to 2700 K. It is found that the viscosity at liquidus
temperature is about 5 mPa s. Paradis et al. [188] and Paradis and Rhim [189] also
obtained the viscosity at liquidus temperature of 4.74 and 4.83 mPa s, respectively,
with the oscillation drop method in an ESL device for a sample with 0.2 at.%
oxygen, which agree well with the value obtained by the ISS-EML here. The
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viscosity of pure Zr in the temperature range from 2700 to 1600 K obtained by MD
simulations is shown in Fig. 6.9¢ by red circles, together with the VFT fit. 1, T, and
D¥* are found to be 0.38 mPa s, 68.84 K, and 65.45, respectively. In addition, the
viscosity of liquid Zr calculated with the Andrade model [190] (Fig. 6.9c by blue
pentagon) is in close agreement with the simulated values at the liquidus tempera-
ture. It is known that the Andrade model typically deviates from the experimental
values by about +17% [190]. However, the viscosity obtained from EML experi-
ments is higher than that from MD simulations at liquidus temperature by about
44%. This can be explained by the oxygen present in the Zr liquid for experiments.
MD simulations can ensure an absolute oxygen-free situation, while the measure-
ments in reality suffer from the presence of even small amounts of oxygen. Recently
Ohishi et al. [191] measured the viscosities of Zr-O liquids for two compositions,
Z19.900.; and ZrygOg,, and found those viscosity values higher than the ones
measured in our investigation with 1.2+0.5 at.% oxygen. This result also supports
the conclusion that oxygen dissolved in liquid Zr increases the viscosity.

The viscosity of liquid is sensitive to the local atomic packing structure. Although
it is difficult to correlate local structural evolution with the dynamical behavior of
liquid by in situ experiments, MD simulations help establish this relationship on the
atomic scale. Su et al. [77] proposed that the internal energy is an important
parameter to reflect the local structural change in a liquid. The red circles in
Fig. 6.10a show the internal energy as a function of temperature obtained from
MD calculations. It is found that with the decrease of temperature, the internal
energy deviates from linearity at about 2000 K, indicating that a local structural
change might occur when the stable liquid Zr is cooled into the undercooled liquid
state. Interestingly, the viscosity obtained by MD simulations (Fig. 6.9¢) also shows
an accelerated increase when the temperature is below 2000 K. At high temperature,
the mobile atoms with high potential energy (PE) are usually unstable and easy to
move, which could be an effective parameter to describe the variation of viscosity.
Figure 6.10b displays the APE (APE = PE,,m —PEgyem) Of atoms around a central
atom at each temperature. The negative peaks of the APE curves in the r range of
about 2.98-3.82 A correspond to the first peak of g(r) curves. It is no doubt that the
stable atoms are likely to gather in the first shell of a central atom. The inset in
Fig. 6.10b depicts the local magnification of the first peaks on the APE curves. It is
found that the decrease of interatomic distance raises the APE rapidly, and the first
peaks become lower and the peak positions shift to the large r side upon cooling,
indicating that the local atomic packing structures of liquid Zr become more stable
with a decrease of the temperature. Firstly, we can evaluate the evolution of the
fraction of mobile atoms, F' (%), and the results are presented in a y-logarithmic plot
shown in Fig. 6.10c for six selected temperatures. Two aspects can be deduced as
following: (1) No matter which APE cutoff, the fraction of mobile atoms decreases
with the decrease of the temperature, indicating the increase of the stability of local
atomic packing structure upon cooling. (2) The In(F) is linearly dependent on the
APE for all six temperatures. Hence, one can define the fraction of mobile atoms,
F (%), as a function of APE using the equation
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Fig. 6.10 (a) The red circles represent the internal energy of stable and undercooled liquid Zr as a
function of temperature, while the blue squares show the temperature-dependent nearest neighbor-
ing coordination numbers (CNs). (b) The APE of atoms around a centered atom within the r range
of 6.2 A at various temperatures upon cooling. The inset depicts the local magnification of the first
peaks of the APE curves. (¢) The fraction of mobile atoms, F (%), versus APE at six selected
temperatures in a y-logarithmic plot. (d) The relationship between the fraction of mobile atoms,
F (%), and the viscosity at seven different APE cutoffs in a double-logarithmic plot. (e) The slopes,
n, of the linear fitting curves in (a) as a function of temperature. (f) The intercepts, p, and the slopes,
g, of the linear fitting curves in (d) as a function of temperature. (Reproduced from Ref. [77], with
permission @2019 by Elsevier)

In (F) = ¢ + nAPE (6.14)

By the linear fitting, ¢ is found to be about 5.166 £ 0.062, while the slope, n, is a
temperature-dependent parameter which can be expressed as n = —3.76—17.1 X
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10%/T in Fig. 6.10e. Figure 6.10d shows the relationship between the fraction of the
mobile atoms, F(%), and the viscosity, #, with different APE cutoffs. Interestingly,
the In(F) also possesses a linear relationship with the In(r), which can be expressed
as

In(F)=p+qln(n) (6.15)

where the intercept, p, and the slope, ¢, are two APE-dependent parameters. As
shown in Fig. 6.10f, these two parameters can be expressed as p = 5.08-7.29 x APE
and g = 0.07-4.04 x APE. Combining Eq. (6.15) with Eq. (6.16), the following
equation can be deduced as

In ) = 0.086 + (3.53 — 17100/T)APE
= 0.07 — 4.04APE

(6.16)

The temperature-dependent viscosity depends on the potential energy, APE. At
high temperature, the high APE results in an unstable system, in which more
low-coordinated clusters could be likely to survive in the pure Zr liquid, meanwhile
their spatial correlations are weak, making the liquid high mobility and low viscos-
ity. With the decrease of temperature, the fraction of the mobile atoms reduces,
resulting in the increase of high-coordinated clusters and their spatial correlations.
When pure Zr liquid is further cooled into the undercooled liquid state at 2000 K, the
decrease of internal energy (Fig. 6.10a) and the sudden increase of icos-like SRO and
bee-like SRO raise the local stability and viscosity of system. In addition, if
considering the oxygen additions of about 1.2 4+ 0.5 at.%, it can be found that
although the simulated and experimental viscosities could match well in the high-
temperature region, they widely diverge in the low-temperature region (Fig. 6.9¢).
Due to the lack of a reliable EMA potential for the Zr-O system, it is difficult for us to
perform MD simulations for Zr-O liquid to reveal the mechanism of the effect of
oxygen on increasing the values of viscosity. However, other reported works of
metal-metalloid systems in the high-temperature ranges might give us some enlight-
enments. In general, for the metallic melts containing metalloid elements with small
radii, such as P, B, and C, the local atomic packing structures around these small
metalloid atoms usually exhibit two characteristics: (1) the metalloid atoms show
avoidance with each other, and (2) their local atomic packing structures exist strong
chemical orders, resulting in preferring to form low-coordinated clusters, such as
<0,3,6,0> or <0,2,8,0>, during the whole investigated temperature ranges. Thus, in
the Zr-O liquid with small amount of oxygen, it is most likely to be that O central
atoms are all surrounded by the Zr atoms to form the low-coordinated clusters during
the whole temperature range from 2700 to 1600 K. In the high-temperature region,
the Zr-O liquid is unstable with high APE, in which both Zr- and O-centered atomic
packings prefer to be low-coordinated clusters with weak spatial correlations. In this
case, high mobility and weak spatial correlations make the oxygen effect on viscos-
ity a bit weak. However, with the decrease of temperature, Zr-centered atomic
packings trend to form high- coordinated clusters with strong spatial correlations.
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Meanwhile, O-centered low-coordinated clusters could fill the spaces left by the
Zr-centered high-coordinated clusters, making the atomic packings much denser
than that of pure Zr liquid without oxygen. Consequently, Zr-O liquid could become
more stable, and the atoms in low-temperature liquid could be much more difficult to
diffuse, making the wide divergence between simulated and experimental viscosities
in the low-temperature region.

3.3 Iron (Fe), Cobalt (Co), and Nickel (Ni)

Iron, belonging to the middle of the 3d transition series of the elemental periodic
table, is a most abundant metal on earth, forming much of earth’s outer and inner
core. Therefore, the studies of liquid iron are of importance for both material
scientists and geophysicists. Experimental data on the structure, transport, and
thermodynamic properties of liquid iron are rare due to practical difficulties arising
from the extreme conditions required to melt iron (~1808 K at ambient pressure).
The static structure factor of liquid iron near its triple point at ambient pressure was
determined by using neutron [9, 192] and XRD techniques [193, 194]. The measured
S(g) displays a symmetric main peak located at ¢ ~ 2.98 A~", similar to that in noble
metals. Nevertheless, a small shoulder on the right-hand side of the second oscilla-
tion was observed, which becomes more pronounced with decreasing temperature.
This characteristic feature of the second oscillation in structure factor has also been
experimentally observed in other pure liquid metals and alloys, such as pure metals
Ni [9, 10, 17], Co [11], Ti [12, 17], and Zr [9, 10]; melts of binary alloys Co-Pd [13]
and Ti-Fe [14]; as well as melts forming quasi-crystalline or polytetrahedral phases,
such as Al-(Fe/Co) [15] and Al-(Cu/Fe)-Co [10, 16]. Figure 6.11a, b shows that the
shoulder appears in all structure factors of liquid iron and nickel measured by Schenk
et al. [9] using neutron diffraction and electromagnetic levitation techniques in the
stable regime and undercooled liquids. To understand this particular feature, they
further applied some different geometries of local clusters, e.g., bce, fce, hep,
icosahedron, and dodecahedron, to individually simulate the structure factor for
large g values. The method assumes that aggregates of one specific structure prevail
in the liquid which do not interact with each other. Figure 6.11c shows one example
of fitting results for undercooled nickel at 7= 1435 K. For a SRO of bce or fec/hep
type, no reasonable description of the measured structure factor is achieved, while a
significantly good fit can be obtained under the assumption that the liquid is
dominated by isolated icosahedral clusters, in particular, reproducing the large
oscillation at about 5.5 A~! and a characteristic shoulder on the right-hand side of
this oscillation. When they applied a larger dodecahedral cluster, that is, a high-order
icosahedral cluster consisting of 33 atoms, to perform the simulation, the best fit was
obtained. Their results indicated that the icosahedral short-range order, including
larger polytetrahedral aggregates (such as dodecahedra) rather than simple icosahe-
dra of 13 atoms, prevails in the undercooled liquids of Fe and Ni.
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Vocadlo et al. [195] were the first to use AIMD method to study the static
structure and viscosity of liquid iron under earth’s core conditions. Ganesh and
Widom [27] used AIMD simulation to examine the short-range order in liquid and
undercooled liquid Fe and Fe-based alloys. They found that the degree of icosahe-
dral short-range order in undercooled liquid depends on the room temperature
crystalline structure, where bcc metals such as Fe and W contain more icosahedral
order than fcc metal Cu. Moreover, the addition of small B atoms and large Zr atoms
could control the degree of geometric frustration of icosahedral order. Later,
Marqués et al. [196] and Molla et al. [141] investigated the static structure and the
dynamic properties of liquid iron near its melting point, by using KS-AIMD and
OF-AIMD methods, respectively, both showing good agreement with the available
experimental data. They also stressed that in order to achieve a good description of
the static structure and dynamic properties of liquid iron it was necessary to consider
the existence of atomic magnetic moments, even though it leads to wrong magnetic
properties.

More recently, Ren et al. [197] performed classical MD simulations to investigate
the temperature dependence of local structural change in liquid Fe, Fe-P, and Fe-Ni
alloys by using the EAM potential and examined the relationship between the
structural and dynamic properties with the glass-forming ability. The Voronoi
polyhedron analysis showed that strong competition between the icosahedron-like
clusters (including full icosahedron indexed as <0,0,12,0> and its deformed forms
<0,1,10,3> and <0,1,10,2>) and bcc-like clusters (including <0,3,6,4>, <0,3,6,5>,
<0,2,8,4>, and <0,4,4,6>) in liquids during cooling determined the final crystalliza-
tion or amorphous solid structure. Alloying with P and Ni promoted the formation of
icosahedron-like clusters with lower dynamic properties, and increased the dynamic
heterogeneity, thereby inhibiting crystallization in undercooled liquid alloys. Li et al.
[198] used MD method to simulate the nucleation process of undercooled liquid iron
by virtue of Sutton-Chen potential and discussed the roles of structure and density
fluctuations on nucleation. The statistical analysis showed that the pre-nucleus and
nucleus are a mixture of bcc and hep structures and their birth and growth are
accompanied with aggregating and disaggregating process.

The structure factor and PCF of liquid cobalt were also measured by using XRD
technique [193, 199, 200] at several temperatures within the range 1515 °C < T <
1650 °C. Within the temperature region, the shape and peak position of diffraction
patterns remained almost unchanged with the symmetrical main peak locating at
g1 =13.02 A~ The increase of temperature leads to a slight decrease of coordination
number. By combining the containerless processing technique of electromagnetic
levitation with energy-dispersive XRD, Holland-Moritz et al. [11] investigated the
local structure of stable and undercooled liquid cobalt. The structure factor also
displays a clear shoulder on the right-hand side of the second maximum, indicating
the presence of icosahedra in the liquid cobalt at temperatures above and below the
melting point. Although many interatomic potentials of liquid cobalt have been
developed, most of them focused on the description of static structure factor,
thermodynamic properties, and electronic structures near the melting point, and no
theoretical studies on the local structure of liquid cobalt and its structural evolution
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with temperature have been reported yet. For example, on the basis of the tight-
binging scalar cluster Bethe lattice method (SCBLM)-derived interatomic pair
potentials, Do Phuong et al. [201] calculated the structure factor of 3d liquid
transition metals near their melting points, which showed good agreement with the
experiments. They particularly emphasized the key role of sp-d hybridization in the
interatomic interactions on the liquid structure of transition metals. Bhuiyan et al.
[202] presented a systematic study on the static structure and thermodynamic
properties of 3d, 4d, and 5d liquid transition metals near their melting points based
on the embedded-atom method (EAM)-derived effective pair potentials in conjunc-
tion with the variational modified hypernetted-chain (VMHNC) theory of liquids.
Their computed results exhibit good qualitative agreement with the available exper-
iments, except for the early 3d transition metals Sc, Ti, and V, whose structure factor
shifts either toward the left or right compared to the experiments. Recently, Han et al.
[203] used MD simulation with two different EAM potentials to calculate the
thermodynamic properties of liquid cobalt, including density, specific heat, and
self-diffusion coefficient, at temperatures above and below the melting point. Their
results indicated that although both EAM potentials could produce a reasonable
PCF, the accuracy of thermophysical properties of liquid cobalt predicted by
Pasianot’s EAM model [204] based on an hcp structure is better than that of Stoop’s
EAM model [205] in the framework of a fcc structure.

The liquid structure of nickel was first measured by Waseda et al. [193, 206] who
used both neutron and XRD methods to obtain the structure factor and PCF near the
melting point (7, = 1453 °C), from which the interatomic distance and coordination
number were evaluated as 2.54 A and 11.7, respectively. With increasing tempera-
ture from 1500 to 1650 °C, the position and shape of the structure factor remained
essentially unchanged, showing a symmetry main peak with its maximum at the
position of g = 3.1 A~'. Later, by using the same experimental techniques, Johnson
et al. [207] and Eder et al. [208] also obtained the structural factor of liquid nickel at
1600 °C, which was in good agreement with the data of Waseda except for slight
difference in the height of the main peak. Recently, Schenk et al. [9, 10] investigated
the microstructure of the stable and undercooled liquid nickel by using the combi-
nation of electromagnetic levitation with neutron scattering techniques. Figure 6.11
shows a clear shoulder on the high g side of the second oscillation was observed for
all measured structure factors, and it becomes more evident with increasing the
degree of undercooling, indicating the prevalence of icosahedral-type SRO in the
liquid nickel. The same conclusion was also inferred from XRD study of liquid
nickel by Lee et al. [17] who measured the structure factor of the electrostatically
levitated metallic liquid nickel. Later, the reverse Monte Carlo analysis performed by
Kim and Kelton [26] also supported the existence of icosahedral short-range order in
the liquid nickel and zirconium but the distorted icosahedral clusters in the liquid
titanium. Meanwhile, Jakse and Pasturel [127, 209] carried out a series of AIMD
simulations to examine the local structure and its evolution in liquid and undercooled
liquid nickel. Their analysis results supported Schenk’s finding that the liquids are
characterized by the full and distorted icosahedral clusters. With decreasing temper-
ature, the coordination number increases, and the undercooled liquids develop a
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more complex polytetrahedral short-range order that contains more numerous Frank-
Kaper polyhedra with a higher coordination number than the simple 13-atom
icosahedron.

Other classical MD and AIMD studies were also performed to study the structure
and properties of liquid nickel. For example, Alemany et al. [210, 211] performed
MD simulations to compute the static structure factor, some thermodynamic and
dynamic properties of liquid Ni, Pd, Pt, Cu, Ag, and Au near their melting points on
the basis of the Voter and Chen (VC) version of the EAM. The simulated results of
various liquid metals agreed satisfactorily with their available experimental data,
except for the diffusion coefficient of liquid copper. They speculated that such
discrepancy was mainly because the reported experimental diffusion coefficient of
liquid copper was an overestimate. Later, Cherne et al. [212] examined a variety of
liquid nickel properties, including melting point, structure factor, viscosity, and self-
diffusion coefficient, predicted from two different EAM potentials as well as four
variations of the modified EAM (MEAM) model. The results emerging from the
comparison of different potentials indicated that although they all produced reason-
able structure in consistent with experimental data, the potential proposed by Angelo
et al. [213] underestimated the melting temperature, while MEAM Nil and MEAM
Ni2 both given by Baskes [214] overestimated the long-distance correlations of
liquid nickel, resulting in the significant difference in the calculated viscosity and
self-diffusion coefficient with the other potentials. Based on the TB method, Posada-
Amarillas et al. [215] carried out MD simulations to study the microstructure of
liquid and glassy nickel by characterizing the local environment around each atomic
pair that contributes to the first two peaks of the PCF. The common neighbor
analysis showed that the local atomic structure of liquid nickel is dominated by
icosahedral and distorted icosahedral structures, while the glassy nickel also contains
a certain number of crystalline ordering. Similar results in liquid nickel were also
reported by del Rio et al. [216] who used AIMD simulations to evaluate the static
and dynamic properties near the melting point. Good agreement was achieved in
static and dynamic structure factors between predicated results and experimental
data. Ma et al. [217] also performed AIMD method to explore the local atomic
structure of undercooled liquid nickel from which they confirmed the existence of
icosahedral short-range order. Their statistical analysis indicated that the icosahedral
cluster has the longest average lifetime although it is not the most abundant one. The
Voronoi cluster indexed by <0,4,8,1> has the highest amount.

3.4 Copper (Cu) and CuZr Alloys

Di Cicco et al. [20] successfully applied the reverse Monte Carlo (RMC) method to
simulate the X-ray absorption spectroscopy (XAS) data of liquid and undercooled
liquid copper. Through the structural analysis in terms of the bond-orientational

order parameter, W¢ cubic invariant, which is sensitive to the orientational
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Fig. 6.12 Histogram of the frequency density of the W cubic invariant monitoring the local
geometry around each atom in undercooled liquid copper. The histograms related to an isolated
13-atom fcc (Ws =—0.01316) and perfect icosahedral (W5 =—0.1698) structures are shown for
comparison (scaled by a factor of 100). The Wy distribution is found to be very broad and includes a
region (shaded area under the histogram) corresponding to distorted nearly icosahedral configura-
tions as indicated by the typical angular distribution with peaks at 60° and 110° and a minimum at
90°(see the left inset). (Reproduced from Ref. [20], with permission @2003 by the American
Physical Society)

symmetry, they found that the W distribution is very broad and strongly asymmetric
toward the negative values extending down to the ideal value of a perfect icosahedral
cluster (VT/; =—0.1698) in Fig. 6.12. The bond-angle distribution also shows the
structural characteristics of icosahedra. By integrating the W//\é distribution, they
predicated the nearly icosahedral order to comprise up to 10% of all structural motifs
in liquid copper. Subsequently, considerable theoretical simulations have supported
this finding of abundant icosahedral SRO existed in liquid copper. For instance,
Ganesh et al. [23] and Fang et al. [218] performed ab initio MD simulations to
analyze the local structures of liquid and undercooled liquid copper, providing
strong evidence for the presence of icosahedra. They also indicated that the degree
of icosahedral ordering increased as temperature was dropped. Not only perfect but
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also defective icosahedra were detected by Celino et al. [24] in liquid copper, who
examined the role of defective icosahedra on the stability of undercooled copper by
using the MD simulations based on tight-binding (TB) interatomic potential, which
could reproduce the experimental structure factor over the entire range of wave
vectors. They indicated that the defective icosahedra, embedded in a disordered
matrix, could lower the overall energy and stabilize the undercooled liquid copper
against crystallization, supporting Frank’s hypothesis [4]. On the basis of TB-MD
simulations, Winczewski et al. [219] recently used the combination of Voronoi
tessellation and bond-orientational order parameters method to make a detailed
analysis of the local structures of liquid copper according to their degree of similarity
to the perfect icosahedron and examined their temperature dependence of evolution,
lifetimes, and relative stability. Their results showed that the identified icosahedra
and icosahedron-like polyhedra have longer lifetime and display a strong tendency
toward clustering. Mo et al. also [220] used the largest standard cluster analysis to
quantify all kinds of clusters in liquid copper through MD simulations and investi-
gated the evolution of local atomic clusters in the rapid solidification process. They
found that the liquid-to-solid phase transition of liquid copper experienced a series of
intermediate stages, in accordance with Ostwald’s rule that the metastable bcc
structure was formed firstly and subsequently the most stable fcc phase became
dominated. They also emphasized that the icosahedral ordering played an important
role in stabilizing the undercooled liquid copper but also breeding the precursor of
the metastable bee clusters at the initial crystallization stage. Liquid copper solidi-
fication by MD simulations was also conducted by Liu et al. [221]. They found that
the metastable hcp-type and stable fcc-type structures could coexist in the final
configurations with all sorts of proportion and various forms controlled by the
cooling rate. The slower cooling rate prefers the more stable structure.

Figure 6.13a shows representative structure factors obtained at several tempera-
tures in the CusgZrsq glass and the liquid [222]. The metallic glass ribbons were not
pre-annealed prior to the structural measurements so that structural relaxation could
be studied during heating. The data in Fig. 6.13a, b were collected over several
cycles of heating from room temperature to temperatures exceeding the glass
transition temperature 7. In the first cycle, the maximum temperature was slightly
below T,. Relaxation in the glass near the glass transition was marked by an increase
in the height of the first peak in S(g), S(g1), and a decrease in its full width at half
maximum. After the relaxation that occurred during the initial cycle, the S(gq)
measured in subsequent cycles was reversible as long as crystallization was avoided.
The temperature profile (thermal processing program) for each cycle is shown in
Fig. 6.13a. Due to the relatively narrow supercooled region for the CusyZrso glass
(the temperature region between the glass transition temperature and the crystalli-
zation temperature of the glass), the S(g) could only be measured to ~20°C above 7,
before devitrification occurred, which was marked by the appearance of noticeable
polycrystalline diffraction rings in the diffraction pattern. Using the beamline elec-
trostatic levitator (BESL), S(g) for the liquid was obtained from 214 °C below the
equilibrium melting temperature (7,,,=940 °C, determined from differential thermal
analysis measurements) to 125 °C above it. Figure 6.13c shows representative total
pair correlation functions, g(r)s, calculated from the S(g)s in Fig. 6.13a. The first
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Fig. 6.13 (a) Representative measured structure factors S(g) for CusoZrsy metallic glasses and
liquids. (b) The temperature-time profile for the thermal processing program followed. (¢) Pair
correlation functions calculated from the structure factors in (a). (d) The first coordination shell for
the g(r)s in (c), showing an asymmetry in the high-temperature liquid that is more pronounced in the
glass. (Reproduced from Ref. [222], with permission @2013 by AIP)

peak in g(r) (the first coordination shell) shows a marked asymmetry at all temper-
atures, which is characteristic of the Cu-Zr liquids and glasses. This asymmetry is far
more pronounced in the glass. Within the Faber-Ziman (FZ) formalism [67], the total
pair correlation function is composed of three partial pair correlation functions,
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corresponding to Cu-Cu, Cu-Zr, and Zr-Zr in this alloy. Interestingly, the position of
the maximum in the first peak decreases with increasing temperature, i.e., a negative
temperature coefficient of expansion, in both the liquid and the glass. The dominant
contribution to this peak comes from the Cu-Zr partial, which has a positive
temperature coefficient, based on MD simulations [223]. The apparent negative
temperature dependence observed in the position of the first peak in the total g(r),
then, is likely the result of a complicated interplay between the first peaks in the three
partial pair correlation functions, which grow in height, sharpen in width, and shift in
position as a function of temperature.

The temperature dependence of the first peak height of the total structure factor, S
(g1), is shown in Fig. 6.14a. A significant increase in S(g;) is observed upon
approaching the glass transition temperature when heating the as-quenched glass
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from room temperature, consistent with structural relaxation. An approximately
3.5% increase in the first peak height in S(g,) is observed from the first and last
cycles at a common temperature. The S(q;) obtained after the last cycle increases
linearly with decreasing temperature (the dashed line is a linear fit to the data). Since
the slow kinetics will not allow the structure of the glass to change significantly
below T,, the observed changes in S(g) with temperature must be due to atomic
vibrations, which can be described within the Debye theory [224]. Three distinct
regions of behavior are observed in Fig. 6.14a for the growth of S(g;) with temper-
ature, each of which is fit to a linear temperature dependence. The rate of change in S
(q1) with respect to temperature, dS(g,)/dT, for the glass at and below T, (region 1) is
—23x107%C"; dS(g1)/dT=—6.8x10"*°C" in the liquid at high temperatures
(region 3). The smaller rate of change in the glass is expected since there are no
structural changes below T, on laboratory time scales. What is unexpected, however,
is that the extrapolated value for S(g,) in the liquid at T}, is much smaller than the
measured value of S(q) for the glass there. This suggests that in the CusZrs liquid,
dS(g,)/dT accelerates in the supercooled liquid near T,. This is confirmed from the
measured value for dS(g;)/dT in the liquid just above T, (region 2), which is
—2.4x%10°°C~", much larger than the value for the high-temperature liquid. The
maximum of the first peak in g(r) as a function of temperature shows a similar
discontinuity between the value for the glass and the value extrapolated from the
high-temperature liquid to T, as is observed for S(q,) in Fig. 6.14a. This observed
behavior is qualitatively different from that observed in the few previous experi-
mental studies of bulk metallic glass (BMG) forming liquids and glasses [225, 226],
which report no rapid acceleration of the static structure factor at or near 7.

As mentioned earlier the temperature dependence of the viscosity of the liquid is
often used to distinguish liquids with high glass-forming ability (GFA) within the
concept of fragility [227]. Fragility has been linked with glass formation, where
stronger liquids generally have a higher GFA than fragile ones. The Cu-Zr liquids
not only have a lower GFA than the Pd- and Zr-based BMGs but are also more
fragile liquids [228]. In addition to viscosity, other quantities, such as the specific
heat and volume, also change more rapidly near 7, for fragile liquids than for
stronger ones. When taken with previous data from strong liquids [229] and recent
structural studies in fragile Ni-Nb- based liquids [230], the data presented here
indicate that structural properties derived from the X-ray static structure factor
have a fragility signature. Within the framework of fragility, the structural changes
in strong liquids are expected to be more gradual than in fragile liquids, which would
show significant structural changes only near the glass transition temperature (sche-
matically illustrated in Fig. 6.14b).

Within the investigated temperature range of 1250-1425 K, the measured vis-
cosity of CusoZrsy melt can be expressed by an Arrhenius law of #(T) = noexp(Ea/
kgT) with ny = (0.08 £0.02) mPa-s and an activation energy E, = (0.58 £ 0.03) eV
in Fig. 6.15a [231]. The relatively small scatter of data, even when taken from
rotating and non-rotating sample during thermal cycles, confirms that sample rota-
tion had a negligible influence on the decay time [232]. A similar fit of the viscosity
data taken in ground-based ESL experiments in the same temperature range [233]
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Fig. 6.15 (a) The measured temperature-dependent viscosities (triangles) of CusoZrso melt follow
an Arrhenius relation (straight line). (b) Comparison of viscosities of CusyZrsy melt from the
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simulated MD results [234] (green diamond), and the value predicted by the CFM model at
1473 K [235] (red triangle)

give o = (0.028 £ 0.01) mPa-s and E5 = (0.65 £ 0.02) eV, which are similar, but
slightly different from that obtained from the ISS experiments. As shown in
Fig. 6.15b, the two experimental data sets are also in reasonable agreement with
the MD simulation data [234], as well as with the compound formation model
(CFM) by Novakovic et al. [235]. Quantitative comparison of the viscosity data
with the elemental melts using semi-empirical models is difficult. Due to the vastly
different liquidus temperatures of the alloys from the elemental metals, their viscos-
ities have been measured over different temperature regimes. The melting points of
Zr (2124 K) and Cu (1357 K) are much higher than the melting point of CusyZrsq
(1209 K). The available literature data for viscosity of Zr melt exist only for 7 >
1800 K, which is far above the measured temperature range for CusgZrso melt here.
In addition, the existence of many intermetallic clusters in Cu-Zr melts [236],
compared with the elemental melts, become problematic. As was shown experimen-
tally by Holland-Moritz et al. [237], and also predicted by several MD simulations
[234, 238], a variety of different aggregate structures exist in Cu-Zr melts. The
classic MD simulations of Cu-Zr melts by Zhang et al. [234] predicted dynamic
heterogeneity in the melts from the different packing of clusters. Icosahedrally
packed clusters can form stiff, relatively immobile regions, while clusters with
lower symmetry can lead to collective, string-like atomic movements.

Although the Arrhenius relationship between temperature and viscosity is known,
the underlying mechanism still remains mysterious. Here, classic MD simulations
are applied to reveal the structural evolution in CusoZrsy melt during cooling.
Figure 6.16a—c show the evolution of five dominant Voronoi polyhedral (VP), of
Zr-centered, Cu-centered, and all atoms during cooling, respectively. The fractions
of Zr-centered <0,2,8,4>, <0,1,10,3>, and <0,1,10,4> VPs and Cu-centered
<0,2,8,1>, <0,2,8,2>, and <0,0,12,0> VPs increase during cooling, indicating the
increasing atomic packing order. Figure 6.16c shows that the evolution of total
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Fig. 6.16 Temperature-dependent evolution of the fractions of dominant VPs of (a) Cu-centered
(b) Zr-centered, and (c) total atoms in CusyZrsy melt. (d) Connectivity of dominant VPs in CusoZrsq
melt at 1500 K, 1300 K, 1100 K, 900 K, 600 K, and 300 K. (Reproduced from Ref. [231], with
permission @2019 by Elsevier)

fractions of the dominant VPs exhibits different tendencies in four temperature
regions, marked as 77 (1700~1300 K), 75 (1300~900 K), T3 (900~600 K), and T,
(600~300 K). Since the melting point, T, and glass transition temperature, T, for
CuspZrsg is 1205 K and ~900 K, respectively, Ty, T,, T5, and T4 could be defined as
liquid region, liquid-to-supercooled liquid region, glass transition region, and solid
region, respectively. The fraction of <0,2,8,1>, <0,0,12,0>, <0,1,10,3>, and
<0,1,10,4> obviously increases when decreasing temperature from 7 to 75,
corresponding to the change from liquid state to supercooled liquid state. Interest-
ingly, the viscosity also quickly increases when decreasing temperature from 7 to
T, in Fig. 6.15b, indicating the existence of possible correlation between atomic
packing and viscosity. The spatial connectivity between VP i and j is defined
according to the nearest correlation index Cy = Pj; /Pijo —1 [100], where P;; and
Pijo are the probability of VP i and j being the nearest neighbors in the MD
configuration and random configuration, respectively. Cj; < 0 means that VPs i and
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Jj tend to exclude with each other, vice versa. To further dig into the correlation
between atomic packing and viscosity, we plot the connectivity of major VPs at
various temperatures in Fig. 6.16d. The coordination number gradually increases
from left to right and from down to up. Cu-centered VPs tend to exclude with each
other and connect with Zr-centered VPs, showing closer packing among smaller
atoms and big atoms in CusyZrsy melt. The increasing exclusion between Cu atoms
during cooling indicates the increasing atomic order. Meanwhile, the exclusion
between Cu atoms obviously increases with decreasing temperature from 7 to 75,
which is also corresponding to the fast evolution of viscosity in Fig. 6.15. Thus, it is
not unreasonable to conclude that both the fractions and their connectivity of major
VPs are responsible for the evolution of viscosity in 7} and 7,. However, the
microscopic factor is still unclear, and even the reason for the evolution of VPs
remains mysterious, i.e., what are the underlying origins for the evolution of
viscosity, these VPs, and their connectivity?

From the dynamic point of view, viscosity is inversely related to the mobility of
atoms, which should be linked with the stability of atoms. The atom stability could
be quantified by the excess potential energy, Ape; = pe; — pe, where pe; is the
potential energy of atom i and pe is the average potential energy. A positive Ape;
indicates that atom i is relatively unstable since it is in a higher energy state and vice
versa. The average energy distribution curves are obtained by calculating the average
Ape as a function of radius distance from central atoms in Fig. 6.17a. Taking Cu-Cu
coordination bonds as an example, there is a low-energy region (LER) in the middle
of the distribution line, where Ape < 0, indicating a relative stable atomic state. Ape
increases rapidly with decreasing interatomic distance, leaving a high-energy region
(HER) in the left of LER. The energy distribution curves for Cu-Zr and Zr-Zr bonds
are similar to that for the Cu-Cu bond, except that their LERs are in a bit farther
region due to the larger radius for Zr atoms. The characteristics of energy distribution
curves indicate that LER is an equilibrium region and HER is an unstable region.
Therefore, by tracing the evolution of neighboring interatomic distance, one can
observe the local atomic stability. Here, the atom is defined as closer neighboring
atom (CNA) when its interatomic distance with another atom is shorter than the
cutoff radius. The cutoff radius is defined as the interception between the cutoff pe,
Ape., and energy distribution curves as shown in Fig. 6.17a. For example, when
Ape. = 0.1 eV at 1500 K, the cutoff radius is 2.14A for Cu-Cu bond
(RE1eY =2.14A), 2.43A for Cu-Zr bond (R3S, = 2.43A), and 2.80 A for Zr-Zr
bond (RY'SY = 2.8;\). The fraction of CNAs, f, which decreases with increasing
Ape. and decreasing temperature as shown in Fig. 6.17b, could be an indicator for
the local stability, i.e., the higher f, the higher local potential energy, and the more
unstable of the local configuration. Interestingly, the evolution of CAN follows the
fraction-energy-temperature (FET) function, which is f = fye™(1920%/T+1.6294p¢c
where f, = e¢*”®”. It should be mentioned that f is actually a cumulative value
according to the definition of CNA, e.g., (RE%, = 2.14A) < (REYEY = 2.271&) ,
therefore CNA( 1.v Was included in CNA( 4ev.
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Fig. 6.17 (a) Energy distribution curves for Cu-Cu bond, Cu-Zr bond, and Zr-Zr bond in CusyZrsg
melt, respectively. (b) Evolutions of the fractions of CNAs as a function of Ape, and temperature,
together with the fitting of FET function of f = fye (1926¥T+1:6298p¢c where fy = ¢*787. (c) The
evolution of viscosity of CusyZrsy melt as a function of the fraction of CNAs, together with our
fitting of VF function. (d) In(#) as a function of In( f'), together with the linear fitting curves. (e) The
intercept of the fitting line, n, in (d) as a function of 1/Ape,, together with linear fitting curve. (f) The
slope of the fitting line, m, in (d) as a function of 1/Ape., together with linear fitting curve. The
linear relationship between In(y) and In( f) in (d) indicates the relationship of In(n) = mIn(f) + n,
where m and n are the slope and intercept of the linear fitting curve. (e) and (f) show n = 1.746/
Ape.—4.478 and m = —0.374/Ape. + 0.440, respectively. Finally, the VF function is expressed by
n = exp"f™, which is shown in (c). (Reproduced from Ref. [231], with permission @2019 by
Elsevier)

Consequently, the sum of fis larger than unity. The expression of FET function
reminds us of the Arrhenius law, since both are expressed in exponential form with
temperature and energy factor in the exponential term. Figure 6.17c illustrates the
evolution of viscosity as a function of f, together with our fitting of viscosity-
fraction, VF, function, i.e., 7 = expyf,, Where n = 1.746/Ape. — 4.478 and
m=—0.374/Ape. + 0.440. The procedure to obtain the VF function could be referred
in Fig. 6.17d—-f and the corresponding caption. Viscosity increases with decreasing
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the fraction of CNAs as illustrated by the VF function for all the cutoffs, Ape,
indicating the strong correlation between viscosity and CNAs. It should be men-
tioned that the viscosity data used in Fig. 6.17c are obtained from the previous
Arrhenius fitting of the experiment data, #(T") = 0.08exp(0.58/kgT). The CNA model
here describes the activation and restriction process of atoms, linking the evolution
of atomic packing with viscosity. The LER is the equilibrium region for the
coordination atoms and plays as a potential well. At high temperatures, atoms
have enough energy to overcome the energy barrier and move in a large region,
corresponding to high atomic mobility and low viscosity. During cooling, more
atoms drop into the LER, corresponding to low atomic mobility and high viscosity.
Besides, the CNA model is also helpful to understand the evolution of structure as
shown in Fig. 6.16a—c. The existence of CNAs prevents the central atoms from
connecting with more neighboring atoms and causes low coordination number.
Therefore, the decreasing fraction of CNAs during cooling will cause the increase
of high coordination VPs, which is consistent to the result in Fig. 6.16a—c that high
coordination VPs, such as Zr-centered <0,2,8,4>, <0,1,10,3>, and <0,1,10,4> VPs
and Cu-centered <0,2,8,1>, <0,2,8,2>, and <0,0,12,0>, gradually increase during
cooling.

4 Summary and Outlook

In the past decades, numerous structural data of metallic liquids have been obtained
through various experimental and theoretical methods. More and more evidences
confirm the existence of short- and medium-range order in normal and supercooled
liquids and even some unusual temperature-dependent phenomena. However, there
are also many fundamental problems that remain unsolved. Here we give a brief
summary and suggest several directions for further research:

1. Using advance synchrotron radiation XRD, X-ray absorption fine structure,
neutron scattering, and containerless levitation technique, the structural charac-
terization is the most effective method for experimental investigation of liquid
structures. Liquid structural data of many pure metals confined near their melting
point and obtained by a single diffraction method should be extended to a wide
temperature and multi-techniques. It is necessary to expand the application of
X-ray absorption fine structure in liquid, because it contains the most direct
information of local atomic structure in the short range. It is always useful to
record more high-quality temperature- dependent structural data for the study of
the evolution of structures with temperature. For example, through the analysis of
the PDF, it is found that as the temperature increases, the interatomic distance
exhibits a general contraction, but the second- and higher-order peaks may show
different changing trends for different systems. What is the underlying mecha-
nism and how to correlate it to the macroscopic volume expansion behavior? Are
there any general rules to predict the temperature dependences of the second- and
higher-order peaks in PDF in metallic liquids?
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2. Theoretical calculations are a powerful approach to complement the experiments,
especially the classical MD simulations and ab initio molecular dynamic simula-
tions, allowing us to construct the three-dimensional configurations at various
thermodynamic states and explore the liquid structure and the related properties at
the atomic scale. However, they have met limited success due to the absence of
effective interatomic potentials or the finite system size effect and short time
scale. Therefore, to give a better understanding of the structure and prediction of
the various properties of a real liquid, it is necessary to develop more reliable
potential functions and expand their scope of application that is not accessed in
experiments, e.g., extreme high temperatures and high pressures. In addition, the
current research on liquid structures are mostly carried out by a single or a
combination of structural analysis methods on the special system, lacking a
structural model that can describe all architectures in a unified manner. For
example, the Voronoi tessellation has been commonly used to analyze the
short-range order and their connection extending toward medium-range order in
a certain liquid, but it may itself generate dozens or even hundreds of short- range
cluster structures. A slight thermal disturbance will lead to the changes in the
Voronoi index (local structure), to some extent which affects the analyses of
structural evolution; therefore, it is difficult to establish the relationship between
structure and properties. Finally, new advanced theories are welcome to be
developed to effectively describe metallic liquids.

3. A large amount of experimental and theoretical results indicate that there exist
abnormal structural changes in some metallic liquids, including liquid-to-liquid
transition and liquid-to- liquid crossover. Among them, some liquids show a
discontinuous change in density with temperature, while others exhibit continu-
ous changes accompanied by several structural parameters deviating from the
temperature-dependent linear relationship. How to understand the underlying
physical origins of these two structural anomalies, whether it is a universal
phenomenon in liquids, how to characterize the structural evolution, and how
the liquid before and after the change affects the properties of quenched materials
remain the fundamental questions. In addition, two dynamic anomalies, Arrhe-
nius crossover and FTS transition, have been reported in some metallic glass-
forming liquids. Many studies have revealed that the former is considered as the
onset of cooperativity, while the latter is suggested as a general dynamic behav-
ior, associated with the LLT. However, due to the complexity of the
multicomponent system itself, it is still difficult to give an unambiguous expla-
nation of these dynamic anomalies from the structural aspects using theoretical
methods. In addition, the reported FTS transition always takes place in the
supercooled liquids, also bringing great challenges to experiments. 4. The atomic
dynamics in metallic liquids remains another promising issue, which could be not
only closely related with the structural evolution of metallic liquids but also their
most properties changing with external conditions, such as the temperature and
pressure. The inelastic X-ray scattering and quasielastic neutron scattering are
important experimental tools that can be used to measure the time-dependent
atomic dynamics in metallic liquids. Meanwhile, the advanced MD simulations
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can reproduce the normal vibration modes and vibrational density of states, which
are fundamental for understanding of the dynamical excitations, and thermal
transport properties of metallic liquids.
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Chapter 7 ®)
Theory of Nucleation and Glass Formation g

Kenneth F. Kelton

1 Introduction

Almost all first-order phase transformations are initiated by a process of nucleation,
where small regions with an order parameter characterizing the new phase stochas-
tically form [1]. In addition to the fundamental interest in this process, nucleation is
of extreme practical importance. An ability to control nucleation is central to grain
refinement [2], glass formation [3, 4], and the production of glass ceramics [5]. In
addition, nucleation control is essential in the pharmaceutical [6, 7] and food [8, 9]
industries, and it can play a vital role in biological systems [10] and in medical
diseases [11].

A central feature of nucleation processes is the existence of a nucleation barrier.
This was first evident in a set of experiments by Fahrenheit, who noted that liquid
water could be maintained in a supercooled state (i.e., below the melting tempera-
ture) for long periods of time without crystallizing [12]. Turnbull was the first to
observe this in liquid metals and showed that the amount of supercooling can be
quite large, up to one third of the melting temperature in liquid mercury, for example
[13]. Such dramatic supercooling in a liquid metal was surprising given the similar-
ity in the densities of metallic liquids and crystals and their similar coordination
numbers. It is now recognized that all metallic liquids can be deeply undercooled,
typically to approximately 20% of their liquidus temperatures [1].

Nucleation can be either homogeneous or heterogeneous. Homogeneous nucle-
ation is the more fundamental of the two types, occurring randomly in space and
time. Heterogeneous nucleation is more common, occurring at specific sites in the
initial phase. Even though it is less common, studies of homogeneous nucleation are
possible under the right conditions. This chapter will focus on homogeneous
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nucleation, review some experimental data in liquids and glasses, and discuss
models for nucleation. A discussion of heterogeneous nucleation can be found
elsewhere [1]. Computer simulations are increasingly valuable for enabling a micro-
scopic investigation of nucleation processes and will also be briefly discussed. Of
particular interest for this book are studies of nucleation under microgravity condi-
tions. A brief discussion of these for protein, colloidal, and metallic liquids is
presented. Finally the role of nucleation in glass formation is very briefly described.

2 Nucleation Theories

The classical nucleation theory (CNT) is most commonly used to analyze nucleation
data, but it has several shortcomings. The most important of these are discussed in
this section and more advanced theories that address them are presented. But, first,
we turn to a discussion of CNT and its development.

2.1 Classical Nucleation Theory (CNT)

The thermodynamic formulation of CNT is due to J. W. Gibbs [14]. Assuming that
the nucleation barrier arises from the energy required to create an interface between
the initial phase and a small cluster of the new phase, he showed that the minimum
amount of work required to form a spherical cluster of n atoms of the new phase,
W(n), is

W(n) = nAu +xn*3o, (7.1)

where Ay is the difference in chemical potential between the original and the final
phase, o is the interfacial free energy between the nucleating cluster and the original
phase, k is a geometrical factor equal to (47)'/* (3¥)**, and V is the molecular
volume. The work can also be expressed in terms of the cluster radius, r:

W(r) :%ﬂr3 Ag+4nito, (7.2)

where Ag = Au/V. The work of cluster formation as a function of cluster size, n, is
shown in Fig. 7.1a. For small clusters, W(n) increases with increasing size but goes
through a maximum, W(n*) = W*, at a critical cluster size n*, beyond which it
decreases with increasing size. As indicated, clusters smaller than n" are on average
dissolving, and those larger than "~ are on average growing. Nucleation is dominated
by the time required for clusters to diffuse (in cluster size space) through a critical

region that is located kg7 less than W', where kg is the Boltzmann constant and 7T is
the temperature in absolute units.
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Fig. 7.1 (a) Work of cluster formation as a function of the number of molecules in the cluster, 7,
showing the critical size, n”, and the critical region. (b) A histogram of the cluster population as a
function of the number of molecules in a cluster, n. (Adapted from Ref. [1], copyright (2010), with
permission from Elsevier)

The critical radius, 7", is found by differentiating W(r) with respect to the radius
and setting that equal to zero, giving r* = 2¢/IAgl. The corresponding number of
molecules in the critical cluster is n* = [327/(3)](c/|Ag|)’ . The critical work of
cluster formation is obtained by substituting r into Eq. (7.2), giving

3
|Ag|

(7.3)

Gibbs assumed that the nucleation rate is proportional to the probability of having
a fluctuation that gives a cluster of the new phase containing n~ molecules, i.e.,
o< exp (—W*kgT). The computation of the proportionality constant requires a kinetic
model that describes the rate that clusters evolve in size. Following an approach used
in chemical kinetics, Volmer and Weber [15] assumed that this occurs by a series of
bi-molecular reactions with single molecular attachment or detachment at each step,
as illustrated in Fig. 7.1b. The nucleation rate is the flux past a given size and is in
general time dependent:

In,z :Nn,tk;r *Nn+l,tkr7+l' (7'4)

Assuming, however, that the cluster distribution is time invariant, Becker and
Doring [16] obtained an expression for the steady-state nucleation rate per mole:

st g+ |Au| LA W
r' =k, <6ﬂkBTn*>NA exp < kBT> =k, ZN, exp < T )’ (7.3)

where N4 is Avogadro’s number and Z is the Zeldovich factor. These equations were
developed for gas condensation, for which &, could be computed from molecular
dynamics. Turnbull and Fischer were the first to apply them to nucleation from a
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liquid by assuming that the kinetics of attachment were determined by the diffusion
coefficient in the original phase [17], giving

s 24D(") PNy we\ w*
r = TZexp kT = A" exp Wl (7.6)

The development of CNT assumes that the interface between the nucleating
cluster and the original liquid or glass phase is sharp. The first suggestion that this
might not be correct came from experimental studies of the nucleation rate in liquid
mercury [13], where the pre-factor measured from fits to the data was seven orders of
magnitude larger than the value calculated from Eq. (7.6). These were brought into
agreement by assuming that the interfacial free energy, o}, increased with temper-
ature. Since a free energy should decrease, not increase, with increasing temperature
due to the entropy term, Turnbull argued that there must be a sizable entropy deficit
due to ordering in the liquid in front of the advancing interface. This indicates that
the interface is then diffuse, rather than sharp. As discussed next, more sophisticated
theories of nucleation support this conclusion.

2.2 Density Functional Theory (DFT)

DFT is based on a position-dependent order parameter description of the original and
nucleating phases. The density is a good order parameter for gas condensation, since
the densities of the two phases are very different. However, an order parameter that
takes account of local symmetry is a better one for a liquid/glass to crystal transition.
The work of cluster formation is expressed as a functional (i.e., a function of a
function) of the chosen order parameter. By setting the derivative of the work with
respect to the order parameter equal to zero, the critical fluctuation of the order
parameter is obtained. This is analogous to the critical size in CNT. A more in-depth
discussion may be found elsewhere (Chapter 4 in Ref. [1]).

There have been many proposed DFT formulations of the work of cluster
formation (see Chapter 4 in Ref. [1]). Granasy tested these for nucleation in liquids
[18] and glasses [19], finding that the semi-empirical density functional approxima-
tion (SDFA) fit the data best. This model is based on a single non-conserved
structural order parameter, M, which is equal to 1 in the macroscopic crystal phase
and zero in the liquid phase [20]. Two key predictions from this theory are as
follows: (i) the interface is diffuse, not sharp, and (ii) the order parameter becomes
much less than the expected value of 1, even in the center of the cluster, as the
departure from equilibrium is increased (i.e., increased supercooling for crystalliza-
tion from the liquid). These points are illustrated in Fig. 7.2a, for the order parameter
as a function of scaled distance for three different scaled critical sizes, which
correspond to three values of A, a scaled dimensionless free energy difference
between the liquid and the solid.
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Fig. 7.2 (a) The order parameter, M, as a function of the scaled distance from the center of the
cluster, measured in reduced units. (b) The scaled work of formation as a function of the scaled
driving free energy. (Reprinted with permission from Ref. [20], copyright (1994), American
Institute of Physics)

As for CNT, the values of A become more negative, and the critical sizes decrease
with increased departure from equilibrium, with the order parameter systematically
decreasing in the center of the cluster. For large departures from equilibrium, the
difference between the order parameter in the cluster and in the liquid is very small,
indicating that the structural order in the liquid and the nucleating phase is similar.
Close to equilibrium, shown in the inset, the order parameter is the same as for the
macroscopic crystal, although it should be noted that the interface remains diffuse.

The predictions of the work of critical cluster formation behave similarly as a
function of A. As shown in Fig. 7.2b, the critical work from the SDFA, scaled to the
curvature of the free energy curve for the solid phase, (W'/A), approaches the value
for that calculated from CNT for small magnitudes of Z, i.e., close to equilibrium.
The value from SDFA becomes less than the value from CNT with increasing
magnitude of A, approaching zero at large departures from equilibrium.

2.3 Diffuse Interface Theory (DIT) of Nucleation

While density functional theories give quantitative predictions for the profile of the
order parameter, their use for analyzing nucleation experimental data is not straight-
forward since many of the parameters needed are poorly known or not known at all.
The diffuse interface theory (DIT) [21-23] offers a phenomenological thermody-
namic approach that can be more readily used. In contrast with the CNT, the DIT
explicitly assumes that the interface is diffuse, in agreement with predictions from
DFT theories (Sect. 2.2) and computer simulations (Sect. 3). Based on the DFT
studies, the profile of the Gibbs free energy should qualitatively have the form shown
in Fig. 7.3a, with a maximum in the interfacial region.
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Fig. 7.3 (a) The qualitative profile of the Gibbs free energy density as a function of distance
through the interfacial region. (b) The simplified profile assumed within the DIT. (Adapted from
Ref. [21], copyright (1994), with permission from Elsevier)

As shown in Fig. 7.3b, within the DIT this profile can be approximated as a step
function having a width 6, which corresponds to the width of the interface.
The interfacial width reflects the difference between the profile of the enthalpy and
the entropy on transitioning through the interface [24]. Assuming a spherical cluster,
the work of cluster formation is

W= / (Ah — TAs)dznr’dr (7.7)
0

where Ah = N(r)[H(r) — H,] and As = N(r)[S(r) — S;], N(r) is the local molecular
number density, and H(r) and S(r) are the molecular enthalpy and entropy; the
subscript one refers to the parent phase. For clusters with a radius that is significantly
larger than the interfacial width, 6 = Rg — Ry, where Ry and R are the midpoints of
the enthalpy and entropy profiles on traversing through the interface. It follows that
Ah = Ahg[1 — O(r — Ry)] and As = Asg[1 — 8(r — Rs)], where 6 represents the step
function approximation in Fig. 7.3b. The work of cluster formation is

W= 4?” (R{Ahy — RIT Asp) (7.8)

and the area enclosed between the Ah and TAs curves is proportional to the
interfacial free energy. Using 6 = Ry — Ry and maximizing the work of cluster

formation with respect to Rs, the critical size, Rg, and the critical work of cluster
formation, W*, can be obtained:

. 8Ahy+ 6y/AhoTAsy . 4z
R, = OAhO_TAOSO % and W 2—?53Ag0y/ (7.9)

where Ag, = Ahy — TAso, y =2(1+ )¢ > — B +29)¢ 2+ L g= (1 - 0",
and { = Ag,/Ah,. The critical work of formation can be written in a more compact
form as [25]



7 Theory of Nucleation and Glass Formation 159

. 42 53 Aho T Aso
W= - . (7.10)
A]’l() + TAS() -2 AhoTAS()

A key result of the DIT model is the confirmation that a positive temperature
dependence of the interfacial free energy indicates that the interface of the nucleating
cluster is more ordered than the liquid or glass parent phase [21].

2.4 Composition Effects on Nucleation

The theories discussed in Sects. 2.1, 2.2, and 2.3 apply to nucleation processes in
which the chemical compositions of the initial and final phases are the same. This is
true for only a limited number of cases. If the diffusion rates are sufficiently fast in
undercooled liquids, only interfacial processes need be considered. It is then rea-
sonable to expect that the steady-state nucleation rate for a binary system (A, B)
will be

w
I, =A,, exp (— kBa;))’ (7.11)

where W;b is the reversible work of formation of a cluster of critical size n',
composed of @~ molecules of A and b molecules of B, and A, is the pre-factor.

Assuming an effective interfacial free energy, o, for a sharp interface between the
nucleating cluster and the parent phase, W, ;, is (approximately)

Wap = adgs + bdgy + Co(ava + bvg)?> (7.12)

where 0g 4 and dgp are the changes in the Gibbs free energy per atom for A and B, { is
a geometric factor (which is (367[)” 3 for spherical clusters), and v, and are the
molecular volumes of A and B atoms, respectively. Reiss showed [26] that the
pre-factor, A, , is a function of the composition of A and B in the liquid, their atomic
mobility at the interface, and the two mutually orthogonal curvatures of W, at the
saddle point, P and Q. Assuming that the forward and backward rate constants have
a similar form to those in the CNT and that the cluster composition corresponds to
the maximum driving free energy (corresponding to a saddle point in the free energy
as a function of the cluster number and concentration), he obtained the following
expression for the steady-state nucleation rate:

P =ki, /PJONS,., (7.13)

where the equilibrium number of clusters at the critical size in terms of Avogadro’s
number of single molecules, Ng and N%, is [27]
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kinetic processes in the coupled-flux model, shown here up to a cluster size of 3. Motion between
the shell and the parent phase, changing the shell composition, occurs along the vertical axes, while
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from Ref. [34], copyright (2000), with permission from Elsevier)

0 0 0 0 0 0 1%
Neg = (N9) W/ (VM) (o Vo (NGNS g (— kﬁz). (7.14)

The effect of chemical composition is reflected in changes in the driving free
energy, interfacial free energy, and the atomic mobility. Several refined treatments
have been offered to deal with shortcomings in Reiss development [28-30]. Wu
offered the most complete solution for binary nucleation by mapping nucleation onto
a one-component system [27]. His approach can also be extended to more than two
component systems. A more detailed discussion of interface controlled
multicomponent nucleation can be found elsewhere [1].

If the diffusion and interface kinetics are comparable, the stochastic fluxes for
diffusion in cluster space and diffusion in the real space of the parent phase become
coupled, which can have a strong influence on nucleation in cases like solid-state
transformations, precipitation, and crystallization from the liquid phase, if stirring is
minimized such as in a microgravity environment. To understand this, it is easiest to
think about precipitation of a pure phase from solute atoms in a solution. Following
an approach first suggested by Russell [31], the coupled fluxes can be treated by
focusing attention on three regions: the cluster, the immediate neighborhood around
the cluster, and the parent phase (Fig. 7.4a). The number of atoms in the cluster, 7,
and the number in the cluster neighborhood, p, must both be considered. Assuming
that the number of atoms in the clusters and their nearest-neighbor shells occur by
the gain or loss of a single atom at a time, the rate kinetics are described within a
two-dimensional (n,p) space (Fig. 7.4b). Since only the nearest-neighbor shell is
considered, the upper limit on p (p™) increases with cluster size n, p™ ~ 4n””, giving
the staircase appearance in Fig. 7.4b.

The equilibrium cluster distribution in the coupled-flux model is
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M) = Nooxp (= 255 ) ), 7.15)

where N, is the number of solute atoms per unit volume in the initial phase
distributed among the number of possible sites (Ns), W, is the work of cluster
formation, and P{p} is the probability for having p solute atoms in the nearest-
neighbor shell around the cluster. For simplicity, the work of cluster formation is
taken to be the same as in the classical theory. From Fig. 7.4b, the differential
equation that describe the rate of change of the cluster distribution is

ONEL1) _ g~ )N~ 1.1) — [a(n.p) + Bl )N .1
+B(n,p+ D)N(n,p+ 1,t) + k" (n—1,p+ 1)N(n— 1,p + 1,1)
+hk (n+1Lp—DN(n+1Lp—1L1)—[k"(np) +k (np)N(np,t).

(7.16)

This is a natural extension of the differential equation in CNT that describes
cluster growth in size space. The interfacial attachment and detachment rates as well
as the rates controlling the parent/shell exchanges are discussed in Chapter 5 of
Ref. [1].

The steady-state nucleation rate obtained from a numerical solution of Eq. (7.16)
as a function of the ratio of the effective long-range diffusion coefficient, £D, to the
effective diffusion coefficient governing interfacial attachment, D;, is shown in
Fig. 7.5. (The constant £ is introduced to take proper account of the average diffusion
distance for an atom to leave the shell and return to the parent phase. Its value is
determined by setting the cluster growth rate for large clusters in coupled-flux
nucleation equal to the known diffusive macroscopic growth rate.) For £D < D;,
the steady-state rate scales linearly with the ratio of rates. With increasing values of
the ratio, the coupled-flux nucleation rate asymptotically approaches the CNT value
(shown by the dashed line), reflecting the crossover from diffusion limited to
interface-limited nucleation. Predictions from the coupled-flux model have been
shown to be in much better agreement with nucleation data for oxygen precipitation
in silicon than are CNT calculations [32], and they agree with the results from a
kinetic Monte Carlo simulation [33].

3 Computer Modeling Studies of Nucleation

Computer models for nucleation are becoming increasingly more important for
probing the underlying processes involved in nucleation. For example, Monte
Carlo studies of Ising models have demonstrated the stochastic nature of nucleation
[35]. Ising models have also been useful in studies of the pre-factor, A”. Fits to the
simulation data, for example, show that A” is several orders of magnitude smaller
than expected from CNT and is a strong function of cluster size [28, 36]. A more
extended discussion of these early results can be found elsewhere [1].
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Fig. 7.5 The steady-state nucleation rate computed from the coupled-flux differential equations as
a function of the ratio of the effective diffusion rate in the parent phase, £D, to an effective diffusion
rate governing interfacial attachment, D;. The dashed line corresponds to the nucleation rate from
CNT multiplied by x*3, where x is the atom fraction of solute (x = No/Ns). (Adapted from Ref. [34],
copyright (2000), with permission from Elsevier)

Molecular dynamics (MD) studies have demonstrated the existence of a nucle-
ation barrier [37] and have identified the critical sizes [38]. However, the ensemble
sizes in these early simulations consisted of a few thousand to a few ten thousand
atoms. Within the past decade, the increase in computer speed and the amount of
accessible memory have greatly expanded the ensemble sizes, some now containing
up to a billion atoms. The MD simulations have provided new insight into the
validity of some of the key assumptions in the development of the CNT and have
identified new features of nucleation that have not yet been incorporated into
analytical models. Most of these are classical MD simulations, which use model
potentials that may not capture all of the features of the actual atomic interactions
and the structural development. First-principle (ab initio) calculations are not hin-
dered by these problems, but the ensemble sizes that can be studied are very limited.
AD initio calculations are most useful for studies of small clusters of atoms, identi-
fying structural and chemical ordering more accurately than classical MD studies.
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Fig. 7.6 (a) 1226 atom Al,¢NiggZr>q bec cluster at 1016 K. (b) 4330 atom Al,¢NiggZr,q bec cluster
at 996 K

The properties of the nucleating clusters are critically important for developing a
quantitative understanding of nucleation. Monte Carlo studies of a 100-atom cluster
suggested that the clusters that formed in an Ar vapor are diffuse [39]. This is
dramatically evident in recent MD calculations. Figure 7.6a shows a bcc crystal
cluster of 1226 atoms that has nucleated in a supercooled liquid of Al,gNiggZr, for
an ensemble size of 1 million atoms [40]. The cluster is clearly not compact nor
spherical, as assumed in the CNT, although it approximates this more closely as the
cluster size increases (Fig. 7.6b). In all cases, however, the interface is diffuse. A
study of a large number of clusters in the ensemble shows that both the density and
the bcc order parameter decay on transitioning from the center of the cluster to the
cluster boundary, in agreement with the density functional and diffuse interface
models for nucleation discussed in Sect. 2.

As will be discussed in Sect. 4, experimental studies have confirmed Frank’s
hypothesis [41] that icosahedral short-range order (ISRO) develops in many
supercooled transition metal alloy liquids and that this order couples to the nucle-
ation barrier, making it more difficult to nucleate crystallographic phases. Ab initio
MD studies have shown that the degree of ISRO is more prominent for bcc forming
liquids and less so in fcc and hcp forming liquids, possibly because icosahedral
disclination line defects are more easily incorporated into bcc environments
[42]. While initially growing in the supercooled bce forming liquid, the ISRO begins
to decrease upon approaching the nucleation temperature, replaced by local bec
ordering [43, 44]. Regions of bce ordering also appear in the initial nucleation of Zn
and Pb, before crystallizing to the hcp or fcc structures, respectively [45]. All of
the models discussed in Sect. 2 assume that nucleation can occur anywhere within
the liquid. These MD results suggest that nucleation is more complicated than that.
The results are in agreement with the proposed explanation of the experimental
studies in Tizg 5Zr395Niy;, i.e., that regions of order in the liquid catalyze the
nucleation of the crystal phases [46]. They also suggest that nucleation is a coupled
process, with orientational ordering occurring prior to density ordering, as was
proposed by Tanaka and co-workers [47, 48]. An MD result indicates that chemical
ordering can also catalyze nucleation [49], as predicted earlier [50]. The result that
nuclei initially have a bce orientational order before changing to the expected crystal
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Fig.7.7 The correlation between the slow regions of dynamical heterogeneities (gray regions) with
the formation of crystal nuclei (colored spheres) for several times at 837 K. (Reprinted with
permission from Ref. [53], copyright (2019), American Physical Society)

structure indicates that the nucleation pathway is more complicated than assumed; a
similar case was recently identified in a silicate glass, where the first phase to
nucleate had a chemical composition different from that of the crystallizing phase
[51]. A billion atom MD simulation of pure Fe indicated that nucleation proceeds in
two stages where satellite nuclei form in the region surrounding the initial nuclei
[52]. This has not been reported in other MD simulations; however, so further
investigation is called for to understand why this might be the case.

Recent MD studies also suggest an additional role for ISRO in the kinetics of
nucleation in metallic liquids. Liquids are known to be characterized by heteroge-
neous structures and dynamics. Many MD calculations have shown that local
regions with icosahedral order are also dynamically slow [54]. The development
of these dynamical heterogeneities has been argued to underlie the breakdown of the
Stokes-Einstein relation [55] and lead to the glass transition. As illustrated in
Fig. 7.7, MD studies also suggest that these are the sites where nucleation preferen-
tially occurs. The development of dynamically slow regions with local icosahedral
order occurs after 20 ns at 837 K; subsequent nucleation and growth of the CusZr
phase preferentially occur in these regions [56].

There have been a few studies of the agreement between the predicted nucleation
rate and computer results, and the results have been varied. A study of the Lennard-
Jones liquid, for example, found that nucleation proceeds along multiple pathways
around the minimum free energy path and that in addition to size, the shape and
structure of growing clusters play an important role [57], features that are not
commensurate with CNT. However, a later study of liquid Al showed good agree-
ment with CNT, particularly the time lag for nucleation [58]. A later MD study of
nucleation in liquid Al found that the nucleation times followed a Poisson distribu-
tion, in agreement with the stochastic model for nucleation in CNT. They also found
agreement to within one order of magnitude between the simulation results and CNT
predictions, although this required using the pre-term and the interfacial free energy
as fitting parameters [59]. A recent MD study of nucleation in a barium sulfide (BaS)
liquid found agreement to within an order of magnitude with predictions from CNT,
using only the interfacial free energy as a fitting parameter [60]. Similar results were
obtained for nucleation in a Nis(Tisg liquid [61]. So, despite the problems with CNT
identified earlier, it seems that it remains a reasonable phenomenological framework
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for describing homogeneous polymorphic nucleation, if the interfacial free energy is
taken as a fitting parameter.

4 Ground-Based Studies of Nucleation in Metallic Liquids

The earliest attempts to study homogeneous nucleation in liquids used methods to
isolate impurities that would cause heterogeneous nucleation (see Ref. [1],
Chapter 7). The samples were dispersed into fine droplets either in a medium on
or a surface so that some of the droplets would be free of impurities. The maximum
supercooling observed was then attributed to homogeneous nucleation in those
droplets.

Recently, levitation techniques have been developed that allow single macro-
scopic droplets to be repeatedly processed in a containerless environment. The most
common of these are electromagnetic levitation and electrostatic levitation, which
are discussed in Chaps. 3, 5, 8, 10, and 12 in this book. A statistical analysis of many
measurements of the maximum supercooling from a single droplet in a containerless,
high-vacuum environment can in principle allow studies of the type of nucleation
(heterogeneous or homogeneous) and the different nucleation barriers for the nucle-
ating phases. It is assumed that due to the rapid growth rates at high temperatures,
one nucleation event leads to crystallization of the droplet, and the solidification is
essentially adiabatic [62, 63]. The probability density for one nucleation event as a
function of temperature at a constant cooling rate, Q, is [1, 64]

T¢
r(T)v \%4 st
P(1;T) = exp | —= / r'(r)dr|, (7.17)
Q QTmin

where V is the volume of the droplet, I is the steady-state nucleation rate, T is
the liquidus temperature (the melting temperature for a pure liquid), and T, is the
maximum supercooling temperature. The shape of the distribution is sensitive to the
temperature dependence of the nucleation pre-factor and the nucleation barrier. As
the magnitude of the pre-factor increases, the distribution becomes narrower and less
skewed toward lower temperatures (smaller third moment). The validity of the
Skripov method was examined by measuring the supercooling distribution in zirco-
nium liquid samples of three different purities [62] and by Monte Carlo
calculations [63].

As discussed in the introduction, the ability to significantly supercool liquid
metals, indicating the presence of a significant nucleation barrier, came as a surprise
when it was first reported. Before Turnbull’s studies of dispersed droplets, this had
not been possible. Although he recognized that the failure of previous attempts to
supercool was likely due to heterogeneous nucleation, this was not widely regarded
as the reason. Instead, the similarity in the densities and coordination numbers of the
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Fig. 7.8 (a) The histogram of maximum supercooling values for Tizg 5Zr39 sNipy, (b) TigoZrsoNiz,
and (c¢) ZrgoPtyo. The solid line shows the fit to Eq. (7.17). (Reprinted with permission from Ref.
[67] copyright (2019), American Institute of Physics)

Table 7.1 Fit values for L1qu1d A* (m3s)71 W/kBT P (]/m2)
leati 1 " .
fucieation parameters Tizo sZ30 sNip 274 x 107 37.18 0.057
TisoZr3oNisg 4.85 x 10 70.54 0.114
ZrgoPtao 8.76 x 10% 84.17 0.134

Data from Ref. [67]

liquids and corresponding crystal phases led many to believe that the phases have
similar local atomic order and hence the nucleation barrier should be small. Frank
proposed that the local structure of the liquid was dominated by icosahedral order,
which like close-packed crystal phases has a coordination number of 12 and a similar
density [41]. X-ray scattering studies have demonstrated that transition metal liquids
do indeed contain a significant amount of icosahedral short-range order (ISRO)
[65]. This order was linked to the nucleation barrier in a liquid that nucleated a
metastable icosahedral quasicrystal phase [46], a non-translationally ordered phase
with extended icosahedral order [66]. As a further investigation into this problem,
the Skripov method was recently employed to analyze maximum supercooling data
for metallic liquids that contain significant ISRO but nucleate different phases, some
of which have ISRO and some do not [67]. The alloy liquids investigated were
Tizg 57139 5Nip;, which nucleates the icosahedral quasicrystal; TigygZr4oNizg, which
forms the C14 Laves phase (a poly-tetrahedral crystal phase with local order similar
to that of the icosahedral quasicrystal); and ZrggPt,o, which nucleates a phase
mixture of ZrsPt; and fZr, both phases lacking icosahedral or poly-tetrahedral
order. Several hundred supercooling studies were made for each of the three alloys.
The resulting distributions and the fits to Eq. (7.17) are shown in Fig. 7.8. In all cases
the fits were good, with p-values greater than 0.999.

The values for the nucleation pre-factor, A*; the work of critical cluster formation,
W' and the value for the interfacial free energy, o, obtained from the fits are listed in
Table 7.1. A" increases with decreasing icosahedral local order of the nucleating
crystal phases, as do the work of cluster formation and consequently the interfacial
free energy. This is consistent with Frank’s hypothesis. The smallest value for A" in
the quasicrystal-forming liquid suggests that the local regions of icosahedral order in
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the liquid catalyze the nucleation of the ordered phase. This is consistent with the
computer modeling studies shown in Fig. 7.7 and with conclusions from X-ray
scattering studies [46]. It could also be consistent with a proposal by Tanaka that
nucleation proceeds in stages instead of the one-step nucleation approach in the
classical theory [68]. In that case, the small nucleating region first undergoes spatial
ordering (to ISRO in this case) and then densifies. As already mentioned, these
multiple pathways for nucleation is an emerging topic of considerable interest

5 Nucleation in Metallic and Silicate Glasses

Nucleation has been studied extensively in the silicate glasses. Understanding and
controlling crystal nucleation is essential in glass formation and is also important in
the production of glass ceramics with the desired properties. Both the nucleation and
growth rates have peaks as a function of temperature, although the quantitative
function is different for the two rates. The two peaks are often significantly separated
in temperature in silicate glasses, which allows the nucleation rate to be accurately
measured using a two-step annealing method, in which samples of the glass are first
annealed for different times at a temperature, Ty, where the nucleation rate is high,
but the growth rate is low to produce a population of small nuclei. These nuclei are
then grown to visible size by heating at a higher temperature, T, where the growth
rate is large, but the nucleation rate is small. For steady-state nucleation, the number
of nuclei produced at Ty should be a linear function of the annealing time, so the
slope of the line fit through the data will equal the steady-state nucleation rate.
However, as shown in Fig. 7.9a for a barium silicate glass, the observed behavior is
quite different. For long annealing time, the nucleation rate eventually reaches the
steady-state rate, but at shorter times, the rate is smaller. The extrapolation of the
straight line to the time axis gives the induction time, 8, which provides a measure of
the relaxation time of the cluster distribution inherited from high temperature to the
steady-state distribution at 7. This is an example of time-dependent nucleation,
which is best described by the following expression [69]:

S 2
st m mt
In*,t = 1+2 Eﬁ] (71) exp (‘L’K) ] . (718)

I'is the steady-state nucleation rate. The Kashchiev transient time, 7, is related to
the induction time, 6, by

24k Tn* 6
=" =—0. 1
K 71'2](;* 5[1 2 0 (7 9)

Since 6 scales inversely with k., a more quantitative fit to glass nucleation data is

possible than by using the diffusion coefficient or viscosity of the glass.
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Fig. 7.9 (a) The number of nuclei per unit volume as a function of nucleation time at 948 K for a
5Ba0-8Si0, glass; previously measured data [70] are shown in the inset. (b) A plot of In(I*9,,-
(1)) VS. 1/(TIAg,? for the 5Ba0-8Si0, glass from the previously measured data [70] (red triangles)
and the more recent data [71] (dark squares). The dashed line is the expected linear behavior. (¢) The
scaled nucleation barrier, W/kBT, as a function of temperature for several silicate glasses,
44Na,0-56S10, (N44S56), Li,0-2Si0, (LS2), BaO-2Si0, (BS2), 5Ba0-8Si0, (B5S8), and
xNa,0-(50-x)Ca0-50Si0, (NCS), where x values are 33.3, 24.4, 22.4, 21.3, 19.2, and 16.7 (see
[71] for the data sources). The solid lines are guides to the eye. (d) The logarithm of the steady-state
nucleation rate for a SBa0O-8SiO, glass. The CNT-predicted rate, based on fits to data obtained at
temperatures higher than the peak temperature, is shown by the solid line. The previous data point
(red triangle) at 948 K (corresponding to the inset in (a)) and the good agreement with the new data
point at 948 K (black square). The dashed lines are the 95% confidence limits for the calculated
curve. (From Ref. [71])

For over 40 years, it has been noted that below the peak nucleation temperature
the measured nucleation rates in many silicate glasses lie below values expected
from CNT. The CNT predicts that a plot of 1n(1“0,,*(m)) as a function of 1/(TIAgVI2)
(where 0,1 is the induction time measured for the critical size at the nucleation
temperature and Ag, is the driving free energy) should be linear when o is a constant
or when the relative change in ¢ as a function of temperature is smaller than the
relative change in IAg,l. An example of this is shown in Fig. 7.9b for a BaO-2Si0,
glass. The plot is linear at high temperatures but becomes increasingly nonlinear at
low temperatures. Further, the scaled critical work of cluster formation, W*/kBT,
derived from the data should decrease monotonically with decreasing temperature.
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As shown in Fig. 7.9¢, however, for many silicate glasses, W'/kgT plateaus and even
begins to increase at low temperatures. All of these results suggest a failure of CNT
at low temperatures, where the glass is far from equilibrium.

Many explanations have been advanced to explain this anomalous behavior
[72-75]. However, because the function for the number of nuclei produced as a
function of time is self-similar at different times, the failure could be an experimental
artifact caused by insufficient annealing time at Ty to reach the steady state [76]. As
an example, the inset in Fig. 7.9a shows data taken for approximately 1 day of
annealing. After approximately one half of a day of annealing, the number of nuclei
appears to increase linearly with time, suggesting that the steady-state rate has been
reached. These data were used to compute the work of cluster formation for this glass
that is shown in Fig. 7.9¢ [70]. However, as shown by the more recent data (black
data points) in Fig. 7.9a, the data in the insert has clearly not reached the steady state.
Using the new data from Fig. 7.9a, there is no longer an anomalous behavior in a plot
of In(I*'6,+zn)) vs. 1/(TIAg,* (black data points in Fig. 7.9b) nor in the work of
cluster formation [71]. Also, the steady-state nucleation data point at 748 K is now in
good agreement with CNT predictions (Fig. 7.9d). Given the results for this glass,
and the fact that all other silicate glasses show a similar anomalous behavior at low
temperature, it is possible that all of the existing nucleation data for silicate glasses at
temperatures below the peak are incorrect. As for the results discussed in Sect. 3, it
appears that CNT remains quantitatively correct (but with a temperature-dependent
interfacial free energy, consistent with a diffuse interface) even in cases where
nucleation occurs far from equilibrium. Studies have also shown that the kinetic
model of CNT appears to be quantitatively correct at these low temperatures
[77, 78]. Therefore, if a breakdown of CNT does occur as suggested from the DFT
calculations, it must be at even greater departures from equilibrium and may not be
experimentally accessible.

Nucleation rate measurements in metallic glasses have been obtained from single-
step annealing treatments [79] and from ultrafast heating and cooling studies
[80, 81]. Two-step annealing studies are more difficult because of the overlap in
the temperature ranges for nucleation and growth. The one result for the nucleation
of an icosahedral phase in a ZrsoTizCuygNigAl;o glass was consistent with pre-
dictions from CNT for time-dependent nucleation. Further, the interfacial free
energy derived from the fit to that data was extremely small (0.01 &+ 0.004 J/m?),
consistent with the observed icosahedral order in the glass.

6 Stirring Effects on Nucleation and Microgravity

On Earth, liquids are stirred by Marangoni and gravity-induced flow, which can
mask some features of nucleation, such as the diffusion effects discussed in Sect. 2.4.
Stirring effects are also important in the crystallization and aggregation of proteins
[82] and industrial crystallization in the pharmaceutical industry [83]. To examine
these effects, nucleation rate measurements have been made in stirred environments
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on Earth and in the less stirred microgravity environment available on parabolic
flights, the space shuttle, and most recently the International Space Station.

Most studies have been made for proteins [84] and colloids, with a smaller
number of studies of inorganic liquids [85] [86]. The results are varied. Some studies
have reported that shear flow decreases the nucleation rate [87], while others have
found a considerable increase in the rate under stirring [88, 89]. One simulation of
colloids with a screened repulsion suggest that the nucleation barrier increases as the
square of the shear rate [90], and others offer evidence for a maximum nucleation
rate with stirring [91, 92]. A recent extension of CNT gives good agreement with this
disparate behavior. It accounts for the contribution of flow to the kinetics of
interfacial attachment in the Volmer-Weber kinetic equations but also argues for a
change in the work of cluster formation due to mechanical deformation of the
nucleus due to the flow [93]. These two competing effects lead to a maximum in
the nucleation rate and a quadratic dependence of the nucleation rate on stirring, in
agreement with the simulation results. Studies in a microgravity environment allow
the effect of stirring on the nucleation rate to be investigated. But, they also allow
other features of the nucleation process that are otherwise masked by flow to be
explored. Emerging key features are that nucleation involves a degree of self-
organization that is dependent on geometric, kinetic, and structural factors and that
it is described by multiple order parameters involving non-classical nucleation
pathways. As already mentioned, similar results have resulted from studies of
crystallization in silicate glasses.

There are fewer studies of the effect of stirring on metallic liquids. A study of
nucleation in liquid Zr as a function of stirring in the MSL mission on Spacelab
found no evidence of a change in the rate for flow rates between 5 and 43 cm/s, based
on the maximum supercooling achieved prior to crystallization. Above 50 cm/s the
supercooling was smaller, which was taken as evidence for cavitation-induced
nucleation in the liquid [94]. The maximum supercooling of liquid AlygNigy was
70 K smaller in a microgravity environment than it was in ground-based experiments
[95]. One possible explanation is that since a thin layer of Al,O5 forms on the surface
of the Al, and since there is evidence that the liquid orders next to this layer [96, 97],
the layer could catalyze nucleation, as in the case where the icosahedral ordering in
liquid Tizg 5Zr395Niy; catalyzes the nucleation of a metastable icosahedral phase
[46]. Significant stirring in the ground-based experiments may disturb this ordering,
while it may persist under microgravity conditions. A recent study examined a
coupling of nucleation events, measuring the delay time for a ferrite to austenite
transition as a function of shear in a Fe-Cr-Ni stainless steel liquid [98]. Based on
ground-based ESL and EML measurements and measurements in the microgravity
environment of the ESA EML facility on the ISS, it was concluded that the observed
delay time is due to a shear-enhanced retained driving free energy from the meta-
stable ferrite phase. The coupled-flux model (Section 2.4) predicts that when the
flow is reduced and long-range diffusion becomes dominant, the nucleation rate for
phases with a different chemical concentration from that of the liquid should
decrease. There is some experimental evidence for this in microgravity studies of
the solidification of Al-Bi-Sn alloys [99]. A more recent study of a
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Zrs7;Cuys54Nip 6Al1gNbs  (Vitl06), CusoZrsg, and the quasicrystal-forming
Tizg 57139 5Niy; liquids showed that the maximum nucleation rate increased system-
atically with increased fluid flow in the liquids for Vit106, with compositional
changes during crystallization, but stayed nearly unchanged for the other two,
where the compositional changes were small [100]. To date, this is the best
supporting evidence for the coupled-flux model for nucleation in the liquid; future
studies on the ISS to improve the statistical significance of this result are planned.

7 Nucleation and Glass Formation

The key problem for glass formation is preventing significant nucleation and growth
during the cooling of the liquid [101, 102]. For this reason, the earliest prediction for
glass formation focused on liquid alloys with deep eutectics [101], since the tem-
perature range over which nucleation could occur was small before the kinetics
effectively froze out upon reaching the glass transition temperature. But in addition
to the nucleation rate, the growth rate must also be considered. By combining these
two rates, it becomes possible to determine the critical quenching rate for glass
formation using a time-temperature-transformation (TTT) diagram, showing the
times at a given temperature required to develop a certain volume fraction crystal-
lization. A series of TTT diagrams fit to experimental data for Cu-Zr liquids of
different compositions is shown in Fig. 7.10 [103]; the temperature is normalized to
the liquidus temperature, 77. The three diagrams show liquids of nearby concentra-
tion to the best glass-forming compositions, CugsZrse (Fig. 7.10a), CusgZryy
(Fig. 7.10b), and CusyZrso (Fig. 7.10c). If the cooling rate is sufficient to bypass
the nose of the TTT curve, glass formation will result (shown schematically in
Fig. 7.10b for illustration). The results of this study were that the effect of
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Fig. 7.10 The TTT diagrams for Cu-Zr alloys of different compositions normalized to the liquidus
temperatures, 77. Glass formation occurs if the temperature during cooling (illustrated by the solid
dashed line in (b)) remains to the left of the nose of the TTT diagram. (Reprinted with permission
from Ref. [103], copyright (2018), American Physical Society)
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compositional change on glass-forming ability of the three best glasses differs,
which had not been recognized before.

Recently, it has proven possible to do this in the microgravity environment of the
ISS, constituting the first time that metallic glass production has been demonstrated
in space [104]. Since metallic glasses are increasingly finding applications for
specific needs, such as lubrication free gears for use in the cold environment of
space [105], the ability to produce them in space or on other planets having a
different gravitational environment could be very important.

Both nucleation and growth depend on the atomic mobility (generally estimated
from the diffusion coefficient in the liquid) and the driving free energy. At high
temperatures, the diffusion coefficient in the liquid can be related to the viscosity,
using the Stokes-Einstein relation. The viscosity can be characterized by the fragility
of the liquid [106], which is related to the temperature dependence of the viscosity in
a normalized temperature plot (i.e., 7/T, where Ty is the glass transition tempera-
ture). Within the metallic glass community, fragility is often associated with glass
formability [107], which is reasonable since glass formation hinges on avoiding
crystal nucleation and growth. Stronger liquids are believed to be thermodynami-
cally more stable than fragile ones and have larger viscosities at high temperatures,
properties that will suppress the nucleation and growth of the crystal phases and
make glass formation easier. However, there are exceptions to the link between
fragility and glass-forming ability. Sorbitol and Salol, for example, are very fragile
liquids that form glasses [108], and a recent study in metallic glasses showed that
fragility alone did not give a good prediction of glass formability [109]; a better
prediction was found there when using the fragility and reduced glass transition
temperature. Using the fragility and glass transition temperature as a predictor of
glass formability poses a problem, however, since the glass must first be prepared. A
recent study found that these quantities can be calculated from properties of the high-
temperature liquid, allowing a truly predictive model of glass formability from the
perspective of nucleation and growth [110, 111].

8 Conclusions

In conclusion, there has been a recent resurgent interest and activity in the study of
nucleation in liquid and glasses. There are new tools, such as containerless
processing and the availability of the microgravity environment on the International
Space Station, that are allowing nucleation to be probed more deeply. An increased
computational power has led to more realistic simulations of nucleation processes.
The results of these studies show that the thermodynamic model of the commonly
used classical nucleation theory is inadequate for developing a quantitative under-
standing of the nucleation process. A key problem is that the interface between the
nuclei of the new phase and the original phase is not sharp, but diffuse. However,
there are now models that take this into account, and they are starting to be used to
analyze nucleation data. Of greater consequence is the increasing realization that
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nucleation involves multiple connected order parameters and that there can exist
multiple nucleation pathways. The structure of the liquid or glass is also now seen to
be important in the nucleation process. Clearly, a great deal more of study is needed
to sort out these issues and to develop new models to treat them. Microgravity
research has played and will continue to play an important role in deepening our
understanding of nucleation processes.
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Chapter 8 ®)
Ground-Based Electromagnetic Levitation sz
(EML) for the Measurement

of Thermophysical Properties

Jiirgen Brillo

1 Introduction

Thermophysical properties of liquid melts are crucially important for process design,
layout and optimization, as well as for a basic (academic) understanding of materials
science [1]. The latter is essential for computer-aided materials design and materials
optimization. The importance of the liquid phase becomes impressively clear in view
of the fact that more than 70% of all materials are produced under direct involvement
of the melt [2]. This includes, for instance, processes like casting, welding, soldering
or melting in powder-based 3D laser printing [3].

On the other hand, and despite intensive research carried out and eminent
progress made during the past 20 years, systematic data on liquid multicomponent
melts are still sparse. This is owed to the high chemical reactivity of liquid metals
and ionic liquids at elevated temperature. Thus, in standard container-based tech-
niques, a specimen at high temperature pollutes and changes composition due to
chemical reactions with the substrate or crucible material being in contact with.
Consequently, this renders the investigation of such materials with conventional,
container-based techniques a difficult task, often leading to erroneous results.

Containerless techniques offer an elegant way to bypass this problem [4—8]. They
have become indispensable for the investigation of liquid metals and other high-
temperature melts. Containerless techniques offer the additional advantage that
liquids can deeply be undercooled and investigated in this otherwise inaccessible
temperature range.

At the current point in time, the following levitation techniques are mainly used:
aerodynamic levitation (ADL) [4-6], electrostatic levitation (ESL) [7], and
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electromagnetic levitation (EML) [8]. In ADL, the sample is levitated on a
gas-stream. In ESL, the sample is electrically charged and positioned by the elec-
trostatic forces in a static electrical field, whereas the strength of the latter needs to be
controlled in order to keep the sample in a stable position. In ADL, as well as in ESL,
heating of the sample is accomplished by an IR laser. In EML, the sample is
positioned against gravity by Lorentz forces. Heating takes place inductively.
While ADL has become the standard for the investigation of liquid oxides, ESL as
a versatile and comparatively new platform is well suited for high-temperature
refractory materials with low work function, so that thermionic emission prevents
charge loss.

Among the levitation techniques, EML is the most popular and most stable
technique for electrically conducting materials, such as metals and alloys. EML
provides a containerless environment and, at the same time, inductive heating and
melting.

In order to exploit this environment for the measurement of thermophysical
properties, EML must be combined with contactless diagnostic tools for the
corresponding measurements. It is obvious that the development and integration of
these tools are the major challenges in this field. They are mostly based on optical
methods (videometry, spectroscopy) or sometimes also on inductive methods.

Electromagnetic levitation is around since more than 70 years. The concept of
EML, however, has first been proposed in a patent by Muck in 1923 [9], i.e. almost
100 years ago. Nearly 30 years later, in 1952, Westinghouse group proposed to use
EML as a preparation technique with the idea to use it for the commercial production
of extremely pure metals [10]. Although this expectation was not fulfilled, the
enormous potential of EML as a measurement technique became obvious at the
same time. Ten years later, in 1964, Rony and Fromm [11, 12] provided a detailed
theory of electromagnetic levitation with an analysis of acting forces, heat absorp-
tion, coil geometry, field strengths and necessary frequency ranges. Furthermore,
they discussed the applicability of EML to nearly all metals of the periodic table.

Ground-based thermophysical property measurements were then performed by a
number of groups. As early examples, El-Mehairy [13] and Shiriashi [14] published
first preliminary density data measured on a number of transition metals.

During the 1990s, Krishnan measured spectral emissivity and other optical
properties for a number of liquid pure metals and alloys combining an electromag-
netic levitator with an ellipsometer [15—18].

Brooks [19], Egry [20-23] and others successively enlarged the spectrum of
properties that can be measured with ground-based EML [19]. A comprehensive
overview on recent activities is given in the review by Brillo et al. [8] as well as in
Ref. [3].
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2 Method

When an electrically conducting material is placed in an alternating magnetic field,
eddy currents are induced in it. On the one hand, interacting with the magnetic field,
these eddy currents generate a Lorentz force F' that can stably support the metal
against gravity. Simultaneously, these eddy currents heat the sample leading finally
to its melting.

Figure 8.1 shows a photograph of a typical EML setup. A liquid droplet levitates
within a water-cooled coil (=1 pH) to which a current of ca. 200 A is applied at a
frequency of 200-300 kHz. The applied power, of which ~ 98% is dissipated to the
cooling water of the coil, is roughly 2 kW or larger, depending on the type of
generator used. As the top winding of the coil has opposite polarity, a spatially
inhomogeneous magnetic field B is generated with a minimum of B in its centre (see
Fig. 8.1). The Lorentz force F acting on the sample is given by the following
expression [10]:

- VBz 477,' 3
F= _W ?” 0(q) (8.1)

In Eq. 8.1, uo is the magnetic permeability, r is the radius of the sample with an
assumed spherical shape and ¢ = #/6 is the dimensionless quantity with 6 =
v/2/(upow) being the skin depth with o being the magnetic permeability in
vacuum, @ being the frequency and o denotes the electrical conductivity. In
Eq. 8.1, the function Q(g) takes the effect of the skin depth into account.

As a necessary condition for levitation, the vertical component of F, i.e. F_, must
compensate the weight of the sample. When p is the density of the sample, g its
gravitational acceleration and V the volume, Eq. 8.1 becomes [10]

Fig. 8.1 Photograph of a levitated liquid Cu sample at ~1600 K. The back light illumination is
clearly visible on the right-hand side, as well as the shadow of the sample backscattered on the
chamber window on the left-hand side. The magnetic field is illustrated by the white lines
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Fig. 8.2 Functions Q(q)
(solid line) and H(q) (dashed
line) versus g = R/S. Low g- 0.6

values correspond to low — l
electrical conductivity
and/or low frequency, while
large values of g mean high
frequency and high
electrical conductivity
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From Eq. 8.2, one can read the factors governing the levitation process: In
particular, it does not depend on the mass of the sample but on its density instead.
Samples with a low density will thus be easier to levitate. The other main factor is
— V B* with which the force scales. In Eq. 8.1, it is always directed away from the
field, i.e. towards the centre of the coil where B? is minimum. A restoring force thus
exists for sample displacement, so that electromagnetic levitation is intrinsically
stable and no active position control is needed.

As the sample has finite electrical conductivity, eddy currents induced inside
experience ohmic losses leading to inductive heating. The corresponding heating
power P is given by the following Eqation [10]:

2
:gTC:: 4§r3H(q) (8.3)

Here, H(q) plays the same role as Q(g) in Eq. 8.1. It takes the effect of the skin
depth into account and may be interpreted as an effective efficiency factor for
heating.

One can understand from the right side of Eq. 8.3 that P is proportional to the
power density, B2w/(2u,), and to the volume of the sample which is reduced by the
factor H(g) due to the skin effect. In ground-based electromagnetic levitation,
heating and positioning are not decoupled. Q(g) and H(g) are given as analytical
functions of g. They are plotted in Fig. 8.2.

Obviously, both functions are zero for ¢ = 0. This situation corresponds to a
perfect insulator or to @ = 0. In both cases, currents cannot be induced, and neither
positioning nor heating occurs. In the case of the other extreme, i.e. ¢ — 0o, Q(q) >0
but H(g) = 0. So, for a perfect conductor, levitation takes place, but there is no



8 Ground-Based Electromagnetic Levitation (EML) for the Measurement. . . 185

heating. Experimentally, it can sometimes be observed that very good electrical
conductors, such as aluminum, copper or gold, levitate very stably, because the
positioning force is high. However, their temperature rise may occur slowly making
it difficult to reach the targeted temperature at all.

Between these extreme cases, the ratio between heating and positioning can be
adjusted, within limits, by changing the frequency and the power of the electromag-
netic field and the volume of the sample or by changing VB through using coils of
different geometry. As a compromise between heating and positioning, one would
adjust the system around g-values of roughly 3.3 as marked in Fig. 8.2 by the vertical
arrow.

In typical devices, the coil system is placed inside a high-vacuum chamber with a
base pressure of 10~ mbar. The chamber is evacuated prior to each experimental
run in order to remove gaseous impurities such as adsorbed water, O,, CO, CO,, N,
NOy, hydrocarbons, and others. Levitation experiments are carried out under
protecting atmospheres so that pronounced evaporation of sample material is
suppressed or markedly reduced.

For this purpose, the chamber is backfilled with 500-900 mbar of Ar or He having
purities of at least 6 N. In some cases, also admixtures of 5-8 vol.-% of H, are used,
in order to reduce persistent oxygen impurities.

At the beginning of each experiment, the sample is placed on top of a vertical
ceramic tube located inside the induction coil (see Fig. 8.1). Typical coil dimensions
are 40 x 15 mm, while the sample radius is roughly 5 mm corresponding to a mass
of 0.5-1.0 g. When the power is slowly increased, the sample begins to levitate, and
the tube can be withdrawn. Depending on sample material and the available power,
temperatures far above the respective melting points are accessible. Deep
undercoolings of up to 300 K are also not unusual.

As in ground-based EML, positioning and heating are not decoupled, and a
certain desired temperature is best adjusted by counter-cooling of the specimen.
To this end, the sample is exposed to a weak laminar flow of the processing gas,
i.e. Ar or He, admitted via one or several small nozzles. Often, the small ceramic tube
is also used for that purpose.

The temperature 7 is measured using an infrared pyrometer aimed at the sample
either from the top or from the side. As the normal spectral emissivity of the sample
is not known in general, it is necessary to recalibrate the pyrometer signal 7p with
respect to the known liquidus temperature 7;. For this purpose, Wien’s law can be
formulated once for the sample as an assumed black body with effective temperature
Tp at wavelength A:

C1

) e ity

(8.4)

and once for the sample with real emissivity €(4,T) and real temperature 7:
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Fig. 8.3 Typical temperature record during melting. The output signal Tp is used to calibrate the
pyrometer with respect to the known liquidus temperature 7;. Tp is hereby the pyrometer signal at
the liquidus point. When the sample begins to melt, the effective emissivity slightly decreases
which, in this example, results in an apparent temperature drop. An ideal (simplified schematic)
temperature-time profile with marked solidus (7) and liquidus (7}) temperature is shown by the
inset. The vertically dotted lines mark solidus and the liquidus

L(T) = ¢(A,T)Ly(T) (8.5)

In both equations, L and Ly are the radiance of the real sample and the black body,
respectively. Tp is chosen such that Eqgs. 8.4 and 8.5 are equal, i.e. Lg(Tp) = €(4,T)
Lg(T). Moreover, if Ty is the liquidus temperature and 7, is the temperature signal
delivered by the pyrometer at this point, one may obtain Lg(Tp ;) = €(A,T1)Lp(Ty).
Under the assumption that e(1,7) = €(4,T}), i.e. that ¢ is constant over a sufficiently
large temperature range, the following simple and well-known relation is derived
from Eqgs. 8.4 and 8.5 [15]:

1 1 1 1
T T T (8.6)

In an experiment, Tp is measured by the pyrometer and is basically its output
signal. When the sample absorbs power during heating, T rises, until melting sets
in. At this point, some materials exhibit an apparent drop in temperature due the loss
of surface roughness which results in a smaller emissivity. The situation is shown in
Fig. 8.3.

Pure metals and congruently melting systems exhibit a plateau until the sample is
fully molten. In alloys with a melting range, 7 would still keep rising during the
melting process — eventually after the aforementioned initial drop — but with a much
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smaller rate. When melting is completed, Tp rises fast again, and the liquidus point is
identified by a sudden change in the steepness of the Tp-vs-time diagram where Tp
equals Tp ;. The real liquidus temperature 77 is taken from literature or is determined
from independent experiments (i.e. DTA). Knowing Tp; and 7;, Eq. 8.6 can be
applied in order to determine 7.

Equation 8.6 is based on the assumption that the emissivity is constant over the
experimentally scanned temperature range. For most metals and alloys, this assump-
tion is indeed a good approximation [15, 17].

Due to the induction coil’s cylindrical symmetry, the shape of the sample deviates
from that of a sphere [24, 25]. In fact, the resulting shape of the droplet is flat at the
top and elongated at the bottom (see Fig. 8.1). This phenomenon can only partly be
explained by the geometry of the magnetic field. It can be shown, in addition, that
fluid flow inside the sample plays a key role in this context [26-28].

The (magneto-hydrodynamic) fluid flow is driven by the Lorentz force necessary
to lift the sample against gravity. This flow is turbulent in ground-based EML
experiments under the correct conditions [24-28]. A turbulent flow inside the sample
might have some homogenizing effect on it, for instance, with respect to temperature
and composition. However, under unfavourable conditions, it can sometimes cause
heavy sample movements like vivid translational or surface oscillations or fast
rotations around any axis [29, 30]. These instabilities are only limited by energy
dissipation due to inner friction. They may become so intense that an accurate
measurement is no longer possible.

The strong magnetic levitation field also leads to a strong damping of the surface
oscillations. This and especially energy consumption by the turbulent flow prohibit
the measurement of the viscosity under terrestrial conditions [31].

Electromagnetic levitation has also a number of advantages: It is intrinsically
stable. Active position control is not needed. EML is tolerant to ambient conditions,
and a large variety of different materials can be processed. The turbulent flow also
excites spontaneous surface oscillations which is very convenient for surface tension
measurements. The method allows access to high temperatures, broad temperature
ranges, and deep undercoolings. It allows to process highly reactive materials and is,
at the present point in time, still the most suitable and indicated technique for the
investigation of electrically conductive materials, such as liquid metals, alloys or
even semiconductors, such as Si or Ge [32].

3 Diagnostics

The main challenge with levitation techniques consists in development of suitable
diagnostics for the contactless measurement of thermophysical properties. In this
section a brief overview will be given on the portfolio of currently existing methods
for measuring density, surface tension, electrical conductivity, emissivity, heat
capacity and thermal conductivity of liquid metals and alloys.
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3.1 Density

Density and thermal expansion are measured from the liquid sample by measuring
its volume. This is accomplished by illuminating the sample from one side and
recording shadow images on the other [33].

The light source is often an expanded laser, and the camera is equipped with a
polarizer and a band pass. The latter assures that only light from the laser is detected.
A lens and a pinhole (¢ = 0.5) act together as optical Fourier filters removing
scattered light and reflections (see Fig. 8.4).

The shadow graph principle becomes also obvious from Fig. 8.1, where the
expanded laser appears as a bright red circle on the right side. The shadow of the
sample is visible in the reflection of the beam at the chamber window on the left.

The images are analysed by an edge detection algorithm which locates the edge
curve, R(¢). Here, R and ¢ are the radius and polar angle with respect to the drop
centre. In order to eliminate the influence of surface oscillations, the edge curve is
averaged over typically 1000 frames and fitted with Legendre polynomials of order
<6 [33].

If it can be assumed that the averaged edge curve corresponds to a body which is
rotational symmetric with respect to the vertical axis, the volume of this body can be
calculated using the following integral [33, 34]:

C-MOS Camera
(Top view; 2nd Camera)

| Band pass
CCD

\ 2N o
Sample ® Pinhole (‘S|de view)
Laser
source| ~ . w-—c . _.‘. = N
® f=80 mm A

® Col $=0.5 mm
®

Fig. 8.4 Schematic diagram of the optical setup for density and surface tension measurement:
Density is measured by the side view camera and, if necessary, with an additional second camera in
top view position [34]. Surface tension is measured by the top view camera only
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Fig. 8.5 Density of liquid
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In Eq. 8.7, Vp circle 18 the volume in pixel units. The subscript ‘Circle’ indicates
that, on average, the cross section is circular. The pixel volume is related to the real
volume of the sample V by a calibration procedure using bearing balls as described in
reference [33].

The density, finally, is calculated from p = M/V, where M is the mass of the
sample. The absolute experimental uncertainty in the density is Ap/lp = =+ 1%
[35]. The main contributions to this uncertainty originate from mass loss which must
not be larger than 0.1%, and the calibration procedure, using the bearing balls.

As an example, Fig. 8.5 shows density data of pure liquid Ti [34]. The different
symbols correspond to different samples and measurement runs. The overall tem-
perature interval ranges from 1920 to 2150 K. In this example, undercooling was
practically not observed. Over the temperature interval, the density ranges from 4.15
to 4.10 g/cm?®, whereas there is a linear dependency on temperature, and the slope is
negative.

The method described here is based on the assumption that, averaged over time,
the sample is symmetric with respect to the vertical axis. If this assumption is
violated, the data become attached with large uncertainties. One typical problem in
this context is sample rotation which leads to a permanent deformation of the
sample. Another, yet avoidable, problem is static deformation due to misalignment
of the coil. Fukuyama has tried to tackle these problems by superimposing a strong
static magnetic field of several T on the levitation field [38]. As a result, nearly all
fluid flow is suppressed, and the shape of the sample gets approximately spherical.

Another strategy has been reported by Brillo [34] who added a second camera
directed at the sample from the top as shown in Fig. 8.4. With this camera, the shape
of the sample’s cross section is determined, and the data are corrected accordingly.
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Fig. 8.6 Density data of R P —
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The result is shown in Fig. 8.6, where data measured on a heavily rotating NisqTisq
droplet are shown.

The strong rotations lead to deformation of the sample due to centrifugal forces.
Without using the second camera, the hollow symbols are obtained. Obviously, the
resulting data are wrong: They appear far too small, their scatter is far too large, there
are apparent jumps in the density and positive as well as negative apparent slopes can
be observed.

Applying the second camera method and correcting the results accordingly lead
to the solid symbols in Fig. 8.6. These are in excellent agreement with corresponding
literature values [34].

3.2 Surface Tension

Surface tension is measured using the oscillating drop technique [24]. Turbulent
fluid flow inside the droplet generates self-excited oscillations around its equilibrium
shape which can be described as normal modes by spherical harmonics Y;,,. The
indices [ and m (—I < m < +l) are integers (‘quantum numbers’) that characterize
each mode.

For [ > 2, the modes correspond to surface oscillations, and the surface tension y
is obtained from the frequencies of these modes. The / = 2 mode is hereby the most
pronounced one, and it is therefore of interest. In the case of / = 2, m can accept five
different values, —2, —1, 0, +1, and +2. Under force-free conditions, i.e. under
microgravity, the drop is spherical, and the mode is degenerate with respect to
different values of m. Thus, only one frequency wg, the Rayleigh frequency, is
visible in the spectrum, and the surface tension y is proportional to wg”. Thus, one
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might compare the role of the surface tension for the surface oscillations to that of a
spring constant for an oscillating spring [40].

In ground-based EML, the sample is no longer spherical and might also rotate
weakly. As a result, the degeneracy is fully lifted with all five modes at distinct
frequencies w,, 7, ..., W2 2.

Knowing these frequencies, y can be calculated using the sum rule of Cummings
and Blackburn [24]:

M1 &, — 0.3 /g\2
}’—% § Z a)z,m— ]99”—9:(_) (88)

2 \r
m=-2 tr

The first term inside the square brackets averages over the squares of all five
frequencies wy,,. The rest forms a correction term which accounts for the influence of
the magnetic pressure. The latter is implicitly estimated from the mean quadratic

translation frequency Q7., whereas Q7. is given as Q). = 1 (0} + @} + w2) with ,,
w,, and w, being the translational frequencies in all spatial directions.

Typical setups for measuring the surface tension consist of a digital camera
observing the sample from the top [3]. So, the second (i.e. top view) camera in
Fig. 8.4 can be used for that purpose. The frame rate of the camera must at least be
twice of that of the highest frequency in the spectrum. For typical EML samples with
diameters of roughly 5 mm, ®,,,/2x is in the range of typically 30-60 Hz so that
200 frames per second (fps) is a safe choice.

The camera records images of the sample, and an image processing algorithm
extracts two vertical radii r(#,0) and r(¢,m/2), as function of time ¢. For the analysis,
their difference and sum are calculated, and their respective spectra, A and E, are
obtained from fast Fourier transformations (fft) [3] (see Fig. 8.7).
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This way, the modes can be identified: The mode corresponding to m = 0 is
symmetric with respect to the vertical axis, i.e. r(¢,0) = r(¢,7/2). Hence, it appears as
a peak in E but not A. In contrast, the modes corresponding to m = +1 obey
r(t,0) + r(t,n/2) = 0; they appear as peaks in A but not in E. The m = +2 modes
would appear in both spectra. Example spectra E and A with assigned peaks are
shown in Fig. 8.7 [41].

Figure 8.8 shows example data on liquid Ti at constant temperature [42]. Fig-
ure 8.8 shows example data on liquid Ti at constant temperature [42]. Different
amounts of oxygen have been added to the sample in the form of TiO, particles.
These would completely dissolve in the melt, whereas compound formation partly
takes place. The figure shows how the surface tension decreases with increasing
oxygen bulk concentration. Good agreement with a model calculation based on
Butler’s equation is found [42]. Because of the large solubility of oxygen in liquid
titanium, the surface tension starts to decrease only when the oxygen concentration is
already considerably large.

3.3 Self-Diffusion Coefficient

Self-diffusion coefficients can be measured by combining ground-based electromag-
netic levitation with quasi-elastic neutron scattering (QNS) [43—47]. The experi-
ments are performed at a high-intensity, high-resolution neutron source. If the
wavelength of the primary neutrons is around 5 A, the energy resolution would
typically be 100 peV. Incoherent scattering is dominant for wavenumbers g between
0.7 and 1.3 A~". This is the quasi-elastic regime where the energy transfer A is zero
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and the width 2 I" of the elastic peak of the dynamic scattering factor S(g, ®) at
Fiw = 0 is proportional to ¢* and the self-diffusion coefficient D. The latter can thus
be determined by the following relation [48]:

r
D=5m (8.9)

In Eq. 8.9, 7 is the Planck number divided by 2z. Compared to other methods, the
accuracy of QNS is very high, and the data are suitable to serve as benchmark data.

When investigating alloys, it must be considered that the different elements
contribute to the scattering process according to their individual cross sections. For
the measurement on alloys, investigations are mostly done on materials where one
element has a dominant cross section (like Cu, Ni, Ti, Co, etc.), and the others have
very small ones, like Al. Alternatively, financially yet more expensive isotopes can
also be used in order to selectively set the individual cross sections.

3.4 Electrical Conductivity

The electrical properties of the sample, in particular its impedance, contribute to the
overall impedance of the levitation coil. This fact can be used in order to measure the
electrical conductivity of the sample. Such measurements have been performed by
Richardsen [49, 50] on Cu-Ni binary liquid alloys using ground-based electromag-
netic levitation. In their setup, a small transformer, consisting of two concentric
coils, is inserted into the actual levitation coil system. During the measurement, a
current Ip through the primary coil of this transformer generates an alternating
magnetic field Bp ~ Ip, and the voltage Uj,q induced inside the sample drives an
eddy current. The strength of the latter depends on the sample’s electrical conduc-
tivity o. The induced eddy current generates a secondary magnetic field By leading to
an induced voltage Ug in the secondary coil. This can be summarized by the
following equation [49-52]:

Us ;
I—Pse " = Zeoil + AZgampie (0, R, @) (8.10)

where ¢ is the phase difference between U, and Ip, Z,; is the impedance of the coil
system and AZ denotes the impedance of the sample, i.e. the property of interest. In
order to extract the latter, Z,; is determined in an independent measurement without
sample. AZ is given as explicit function of ¢ and the sample radius R via the physical
model derived in Ref. [52]. It also depends on the mean deviation of sample from
sphericity, which is expressed in Eq. 8.10 by the parameter a. The three unknown
parameters, o, R and a, can be determined from the two parts of AZ, i.e. the real and
the imaginary one, if AZ is measured at high frequency (=1 MHz) and at compar-
atively low frequency (~10 kHz). In addition, a calibration experiment has to be
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carried out using a spherical sample with well-defined radius and conductivity. In
order to prevent interactions between the measurement and the strong levitation
field, measurements are carried out only during a short time of 1 ms during which the
levitation field is completely switched off [49, 50].

Figure 8.9 shows electrical conductivity data of a liquid CugNiso sample versus
temperature [51]. It is worth to note that, at deep temperature, 7' < 1500 K, there is a
deviation of ¢ from linearity towards smaller values. This can be interpreted as an
indication for the beginning of demixing or other low-temperature ordering
processes [51].

Measuring electrical conductivity in ground-based electromagnetic levitation is
technically very ambitious, as many parameters, such as electrical conductivity
and permittivity of the cooling water which is in contact with the measurement
current, for example, need to be controlled precisely [49]. Hence, the method never
became popular. In contrast, measuring electric conductivity, using basically
the same principle, is straightforward under microgravity where the conditions are
naturally well defined [53]. Here, the method is regularly applied.

3.5 Emissivity

Electric conductivity and normal spectral emissivity €(7,4) are intimately related
though their measurement principles are completely different. There are two
major ways: how &(7,4) can be measured containerless (a relative one where
the sample radiance, measured by a spectrometer, is compared
to the independently measured radiance of a quasi-black body under same
the conditions [54, 55]), or &(T,4) is determined from the complex refraction index
n using ellipsometry or polarimetry [15-18].



8 Ground-Based Electromagnetic Levitation (EML) for the Measurement. . . 195
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In the relative method, a suitable quasi-black body can be realized as a graphite
container with a deep narrow bore. The graphite container contains liquid copper
serving as a heat bath. The graphite and the copper are heated inductively by the
levitation coil. When the copper melts, its melting plateau appears as a kink
in the temperature profile so that the pyrometer can be recalibrated according
to Eq. 8.6. The black body radiance then is measured by the spectrometer as function
of wavelength and temperature, whereas the latter is determined by means
of the pyrometer using.

The ellipsometer method has successfully been applied by the group of Krishnan
[15-17] in different modifications. In a common setup, a linearly polarized laser
beam of defined wavelength A is shone under a certain angle at the sample’s surface.
The reflection is collected by the ellipsometer which basically determines two
parameters, the phase difference between the component polarized in plane
and the one polarized vertically to it as well as the angle about which
the polarization plane has been rotated. From these parameters, the complex refrac-
tion index n = n + ik is obtained via solving Fresnel’s equations, and &(7,4) is
obtained as follows assuming the validity of Kirchhoff’s law [54-56]:

(1 —n)*+ &

e(T,A)=1-—
7. 4) (1+n)+ &

(8.11)

Electromagnetically levitated samples usually tend to move considerably. They
perform rotations and translations and sometimes travel out of the focus of any
incident beam or optical sensor. In contrast to this, it is one big advantage that
the ellipsometry method is completely insensitive with respect to such disturbances,
as it involves the measurement of intensity ratios instead of absolute intensities. On
the other hand, it is technical challenging, though not impossible [16], to vary
the wavelength, and the scattering geometry is usually fixed.
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As an example, Fig. 8.10 shows data on binary liquid AlTi alloys, measured
in electromagnetic levitation once using the ellipsometry method [18] and once
using the relative method [56].

3.6 Heat Capacity

In ground-based electromagnetic levitation experiments, heat capacity Cp as well as
thermal conductivity can also be measured. This is accomplished by applying a
variant of the modulation calorimetry technique which is based on the heat-flow
model of Fecht [57, 58]. In this method, the heating power is periodically modulated
at a frequency w with comparatively small amplitude AP,,. The total absorbed power
P is then given by the following expression, where ¢ is the time:

P(t) = Py + APy + AP, cos (wt) (8.12)

Py is hereby the equilibrium power, and APj is the net increase of the absorbed
power, due to the quadratic dependency of P on the induction current.

As a result of the modulation, the temperature also oscillates at the same fre-
quency w but with a phase lag A¢g:

T(t) =To+ ATy + AT, cos (ot — Ag) (8.13)

In Eq. (8.13), T} is the equilibrium temperature, ATy is the offset due to AP, and
AT, is the oscillation amplitude. The heat capacity is obtained from the following
relation, where M is the mass of the sample:

AP,
o C()MCP

AT, (8.14)

Using this method, heat capacity has been measured in ground-based EML by
Guo [59] and by Fukuyama [60].

Guo estimated the absorbed power from the equilibrium temperature T, the
Stefan-Boltzmann law, the dc component I, of the levitation current and its ac
amplitude Al,. This involves knowledge of the total hemispherical emissivity.
This way, data on liquid Ti and Zr were obtained [59].

In the experiment of Fukuyama [60], the power is modulated by means of an
infra-red laser shown at the sample from the top. The absorbed power AP,, is thus
given by &(T,4) AAP; if AP; is amplitude of the laser power and A the surface area
of the sample. Thus, Eq. 8.14 becomes
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In their experiment, the high-frequency magnetic levitation field is also
superimposed by a strong static axial magnetic field of typically 2-20 T. The field
is generated by a tunable superconducting magnet. It markedly suppresses almost all
fluid flow inside the sample, and the latter is getting approximatively a spherical
shape.

Equations 8.14 and 8.15 are valid if the time constant of heat conduction can be
neglected compared to the time constant of radiative heat loss [57-60]. This condi-
tion is assured by a suitable choice of the modulation frequency w. In fact, it is
fulfilled when wAT,, becomes maximum as function of w. This corresponds to a
phase shift of ¢ ~ 90°. Figure 8.11 shows an example wAT,,-vs-A¢ curve for liquid
Ti [61].

3.7 Thermal Conductivity

The laser modulation technique can also be used in order to measure thermal
conductivity 4. However, the procedure is much more complicated. Its description
is beyond the scope of this article. Detailed information is given in Ref. [62].

The principle of the measurement method is as follows: a model for the temper-
ature distribution inside the sample is solved numerically and fitted to the experi-
mentally obtained A¢ versus @ curves by adjusting the free parameters ¢ and A.
€ = &(7) hereby denotes the total hemispherical emissivity. This way, these param-
eters are obtained simultaneously as results.
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4 Summary

In ground-based electromagnetic levitation, a spatially inhomogeneous magnetic
field, alternating at a frequency of 300 kHz, induces eddy currents inside the sample.
These eddy currents generate a Lorentz force which then leads to a stable positioning
and levitation of the sample. Electromagnetic levitation is intrinsically stable. Posi-
tioning and heating are not decoupled. Temperature needs to be adjusted by counter-
cooling in a laminar gas jet.

In order to determine density, side view shadowgraph images are recorded of the
droplet by a camera. The volume is obtained from the edge profile by integration.
Surface tension is obtained from the frequency spectrum of the droplet oscillations
using the sum rule of Cummings and Blackburn. The latter takes the fact into
account that, in contrast to the case of a force-free spherical droplet, five peaks are
visible in the spectrum. If ground-based electromagnetic levitation is combined with
quasi-elastic neutron scattering, self-diffusion coefficients can be determined, pro-
vided that the individual contributions of the elements to S(g, @) can be identified.
Electrical conductivity is determined from the impedance of the sample. The latter is
measured by a transformer surrounding the levitating sample. Normal spectral
emissivity is measured either by a relative method, comparing the radiance of the
sample with the one of a quasi-black body or from the complex diffraction index
determined by means of an ellipsometer. Heat capacity and thermal conductivity are
determined by modulation calorimetry. This is partly achieved by combining the
electromagnetic levitator with a superconducting magnet generating a static mag-
netic field of several Tesla suppressing fluid flows inside the sample.

Ground-based electromagnetic levitation is well suited for the measurement of
density, surface tension, heat capacity and spectral normal emissivity. These mea-
surements can successfully be done in the lab under normal conditions. Equally well,
thermal conductivity and self-diffusion coefficient are measured routinely, but the
required experimental effort is slightly larger. Self-diffusion measurements are also
best done on earth. The measurement of electrical conductivity in ground-based
EML, however, is ‘ambitious’ that the technique has not established itself as a
standard technique. The ground-based measurement of viscosity is basically impos-
sible in EML. Under microgravity, however, heat capacity, total hemispherical
emissivity, surface tension, viscosity and electrical conductivity are routinely
measured.
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Chapter 9 )
The Measurement of Density, Surface S
Tension, and Viscosity of Metallic Liquids

by the Discharge Crucible Method

Quentin Champdoizeau and Hani Henein

1 Introduction

The development of an accurate database for the viscosity, the gas-liquid surface
tension, and the density of metals and alloys is crucial in order to optimize high-
temperature metallurgical processes affected by the values of these thermophysical
properties. Atomization, welding, casting, and spray forming are examples of such
applications [1]. Computer-based simulations use these properties as inputs to model
and analyze the physics of these processes. For example, viscosity and surface
tension are used to model convection and macro-segregation or the Marangoni effect
[2, 3]. Numerous methods have been developed to measure the thermophysical
properties of metallic liquids at high temperatures. For instance, density is also a
property often required to build semi-empirical models based on dimensionless
numbers and is measurable using pycnometric and dilatometric methods [4, 5]. Rota-
tional, oscillating, or capillary methods can provide measurements of the viscosity of
metallic liquids [6-9]. The surface tension can also be calculated at high tempera-
tures using techniques such as the sessile drop, the maximum bubble pressure, the
capillary rise, or the drop weight [10—14]. The accuracy of these methods is greatly
limited by contamination from the atmosphere or the container at high temperatures
due to the reactivity of the materials.

The levitated drop method, which uses electromagnetic levitation (EML-LD), is a
containerless technique and the only one to provide a measurement of these three
thermophysical properties with a single experimental run [15, 16]. The installation of
an EML-LD apparatus on the International Space Station (ISS) provides ideal
measurement conditions under micro-gravity and in an oxygen-free atmosphere
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[17, 18]. The discharge crucible method (or DC method) appears as a terrestrial
alternative to the ISS-EML-LD method to measure cost-effectively and simulta-
neously the density, surface tension, and viscosity of metals and alloys at high
temperature. The method was developed and described for the first time by Roach
and Henein at the University of Alberta in 2001 [19]. The technique measures these
three properties for a metallic liquid at a given temperature with only one simple
experimental run. During the experiment, the liquid drains by gravity through an
orifice at the bottom of a crucible, and the evolution of the level of the fluid with time
is measured. A nonlinear regression analysis is then conducted to determine the
thermophysical properties of the liquid. The DC method has been used to measure
the thermophysical properties of Al, Sn, Sb, and Zn and various alloys, such as
AZ91D, Al-Cu, Al-Sn-Ag, Al-Zn, Al-Li-Zn, Sb-Sn, Sb-Sn-Zn, Pb-Sb, Al-Mg,
Al-Mg-Zn, Ga-Sn, and Ga-Sn-Zn [19-30]. In this chapter, the general analysis and
experimental procedure of the DC technique will be described, and some results
obtained for pure aluminum, Al-Mg system, and AZ91D alloy will be presented.
These sample results are selected to illustrate the applicability of the DC method to
reactive metals and alloys as well as the ability to determine the effect of gas
atmosphere on the gas-liquid surface tension of an alloy. Note that in this chapter
the term surface tension will be used to refer to the gas-liquid surface tension.

2 The Discharge Crucible Method
2.1 The High-Temperature Apparatus
2.1.1 General Description

The DC method requires collecting data on the flow rate of the desired metallic
liquid draining from a crucible at a specific temperature under gravity for analysis
and calculation of the density, surface tension, and viscosity of the liquid. The
experiments have to be conducted in a high-temperature apparatus. Detailed descrip-
tions of various apparatus used to apply the DC method are available elsewhere
[19, 23]. The experimental setup used in the Advanced Materials and Processing
Laboratory (AMPL) of the University of Alberta will be described as an example
(see Fig. 9.1). This setup consists of a sealed tower divided into two sections, the
furnace and the collection. In the furnace unit, an induction furnace (8) is powering
induction coils (9) to heat a graphite susceptor (2). The material is melted inside a
crucible (1) of a non-reactive chosen material placed inside the graphite susceptor.
The system is sitting on a water-cooled stainless steel plate with a drilled hole at the
center to allow the melt to drain through and be collected in the collection unit. The
temperature is monitored using a type C thermocouple (10) and a two-color pyrom-
eter in case of failure of the thermocouple at high temperatures. In the collection unit,
a vessel (13) is screwed on top of a load cell (12) to collect the melt. A stopper rod
(11) is used to block the orifice and avoid any draining before reaching the desired
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Fig. 9.1 Schematic of the experimental setup in AMPL. [23]

temperature. The oxygen getter (14) enables the experiments to be run under very
low oxygen levels, e.g., 1. 10 %ppm. A pump (4) is used to remove the oxygen
before filling the tower with an inert gas (5), helium, or argon, to avoid oxidation.

2.1.2 Crucibles and Orifices

The choice of the crucible and the design of the drilled orifice are of crucial
importance for the experiments. The crucible has to be non-reactive with the material
to be melted at high temperatures, and the orifice design will influence greatly the
flow rate of the fluid and the validity of the fluid mechanics model used for analysis
and described in Sect. 2.2.1.

Clay graphite, for example, was used in DC experiments in [19, 21] as a suitable
choice of crucible due to its ability to resist high temperatures and its non-reactivity
with aluminum and magnesium alloys. These graphite crucibles were designed to be
able to contain approximately 0.9 L of melt. A hole was drilled at the bottom of the
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Fig. 9.2 Schematics of a clay graphite crucible and an orifice plate [19]

crucible with a depression to be able to cement a graphite orifice plate. A chamfered
hole was also drilled through the plate to allow the melt to drain when desired. The
dimensions of the chamfered hole were chosen to ensure a continuous jet was
formed by the draining metallic liquid at the exit of the orifice. A schematic of the
crucible and the orifice plate design is presented in Fig. 9.2. Different crucible and
nozzle plate materials may be used such as alumina, boron nitride, or zirconium. The
selection depends on the potential reactivity with the alloy to be tested and its
structural integrity at test temperatures. The stopper rod shown in Fig. 9.1 is also
made of the same materials as the crucible.

Once the desired oxygen atmosphere is attained, the alloy is melted. When the
melt temperature has been attained and the temperature is stable, the stopper rod is
removed, and the melt is allowed to drain onto the load cell. The weight gained on
the load cell is recorded as a function of time, and the data is analyzed as described in
the following section.

2.2 Principle of the DC Technique Analysis
2.2.1 Model Derivation

Detailed descriptions of the model used in the DC method are presented elsewhere
[21-24]. The derivation presented here will consist of a brief overview. The
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reference locations [21]

objective of this model is to predict the flow rate of the draining liquid as a function
of the orifice dimensions, the thermophysical properties, and the level of the fluid. To
achieve this objective, the Bernoulli equation for unsteady flow can be applied on a
small cylindrical element as depicted in Fig. 9.3a [21]:

—dPdA, + pgdAcdz = pdA. dz( g” + g?) (9.1)
with P the pressure, A, the cross section, g the gravity constant, z the vertical
coordinate, u the velocity, p the density, and 7 the time. In the case of a fluid draining
from a vessel, Eq. 9.1 can be integrated between the top of the fluid and the exit of
the orifice (locations 1 and 2 as shown in Fig. 9.3b are used as subscripts in the
following) after dividing by —pdA. and rearranging terms the unsteady Bernoulli
equation is given as

2 _ 2
ngPl 8(12—Z1)+u2 2u' Z—(Zz—m)(%). (9.2)

The term —(zp — zl)(%) comes from the assumption that the evolution of the
velocity with time is linear; thus the derivative is constant. This assumption was
validated by Roach and Henein [19]. The velocity at point 1 in Eq. 9.2 can be written
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as a function of the velocity at point 2 by conservation of the volumetric flow rate

such as
2
= (?) : (9.3)

with ry and r,, respectively, the radius of the orifice and the radius of the crucible as
shown in Fig. 9.3b. In practice, the crucibles are chosen such as r, > ry which means
the assumption u; < u, can be made, and thus the velocity at the top (point 1) can be
neglected compared to the velocity at the exit of the orifice (point 2). Equation 9.2
can now be rearranged in terms of the velocity u, which gives

A ST (%) o)

as (zo — z1) = h in this situation. The term g (%) is the acceleration of the head and

can be neglected as shown in [19]. The pressure around points 1 and 2 in the
surrounding is uniform and equal to the atmospheric pressure P,.,. However, the
curvature of the interface will induce a pressure differential due to interfacial
phenomena according to the Young-Laplace equation:

1 1
AP_O_(Ra_'—Rb)’ (95)

with o the surface tension, AP the difference of pressure between the liquid and the
gas across the interface, and R, and R, the principal radii of curvature of the
interface. By convention, R, and R,, are positive if the curvature is convex and
negative if concave. At point 1, the interface can be considered planar, and thus the
pressure difference negligible Pj~P,,. Assuming the jet at the exit to be cylindrical
(no wetting), the principal radii of curvature can be approximated as

Ra = OO,Rb =ro. (96)
The pressure differential at location 2 can then be written as

AP, = rﬁ’
0 (9.7)

(o2
P2:Patm+*
ro

Neglecting g(%) (quasi-steady-state assumption), approximating P;~Pg,, and

injecting Eq. 9.7 into Eq. 9.4 gives
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Fig. 9.4 Example of calibrated evolution of the discharge coefficient as a function of the Reynolds
number [19]

o

u = ,/2¢(h —
: Uy

). (9.8)

Equation 9.8 completely neglects the influence of viscosity on the flow so it is only
valid for an inviscid draining. To characterize the friction losses in the orifice, the
discharge coefficient Cy is defined as the ratio between the experimental velocity
(or flow rate) and the theoretical velocity (or flow rate) and is introduced such as
Cq= ﬁ The discharge coefficient is a corrective coefficient on the velocity of the
flow, bounded such as C4 < 1, and usually monotonously depending on the Reynolds
number, R.. The evolution of Cy4 as a function of R, can be experimentally deter-
mined through low-temperature experiments with different fluids for each specific
crucible and orifice design as shown in Fig. 9.4.

The velocity of the fluid exiting the orifice is then satisfying the implicit equation
depending on the three thermophysical properties, namely, the density p, the surface
tension o, and the viscosity # as well as the level of fluid 4 and the geometry of the
orifice (in particular the diameter d):

9.9)

Equation 9.9 can be rewritten in terms of the volumetric flow rate Q. as
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(o2
P8To

Qexp = 7 15 Ca(Re) [ 28(h — ). (9.10)

From Eq. 9.10 the level of fluid & can be isolated as this quantity is directly
experimentally measurable for the analysis section of the DC method such as

h_L( Qexp >2+ o (9.11)
2g \#r2Cqy(R.) pero’

The dimensionless form of Eq. 9.11 can be obtained by introducing the Froude (F;)
and the Bond number (B,). The Froude number is a dimensionless number defined as
the ratio between the inertia of the fluid and the potential gravitational energy such as

( Oexp )2

2
wr: Cq

Frzw.

(9.12)

The Bond number is also a dimensionless number describing the ratio of gravita-
tional forces to capillary and surface tension forces:

groh  roh

B, =P F (9.13)

with A, the capillary length. Equation 9.10 can then be rewritten in terms of these two
dimensionless numbers:

F,+B'=1. (9.14)

Equation 9.14 shows that during the draining, the potential energy is partially
dissipated and balanced in viscous losses (quantified in C4) and surface tension
forces, while the remaining gravitational energy is converted to inertia. Thus, the F,
and B, numbers are balancing as the level of fluid is decreasing during the draining.
As his decreasing, B, is decreasing and so F; should follow to satisfy Eq. 9.14. This
naturally means that the velocity should drop as the potential energy is declining
until B, reaches a value of 1 and the draining theoretically stops. The diameter of the
orifice is to be selected carefully as it has a great impact on this balance of energy/
forces during the draining. If the diameter is too large, B, will also become large, and
the surface tension will not contribute to the flow rate. On the contrary, if the
diameter is too small, the surface tension forces will be too high, and the fluid
might not flow or will drip which will invalidate Eq. 9.10 [19, 23].

Using the model for the flow rate given by Eq. 9.10, the DC method can be
applied. After choosing an appropriate crucible material and orifice design, the
equation giving the evolution of Cy as a function of R, should be calibrated with
low-temperature experiments. Afterward, high-temperature draining experiments
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can be conducted for the desired metallic liquid at a certain temperature. During
these experiments, the evolution of the flow rate and the level of the fluid are
measured as a function of time. The theoretical evolution of the level of the fluid
h can be calculated using Eq. 9.11 with only unknowns being the thermophysical
properties, the density, the viscosity, and the surface tension. Through a nonlinear
regression process and using initial guesses from the literature, the theoretical and
experimental evolution of the level of fluid A(r) are fitted to obtain the best-fit
thermophysical properties. This mathematical solution is assumed to give the den-
sity, surface tension, and viscosity of the metallic liquid at the draining temperature
within certain uncertainties.

2.2.2 Nonlinear Regression

The nonlinear regression process to fit the theoretical level of fluid given by Eq. 9.11
to the experimental signal can be conducted using any nonlinear regression algo-
rithm. This analysis was described using the Gauss-Newton algorithm in
[19, 23]. This section will then constitute a summary of these derivations. The
objective of this nonlinear regression process is to minimize the sum of squares of
the residuals between the theoretical and experimental signals, also called a
nonlinear least-squares regression. In this case, the residuals r are defined as

r= hexp _f(Qexp’ﬂ)’ (915>

with fthe function giving the evolution of the theoretical level of fluid as a function
of the experimental flow rate Q.,, and the vector of the thermophysical properties
p = (p,o0,n). The regression process consists of minimizing the L2 norm of the
residuals such as

min ([[r(esps Qesp ). (9.16)

The variables are the properties in f which are getting iterated by the algorithm until
convergence is achieved. The iteration scheme is derived in [31] as

(AB), = (TB)TT(B)) I8 ri(By), (9.17)

with Ap = f;.1 — p;, the variation of the variables after iteration i and J(f;), the
Jacobian of the function f. The other parameters such as the experimental evolution
of the level of fluid, the flow rate, and the geometrical parameters are voluntarily
omitted to simplify the formalism. The Gauss-Newton algorithm then iterates the
variables using Eq. 9.17 until the desired convergence is reached. The computation,
transposition, and inversion of the Jacobian are the most time-consuming steps of the
algorithm. The Jacobian is defined as
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af(Qexp)l af(Qexp)l af(Qexp)l

op Jo on
_ 0 (Qexp); Of(Qexp);  OF (Qexp);
J=( % 5 5 ), (9.18)
Of (Qexp),  Of (Qexp),  Of (Qexp),
op Jo on

with n the number of points available in the data set. The partial derivatives of the
Jacobian are, among others, depending on the chosen formulation for Cy4. Detailed
formulations of the partial derivatives were derived by Flood [23]. After conver-
gence of the algorithm, the uncertainties on the results can be estimated using a
propagation of error analysis.

2.2.3 Propagation of Error Analysis

The nonlinear regression process is subjected to statistical issues such as parameter
evaporation or sloppiness that make the estimation of the statistical uncertainties on
the best-fit thermophysical properties difficult [32]. The systematic errors on the
measured density, surface tension, and viscosity can be, however, quantified using a
propagation of error analysis [21, 24]. The measurement errors on the evolution of
the head and the flow rate but also the formulation of C4 will have an impact on the
systematic uncertainties of the thermoproperties such as

o = \/(BZQP)Z(éhexp)z + (%’Xp)z(éQexP)2 + (&) (5ca)’.

o= (585) (o) (28 ) (00w + (£2) (07,

on = () )+ (28 )" (00e0) + (22) 000 + (3) o0
(9.19)

with Jp, oo, and 6n the uncertainties on the density, surface tension, and viscosity,
respectively. To estimate the partial derivative terms in Eq. 9.19, it is necessary to
rewrite Eq. 9.10 in terms of each thermophysical property. The evolution of Cy as a
function of R, is complex but can be locally approximated as an affine function at
high Reynolds number for the derivation of the viscosity terms (Cq = aR. + b) [19]:
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o

p= :
A 1 Lew )
g o exp 2g Cdﬂ'rg

o= pgro| h —1<QexP )2
pg o exp 2g Cdﬂ,”% ) (9.20)

n= 2ap To Qexp
Qexp

o
28 (hexp - pg—ro>

From Eq. 9.20 we can calculate the partial derivative terms of Eq. 9.19 for the
density:

2
—aryh

Op _ _p’gre
hexp c ’
aﬂ . szexp
T 22430
00y Cin’rio (9.21)
op Q.
0Cqy om?riCy’

The partial derivative terms for the surface tension can be derived similarly:
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LA
ahexp 0>
aU . Pro Qexp
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aCd_Cd Cdzrr(z) '

Finally, the partial derivative terms for the viscosity are given by

on 2aprog 0y,

Ohexp

3
2

724 (Cq — b)* (28’1(1 - pgr:hexp))h

on _  2apd
aQexp ﬂ'ro(Cd — b)2

H

(9.23)

8n 2/)}’0 Qexp

Oda wri(Cq—b)’

on o

0b  2apQeyy

The uncertainties on the head, the flow rate, Cg4, and the polynomial fitting coeffi-
cients a and b can be estimated experimentally to calculate the approximate system-
atic uncertainties on the calculated density p, the surface tension o, and the viscosity
n of the melted material according to Eq. 9.19.

3 Results for Aluminum and Alloys

The DC method has been used to measure the thermophysical properties of a wide
range of metals and alloys. The reader is referred to [19-30]. In this section, three
systems will be discussed as application examples of the DC method, pure
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aluminum, Al-Mg alloy, and magnesium alloy AZ91D. Pure aluminum and Al-Mg
alloy were tested in an inert atmosphere, while AZ91D was evaluated to explore the
effect of gas atmosphere on the alloy properties.

3.1 Pure Aluminum

The thermophysical properties of aluminum were measured at various temperatures
by Roach and Henein [22] and by Gancarz et al. [30] using the DC method. The
reader is referred to [30] for more details on the analysis and experimental procedure
to obtain the density, surface tension, and viscosity of pure Al. In this section, the
obtained results will be presented to demonstrate the applicability of the method for
pure metallic liquids. The experiments were carried using a glove-box with a
high-purity Ar atmosphere. The oxygen content was measured below 1 ppm during
the experiments, and the purity of the Al was 99.999%. The results for the density are
compared to the literature from [22, 33—35] and presented in Fig. 9.5.

The density measured in [30] is in very good agreement with the published data.
In particular, the results are really close to the equation based on literature data
proposed by Assael et al. [35] (<0.3%) and the measurements obtained by Roach and
Henein [22] using the DC method with a different apparatus (<1%). The results for
the surface tension are also compared to previous data [22, 36—43] and presented in
Fig. 9.6.

The measurements made by Gancarz et al. [30] are very similar to results obtained
in the presented literature (<1%). The difference with the values obtained in [22] is
increasing with temperature while remaining relatively low (<2%). Mills and Su [36]
and Pamies et al. [43] report a decrease in surface tension results for pure aluminum
due to the surface oxidation. The results presented in [30] are then consistent with an
oxygen-saturated surface of aluminum. The values obtained from [30] for the
viscosity of pure Al are presented in Fig. 9.7 and compared to published data
[33, 35, 44, 45].

The viscosity results fall also in reasonable agreement with the literature on the
evolution of the viscosity of pure aluminum with temperature. Changes in the purity
of the aluminum and the protective atmosphere could explain the small differences in
the measurements. It should be noted that the results reported in [22, 23] (not
presented in Fig. 9.7) for the viscosity of pure aluminum, using the DC method,
are much lower than other reported values in the literature. This is attributed to the
oxygen content in the atmosphere but also the impact of the wetting phenomenon on
the model of the DC method.
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Fig. 9.5 Results for the 2400 | 1 | 1 | |
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3.2 Al-Mg Alloy

The thermophysical properties of Al-Mg at a temperature of 973 K were also
measured using a glove-box with a high-purity Ar atmosphere and presented as a
function of the atomic concentration Xyig of magnesium in the alloy in [30]. The
results for the density are specifically presented in Fig. 9.8 with published literature
[33, 46, 47]. The ideal solution for the density piges; for an Al-Mg system is
calculated from Eq. 9.24 [46]:

1
Pideal = m n %’ (924)
Pal Pmg

with 71, Ymg> Pl and pyg as the mass fractions and densities of the pure compo-
nents Al and Mg at the temperature of 973 K taken from [34]. The model to calculate
the density of the Al-Mg system proposed by Brillo and Egry [47] can be written as

. Xamar + Xmghmg
Xaimay +XMgmMg

Ve (9.25)

PAl PMg

with X1, Xng, M1 Mg, Pal, and pyge corresponding to the atomic fractions, molar
masses, and pure densities for Al and Mg, respectively. Vg is the excess volume
which formulation is detailed in [47].
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Fig. 9.6 Results for the
surface tension of pure
aluminum. (Adapted from
Ref. [30])

Fig. 9.7 Results for the

viscosity of pure aluminum.

(Adapted from Ref. [30])
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The results for the density measured with the DC method in [30] are in reasonable
agreement with the literature presented. At low Mg content, the results are close to
the ideal solution [46] but become lower than the Brillo model [47] with an
increasing Mg content. The surface tension results for the Al-Mg system from [30]
are presented in Fig. 9.9 and compared to the Butler ideal and non-ideal model [48]
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Fig. 9.8 Results for the 2400 1 | 1 | 1 | 1 | I
density of Al-Mg system. s 973 K
(Adapted from Ref. [30]) il Al-Mg I
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and experimental results obtained by Garcia-Cordovilla et al. [49] using the maxi-
mum bubble pressure method.

The measurements with the DC technique show very good agreement with the
Butler model and [49] for low Mg content (<1%). Finally, the viscosity of the Al-Mg
system measured with the DC method was compared to literature data [S0-54] and
several models [55-62] in Fig. 9.10. These models are presented in detail in [30].

There is an important discrepancy in the values for the viscosity of the Al-Mg
system reported in the literature. The measurements obtained using the DC method
[30] are, however, in good agreement with experimental results from [33, 50].

Overall, the DC method provided measurements in good agreement with the
literature for the density, surface tension, and viscosity of the AI-Mg system and
proved to be adequate to analyze the effect of alloying on the thermophysical
properties of metallic liquids.

3.3 AZ91D Alloy: Effect of SF6

Alloy AZ91D is a widely used magnesium alloy usually processed under a protec-
tive partial SF6 atmosphere. This gas causes the surface layer of molten magnesium
to form as a dense cohesive layer of solid MgO and MgF, protecting the melt from
rapid oxidation and ignition [63]. However, the segregation of these elements at the
surface leads to a significant drop in the surface tension. The DC method was applied
by Roach and Henein [20] to measure the thermophysical properties of AZ91D alloy
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Fig. 9.9 Results for the
surface tension of Al-Mg
system. (Adapted from Ref.
[30D

Fig. 9.10 Results for the
viscosity of Al-Mg system.
(Adapted from Ref. [30])
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Fig. 9.11 Results for the 0.8 .
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under argon and SF6 and study the influence of the gas on the surface tension. The
measurements from this study made under the argon atmosphere are compared to
published data for the surface tension of pure magnesium from [34, 64] in Fig. 9.11.

It appears that the AZ91D alloy has a surface tension superior to pure magnesium
in the range of temperature measured. The surface tension of the alloy was also
measured under an atmosphere of dry air premixed with 2% volume SF6 for
comparison as shown in Fig. 9.12.

The change of atmosphere from argon to protective gas mixture with SF6 clearly
had the effect of reducing the surface tension of AZ91D alloy by 10%
approximately.

These results show the potential of the DC method in investigating the effect of
atmosphere on the thermophysical properties of a metallic liquid. Overall, the
discharge crucible method has been successfully applied to obtain the
thermophysical properties of many metals and their alloys at different temperatures.
These results have been validated by comparison to measurements reported in the
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literature and to various theoretical models proposed to predict these properties [19—
30]. As with many metallurgical processes, special care should be given to moni-
toring the oxygen content, the temperature, and the reactivity of the materials as they
are factors impacting greatly the accuracy of the method. Moreover, issues such as
the wetting of the liquid at the exit of the orifice or statistical divergence of the
nonlinear regression process are arising due to the nature of the technique and still
need to be understood to extend the applicability of the DC method to a wider range
of metallic liquids [23].
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Chapter 10 )
An Overview of Ground-Based Electrostatic <o
Levitation

Michael P. SanSoucie

Electrostatic levitation (ESL) is a containerless processing method that uses Cou-
lomb forces acting on an electrically charged sample to levitate it between two
electrodes [1, 2]. The first electrostatic levitator for millimeter scale samples was
developed by the NASA Jet Propulsion Laboratory (JPL) in the 1980s [3].

The electrostatic field is generated by six electrodes, which are positioned in pairs
along three mutually orthogonal lines. Figure 10.1 is a schematic of a typical ESL
electrode assembly. This geometry provides an unobstructed view of the sample of
the levitated sample from all directions in the horizontal plane of the sample. Three
of the six electrodes are grounded, and the other three electrodes are each connected
to individual high-voltage DC-stable amplifiers.

The environment of the ESL chamber can either be high vacuum or gaseous
provided that the gas can withstand the electric field. The breakdown voltage is the
voltage necessary for an electric arc to form between two electrodes in a gas as a
function of pressure and gap length. Arcing needs to be avoided, because it causes
the sample to drop out of levitation and it can damage system hardware.

In 1842, Earnshaw [4, 5] proved that a charged body placed in an electric field
cannot rest in stable equilibrium under the influence of electric forces alone.

For stable equilibrium, any small displacement of the body leads to restoring
forces. Put another way, the potential U(r) of the force vector F = — V U must have
a local minimum at the equilibrium position [6].

A particle with charge q in an electric field, E = V ¢, has the potential energy
U = q¢, where ¢ is the electrostatic potential.

If the particle is surrounded by a medium containing no space charge, then
Maxwell’s equations apply:
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Fig. 10.1 A schematic of
an electrode assembly used
to electrostatically levitate

samples
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V2E=0
V xE =0.

From these it can be shown that
V=0
V2E?20

Because £ Z g (negative polarizabilities are never observed), it can be concluded
that charged bodies exhibit the following:

VU=Uy+Uy+U;,=0
and dielectric bodies exhibit the following:

VU0
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Fig. 10.2 Schematic of an electrostatic levitation control feedback loop

Therefore, at least one of the three curvatures (U, U,,, or U,;) must be negative,
and U cannot have an isolated minimum, which means that stable levitation by an
electrostatic field in vacuum or air is not possible [6].

Since an electrostatic field does not have a three-dimensional potential minimum,
an active control system is required to keep the specimen stationary. To maintain a
user-entered set point, the specimen position is measured using two dual-axis
position-sensitive detectors (PSDs) along with two collimated light sources, e.g.,
LED lights or laser beams. Each light source passes through the chamber, crosses at
the center (sample position), and illuminates the PSDs. The sample casts a shadow
on each PSD, which outputs the three-dimensional position of the sample. Control
signals for the three axes are produced using a digital-to-analog converter card. Each
control signal is connected to a high-voltage DC amplifier. Figure 10.2 is a sche-
matic of the levitation control feedback loop just described.

Nearly all types of materials (metals, semiconductors, glasses, ceramics, aqueous
solutions, and colloids) can be levitated by ESL, and samples are typically one to
several millimeters in diameter. An advantage of ESL is that the sample positioning
and heating are fully decoupled. Sample heating is achieved by a laser, and the
sample temperature can be varied over a large range, from superheated to
undercooled. A photo of a levitated sample during heating can be seen in Fig. 10.3.

Electrostatic levitation requires that the sample has and maintains an electrical
charge. For metallic systems the sample is typically positively charged, and the top
electrode is held at a negative potential. However, the sample rarely maintains its
initial charge during experimentation. It often loses positive charge during heating,
which necessitates recharging. A common technique for replenishing charge
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Fig. 10.3 An
electrostatically levitated
sample during heating.
(Photo courtesy of NASA)

involves irradiating the sample with ultraviolet light, which causes it to eject
electrons and become positively charged. The rate of charge loss tends to increase
with increasing heating rate; therefore, the maximum heating rate is limited by the
rate at which charge can be replenished.

Electrostatic levitation is a useful technique for the measurements of
thermophysical properties, phase diagrams, and rates of nucleation and solidifica-
tion, as well as the structure of undercooled liquids [7].

Surface tension is an important property for heat and mass transfer modeling of
several industrial processes, including casting [8, 9], welding of metals [10], and
additive manufacturing [11]. An isolated liquid drop that is free from external force
will take on a spherical shape due to uniform surface tension [12]. If the drop
undergoes a small amplitude axisymmetric oscillation, the surface tension of the
drop determines the frequency of the oscillations according to Rayleigh’s equation
[13]:

w? _ (—1)(¢+2)y

PR
where w, is the angular frequency of oscillation mode /, for a droplet of surface
tension vy, density p, and radius Ry. The viscosity p of the droplet determines the
damping time 7, of the oscillations, as determined by Lamb [14]:
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T :—pR(z)
=D+ u

Since the droplet is highly energized while levitated in an ESL, an additional term
must be added to Rayleigh’s equation to account for repulsion of the surface charges.
For the mode ¢ = 2, which is the fundamental mode for surface oscillations,
Rayleigh’s equation becomes [15]

2
o’ = 8*7/3 <1 - zQs)
PR 641> Ryyeo

where Q is the net charge on the droplet and ¢ is the permittivity of the droplet. For
liquid metals, e = &, where g, is the permittivity of free space. The surface tension

can be expressed as
R3 2
o — Kop 2 + Q6
8 872 Rypey

To perform the oscillation experiments with ESL, a variable frequency modula-
tion is applied to the levitation field. The frequency is adjusted to match the natural
frequency of the droplet, w. When the excitation is stopped, the oscillations damp
out, and the damping time 7 determines the viscosity according to Lamb’s equation.
To measure the surface tension and viscosity of a levitated sample, the droplet’s
oscillations are recorded by a high-speed camera, typically at 1000 frames per
second (fps) or greater, and a video analysis technique is performed on the data [16].

To perform density measurements with ESL, images of the backlit sample are
taken with a video camera, typically at 30 fps, and analyzed by a computer to
determine the volume of the sample under assumption of axisymmetry [17]. The
images of the backlit sample are acquired by a digital camera and analyzed by a
computer to determine the volume of the sample under assumption of axisymmetry.
By massing the sample before and after, the calculated volume can be used to
determine the sample density.

Electrostatic levitation is used for studies of nucleation [18] as well as glass
formation due to its ability to process undercooled samples. Kelton et al. used ESL to
determine the interfacial free energies for different combinations of crystal and liquid
for alloys that form quasicrystals [19]. This research provided that the degree of
icosahedral order in the undercooled liquid as determined by x-ray structural studies
determined the nucleation rate of the solid [20].

The surface tension of molten metals is affected by even a small amount of
adsorption of surface active elements such as oxygen [21]. The effects of oxygen
partial pressure, p,,, are critical because it can exist as a gas phase.

Even a small adsorption of oxygen will cause a significant decrease in surface
tension of molten metals because oxygen is a strong surfactant [22]. When
performing surface tension measurements, oxidation of the samples may have an



228 M. P. SanSoucie

Pt YSZ
i) Heater

i 45 4 4 + Sensor

.. 1

ol =

O: vom—— Gas
i Pump / Outlet

Fig. 10.4 Schematic of the oxygen ion pump and sensor

Gas
Inlet

impact of 10-30% on the surface tension. It was shown that the p,, may need to be as
low as 102* bar to avoid oxidation [23].

Many material processes are driven by high-temperature capillary phenomena.
Examples include soldering and brazing, infiltration mechanisms in the fabrication
of metal or ceramic matrix composites, and casting and solidification processes that
influence the production of high-tech metals [24].

The electrostatic levitation laboratory at the National Aeronautics and Space
Administration (NASA) Marshall Space Flight Center [25] has an oxygen partial
pressure control system, which controls the p,, within approximately 10° to
107® bar. It consists of a potentiometric sensor, an oxygen ion pump, and a
control unit.

The sensor and pump will be described below. The control unit consists of
temperature controllers for the sensor and pump, PID-based current loop control
for the ion pump, and a control algorithm.

The oxygen ion pump is based on a solid-state electrolyte, 8 mol% yttrium-
stabilized zirconia (YSZ). The operating temperature of the pump must be high
enough to enable the transport of O~ through the electrolyte but low enough to
suppress the electronic conduction as well as to maintain the long-term stability of
the pump [23].

A schematic of the oxygen ion pump is shown in Fig. 10.4. The carrier gas is
delivered to the pumping area, where oxygen is transferred through a solid-state
electrolyte at 600 °C. The p,, is measured by an additional electrode that is on the
same YSZ tube [26].

In the case of dominant ionic conductivity, the flux of oxygen is defined as

1
JOZ :ﬁ

where / and F are the electric current and Faraday constant, respectively. Assuming
that the oxygen flow does not alter the total pressure, the p,, at the output of the
pump depends on the electric current, total pressure, P, and the initial oxygen
partial pressure in the carrier gas, p%z [23]:
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Jo,
Po, =P, + Pt (E)

The p,, is measured at the output of the pump using an additional small electrode.
At the output, the electromotive force is measured and can be related to the p,, by the
Nernst equation:

RT p
Ecen = ﬁ In (pr_ze2f>
p)

where R and T are the universal gas constant and the cell temperature, respectively.
The oxygen partial pressure in the environment, prgg, is assumed to be constant and
equals 0.209 bar (3.03 psi). The error from considering pro"zf to be constant was found
to be negligible [23].

The potentiometric sensor consists of a second YSZ tube at a different location in
the chamber. The sensor is also operated at 600 °C. The combination of the ion pump
and potentiometric sensor allows precise control of p,.

The system described above was used to measure the effects of the oxygen partial
pressure in the surrounding environment on surface tension of liquid nickel [27]. A
similar system at the German Aerospace Center (DLR) was recently used to study
the surface tension of liquid titanium samples under the influence of oxygen [28].

There are several electrostatic levitators throughout the World, some with very
specialized capabilities.

Figure 10.5 is a photo of the NASA MSFC ESL laboratory, which has a technique
for measuring creep deformation [29]. The ESL creep measurement takes advantage
of the variation of stress within a rotating sphere to determine the stress dependence
of the creep rate in a single test, rather than the many tests required with conventional
methods.

Triggered nucleation has been successfully performed at the MSFC ESL labora-
tory. When a heterogeneous nucleation site is introduced to an undercooled sample,
arapid solidification occurs. This allows studies of solidification velocities and grain
growth characteristics as a function of undercooling. A tungsten needle attached to a
user controlled, motorized, linear translation vacuum feedthrough provides the
nucleation point. This procedure has been used to study grain growth in triggered
NiggNbyo samples [30].

The ESL system at Washington University in St. Louis is called the beamline
electrostatic levitation (BESL) facility, and it was developed to perform in situ
structural studies of stable and metastable solid and liquid phases over a wide
temperature range under high vacuum using high-energy x-rays available from
synchrotron sources [31, 32].

Dr. Kelton et al. [33] developed the Neutron Electrostatic Levitator (NESL),
which takes advantage of the enhanced capabilities and increased neutron flux
available at spallation neutron sources (SNSs). It currently resides at Oak Ridge
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Fig. 10.5 NASA MSFC ESL lab’s main levitation chamber

National Laboratory (ORNL), and it enables elastic and inelastic neutron scattering
experiments on reactive metallic and other liquids in the equilibrium and
supercooled temperature regime.

The Institute of Materials Physics in Space at the German Aerospace Center
(DLR) in Cologne developed their electrostatic levitation facilities in the late 1990s.
DLR developed a closed-loop sample position control algorithm, which controls the
high voltages supplied to the electrodes on a millisecond timescale [34].

The Japan Aerospace Exploration Agency (JAXA) has done considerable inves-
tigation on oxide materials [35, 36] and even developed a hybrid electrostatic-
aerodynamic levitation system for studies oxide materials [37].

The Korea Research Institute of Standards and Science (KRISS) has developed
electrostatic levitation systems for the study of highly supersaturated solutions [38]
and of colloidal crystallization [39].

In summary, electrostatic levitation enables thermophysical property measure-
ments and the study of deeply undercooled melts and of high-temperature, highly
reactive materials. Electrostatic levitation can be applied to both electrically insulat-
ing and electrically conducting specimens. There are several electrostatic levitation
facilities throughout the World, each with unique capabilities.

However, electrostatic levitated samples have buoyancy-driven convection and
sedimentation on Earth. This convective contamination negatively affects the fidelity
of the property measurements done on Earth. In particular, nucleation and viscosity
measurements necessitate quiescent conditions. Furthermore, it can be extremely
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difficult to maintain an electrical charge on most oxide materials, which is required
to maintain levitation.

These limitations necessitate levitation facilities in microgravity. For these rea-
sons, and others, the European Space Agency (ESA) developed the International
Space Station electromagnetic levitator (ISS-EML) [40], and the Japan Aerospace
Exploration Agency (JAXA) developed the Electrostatic Levitation Furnace (ELF)
[41]. Both of these facilities are currently in operation on the International Space
Station (ISS). The ISS-EML provides an ideal platform to study conductive samples.
The ELF enables the study of oxide samples, but it can also be used for metallic
samples, just as with ground-based electrostatic levitation.

Acknowledgments The preparation of this chapter was supported by the National Aeronautics and
Space Administration (NASA), Biological and Physical Sciences (BPS) Division of the Science
Mission Directorate (SMD).
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Chapter 11 ®)
Levitation Research in Japan S

Masahito Watanabe, Shumpei Ozawa, Hiroyuki Fukuyama,
Takao Tsukada, and Taketoshi Hibiya

1 Introduction

In this chapter, research activities of the Japanese team in the THERMOLAB-project
are presented. The Japanese team has mainly performed thermophysical property
measurements using an electromagnetic levitator (EML) on the ground to obtain
reference data for materials science laboratory (MSL-EML) experiments in the
International Space Station (ISS). Our typical experiments use static magnetic fields
applied to EML, surface tension measurements by EML under controlled oxygen
partial pressure, and viscosity measurements using the aerodynamic levitation
(ADL) technique. The application of static fields on EML was developed by
Fukuyama’s group, surface tension measurements by EML under oxygen partial
pressure (Po,) controlled conditions were mainly performed by Ozawa and Hibiya’s
group, and viscosity measurements by ADL were performed by Watanabe’s group.
In Sect. 2, we discuss the history of our research of thermophysical property
measurements using the EML technique, including our motivation for joining the
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MSL-EML experiments. This history includes the reasons why we performed
thermophysical property measurements on high-temperature liquids using EML.
Next, our improvements in the measurement technique of thermophysical properties
of high-temperature liquids by EML are described, and important results using these
improvements are shown. The measured results include temperature dependence of
surface tension of liquid Si under various Po, conditions and precise density
measurements of molten alloys using static magnetic field applied to EML. Using
static magnetic field applied to EML, emissivity and thermal conductivity of molten
alloys were also measured. Viscosity at very high-temperature regions, compared
with previous reported measurements, was obtained using the ADL technique.

2 Japanese Team History of Thermophysical Property
Measurements of High-Temperature Liquids by EML

Our team began investigations into levitation for the measurement of thermophysical
properties of high-temperature liquids in the 1980s. Initially, we focused on studies
of thermophysical properties of liquid Si in order to understand melt flow of liquid Si
during large-diameter Si crystal pulling. The purpose of this work was to help the
Japanese semiconductor industry prosper. In 1984, the National Space Development
Agency of Japan (NASDA) announced 34 space experiment subjects to be flown
aboard a space shuttle operated by NASA, 22 and 12 of which were materials
science and life science subjects, respectively. In 1986, the Ministry of International
Trade and Industry of Japan established the Space Technology Corporation so that
industries could join space experiments through the German Spacelab mission D2.
Hibiya of NEC Fundamental Research Laboratories was assigned to be a manager of
the third laboratory and proposed measurement of thermophysical properties of
molten semiconductors, i.e., measurement of the thermal conductivity of the molten
compound semiconductor InSb using a transient hot-wire method aboard the Ger-
man sounding rocket TEXUS. In December 1988, Hibiya was invited to a review
meeting organized by Walter of the ESA at DLR. At the same time, a scientist
meeting was held at DLR for the preparation of electromagnetic levitation (EML)
experiments using the TEMPUS facility on board the Spacelab IML-2 mission. The
measurement of thermophysical properties of molten metallic materials using a
containerless levitation technique was supposed to be done on this mission. Hibiya
was encouraged to join this meeting of scientists and observed the breadboard model
of the TEMPUS and learned a lot through detailed explanation by Egry. It has been
noted that thermal conductivity of molten metallic melts cannot be directly measured
by EML but can be estimated through measured electrical conductivity. Since we did
not find appropriate container materials for handling molten semiconductors with
high melting temperature and high reactivity, a containerless process was attractive
for measuring thermophysical properties of molten semiconductors. In particular,
surface tension measurements, which are easily affected by contamination from the
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crucible material, were of interest. Fortunately, molten semiconductors show high
electrical conductivity, which is a required condition for EML.

In 1990, NASA called for new experiment subjects to be carried out on the ISS.
We proposed the “visualization of the Marangoni flow of molten silicon using an
X-ray facility,” which was accepted. This study was a basic research for silicon
single crystal growth technology as the Marangoni flow controls the heat and mass
transport process on the melt surface due to differences in surface tension. For this
research, accurate values of surface tension and its temperature coefficient are
required. In order to measure surface tension of molten silicon, a contamination-
free condition was required. In 1994, Hibiya visited DLR and successfully measured
the surface tension of molten silicon over a wide temperature range, including the
undercooled condition, by a contamination-free process using an EML technique.
The measurement atmosphere was 6N argon gas. B- and Sb-doped single crystal Si
spheres were prepared to provide a sufficient amount of levitation power, because
the resistivity of pure silicon is too high for EML. The surface tension and its
temperature coefficient were determined to be 783.5 x 107° N/m and
—0.65 x 107 N/m'K, respectively [1]. Egry and Hibiya discussed the possibility
of EML for molten silicon under the microgravity condition. In May of 1994, this
was attempted for the first time as an attachment to preparatory work of the IML-2
mission. This attempt was carried out under collaboration between DLR, MIT,
NASA, and NEC and was presented in a poster session at the IXth European
Symposium on Gravity-Dependence in Physical Sciences, Berlin, May 1995 [2]. Par-
allel to the Germany—Japan collaboration, Mukai and his group attempted to mea-
sure the oxygen partial pressure dependence of surface tension of molten silicon and
its temperature coefficient using a sessile drop method. This was first published in
Japanese [3] and then in English [4]. From 1900 to 1995, the Kimura Metamelt
Project was involved in a basic research of silicon single crystal growth technology,
including thermophysical property measurements in the molten state. Anomalous
behavior of thermophysical properties of molten silicon was reported, i.e., density
near the melting temperature shifted from linear behavior extrapolated from that at
higher temperature. This was explained as the melt beginning to change its structure
prior to solidification. However, as long as we measured density using EML, density
of a melt changed linearly, including at the undercooled condition; there was no
anomalous phenomenon [5]. After repeated discussions with German, Italian, and
Japanese scientists, we prepared a “proposal application” in response to the interna-
tional announcement of opportunities for microgravity research issued by NASA,
ESA, and NASDA in 2000. The title of the project was “Investigations of
thermophysical properties of liquid semiconductors in the melt and the undercooled
state under microgravity conditions (SEMITHERM)” [6]. During the progress of the
project, not only silicon but also the Si—Ge system was included. Investigation of the
influence of oxygen partial pressure on thermophysical properties was a keyword for
this project. Original members included Samwer (coordinator), Damaschke, Egry,
Lohofer, Ricci, Arato, Hibiya, Tsukada, von Ammon, and Fujiwara. The introduc-
tion and industrial relevance sections were prepared by Hibiya based on the
Germany—Japan collaboration. Furthermore, papers were published and coauthored
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Fig. 11.1 Thermal conductivity of liquid silicon as a function of temperature in static magnetic
fields of 0.5, 1.0, 2.0, 3.0, and 4.0 T. Results were obtained using several methods: the laser-flash
method (LF1, LF2, and LF3), the hot disk method (HD), and the transient hot-wire method.
Calculated k assuming the Wiedemann—Franz law from electrical conductivity is given as FP1,
FP2, FP3, and FP4 [10]

internationally as a result of the collaboration [7-9]. Part of this work is described in
Sect. 3.

In Japan, Kobatake et al. from a group of Fukuyama and Tsukada successfully
attempted the measurement of thermal conductivity of molten materials using EML,
combined with a strong static magnetic field, which can suppress heat transfer to a
great extent due to convection [10]. Although Fecht and Wunderlich have been
engaged in research on thermal conductivity measurements of solid metallic mate-
rials [11, 12], their research was not applied to liquid materials. Thermal conductiv-
ity measurements of high-temperature melts are a successful extension of the EML
technique through international collaboration. Figure 11.1 shows our first result of
thermal conductivity measurements of molten silicon using a static magnetic field
applied to the EML facility called Properties and Simulations Probed with Electro-
magnetic Containerless Technique (PROSPECT) [10]. The details of the works
using PROSPECT are described in Sect. 4.
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3 Surface Tension of High-Temperature Liquids Under
Controlled Oxygen Partial Pressure Conditions

As described in Sect. 2, in Japan, scientists and engineers have been interested in the
oxygen partial pressure (Po,) dependence of surface tension for molten semicon-
ductors, particularly molten silicon. Following the Ratto, Ricci, and Arato (RRA)
model [13], Mukai proposed a necessary oxygen partial pressure control device
equipped within a surface tension measurement system using EML [14]. From this
suggestion, we developed a surface tension measurement facility under Po,-con-
trolled conditions using EML. Using this facility, we succeeded in measuring surface
tension not only for molten silicon [15] but also for molten metals. At first, we
obtained the surface tension affected by Po, for silver [16], iron [17], and nickel
[18]. Measurements were also carried out in a controlled atmosphere under micro-
gravity using parabolic flight [19]. Even in present day, although several scientists
showed interest in the surface tension of molten silicon and tried to measure using a
modern technique, scattered author-dependent data still remain. As long as the RAA
model is employed, the temperature dependence of equilibrium constants for SiO
and SiO, formation must be considered. However, this was ignored in previous work
[15]. In the latest measurement, the temperature dependence of the equilibrium
constants was considered [20].

3.1 Po,-Controlled Atmospheric Gas

The surface tension measurement facilities under Po,-controlled conditions using
EML are based on a technique combining oxygen pump controlled atmospheric gas
Po, with a gas transport system with thermal equilibrium conditions of the gas
mixture. The oxygen pump and sensors made of yttria-stabilized zirconia are based
on the Nernst equation; oxygen ions can be moved from the inside of the tube to the
outside through the tube wall when a difference in electrical potentials is given
between the tube walls. To measure the surface tension under a Po,-controlled
atmosphere, we confirmed Po, in atmospheric gas by the following processes. The
oxygen pump and sensors were experimentally verified from the oxidation-reduc-
tion reaction of solid metals of copper, nickel, and iron. High-purity copper, nickel,
and iron samples were heated up to 600 °C under nitrogen gas flow using a gold
image furnace. The Po, of the gas was fixed above and below the equilibrium Po, for
the reactions for formation of metal oxide (Cu,O, NiO, and FeO) by the oxygen
pump and sensors. The equilibrium oxygen partial pressure for formation of the
metal oxide was theoretically calculated from its Gibbs energy at a given tempera-
ture. The difference between the set Po, and equilibrium oxygen partial pressure for
formation of the metal oxide was carefully controlled within one order of magnitude
by the oxygen pump and sensors. After heating the sample for several days,
oxidation and reduction of the sample were evaluated by surface observation. As a
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result, the Po, value indicated by the oxygen sensor corresponded well to the
oxidation and reduction of the metallic samples. From these processes, it was
confirmed that our oxygen sensors can detect the precise oxygen partial pressure
of atmospheric gas within at least one order of magnitude of the true value.
Moreover, on ground, gas convection is generated around the levitated liquid
metal droplets. The gas convection would affect oxygen transport from gas to the
liquid metal surface. If gas convection affects oxygen transport from gas to the liquid
metal surface, the measured surface tension would depend on the conditions of gas
convection. Therefore, we must examine the effect of gas convection around levi-
tated droplets on surface tension measurements by comparing ground conditions to
microgravity conditions. We must confirm the effect of gas convection around
levitated droplets on the surface tension measurements in known Po, conditions
from comparisons between ground and microgravity conditions. For these confir-
mation experiments, we performed EML experiments under microgravity conditions
during parabolic flight. The results of the temperature dependence of surface tension
in known Po, conditions under microgravity agreed well with measured data on the
ground under the same Po, conditions. From these results, we confirmed that we can
use the surface oscillation analysis EML droplet on ground for surface tension
measurements under Po,-controlled conditions and without gas convection effects.
These are important results for surface tension measurements under Po,-controlled
conditions using MSL-EML in ISS in the near future.

3.2 Surface Tension Measurements Under Po,-Controlled
Conditions

3.2.1 Molten Iron

Two types of Ar/He and Ar/He—5%H,-mixed gases were introduced into the cham-
ber to investigate the effect of Po, on the surface tension of molten iron [17]. Fig-
ure 11.2 shows the surface tension of molten iron measured under the flow condition
of Ar/He gas and Ar/He-5%H, gas. Uncertainties for the measurement plot were
calculated to £2.3%. We successfully measured the surface tension of molten iron
within a very wide temperature range of over 780 K, including the undercooling
region, regardless of measurement atmosphere. The boomerang-shaped temperature
dependence of surface tension was experimentally confirmed when Po, was fixed at
102 Pa under the flow condition of the Ar/He gas atmosphere. The surface tension
increased, until about 2150 K, and then decreased as the sample temperature was
raised. The pure surface tension of molten iron was deduced from the measurement
data at a Po, of 1072 Pa above 2150 K, which corresponded to the surface tension
measured under Ar/He-5%H, gas above 2050 K. The temperature dependence of
pure surface tension, o%, can be extrapolated from the negative temperature coeffi-
cient as follows:
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