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Abstract. Chatterbots are programs that simulate an intelligent con-
versation with people. They are commonly used in customer service,
product suggestions, e-commerce, travel and vacations, queries, and com-
plaints. Although some works have presented valuable studies by using
several technologies including evolutionary computing, artificial intelli-
gence, machine learning, and natural language processing, creating chat-
terbots with a low rate of grammatical errors and good user satisfaction
is still a challenging task. Therefore, this work introduces a preliminary
study for the development of a GA-based chatterbot that generates intel-
ligent dialogues with a low rate of grammatical errors and a strong sense
of responsiveness, so boosting the personals satisfaction of individuals
who interact with it. Preliminary results show that the proposed GA-
based chatterbot yields 69% of “Good” responses for typical conversa-
tions regarding orders and receipts in a cafeteria.

Keywords: Chatbot · Evolutionary programming · Natural language
processing

1 Introduction

Chatterbots are computer programs that simulate intelligent human conversa-
tions. The usual chatterbot execution involves a user providing natural language
input, to which the chatterbot responds with a reasonable and presumably intelli-
gent response to the input sentence. Chatterbots are commonly used in customer
service, product suggestions, e-commerce, travel and vacations, queries and com-
plaints [1,2]. Since the 1990s, several technologies have been developed for the
development of chatterbot-based solutions, including evolutionary computing,
artificial intelligence, machine learning, natural language processing [2].
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In recent research, Genetic Algorithms (GA), a technique from evolutionary
computing, have been used to create chatterbots that retrieve dialog responses
to user input [3–6]. GA-based chatterbots reflects the process of natural selec-
tion and attempts to improve the fitness function by fitting patterns and rules
to human inputs. This technique has been used primarily for trivial conversa-
tions, and it, like other techniques, such as deep learning, is prone to producing
meaningless or inappropriate responses [7].

In this work, we present a GA-based chatterbot aiming at providing satisfac-
tory and grammatically correct responses. For purposes of this work, we create a
dataset of 120 phrases appropriate for conversations about food orders or recipes
in a cafeteria. To reduce the risk of grammatical errors and to maintain struc-
ture, the population is created with randomly selected words from the database
(adverbs, nouns, verbs, etc.). The mutation operator determines the population’s
diversity in each generation replacing a random word from a phrase with a new
word of the same type (adverbs, nouns, verbs, etc.) from our dataset.

This paper is structured as follows: Sect. 2 presents a brief review of state-
of-the-art related works. The database is described in Sect. 3. The use of GA for
building a chatterbot is described in Sect. 4. Section 5 describes the experiments
carried out over the database suitable for ordering food or recipes in a cafeteria.
Section 6 presents the preliminary results and discussion across the experiments.
Finally, Sect. 7 gathers the concluding remarks.

2 Related Works

On one hand, GAs have proven to be effective in the development of chatterbots
and the identification of appropriate responses. For instance, [8], proposes a
chatterbot model built on a natural language-adapted algorithm that combines
indexing and pattern matching to generate new phrases from preloaded words.
A GA-based chatterbot to learn through samples of conversations between the
user and the system is proposed in [9]. It generates the response evaluating the
type of expressions used by the user based on rules built from the last samples
of conversation. In [10], an inductive chatterbot model based on a GA with
sexual selection (SeGa-ILSD) is developed in order to handle different languages:
English and Japanese.

On the other hand, some hybrid techniques based on GA have been also
introduced. For instance, the work carried out in [11] addresses a user-adaptive
communication robot using interactive evolutionary computation (IEC) and
machine-learning approaches for robot’s movements. In particular, IEC genes
are initialized at random. Then, one of them is translated into the parameters
of the robot’s value system, and the robot interacts with the user. In this case,
fitness is provided by users at the end of each interaction. This sequence contin-
ues until all genes are evaluated. Finally, more appropriate genes are generated.
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The study in [12] determines that others relate better to people who have similar
personality characteristics to them. In this sense, this research introduces a GA
capable of changing their responses behavior in real-time. The change in GA
behavior depends on the fitness function, which is calculated based on how com-
fortable/satisfactory the response has been from the user’s perception. The com-
fortable scale ranges from 1 to 10. The best responses (comfortable/satisfactory)
are passed on to the next generation, while the uncomfortable ones are combined
with a different random generation.

Furthermore, more specialized research in [3] address the creation of a chat-
terbot with AIML, which is similar to an XML database that employs specific
tags for each instance. The new chatterbot is being used for an interactive uni-
versity chatterbot that will answer related FAQs. Users submit their questions,
which are subsequently processed to match the specified answer and returned.
In [4] a worth-method for creating new sentences in Spanish by combining prior
sentences is presented. Each phrase is treated as an individual, with the genes
representing the words that make up the phrase. The mutation coefficient is
inversely proportional to the number of words, and there is no crossover. Muta-
tion, which is carried out depending on the feature of the word, provides popu-
lation diversity. The amount of results found for a specific phrase on the WWW
is used to assess the fitness function.

Although there are valuable research on GA-based chatterbots in the liter-
ature, the usage of GA with a low rate of grammatical errors and good user
satisfaction is a challenging task yet. Therefore, we introduce a chatterbot based
on GA that generates intelligent dialogues with a low rate of grammatical errors
and a high sense of responsiveness, increasing the personal pleasure of those who
interact with it.

3 Database

The database consists of 120 statements suitable for ordering food or recipes in
a cafeteria. All sentences are written in a .JSON file and more sentences can
be added depending on the target application. Samples of the entries in the
database are as follows:

– “Greeting”
– Patterns: “Hi”, “How are you”, “Is anyone there?”, “Hello”, “Good day”,
“Whats up”
– Responses: “I can help you”, “You have a good day”, “I am happy to see
you”

– “Goodbye”
– Patterns: “See you later”, “Goodbye”, “I am Leaving”, “Have a Good day”,
“Bye”
– Responses: “I am sad”, “I see you later”, “It was a pleasure”
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– “Age”
– Patterns: “how old”, “what is your age”, “how old are you”, “age?”
– Responses: “I am 18”, “I have no idea”, “It does not matter”, “It is a
secret”

– “Name”
– Patterns: “what is your name”, “what should I call you”, “whats your
name?”
– Responses:“My name is Tim”, “I am Tim”, “It is Tim”

– ”Shop”
– Patterns: “Id like to buy something”, “whats on the menu”, “what do you
recommend?”, “could i get something to eat”
– Responses: “It costs 20”, ”We sell cookies”

– “Hours”
– Patterns: “when are you guys open”, “what are your hours”, “hours of
operation”
– Responses: “We are open at 8”, “We are closed at 20”

4 The Use of Genetic Algorithm

This work uses a GA to generate a suitable sentence based on the combination
of a set of words. The general workflow of the proposed approach is schematized
in Fig. 1. The population of s sentences is made up of w words randomly selected
from dataset of words to reduce the risk of grammatical errors. Every sentence
is mutated by substituting a random word with a new one from word dataset.
The “fitness” of each sentence is determined by its frequency on the World Wide
Web (WWW).

Fig. 1. Workflow of genetic algorithm to generate the most appropriate sentence.
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4.1 Initial Population Generation

This step selects random phrases from database pool which contains sentences
that frequently used in human conversations. Like “How was your day?”, “How
are you?”, “I’m doing great and you”?, etc. Then, initial population of sen-
tences is created extracting words from selected phrases and keeping the struc-
ture (adverbs, nouns, verbs, etc.).

4.2 Mutation

For purposes of this work, the mutation probability (P ) is the inverse of the
total amount of words in the phrase.

The mutation probability (P ) is given by:

P (N) =
1
N

(1)

where N is the number of words.
The algorithm identifies the word to be replaced (adverbs, nouns, verbs, etc.)

and substitutes it with the same kind of word in order to keep the structure as
good as possible.

4.3 Evaluation

The evaluation is carried out by searching the WWW and finding out how fre-
quently the phrase is found. To accomplish this, each phrase is typed into the
Google search engine, and the frequency is determined by the number of times
the engine finds the same phrase. The greater the frequency of phrase, the better
the individual’s fitness. When a complete generated phrase can not be found lit-
erally on the searching engine, a phrase partition strategy is proposed, since the
shorter the strings entered into the engine, the greater the number of results are
obtained. Furthermore, x threshold values will be assigned to classify whether a
generated sentence is good or bad.

4.4 Pseudo-code

Genes (individuals) are composed of three essential parts: subject, verb, and
predicate. Each one is represented by a char string with a distinct meaning. The
initial population is created with phrases chosen randomly. Then, the fitness is
calculated by comparing each phrase to a corresponding sentence in the database.
If the sentence is consistently logical, it is Google-searched to determine the
search frequency. This implementation is extended in Algorithm 1.
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Algorithm 1. Used Algorithm’s Pseudo Code
1: Select random phrases from database � Create Initial Population
2: Generations = 0
3: function Evaluate � Evaluate new population
4: Compare generated phrase similarity with data base phrases.
5: Fitness = Amount of Google results [4] � Check the amount of times the

phrase is found on google in a literal way.
6: end function
7: while Generations < 5 or Fitness < 2 000 000 do
8: Mutate Population
9: Probability = 1

AmountOfWords

10: for N do � N is the amount of words
11: R = Random Number between 0 and 1
12: if Probability > R then
13: Substitute word for a new one
14: end if
15: function Evaluate � Call Evaluate function
16: end function
17: end for
18: Generations = Generations + 1
19: end while

5 Experimental Setup

For experimental purposes, Python routines have been implemented using
Google Colab1. This environment has 12 GB of RAM and 100 GB of stor-
age space. To work with human language data, the Natural Language Toolkit
(NLTK) was also used. Arrays were also manipulated using Numpy and Scikit-
learn to obtain the linear regression function. Python reads json files using JSON.
BS4 was used to connect to the Internet. Difflib was used to compare two char
strings, and the Requests library was used to search a website for a specific
query.

The quality of the responses generated by the proposed chatterbot (fitness
function) are evaluated using the database presented in this work together with
an Internet search algorithm; if these answers do not meet a 90 % similarity
percentage with the dictionary along with a minimum number of 2000000 inter-
net searches, the algorithm generates a new response until these conditions are
satisfied, otherwise, the program ends at the end of four iterations. It is worth
noting that the minimum search value was obtained as the most optimal from
experimental tests. The program was run on a total of 20 times and subsequently,
the resulting conversations are evaluated by the users according to the degree of
satisfaction they had with the responses made by the chatterbot

1 Source: https://colab.research.google.com/drive/1Y7Cd5xTVZ0TtGIXDGNmBBE
Qe7u\ Lic3b?usp=sharing.

https://colab.research.google.com/drive/1Y7Cd5xTVZ0TtGIXDGNmBBEQe7u\protect \global \let \OT1\textunderscore \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}\OT1\textunderscore Lic3b?usp=sharing
https://colab.research.google.com/drive/1Y7Cd5xTVZ0TtGIXDGNmBBEQe7u\protect \global \let \OT1\textunderscore \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}\OT1\textunderscore Lic3b?usp=sharing
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6 Experimental Results

Samples of answer obtained are depicted in Fig. 2 and Fig. 3.

(a) First example of a conversation test
user-Chatbot

(b) Second example of a conversation
test user-Chatbot

Fig. 2. Conversation sample with answers obtained by using the proposed genetic
algorithm. The numbers under the user’s sentence correspond to the number of searches
found on the internet of the answers generated by the Chatbot. (Color figure online)

The fifty-eight responses obtained by the Chatbot to experimental questions
have been evaluated based on an application metric in which users assigned a
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(a) Third example of a conversation
test user-Chatbot

(b) Fourth example of a conversation
test user-Chatbot

Fig. 3. Conversation sample with answers obtained by using the proposed genetic
algorithm. The numbers under the user’s sentence correspond to the number of searches
found on the internet of the answers generated by the Chatbot. (Color figure online)

rating based on the level of personal satisfaction, which is structured in three
categories:

– Good: Green square.
– Regular: Yellow square.
– Bad: Red square

The users’ evaluation is based on the orthography and coherence in the struc-
ture of the ChatBot’s answers, as well as their similarity to the words in the
database. In this way, if the answer meets the aforementioned criteria, it will
be rated “good”. If it contains spelling errors that do not significantly alter the
meaning of the answer, it will be rated “regular.” Finally, if the response is
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grammatically incorrect, it will receive a “bad” grade. The number of answers
grouped by category is illustrated in Figure 4.

From Fig. 4, it can be seen that the proposed chatterbot by using genetic algo-
rithm generates 69% Good phrases, 31% regular, and 0% Bad phrases. Therefore,
the proposed chatterbot meets to a great extent the need for a cafeteria appli-
cation since the answers classified as regular did not present errors that mean a
loss of direction in the user-chattbot conversation.

Fig. 4. Personal satisfaction

The processing time of the proposed approach has been also evaluated.
Table 1 shows the average of the time consumed by the operations included
in the genetic algorithm, besides, we can see the significant consumption of the
RAM memory. Since the execution of the algorithm involves a reduced time, the
proposed chatterbot can be an appropriated tool for providing an immediate
support.

Table 1. Average of the time and RAM consumed for each execution of the algorithm.

Metric Average value

Time (sec) 0.112

RAM used (MB) 840
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7 Conclusions

This work presents a GA-based chatterbot that can be used to improve customer
experience in situations related to ordering in a cafeteria. It generates responses
with a low rate of grammatical errors and a strong sense of responsiveness,
so boosting the personals satisfaction of individuals who interact with it. The
algorithm is still in a preliminary stage. Genetic evolution is able to generate
new responses and improve the diversity of the chatterbot while maintaining the
overall style of ordering conversation. Preliminary results show that the proposed
GA-based chatterbot produces 69% good responses for typical conversations
regarding ordering and receipts in a cafeteria. On the downside, responses are
frequently supplied after multiple iterations of the algorithm, which should be
improved in order to allow for faster client communication.
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