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Preface

The title of the book is IoT for Sustainable Smart Cities and Society under the book 
series Internet of Things.

This book focuses on “smart” and “intelligent” technologies which have pene-
trated our lives and are driving force for the future. This forms the base for the fact 
that the entire world is looking for computational techniques for their applications 
in smart domains. IoT and its enabling technologies, which include AI, machine 
learning, deep learning, cloud computing, and big data analytics, have the potential 
to provide solutions to the global challenges faced by smart cities. At the same time, 
it is realized that IoT-driven technology innovations should be resilient enough to 
secure the future transport, education, healthcare, energy, home, water, and waste. 
This book provides a sound theoretical base and an extensive practical expansion 
which enables us to understand IoT-driven solutions in smart cities.

With a good understanding of IoT and smart cities and the associated communi-
cation protocols, this book provides an insight into its applications in several areas 
of smart cities, thus giving a holistic understanding of the topic. Models and archi-
tectures that provide solutions have been the key focus areas. The main challenges 
associated with IoT and the connected network are security, privacy, and authentic-
ity, and the same has also been covered extensively in this book. A well-illustrated 
knowledge base forms an important feature of any book. This book serves as a 
knowledge-sharing platform of ideas focusing on current and emerging IoT enabled 
smart cities.

 Book Contents

This book comprises 14 chapters, designed to capture the core ideas of IoT and 
smart cities for sustainability, and are organized as follows:
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 Chapter 1: Role of Machine Learning and Deep Learning 
in Internet of Things enabled Smart Cities

Tarana Singh, Arun Solanki, Sanjay Kumar Sharma
This chapter introduces the latest developments, classifications, application 

areas, and services of machine learning (ML), deep learning (DL), and IoT in the 
field of smart cities. A rigorous review on IoT-enabled cities using ML and DL has 
been presented, highlighting that there are various approaches in ML and DL which, 
when used in IoT, results in a powerful solution for the implementation of smart city 
applications.

 Chapter 2: Understanding New Age of Intelligent Video 
Surveillance and Deeper Analysis on Deep Learning Techniques 
for Object Tracking

Preeti Nagrath, Narina Thakur, Rachna Jain, Dharmender Saini, Nitika Sharma, 
Jude Hemanth

This chapter is intended at understanding intelligent surveillance methods 
through deep learning–based multi-object tracking. Various object tracking 
approaches along with the object detection classifiers used in tracking have been 
shared in detail. A comparative study is tabulated on different algorithms on state- 
of- the-art multi-object tracking challenge datasets and is summarized with the 
future prospects of object tracking. It also includes a case study of deployment of 
drone technology powered by IoT in different realms in a smart city.

 Chapter 3: Tech to Take Care: IoT-Based Smart Solution 
for Real-Time Supervision

Srishti Sharma, Virendra Pratap Singh
This chapter proposes a dependable, real-time smart supervision system for basic 

supervision tasks of infants, senior citizens, and the physically disabled. By the aid 
of the Internet of Things and Thingspeak cloud, a solution is recommended that 
records and tracks numerous diverse vitals of babies, the elderly, and the incapaci-
tated. This also includes the tracking of their routine, communicating weekly analy-
sis of the same, and generating crucial warnings to the custodians’ mobile from 
anywhere in alarming situations.
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 Chapter 4: IoT in Healthcare – A 360-Degree View

Rishika Mehta, Kavita Khanna, Jyoti Sahni
It discusses the IoT architecture including the various sensors and technologies 

related to data communication, storage, analytics, and visualization that have 
enabled an unbounded expansion of IoT-based healthcare services.  This work 
describes different operational areas of healthcare including disease monitoring, 
age-based monitoring, physical abnormality monitoring, and work profile–based 
monitoring. It also discusses the role of cloud as well as fog for processing a large 
amount of data collected through an IoT ecosystem and their associated security 
aspects. It presents the related work and research gaps in each of these areas, thus 
providing a comprehensive survey to till-date research in the field.

 Chapter 5: Industrial IoT and its Applications

Jyotsana Grover
This chapter focusses on Industrial IOT (IIOT) and its applications in the food 

industry, manufacturing industries, and the healthcare. It presents the challenges 
faced by all these industries and how these challenges are addressed using various 
IOT applications. It further highlights that the specific requirements with a particu-
lar industry is basically mostly dealt with in the application level, and at the device 
level, more or less the concepts remain similar; thus, in all the different IIoT appli-
cations, the core technological ideas remain the same, the only thing that changes is 
basically the type of sensors that would be used.

 Chapter 6: An Interactive Analysis Platform for Bus Movement: 
A Case Study of One of the World’s Largest Annual Gathering

Emad Felemban, Faizan Ur Rehman
This chapter presents a unique interactive platform that can track the movement 

of all the buses during the Hajj and provide numerous solutions in the process. The 
prototype studies the movement, routes, parking spaces, establishments, offices, 
travel times, speeds, and violations in the Mashaer area at different and multiple 
times during the day for the entire period of the Hajj pilgrimage. The platform is fit 
for storing, analysing, and visualizing big spatial data and could be very helpful for 
all stakeholders, organizers, and decision-makers working in the area of intelligent 
transport systems.
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 Chapter 7: Vehicle Payload Monitoring System

Nishant Yadav, Nishita Yadav, Anjali Garg
A prototype hardware model is developed for the payload monitoring system 

which will be helpful in resolving the problem of vehicles unable to reach weighing 
stations to weight their cargo owing to long lines. The proposed model has numer-
ous applications both for the driver or the owner of the vehicle and the government 
in implementing various regulations. The proposed system saves time and money to 
weigh the load of the vehicle which is required during transportation and load bal-
ancing thereby saving many accidents. The application of the proposed system can 
be extended further while designing bridges and flyovers, wherein the measurement 
of weight is an important component to maintain the life of the system in which it is 
implemented.

 Chapter 8: Implementation and Comparison of MQTT, 
WebSocket, and HTTP Protocols for Smart Room IoT 
Application in Node-RED

Simran Kaur, Vandana Khanna
This chapter gives an overview of IoT Architecture, different components of IoT, 

along with some application areas. IoT-based smart room application has been 
implemented and presented in detail. The hardware and software setup used in 
experimentation is also briefed. The response time delays of all the IOT protocols 
like MQTT, HTTP, and WebSocket for the smart room test bed have been found and 
compared along with the comparisons with the existing literature and future 
prospects.

 Chapter 9: Comparative Study of Static and Hybrid Analysis 
Using Machine Learning and Artificial Intelligence 
in Smart Cities

Shagil Chaudhary, Ramesh Amgai, Shouvik Das Gupta, Nida Iftekhar, Sherin Zafar, 
Anil Kumar Mahto

Malware penetration is getting more regrettable day by day and is considered as 
one of the greatest security dangers to the Web. This chapter examines the two wide-
spread methods, static and dynamic methods, that are utilized to viably perform 
malware examination and location on venture frameworks to diminish the harm of 
malware assaults. It is concluded that static and hybrid analysis when done together 
provides a much better understanding of how malware is developed and works.
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 Chapter 10: Automated Weather Monitoring Station Based 
on IoT for Smart Cities

Shaifali M. Arora, Mishti Gautam
Climate monitoring is a crucial process since rapid differences in atmospheric 

condition cause impact on diverse community, budgetary, and substantial aspects 
along with safeness, fitness, nutrition consumption, and travel. Hence, acquisition 
of appropriate weather data is necessary to produce correct end result. This chapter 
details these parameters and implements a smart, real-time, efficient, low-cost, 
accurate, low-power, portable, and high-speed IoT-based automated weather moni-
toring station.

 Chapter 11: Energy Harvesting for Sustainability

Parul Agarwal, M. Afshar Alam, Sheikh Mohammad Idrees, Ajay Vikram Singh, Joel 
J.P. C. Rodrigues

This chapter presents a significant focus on energy and energy-harvesting meth-
ods that rely on solar, thermal, kinetic, and radio frequency. The implications and 
reasons for harvesting energy have been discussed. It concludes that energy harvest-
ing is one of the crucial aspects which needs to be widely adopted in order to save 
the environment and achieve sustainability. It covers the harvesting techniques and 
how the benefits can be derived for smart cities.

 Chapter 12: A Review of Machine Learning Models 
in Renewable Energy

Anuj Gupta, Kapil Gupta, Sumit Saroha
This chapter examines the machine learning methods for forecasting renewable 

energy resources and demonstrates the process of implementing the machine learn-
ing models, and analyses the renewable energy forecasting models based on mean 
absolute percentage error and correlation coefficient. Finally, several possible future 
work opportunities have been identified.

 Chapter 13: Security and Privacy Issues in IoT-Enabled 
Smart Cities

Aditya Sam Koshy, Nida Fatima, Parul Agarwal, Joel J.P. C. Rodrigues
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IoT devices embrace novel endless opportunities, thus making life easier for 
people, but they also increase the risk of data breaches, unsuspected users, and mali-
cious attacks on IoT framework. So, preserving security and privacy from threats 
and attacks are endowing challenges that are faced by IoT devices. This chapter 
presents major security issues and discusses smart city applications with their 
threats and solutions precisely to preserve concealment of Internet of Things (IoT) 
devices. Privacy and security issues along with threats and attacks have been 
highlighted.

 Chapter 14: Efficacy of Bio-absorbent Concept in Textile 
Effluent Treatment Technology Using Low-Cost Materials by 
Implementing Banana Bark and Orange Peel

Arivoli. A, Agnello J. Naveen
The elimination of dye colour from the industrial wastewater assimilation pro-

cess gives a classification of treatment technology, mainly if the adsorbent is cost 
beneficial and naturally available. The current chapter has given an insight on 
removal of colour dyes in the effluent using bio-adsorption material such as orange 
skin (peel) and banana bark. The experimental outcomes have shown that the effi-
cacy of the materials have the superior capability to eliminate colour from wastewa-
ter and acts as a cost-cutting adsorbent material.

Hope you delve deeper into the varied aspects of the book and enjoy reading and 
learning about IoT-enabled smart cities and aspects of sustainability. Authors form 
an integral part of a book. We acknowledge the reviewers for their comments, as it 
helped us to improve the quality of the book. Gratitude to the publisher, Springer, 
and all other people involved directly or indirectly in the completion of this book. 
We dedicate this book to our family members without whose support this volume 
was not possible. Last but not the least, our gratitude to God, for showing us the 
light to start this project and blessing us at every step from its conceptualization to 
its implementation.

Qingdao, China Joel J. P. C. Rodrigues  
Covilhã, Portugal
New Delhi, India Parul Agarwal
New Delhi, India Kavita Khanna
30 August 2021
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Chapter 1
Role of Machine Learning and Deep 
Learning in Internet of Things enabled 
Smart Cities

Tarana Singh, Arun Solanki, and Sanjay Kumar Sharma

Abstract Nowadays, smart city is the latest research domain that is continuously 
attracting new researchers in its different domains like smart transportations, smart 
grids, and smart education. It is a very well-known fact that the world’s population 
is growing at an extraordinary rate today, and not only does half of the population 
live in urban areas, but it is also estimated to rise by 50% by the year 2050. The 
amount of population living in these megapolis, thus, puts enormous strain on the 
environment, which needs to be managed smartly, and thankfully, smart technolo-
gies like the Internet of Things (IoT) combined with machine learning (ML) and 
deep learning (DL) have the potential to tame the pressures of urbanization by creat-
ing new and smarter experiences for making day-to-day living more comfortable. 
The concept of IoT has always been considered the key infrastructure in smart cities 
since its introduction, and in this chapter, we aim to explain the role that IoT and 
ML, as well as DL, play in smart cities. There are various approaches in ML and DL 
that, when it comes to IoT, will result in a powerful solution for the implementation 
of smart city applications. This chapter provides a rigorous review on IoT-enabled 
cities using ML and DL.

Keywords Smart city · Machine learning · Deep learning · Internet of Things · 
Big data

1  Introduction

Due to the rapid development of global urbanization, a large world population will 
flow into cities. This trend will raise the challenges for land utilization management, 
sustainable urban development, food supply, safety, security, and overall human 
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well-being. Emerging technologies and new smart city concepts are very important. 
In the city of the future, everyone pledges to encourage a better future [7]. As shown 
in Fig. 1.1, artificial intelligence applications such as the Internet of Things (IoT), 
machine learning (ML), deep learning (DL), and big data are important to support 
technology and smart city development. This method contributes to a variety of 
applications such as liquidity management and monitoring, urban planning, resource 
allocation, energy supply and demand, food supply and production forecasting, air 
pollution monitoring, and forecasting [2].

AI, ML, and DL models, alongside the Internet of Things, are turning out to be 
progressively indispensable pieces of different businesses. Right now, these tech-
nologies are moving toward smart city planning. Its motivation is to computerize 
and push the exercises and general activities of nearby governments. At the point 
when a city is, for the most part, thought to be a smart city, it implies the city is run-
ning a type of IoT and AI methods to gather information from various focuses. 
Smart urban areas have an assortment of utilization cases dependent on AI and IoT 
innovation, from keeping a better climate to advancing public vehicles and security 
[6]. By utilizing AI, AI calculations, and the IoT, urban communities plan better 

Fig. 1.1 Smart city and components

T. Singh et al.
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smart transportation arrangements by permitting inhabitants to move starting with 
one spot and then onto the next in a protected and effective way. AI gathers informa-
tion from various angles and gives it to a focal worker for additional execution. 
When the information is gathered, it ought to be utilized to make the city smarter.

2  Role of IoT in Smart City

The world is changing quickly because of the impact of data innovation. Progressively 
dynamic connectable gadgets are changing businesses and the metropolitan climate 
everyone is acclimated with. Data innovation and IoT gadgets have been coordi-
nated into the metropolitan framework, prompting the rise and improvement of the 
“smart city” idea. There is no interesting and precise meaning of the term smart city. 
A few scientists characterize the sustainability commission as: “The Sustainability 
Commission is a city that utilizes advanced technology to improve the personal 
satisfaction of its residents, and deal with its metropolitan foundation and environ-
ment.” Despite the Covid episode, individuals proceed to work and move to visit 
urban communities for a variety of reasons, including professional openings and 
ways of life [6]. At the point when urban communities face population thickness- 
related issues, numerous issues can emerge, including air contamination, absence of 
freshwater, a lot of trash, and expanded traffic [26]. The Internet of Things assumes 
a significant part in taking care of these issues. Figure 1.2 shows some IoT admin-
istrations in smart urban areas. To outline the part of the Internet of Things in smart 
urban areas, here is a portion of the IoT applications in smart urban communities:

• Smart Infrastructure: Computerized innovation is getting progressively sig-
nificant as urban communities have the conditions for the manageable turn of 
events. Structures and metropolitan foundations should be arranged in a more 
powerful and maintainable manner. Additionally, we need to invest resources 
into electric and self-driving vehicles to keep carbon dioxide outflows low [14]. 
Indeed, brilliant innovation can be energy saving and harmless to the ecosystem 
framework. For instance, to decrease power interest, brilliant lights possibly 
sparkle when somebody passes by them. Changing brilliance levels and follow-
ing everyday utilization are significant pieces of smart lights.

• Air Quality Management: Smart urban communities likewise carry out gadgets 
that can gather constant contamination information and foresee productions. 
Having the option to precisely foresee air contamination permits urban areas to 
distinguish the reasons for outflow issues and formulate methodologies for 
restricting the measure of air contamination [29].

• Traffic Management: Perhaps the greatest test confronting huge urban areas is 
discovering approaches to improve traffic. Be that as it may, discovering an 
answer is not inconceivable. For instance, Los Angeles is perhaps the busiest city 
on the planet, carrying out smart transportation answers to control the traffic 
stream. On-street sensors send ongoing traffic stream updates to focal traffic at 

1 Role of Machine Learning and Deep Learning in Internet of Things enabled Smart…
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the executive’s stage. Focal traffic in the executive’s stage can dissect the 
 information and consequently change the sign to the traffic conditions in no time 
[28]. Simultaneously, it utilizes verifiable information to foresee where traffic 
may go. None of these cycles requires human mediation.

• Smart Parking: The city additionally utilizes smart leaving answers for perceiv-
ing when vehicles leave the parking garage. The sensor is coordinated on the 
ground and shows the area of the free parking spot by means of a portable appli-
cation downloaded by the pilot. Others use vehicle criticism to find the opening 
and guide the vehicle to follow the way with the least opposition [31]. This smart 
city application is appropriate for medium-sized city arranging, as smart stop-
ping has become a reality without a complex foundation and huge assumptions.

• Smart Waste Management System: This system helps to improve waste assort-
ment productivity and diminish working expenses while satisfactorily resolving 
all-natural issues related to wasteful waste assortment. In these arrangements, 
the waste holder is outfitted with a fluid-level sensor [32]. At the point when a 
specific limit is reached, the transporter at the executive’s stage gets a notice 
through cell phone. The message maintains a strategic distance from half-void 
waste and helps to avoid any kind of confusion.

• Smart Water Management System: Water protection is vital on the grounds 
that metropolitan regions are squeezing water supply. Luckily, in any case, the 

Fig. 1.2 Services of Internet of Things to justify the role of IoT in smart city

T. Singh et al.
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IoT can likewise be utilized for water management, and the gadgets that help this 
execution are called smart meters. These meters permit water organizations to 
screen water utilization and investigate normal water utilization for every family, 
action area, and so forth. The use of AI helps to contrast the current use of the 
services [33]. Further, AI algorithms can be utilized to break down reported 
information to anticipate future water utilization in these homes and ventures. 
These meters additionally help to dissect pressing factors, temperature, and 
water quality and improve them if necessary. Furthermore, these gadgets can 
proactively distinguish likely holes by checking underground pipelines and 
understanding the information, assisting by forestalling genuine floods. The 
united nations are an example that has effectively implemented the smart water 
management system.

• Smart Public Safety Management: Public security is one of the significant 
worries of urban areas, and to expand the security of these urban communities, 
individuals use IoT-based innovation to give continuous observation, examina-
tion, and dynamic instruments. The mechanics of these frameworks are as per the 
following: These gadgets gather information from hearable sensors and CCTV 
cameras dispersed all through the city and consolidate this information to antici-
pate potential crime locations and rapidly send security arrangements on a case- 
by- case basis. In this way, these frameworks permit security facilities to capture 
and effectively track expected wrongdoers. Perhaps the main use cases for well- 
being are the executives using shot recognition arrangements [15]. This arrange-
ment may utilize an associated amplifier introduced around there. These receivers 
consistently gather sounds and send them to the cloud stage and use AI calcula-
tions to break down these sounds to distinguish discharges. These gadgets can 
likewise appraise the situation of the weapon by estimating the time it takes for 
the sound to arrive at the mouthpiece. The United States has effectively executed 
this arrangement in more than 90 urban communities.

• Smart Street Lighting System: In view of the Internet of Things, smart urban 
communities strive to make streetlamps smart and control beneficial. They do 
this by attaching streetlamps with sensors and interfacing them to a cloud in the 
board framework. Sensors help to gather the relevant information about the street 
lightning, individuals, and vehicle developments, public vehicle plans, etc. are 
just the beginning. Ongoing information is then joined with reported information 
and contribution to AI calculations to help examine various circumstances and 
the measure of light needed in every circumstance. Subsequently, smart lighting 
automatically turns on, faints, turns off, or turns on depending on actual ecologi-
cal conditions, in this manner improving the general lighting plan [5]. For 
instance, when a passerby or vehicle passes a specific area, the lights around the 
crossing point will change to a brilliant setting. Miami, Paris, Madrid, and differ-
ent urban areas have effectively executed brilliant road lighting arrangements, of 
which Miami is driven by more than 500,000 interconnected streetlamps.

Consequently, the above applications or administrations of the Internet of Things 
demonstrate the job of the Internet of Things in smart urban areas. With the 

1 Role of Machine Learning and Deep Learning in Internet of Things enabled Smart…
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assistance of Internet of Things innovation, the city executive’s office can uphold 
the passage of enormous quantities of individuals into metropolitan regions. The 
Internet of Things is not the solitary effective innovation for SC activities. With the 
assistance of few supporting advancements, SC can be effectively executed.

3  Role of Machine Learning in IoT-Enabled Smart City

The quick improvement of smart urban areas is likewise a stressful issue for created 
nations. As the market interest of assets and administrations keeps on developing, it 
has advanced into one of the world’s most perplexing frameworks. In this advanced 
age, smart gadgets are fundamental for building the critical foundation of smart 
urban communities. As the populace develops, the administrative difficulties of bril-
liant urban areas are expanding. The information can be gathered utilizing an orga-
nization of smart items like sensors, cameras, and actuators [8]. Figure 1.3 shows 
the smart city information flow.

However, information warehousing, information examination, and perception of 
the gathered information are likewise a piece of the cycle. Here, the utilization of 
artificial intelligence-based calculations joined with AI can be a critical thinking 
measure for establishing a supportable climate. AI, with the assistance of the drawn- 
out information investigation, will be exceptionally useful in improving the general 
execution of the smart urban communities’ administrations. AI, with the help of IoT, 

Fig. 1.3 Data flow in 
smart city

T. Singh et al.
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can address any kind of issue identified with the spaces of medical care, energy, 
transportation, training, and numerous others [30]. Likewise, smart strategies 
include different relapse models and neural organization-based choice methodology 
in deciding the example of multifaceted information. Besides, the information foun-
dation assumes an imperative part in the dynamic of brilliant urban areas. The tre-
mendous measure of tangible information recovered from IoT gadgets can be 
processed utilizing smart learning approaches. AI and ML can tackle huge scope, 
complex issues in smart urban communities through numerical calculation. 
Simulated intelligence and ML can change the manner in which smart urban com-
munities work in numerous spaces. Anyhow, in AI- and ML-based smart urban 
areas, the acknowledgement and reconciliation of ICT foundation programming 
and equipment stages, structures and calculations, hypothetical arranging, and 
numerical computational models are basic.

3.1  Machine Learning Approaches for IoT-Enabled Smart City

ML is a subfield of AI that requires the framework to consequently learn by getting 
to the information given and utilize that information to adapt freely and focus on 
programming. The expression “AI” was coined by Arthur Samuel in 1959. From 
making the primary counterfeit neural organization perceptron to utilizing the 
“nearest neighbor” algorithm to tackle nearest neighbor issues, AI has advanced 
from fundamental example acknowledgement devices. AI has advanced forms of 
fundamental example acknowledge devices which performs complex tasks and 
coordicate a wide scope of spaces of AI and DL. SC sensors and smart gadgets have 
a lot of information to check separately, so a framework is required that can learn 
and develop on its own depending on the experience. With the improvement of 
smart city applications and their creation surroundings, this requires a general, 
dynamic, and persistent learning system [36]. Consequently, it is needed to investi-
gate the capability of ML and big data in the advancement of SC customized admin-
istrations, which are fundamental for improving effectiveness. AI techniques are 
developing quickly with interest in improved calculations, improved information 
catch strategies, improved PC organizations, new sensor/IO units, and self- 
personalization of client conduct. The essential objective of AI calculations is to 
accurately decipher information that can never be seen and make expectations that 
go past preparing tests like genuine information. Table 1.1 shows a few calculations 
utilized in AI and smart urban communities. Exactness and execution can addition-
ally improve the precision of the calculation by expanding the measure of preparing 
information and improving the calculation’s learning capacity [21]. Figure  1.4 
shows the order of ML.

There are three kinds of ML: supervised, unsupervised, and reinforcement. The 
gathered/created information should be preprocessed, blended, rebuilt, and neaten 
up (eliminating invalid qualities) to prevent the subsequent model from delivering 
incorrect or wrong expectations. The two principal boundaries to consider when 
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utilizing AI methods are the computational force and the speed of a given strategy. 
The best calculation is chosen dependent on the client application and ought to be 
adequately quick to stay aware of changes in the information and produce the ideal 
yield over the long duration [22]. AI calculations fabricate numerical models depen-
dent on information tests (called “preparing information”) and settle on forecasts or 
choices dependent on them. The development of a directed ML classifier is known 
as the learning stage, which frames a particular classifier from a bunch of named 
tests. The presentation of the classifier increases as the measure of preparing infor-
mation increases. Here are the absolute most regularly utilized ML calculations:

• K-Means:

• K-means is one of the easiest unaided bunching calculations. Move a predefined 
number of bunches to various groups depending on how close the centroids 
(implies) are and move the information point. K-implies bunching is not difficult 
to apply to enormous datasets and is regularly utilized as a pre-handling venture 
for different calculations [23]. These applications incorporate market division, 
computer vision, space science, and numerous different regions.

• Support Vector Machine:
• SVM is a regulated learning model and is vital for information arrangement. In 

SVM, every information thing is drawn as a point in n-dimensional space (n is 
the quantity of substances/factors accessible), and the worth of every element is 
the worth of a specific arrangement. The characterization is then done by discov-
ering the max edge hyperplane (MMH), which separates the two classifications 
quite well. A hyperplane is a plane or choice space that partitions gatherings of 
items in various classifications. The SVM support vector is the information point 
nearest to the hyperplane and characterizes the separating line [25]. The distinc-
tion between two information focuses in various classifications is the edge. This 
can be determined as the upward separation from the line to the help vector. 
Enormous benefits are viewed as great benefits, and little benefits are viewed as 
appalling benefits. SVMs are broadly used to tackle certifiable grouping issues in 
IoT-viable smart urban areas. For instance, in an individual medical care situa-

Table 1.1 Machine learning algorithms and their application domains

Domain Machine learning algorithms Application domain

Smart city Pattern recognition
Semantic reasoning

Smart health
Public safety
Smart transportation

Smart city Multi-agent learning Convenient smart homes
Real-time traffic routing

Smart home Reinforcement learning Convenient smart homes
Smart city Hidden Markov Model Smart pipeline
Internet of 
Things

Rule-based Smart healthcare

Smart city Semi-supervised deep reinforcement 
learning

Energy, water, agriculture, transportation, 
healthcare

T. Singh et al.



9

tion, health records observed by a wearable IoT sensor can be shipped off an 
SVM classifier for a precise conclusion. In the space of organization interruption 
identification, SVM classifiers can be utilized to distinguish irregularities from a 
bunch of traffic information starting from correspondence between IoT gad-
gets [11].

• Random Forest:
• RF is an administered ML calculation consisting of choice trees, where each tree 

relies upon the worth of an autonomously tested arbitrary vector and has similar 
dispersion for all trees in the forest. This troupe technique lessens overfitting and 
mistakes because of deviations in the mean outcomes and gives better outcomes.

• Fuzzy K-Means:

Machine
Learning

UnsupervisedSupervised

Classification Regression Dimensionality
Reduction Clustering

Reinforcement

Gaming-AI

Skill AcquisitionRecommender
SystemsText MiningRisk AssessmentFraud Detection

Email Spam
Detection Score Prediction Face Recognition Customer

Segmentation Learning Tasks

Real-time
DecisionsBiologyBig Data

Visualization

Population
Growth

Prediction
Diagnostics

Image
Classification

Estimation Life
Expectation

Image
Recognition City Planning Finance Sector

ManufacturingTargeted
Marketing

Structure
Discovery

Feature
Elicitation

Weather
Forecasting

Advertisement
Popularity
Prediction

Meaningful
Compression

Inventory
Management

Robot
Navigation

Marketing
Forecasting

Fig. 1.4 Taxonomy of machine learning
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• Like conventional k-means, which doesn’t have a place with a solitary bunch by 
any means, each point in a fluffy group can have a place with numerous bunches, 
like the nearest one, and tracks down the most adaptable group. Fluffy analogies 
contain more data than discrete classes (for example, progress districts between 
bunches), which can improve the examination. This is a significant device for 
picture handling and offers a significant benefit as qualities (information focuses) 
can have a place with different groups. Accordingly, it ought to be generally 
utilized in bioinformatics to recognize qualities that are co-managed or 
co-communicated.

• Naïve Bayes:

• In light of Bayes’ hypothesis, the gullible Bayes classifier is a stochastic classi-
fier, and its working rule is that the suspicions don’t rely upon a couple of high-
lights. The gullible Bayes model is generally utilized in the clinical field for 
diagnosing coronary illness patients since it tends to be handily built without 
muddled, tedious boundary assessment. Bayes’ hypothesis computes the likeli-
hood of speculation, i.e., the posterior probability P(c|x), from P(c), P(x), 
and P(x|c):

 
P c x P x c P c| |� � � � � � �.

 

 
P x� �  
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where
P(c|x) is the posterior probability of class (target) given predictor (attribute).
P(c) is the prior probability of class.
P(x|c) is the likelihood.
P(x) is the predictor prior probability.

• Artificial Neural Network:

• This is an AI subdomain brightened by the science of the human brain. Like 
neurons that are interconnected in the human brain, counterfeit neural organiza-
tions likewise have neurons called hubs, which are connected to one another at 
different layers of the organization. ANN predominantly comprises three layers. 
The info layer acknowledges client contribution to numerous configurations, and 
the secret layer plays out all computations to discover covered-up highlights and 
designs, and sends the outcomes through the yield layer [35]. It has applications 
in numerous spaces, for example, vehicle control, direction expectation, example 
and target acknowledgement, and clinical malignancy conclusion.

• Genetic Algorithm:

• GA depends on Darwin’s hypothesis of “natural selection.” Here, from all poten-
tial answers for a given issue, the arrangement goes through recombination and 
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change, bringing about another arrangement, and this interaction is rehashed for 
ages. Every up-and-comer arrangement is appointed estimated esteem (in light 
of the target work esteem), and the inexact arrangement might be created to coor-
dinate with more “surmised/ideal” arrangements until the “stop standards” are 
met. As such, contrasted with customary AI, regardless of whether the info 
changes marginally or clamor is created, it won’t be harmed, and the condition 
of huge space can be streamlined. The hereditary calculation isn’t reasonable for 
basic issues, so it is unimaginable to expect to acquire inferred data [1]. Some 
GA applications (for example, intermittent neural organizations and transforma-
tion tests) are utilized to limit application speculation blunders, for example, 
foreseeing stopping accessibility.

Accordingly, the above calculation assumes a significant part in the effective 
execution of SC.  Various applications in various controls help give well-being, 
unwavering quality, and maintainability to occupants of smart city regions. The 
utilization of these different advancements additionally assists with giving occu-
pants personal satisfaction.

4  Role of Deep Learning in IoT-Enabled Smart City

Advances in data and correspondence innovation have understood the idea of SC. At 
SC, various IoT sensors are sent to numerous destinations to successfully gather 
information on traffic, outflow, and occupant versatility. Top-to-bottom exploration 
has been generally applied to sensors produced by the Internet of Things in smart 
urban areas by a few specialists. This is a part of AI where the model consequently 
takes in highlights from crude information gathered utilizing different sensors. 
Figure 1.5 shows the essential information on profound learning. This figure gives 
data about engineering and a kind of profound learning. There are three essential 
sorts of profound learning design, distinguishing proof, age, etc. These kinds of 
models are additionally sorted and appear in Fig. 1.7, which presents the profound 
learning characterization [34]. The essential learning types are supervised, unsuper-
vised, and reinforcement. All these learnings are classified in Fig. 1.4.

With the improvement of the Internet of Things, huge information investigation, 
AI has understood smart urban areas. The thought behind smart urban communities 
is to successfully serve the inhabitants of smart urban areas utilizing trend-setting 
innovation and investigation of the information gathered by the sensors. Metropolitan 
smartness depends on an innovation-driven foundation, resolving ecological issues 
similar to a public vehicle, and the utilization of innovation to diminish crime and 
robbery and guarantee the security of residents. AI utilizes calculations to break 
down information, gain from it, and settle on choices dependent on the information 
learned [12]. Deep learning, then again, can learn all alone and settle on astute 
choices. Figure 1.6 gives a visual comprehension of the principal contrast between 
AI and deep learning. Essentially, deep learning is a subfield of AI that improves the 
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working of AI. The relationship of DL is that rocket motors are composed of DL 
models, and fuel is a lot of information that specialists and researchers can accom-
modate in these calculations.

Profound learning (DL) is an AI innovation that can be adequately used to 
acquire bits of knowledge from information, comprehend designs from information, 
and characterize/anticipate information. This is an outline of the utilization of vari-
ous vertical DL/deep neural organizations in smart urban communities.

• Deep Learning for Urban Modeling for Smart City:

• In the course of the most recent 50 years, the extent of the number of inhabitants 
in urban communities all throughout the planet has multiplied. Metropolitan and 
country regions are continually developing because of mechanical advancement 
while furnishing inhabitants and travelers with new freedoms for public security 
availability and worldwide encounters. The creator utilizes smart computer 
vision and profound learning models to foresee traffic speeds. This model plans 
to distinguish bland contrasts among created and lacking regions. The creator 
proposes traffic stopping utilizing profound learning, the Internet of Things, and 
remote correspondence. This proposition intends to lessen the time needed to 
discover free parking spots, for example, in huge shopping centers and train sta-
tions. With profound learning (DL) and IoT sensors, it is not difficult to decide 
the best spot to stop in a short measure of time [18]. Unique regard for network 
accessibility, network transfer speed, network backing, and organization geogra-
phy empowers multifunctional availability in metropolitan regions. Smart road 

Fig. 1.5 Basic understanding of deep learning
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overviews utilizing AI methods can set aside half of the energy. Feasible energy 
dispersion can be accomplished by zeroing in on power age, dissemination, and 
transmission.

• Deep Learning for Intelligent Infrastructure of Smart City:
• By 2030, 60% of the total populace will live in urban communities. Right now, 

most urban areas are encountering gridlock, and unreasonable and irreversible 
issues. With quick populace development and an unnatural weather change, 
tending to every one of these difficulties is presently more significant. Foundation 
is the foundation of the city and assumes a significant part in addressing these 
difficulties. The creators of their examination paper have incorporated profound 
learning innovation into a smart framework model [38]: smart frameworks screen 
power utilization and dynamic rates as indicated by the seriousness of force uti-
lization. A portion of the scientists additionally proposed a profound learning 
astute directing component that cycles a lot of information created by different 
sensors to lessen network blockage issues.

Fig. 1.6 Difference between machine learning and deep learning
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• Deep Learning for Smart Mobility and Transportation:
• Transportation frameworks are conveyed through iterative cloud stages, man- 

made consciousness, associated vehicles, faculty, foundation, and coordination 
accomplices. In urban communities, the sensors of programmed dump trucks 
identify all developments around and consequently react to likely mishaps, guar-
anteeing the security of residents and forestalling mishaps [9]. The creator uti-
lizes profound learning, information investigation, and correspondence advances 
to interface individuals, streets, and vehicles to address an assortment of traffic- 
related issues. Their work centers around an assortment of drives pointed toward 
accomplishing a protected, vehicle-driven climate and agreeable transporta-
tion—a protected driving help framework intended to keep drivers from disre-
garding or ignoring red lights. The person on foot recognition framework utilizes 
an AI 3D sound system camera to identify different close-by walkers. Bypassing 
deterrents and vulnerable sides advantage the driver.

• Deep Learning for Smart Urban Governance:
• Today, the vast majority live in huge urban areas, and this is the fundamental 

justification for constructing a brilliant city. The creator audits public administra-
tion ideas that assist in investigating the arrangements and qualities of smart 
regional authorities. Public administration is likewise essential to more readily 
comprehend the powerful necessities of brilliant urban communities. The gen-
eral assessment is a significant factor in improving the public authority’s urban-
ization strategy.

• Deep Learning for Sustainability and Resilience of Smart City:
• Data creation is expanding step by step. There is a pressing need to foster a via-

ble organization to share this data for use in improving brilliant urban areas. The 
principal challenge to be acknowledged is the restriction of ecological assets. 
This can be addressed by planning brilliant frameworks that lessen contamina-
tion levels and help individuals have better existences [19]. The creator utilizes 
grouping and profound learning innovation to execute a smart deficiency recog-
nition strategy. There are different utilities/devices to help you settle on electrical 
framework choices. Utilizing these devices requires electrical framework skills 
and they are not accessible to everybody. Another stage called SureCity has been 
proposed. It can address existing difficulties and help assemble smart and practi-
cal urban areas.

• Deep Learning for Smart Education:
• The current training framework acquaints new learning strategies with improv-

ing understudies’ capacities. One of these basic learning strategies is the flipped 
classroom learning method (FCLM). The creator breaks down the execution of 
the online flipped classroom learning (OFCLM) technique for youngsters in dis-
tance learning. The practice has been exhibited through Web-based meetings to 
generate new ideas that this strategy can improve students’ higher reasoning 
capacities. Creators of different examination papers have created face identifica-
tion frameworks that utilize student looks to assess student communications and 
assess the viability of substance when utilizing versatile CRS for business ven-
ture courses. Huge information examination offers individuals the chance to 
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break down the brain research of lean individuals. The creator additionally 
 proposes another feeling delicate strategy that can decide students’ inclinations 
dependent on head position and facial feelings. The fundamental test of Internet 
learning is upkeep [38]. This can be because of an assortment of elements, 
including content showcases and absence of association with coaches. The cre-
ator additionally examined time-arrangement grouping issues and utilized intel-
ligent occasions incorporated into the e-learning framework to foresee understudy 
maintenance.

• Deep Learning for Smart Health Solutions:
• Man-made consciousness helps in making shrewd clinical arrangements utiliz-

ing new and progressed ideas like profound learning. Ideas, for example, metas-
tasis learning and profound learning models, are exceptionally useful in ordering 
bosom malignancy dependent on bosom disease cytology pictures. Bosom dis-
ease tumor picture characterization and created forecasts end up being more pre-
cise than customary profound learning structures [18]. Comparable signs have 
been seen in the picture division of cervical malignant growth dependent on 
remote organization innovation. Albeit profound learning has been utilized to 
ascertain and break down the information produced by the MRI picture division 
technique. The aftereffects of profound learning and remote organization models 
show that their proficiency is practically twofold that of conventional profound 
learning strategies. DL models can be utilized and acoustic recreations to inves-
tigate the child’s crying, distinguish the strength of the infant, and take the fun-
damental well-being measures if the child is discovered to be strange. The 
utilization of profound learning methods works with the advancement of robot-
ized frameworks that improve the personal satisfaction of people. To this end, a 
programmed electroencephalogram (EEG) pathology recognition framework 
dependent on profound learning has been created. The framework can catch 
cerebrum signals as EEG signals in spatiotemporal portrayal to recognize likely 
human pathologies [12]. Different portable application arrangements are broadly 
used to gauge diet and screen ascribes identified with general well-being and 
prosperity. These multi-access actual observing gadgets are ordinarily utilized as 
wearable gadgets and incorporated with versatile applications to recognize actual 
anomalies because of lacking nourishment in various age gatherings, establish-
ing a shrewd and solid climate.

• Deep Learning for Security and Privacy of Smart City:

• The current century’s smart urban areas are the consequence of significant devel-
opments in data and correspondence innovation. Residents of these brilliant 
urban areas are interconnected through cell phones incorporated with the IoT 
and refined devices, giving unbelievable accommodation and way-of-life 
enhancements. While gadgets like shrewd meters, smart machines, and brilliant 
clinical gadgets can accomplish this accommodation, there are connected diffi-
culties as far as data security and protection and keeping up information trust-
worthiness are concerned (unapproved access is precluded). Profound learning 
and related advancements have effectively given answers for these security 
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weaknesses in applications conveying huge information innovation and the IoT 
[38]. One such execution is to convey the Internet of Things (AD-IoT) abnormal-
ity discovery utilizing an arbitrary backwoods calculation to distinguish oddities 
on the dispersed haze hubs of the Internet of Things gadgets. To recognize the 
interruption of smart city gadgets into IoT organizations, botnets can compro-
mise the security of such gadgets. A profound learning structure is sent to recog-
nize verification conduct from botnets at the application layer of the Domain 
Name System. The profound learning system can arrange the ordinary and 
strange conduct of space names. This incorporates profound learning procedures 
to distinguish administration advancement competitors and their conveyance 
measures. This arrangement utilizes a between-hub correspondence convention 
to decrease network traffic between edge interchanges [35]. Correspondence 
between the haze layer and the cloud layer utilizes a safe and dependable figur-
ing arrangement. The presentation of this arrangement is better than customary 
semi-agreeable and non-helpful innovations.

4.1  Deep Learning Approaches for IoT-Enabled Smart City

Profound learning is a subset of AI, while AI is a subset of man-made reasoning. 
Man-made consciousness is an overall term for innovation that permits PCs to mir-
ror human conduct. AI is a bunch of calculations prepared on information, all of 
which make this conceivable. Profound learning, then again, is a kind of AI pro-
pelled by the design of the human mind. Profound learning calculations attempt to 
make humanlike inferences by persistently dissecting information in a specific, con-
sistent design [20]. To accomplish this, profound learning utilizes a diverse con-
struction of calculations called neural organizations.

The plan of the neural organization depends on the construction of the human 
cerebrum. Actually, like human cerebrums to distinguish designs and arrange vari-
ous kinds of data, neural organizations can be instructed to play out similar errands 
on the information. The individual layers of neural organizations can likewise be 
considered as a kind of channel that works from gross to inconspicuous, improving 
the probability of recognizing and yielding the right outcome. The human cerebrum 
works comparatively [17]. At whatever point some new data is gotten, the mind 
attempts to contrast it and known articles. A similar idea is additionally utilized by 
profound neural organizations.

When planning a brilliant city, one of the fundamental objectives is to chip away 
at conveying a proficient foundation and administrations while diminishing 
expenses. The meaning of a smart city given by the European Smart City Platform 
and the European Life Lab Network is that the smart city “utilized more exhaustive 
knowledge, incorporated ideas, and individual new innovation applications (for 
example, RFID and the Internet of Things).” Smart urban areas coordinate broad-
cast communications innovation to decrease costs, enhance asset utilization, 
improve intuitiveness, and improve personal satisfaction for inhabitants [40]. So, 
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smart urban areas need to coordinate reasonable advancements in occupant’s day-
to-day existence, for instance, agribusiness, air contamination, transportation, cri-
ses, energy and utilization, government, clinical consideration, and water. Figure 1.7 
shows the complete classification of deep learning.

• Convolution Neural Network

• In profound learning, convolutional neural organizations (CNN/ConvNet) are a 
kind of profound neural organization and are most regularly utilized for visual 

Fig. 1.7 Taxonomy of deep learning
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picture examination. CNN utilizes an extraordinary strategy called convolution. 
Nonetheless, in science, convolution is a numerical procedure on two capacities, 
delivering a third capacity that addresses how the type of one capacity is changed 
by another. There are numerous frameworks that can utilize these sorts of orga-
nizations, smart urban areas by utilizing a high-thickness organization of traffic 
and surveillance cameras to give continuous restricted permeability information 
on all parkways and streets. To accomplish SC administrations, Giyenko et al. 
carried out a CNN with three convolution layers and prepared it on a Korean 
CCTV camera dataset. With their strategy, an exactness of 84% or higher can be 
accomplished [41]. These organizations in brilliant urban communities (cover 
recognition in broad daylight places, mishap identification on interstates, bur-
glary location in jam-packed spots, and so on) may have different occupations.

• Recurrent Neural Network
• RNNs are perhaps the most encouraging calculations being used in light of the 

fact that they are incredible and strong neural organizations and the solitary cal-
culation with interior memory. In the same way as other profound learning cal-
culations, intermittent neural organizations are moderately old [39]. They were 
initially made during the 1980s. However, until the most recent couple of years, 
their actual capability of RNN has been taken note of. Combined with the cre-
ation of long-haul memory (LSTM) during the 1990s, the expanded figuring 
power and the enormous measure of information that should be handled now 
truly make RNNs stick out. RNN can store significant data about the things it 
gets, so the model can foresee what will occur next precisely. That is the reason 
it is a decent calculation for consecutive information (time arrangement, sound, 
text, monetary information, sound, video, climate, and so on). Contrasted with 
different calculations, intermittent neural organizations can frame a more pro-
found comprehension of groupings and their specific situation. RNN is the kind 
of neural network that is valuable for information arrangement [37]. RNNs are 
obtained from direct-reaction neural organizations, whose conduct is like that of 
the human cerebrum.

• Long Short-Term Memory
• LSTM is an augmentation of repetitive neural organization. The RNN utilizes 

the yield of the last advance as the contribution for the current advance. The 
LSTM was planned by Hochreiter and Schmidhuber. It tackled the issue of long- 
haul reliance on RNNs, where RNNs can’t anticipate words put away in long- 
haul memory. However, they can make more precise forecasts dependent on 
ongoing data. In the event that the span length is long, the RNN won’t give viable 
execution. Naturally, LSTMs can hold data for significant stretches of time. It is 
utilized for preparing, anticipating, and positioning dependent on time- 
arrangement information [27]. Notable applications for LSTMs incorporate lan-
guage displaying, machine interpretation, picture subtitles, penmanship age, and 
Q&A visit robots.

• Restricted Boltzmann Machine
• The restricted Boltzmann machine is a calculation concocted by Geoffrey Hinton 

that is helpful for dimensionality decrease, grouping, relapse, community- 
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oriented sifting, including learning, and theme demonstrating. The Boltzmann 
machine is an irregular, generative neural organization that can learn interior 
portrayals, address troublesome combinatorial issues, and tackle them (inade-
quate time). These are named after the Boltzmann conveyance (otherwise called 
the Gibbs appropriation). The Boltzmann dissemination is a basic piece of fac-
tual mechanics and assists us with understanding the impacts of boundaries like 
entropy and temperature on quantum mechanics. That is the reason they are 
called energy-based models (EBMs) [24]. The Boltzmann machine is a nonde-
terministic (or arbitrary) created profound learning model with just two “cov-
ered- up” hub types and “apparent” hub types. There is no leave hub. It might 
sound odd, yet this gives them this vulnerability. They don’t have the run of the 
mill type 1 or type 0 yield from which the model can be prepared and enhanced 
utilizing stochastic angle drop. They are exceptionally uncommon in light of the 
fact that they don’t learn models.

• Deep Belief Network
• With the improvement of AI and the coming of profound learning, a few instru-

ments and realistic portrayals for interfacing a lot of information have been pre-
sented. Profound conviction networks are basically generative realistic portrayals. 
That is, it delivers all potential qualities that can be produced for the pertinent 
case. Probabilities and insights are joined through AI and neural organizations. A 
profound trust network comprises numerous layers with values, with connec-
tions between the layers, yet not between the qualities. The primary objective is 
to permit the framework to characterize the information into various 
classifications.

• Autoencoder
• An autoencoder is a specific kind of feedforward neural organization that has 

similar information and yield. It packs the contribution to bringing down dimen-
sional code and afterwards recreates the yield from that portrayal. This code is a 
smaller “outline” or “pressure” of the info, otherwise called an inert spatial por-
trayal. The autoencoder comprises three segments: encoder, code, and decoder. 
The encoder packs the contribution to produce code, and the decoder utilizes just 
that code to reproduce the info. To construct an autoencoder, three things are 
required: an encoding technique, an interpreting strategy, and a misfortune work 
that analyzes the yield to the objective. The following segment depicts them. 
Autoencoders are fundamentally dimensionality decrease (or pressure) calcula-
tions for certain significant qualities:

 1. Data specific: The autoencoder can just altogether pack the prepared infor-
mation. It varies from standard information pressure calculations (for exam-
ple, gzip) in light of the fact that it highlights explicit-to-explicit preparing 
information. Subsequently, it can’t anticipate shaping an autoencoder written 
by hand numbers to pack scene photographs.

 2. Irreversible: The yield and contribution of the autoencoder are not the very 
same, they are inexact, but rather they are debased.
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 3. Unsupervised: Run the first information to drive the programmed encoder. 
Autoencoders are viewed as unaided learning strategies since they can be 
drilled without unequivocal names. However, more decisively, it is self- 
checking on the grounds that it creates its own name from the preparation 
information.

• Stacked Autoencoder
• A stacked autoencoder is a neural organization consisting of a few meagre auto-

encoder layers, with the yield of each secret layer associated with a ceaseless 
secret layer input. The secret layer is prepared by a solo calculation and enhanced 
by a directed strategy. Stacked autoencoders include three primary advances:

 4. Train the autoencoder utilizing the information to get the learned information.
 5. The information gained from the last layer will be utilized as a contribution 

for the following layer and will proceed until preparation is finished.
 6. After preparing every secret layer, utilize the backpropagation calculation to 

limit the expense capacity and utilize the preparation set to refresh the loads 
for tweaking.

• The most recent advancement of stacked autoencoder is to give a rendition of the 
first information with exceptionally definite and promising element data. This 
variant is utilized to prepare an exercise manual in a particular setting and is 
more exact than utilizing the first information for preparing. The stack-type auto-
encoder improves the exactness of profound learning by installing a high- 
commotion autoencoder in each layer. These autoencoders are utilized to 
recognize P300 parts and characterize 3D spinal models of juvenile idiopathic 
scoliosis in the local clinical area. The rich and complex order of inconstancy of 
spinal disfigurements is fundamental for correlation among treatment and long- 
haul patient development.

• Generative Adversarial Network
• Generative adversarial network (GAN for short) is a generative displaying tech-

nique that utilizes profound learning strategies (for example, convolutional neu-
ral organizations). Since the produced representation is a solo learning 
undertaking of AI that includes finding routineness or examples of information 
and AI, new models that may have been taken from the first dataset utilizing this 
example. GAN characterizes an issue as an administered learning issue with two 
sub- models: a generative model prepared to produce new models and a separate 
model that endeavors to group the models as real (from the space). Train these 
two models together in a dubious lose-lose situation until the discriminator 
model is tricked for about a fraction of the time. That is, the generator model 
produces potential models. GAN is an energizing and quickly developing field 
with the potential for generative models that can create reasonable models in the 
scope of issue areas. The most well-known of these are picture-to-picture inter-
pretation undertakings like photograph interpretation. In the evening, reasonable 
photos of scenes and characters are manufactured, making objects that are 
unclear to people.
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• Deep Reinforcement Learning

• Profound support learning consolidates a counterfeit neural organization with a 
supportive learning engineering to empower programming characterized special-
ists to become familiar with the ideal activities and accomplish their objectives 
in a virtual climate. All in all, it consolidates work estimation and objective 
advancement to plan state-activity sets to anticipated returns. Neural organiza-
tions are answerable for the most recent leap forwards in AI in PC vision, 
machine interpretation, and time-arrangement expectation, however, in the mix 
with support learning calculations to make incredible things like Deepmind’s 
AlphaGo, which beats GoWorld title games. Support learning is an objective- 
arranged calculation that can figure out how to accomplish complex objectives or 
amplify them along with specific measurements in numerous means. For 
instance, numerous activities can amplify the focuses procured in the game. The 
RL calculation can begin clearly and accomplish champion execution under the 
correct conditions. Like pets that are drawn to snarls and medicines, these calcu-
lations are rebuffed when they settle on some unacceptable choice and compen-
sated when they settle on the correct choice. This supports learning. Improved 
calculations joined with profound neural organizations can beat numerous human 
specialists playing Atari, StarCraft II, and Dota 2 computer games. This may 
appear to be trifling to non-gamers. However, it’s a huge improvement over past 
accomplishments in support learning, and its specialized level is advancing 
quickly. Support learning takes care of the issue of quick partner activities with 
the exhibition defers they create. Like people, support learning calculations may 
need to hang tight for some time before they can see the consequences of their 
choices. They work in a postponed way to bring the climate back. In this climate, 
it may be hard to comprehend which activities lead to which activities and many 
time steps happen.

5  Literature Review of the Related Domain

The fast development of metropolitan populaces all throughout the planet presents 
new difficulties to the everyday lives of residents, including contamination observ-
ing, public well-being, and gridlock. Through the improvement of more astute 
urban areas, new advancements have been created to oblige this fast development. 
By coordinating the Internet of Things (IoT) into the existences of our residents, 
new shrewd assistance can be developed, and applications that serve various spaces 
of the city (well-being, observation, horticulture, and so forth) get significant data 
and thoughts to help improve the personal satisfaction for your residents. AI (ML) 
and profound learning (DL) are new spaces of computerized reasoning (AI) that 
have, as of late, shown the possibility to improve the effectiveness and execution of 
enormous information investigation IoT. This piece of this section audits some new 
examination articles. There are numerous creators who offer executions of different 
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SC applications utilizing the most recent innovation. The Internet of Things, AI, and 
advanced libraries foster smart urban areas.

In 2020, Atitallah and so forth proposed a research paper on the utilization of 
profound learning and huge information IoT investigation to help the improvement 
of smart urban areas to consider future bearings around here. The creator initially 
characterizes the IoT, records the qualities of enormous information produced by 
the IoT, and afterwards records the different IT frameworks utilized for IoT huge 
information investigation, like cloud, haze, and edge figuring. At long last, the cre-
ator examines mainstream DL models, audits ongoing examinations into creating 
shrewd applications and administrations for smart urban areas utilizing IoT and DL, 
and talks about the difficulties present in the improvement of brilliant city 
administrations.

In 2018, Giyenko et al. clarified the chance of utilizing CNN for permeability 
assessment utilizing the current CCTV camera network around there. The creator 
carried out a CNN with three convolution layers and prepared it on a Korean CCTV 
camera dataset. The creators test elective organization arrangements and designs; 
test various kinds of organizations, for example, new encouraging neural case orga-
nizations; improve test information in drives; and stretch out the framework to rec-
ognize current climate conditions, and more later on.

In 2018, Park et al. introduced the significance of IoT innovation to smart urban 
areas. Accordingly, the focuses and fundamental components for the fruitful 
advancement of smart urban areas are proposed. In 2019, Chen et al. introduced the 
most recent exploration on profound learning, shrewd city combination has been 
directed from two points of view, and situated innovation surveys center around 
famous and expanded profound learning models, or smart city applications. The 
creator’s reason that this new region actually faces difficulties is because of the 
intricacy of profound learning and the wide scope of utilization for smart city appli-
cations. The creator additionally proposes future headings identified with the ade-
quacy of profound learning, new profound learning standards, information 
combination, and security assurance, further working with the advancement of 
examination identified with these bearings. The creator anticipates giving data to 
appropriate insight around there.

In 2020, Nosratabadi and others introduced the DL and ML methods utilized in 
brilliant urban areas. Through the new order technique, the advancement of model 
turn of events and new application fields in feasible metropolitan turn of events and 
smart urban areas will appear. The outcomes show that the five DL and ML methods 
are the most broadly used to tackle various parts of shrewd urban areas. They are 
counterfeit neural organizations, support vector machine, choice tree, set, Bayesian, 
mixture, fluffy neural, and profound learning. It likewise shows that energy, well- 
being, and metropolitan vehicles are key spaces of smart urban communities and 
that DL and ML techniques can help take care of issues.

In 2019, Shrivastav et al. proposed different strategies for breaking down enor-
mous information utilizing AI.  In different distributions, the creator has tracked 
down that the Internet of Things can help foster a more reasonable city. The Internet 
of Things permits shrewd urban communities to more readily distribute common 
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assets. This additionally implies that AI apparatuses can be extremely useful in 
breaking down information and gauging future interests.

In 2021, Muhammad et al. summed up the most recent improvements of pro-
found learning applications in shrewd urban communities, new characterizations, 
difficulties, and openings for future exploration openings. The creators express that 
their exploration compositions may furnish specialists in the local examination area 
with the chance to think of new ways to deal with the advancement of their fields of 
study. In 2018, Yu et al. classified the techniques and apparatuses as per four percep-
tion objectives with an emphasis on showing profound learning ideas, design assess-
ment, model investigating and improvement devices, and relating representation 
depictions. Specifically, the creator gives a table containing the technique or appa-
ratus name, year, representation target, and the strategy or organization type to 
which the instrument can be applied to assist the client with tracking down the 
accessible device and strategy. The creator accentuates the significance of visual 
understanding for profound learning and presents research in this space exhaustively.

In 2019, Zantalis et al. looked into and proposed research compositions that are 
autonomous surveys of IoT applications in ML innovation and intelligent transport 
systems (ITS), plainly comprehend patterns in the above regions, and point out 
conceivable inclusion regions. Smart transport system is viewed as an overall term 
that covers course advancement, parking areas, streetlamps, mishap anticipation/
discovery, street abnormalities, and foundation applications. From the evaluated 
article, the writer found that brilliant lighting frameworks and smart stopping appli-
cations may need ML inclusion. What’s more, the creators bring up that course 
enhancement, stopping, and impact/occurrence discovery are regularly the most 
well-known ITS applications among analysts.

6  Discussion of Challenges in the Domain of Smart City

The writing audit above features a portion of the difficulties in ANN’s profound 
learning applications at SC. This part centers around the primary difficulties expe-
rienced during the examination and gives potential headings to future exploration. 
This examination shows that the use of regular heuristic calculations in profound 
learning of CS information investigation is a lacking region. However, you can 
improve its proficiency and adequacy by advancing the boundaries of the profound 
learning design utilizing normal disclosure calculations, for example, cuckoo search 
calculation, firefly calculation, consonant hunt, and molecule swarm streamlining. 
These are a portion of the difficulties in the space of smart urban areas, and there are 
not many conceivable exploration openings around here.

Analysts and researchers face numerous hindrances during the time spent accom-
plishing a solid SC. These issues ought to be maneuvered carefully to stay away 
from expected breaks the administrations gave, and protection penetrates. The 
information produced by the SC is so powerless against digital assaults that its 
secrecy, honesty, and possession are significant issues. Many preparing occupations 
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manage touchy information (for instance, clinical information recorded by clinical 
IoT gadgets). This can prompt the divulgence of delicate data during the preparation 
cycle [10]. Altering or messing with information records in any piece of the organi-
zation sharing interaction is a significant digital danger that can make ML classifiers 
wrong. Information suppliers may fail to keep a grip on their information since 
members approach shared datasets and different members are allowed to duplicate 
them. The restricted foundation is another test while making an SC. To understand 
a smart city, it is important to take care of the difficulty that smart gadgets and sen-
sors can’t be utilized similarly. A virtual organization of IoT innovation can fabri-
cate just if everybody has limitless admittance to proficient sensors and shrewd 
gadgets. Picking the best calculation is another significant errand for organizing and 
preparing the gathered information [3]. Every calculation is known for its properties 
(exactness, speed, vigor, imperatives, related boundaries, and so forth). Select as per 
the job that needs to be done.

Another test is the powerlessness to create and assess preparing models in numer-
ous application regions utilizing genuine world datasets. Real information accessi-
bility doesn’t really ensure its convenience. Most Electrical Health Data (EHD) 
information is unstructured information such as different comments, reports, release 
rundowns, pictures, and sound and video accounts. It is hard to evaluate this infor-
mation and enter it into a prescient model. Setting processing undertakings should 
be settled at different levels, including work area, Web, portable, and sensor organi-
zations [13]. For instance, the understanding of human feelings (for instance, 
shocks) caught by a camera out and about is unique in relation to the translation of 
a similar response in the house.

Specialists and researchers additionally face different difficulties when working 
in the shrewd city space, like security and classification, enormous information IoT, 
profound learning restrictions, and cost and nature of administration. Security and 
protection are among the principal challenges confronting different SC-related IoT 
applications. As of late, different sorts of dangers in the DL model have been recog-
nized. These dangers influence the presentation of these models and decrease their 
precision, adequacy, and dependability. Then again, extraordinary IoT gadgets cre-
ate a lot of information, which causes numerous issues away, correspondence, pre-
paring, and investigation. Enormous information examination requires important 
experiences and unique procedures for extricating bits of knowledge [4]. These 
necessities incorporate superior processors, adaptable distributed computing admin-
istrations, mist and ideal edge models, and programming for large information 
investigation (like Apache Hadoop).

Another test is the constraints of deep learning. DL models have been applied in 
different SC situations and have delivered great outcomes. Likewise, DL applica-
tions have accomplished high precision in grouping and low paces of blunder for 
expectation in numerous situations. However, there are a few circumstances where 
these models can’t take care of the issue, as follows:

 1. DL models require enormous datasets to give great outcomes, particularly under 
administered learning procedures that require many pictures.
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 2. Considering enormous datasets can make the preparation cycle complex, com-
putationally serious, and extremely long.

 3. In a few cases, particularly for huge pictures (for instance, pictures gathered 
from satellites), it may require preprocessing prior to preparing the dataset. This 
preprocessing task is tedious and costly to plan.

 4. Researchers have restricted the accessibility of datasets in different controls, par-
ticularly those identified with farming. Much of the time, scientists are com-
pelled to create their own datasets, which requires a great deal of time and 
exertion.

 5. DL models permit the fostering of powerful answers for explicit issues. In any 
case, it cannot be summed up for comparison. However, they do not have indis-
tinguishable purposes. Likewise, it can’t reach past the constraints of the under-
lying dataset.

 6. The DL model resembles a black box, where the client doesn’t have a clue how 
the interaction functions, sends contributions through the model, and gets yield 
likewise. Running as a black box can improve the exactness of model outcomes 
over the long run. It can likewise be helpless, particularly in prescient applica-
tions, if the DL model gains from input information during the preparation cycle. 
Nonetheless, with a discovery model, it may very well be hard to guarantee that 
preparation is running effectively, and now and again, the model outcomes will 
be invalid.

Thus, based on the above conversation, the field of brilliant urban communities 
remembers different difficulties for the space and gives researchers and specialists 
different exploration bearings to work.

7  Conclusion and Future Research Opportunities

Deep learning and machine learning techniques have recently facilitated model 
development in all aspects of smart city and urban development uncertainty predic-
tion, planning, and analysis. The purpose of this chapter is to introduce the latest 
developments, classifications, application areas, and services of ML, DL, and IoT in 
the field of smart cities. This chapter provides a rigorous analysis of machine learn-
ing, deep learning, and the Internet of Things. It also clarifies the progress of the 
latest ML and DL applications in smart cities. Machine learning and deep learning 
classification methods are categorized by possible core algorithms associated with 
the field. Research and publication development trends in this area indicate that 
research in this area is expanding rapidly, and this trend is expected to increase in 
the near future. It highlights current challenges in deep learning in CS, machine 
learning, and smooth application of the Internet of Things and suggests ways to 
deviate from those challenges as an opportunity for future research. This chapter is 
intended for beginner researchers to use as a gateway to their field of study. 
Professional researchers can use it as a benchmark for further development in the 
field of study.
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7.1  Future Research Opportunities

The joining of ML calculations for handling CS information is a promising region 
that must be created by creating ICT. Over the long run, less expensive, all the more 
impressive, and more effective biosensors will be fostered that produce better infor-
mation. Understanding the capability of large information gathered from metropoli-
tan IoT frameworks should be continually improved as new, more organized 
calculations can be made to produce. Significant data and help change conventional 
urban communities into exceptional smart urban areas.

AI instruments and stages can successfully deal with a wide range of datasets. It 
can likewise be introduced on hardware with restricted assets. This is a significant 
region that merits more work. Another system needs to be produced for examination 
that can dissect information streams continuously [19]. The reconciliation of seman-
tic innovation for preparing Web-based media information is likewise a helpful 
application that can be utilized with SC. A more common and simpler approach to 
incorporate for residents interaction with brilliant gadgets is an advancing field. 
Utilization of regular language handling (NLP) and discourse acknowledgment cal-
culations are more advantageous than enormous workstations, an exceptionally lit-
tle device. By utilizing ML to zero in on the unstructured information present in 
EHR, doctors can make wonderful close judgments, pick the best medication, and 
lessen costs.

There are different patterns later on. Move to learn, for instance, is another learn-
ing worldview that learns past information and moves and uses that information to 
tackle new issues. The principal benefit of this kind of learning is that the learning 
period of this model requires negligible assets and less time contrasted with some 
DL models that utilize conventional learning types (regulated, solo, improved, and 
so forth). Numerous examinations have contemplated the utilization of DL models 
with move learning [24]. Later on, more applications are required to utilize move 
learning in different shrewd city use cases.

Microservice innovation is a variation of Web administration innovation that 
empowers the improvement of IoT applications utilizing a bunch of fine-grained, 
approximately coupled, reusable elements. Truth be told, it is not difficult to adjust 
or alter these substances to improve the adaptability, versatility, and reusability of 
your application [16]. In this manner, making a microservice-based structure for 
overseeing DL administrations empowers a coordinated design that can cycle and 
examine enormous information, offering amazing types of assistance for an assort-
ment of IoT applications, consequently giving IoT large information, useful for 
investigation.

Today, cell phones are broadly viewed as modest, universal, and proficient infor-
mation assortment stages. Moreover, they can be seen all over, catch the everyday 
exercises of end clients, and are upheld by incorporated correspondence sensors and 
finders. Utilizing this portable information for DL technique handling is viewed as 
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a powerful answer for improving shrewd city administrations. As of now, research 
is being created up to the fifth era (5G) to give a multifunctional, adaptable, and 
adaptable stage that can tackle new issues with the negligible expense and force 
utilization [10]. 5G isn’t just an expansion of fourth-era items, yet additionally 
another kind of remote organization with another engineering with highlights for 
high information rates, low idleness, and high dependability. The proposed network 
was created utilizing another remote access innovation that highlights more than 
100 times quicker information transmission speeds than current 4G organizations. 
The advancement of remote organizations will get numerous progressions, location, 
speed, and knowledge, along these lines setting out new open doors for the improve-
ment of the Internet of Things and smart urban areas [3]. In this manner, the utiliza-
tion of 5G in the IoT foundation ought to be viewed as another open exploration.

To make everything brilliant, 6G remote organizations have been investigated to 
satisfy the high needs presented by quickly expanding versatile information traffic. 
An upheaval in the 6G plan will achieve new energy and practical correspondence 
innovations that can change human existence into a smart world just as a shrewd 
city. IoT information examination will likewise profit by new organizations, acquir-
ing new abilities and eliminating a portion of the current impediments [13]. As of 
late, blockchain innovation has been drawn into consideration by analysts in differ-
ent fields. A few specialists characterize a blockchain as “a bunch of squares con-
taining one.” A rundown of exchange records has been presented, like the customary 
public record “Blockchain” to help the execution of safety approaches. However, it 
is additionally utilized in numerous different regions and applications. Utilizing 
blockchain in IoT applications has been proposed to improve the security of IoT 
applications. On account of smart urban areas, blockchain embraces decentralized 
engineering to establish an ensured climate for applications [4]. Blockchain shrewd 
agreements are a promising and educational innovation that can be utilized to over-
see measures between specialist co-ops and clients.

Billions of smart gadgets are introduced in shrewd city applications. As per 
reports, the quantity of IoT gadgets utilized in 2019 was about 26.66 billion, which 
is expected to surpass 41.6 billion by 2025. The terabytes of information created by 
these shrewd gadgets will surpass 79 and will arrive at 4ZB by 2050. Managing this 
enormous measure of information requires refreshing and overseeing principles and 
advances to guarantee consistency. Furthermore, various foundations should be 
more adaptable to rapidly order information and utilize just great variants [19]. 
During the time spent on information investigation, it is vital to recollect the condi-
tions of the gathered information (counting transient and spatial angles). Barring 
this data can prompt bogus choices and expectations. Along these lines, precise 
examination of spatiotemporal information from IoT shrewd urban areas is vital, 
particularly in portable rush-hour gridlock situations where occasion area and gad-
get area are significant.
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Chapter 2
Understanding New Age of Intelligent 
Video Surveillance and Deeper Analysis 
on Deep Learning Techniques for Object 
Tracking

Preeti Nagrath, Narina Thakur, Rachna Jain, Dharmender Saini, 
Nitika Sharma, and Jude Hemanth

Abstract Surveillance is an imminent part of a smart city model. The persistent 
possibility of terrorist attacks at public and secured locations raises the need for 
powerful monitoring systems with subsystems for embedded object tracking. Object 
tracking is one of machine vision’s basic challenges and has been actively researched 
for decades. Object tracking is a process to locate a moving object over time across 
a series of video frames. Object tracking powered with the Internet of Things (IoT) 
technology provides a broad range of applications such as smart camera surveil-
lance, traffic video surveillance, event prediction and identification, motion detec-
tion, human-computer interaction, and perception of human behavior. Real-time 
visual tracking requires high-response time sensors, tracker speed performance, and 
large storage requirements. Researchers have ascertained and acknowledged that 
there is a significant change in the efficacy of drone-based surveillance systems 
towards object tracking with the inception of the deep learning technologies. Several 
tracking approaches and models have been proposed by researchers in the area of 
object tracking and have experienced major improvements with advancement in 
methods, but object tracking is still considered to be a hard problem to solve. This 
chapter explains state-of-the-art object tracking algorithms and presents views on 
current and future trends in object tracking and deep learning surveillance. It also 
provides an analytical discussion on multi-object tracking experiments based on 
various datasets available for surveillance and the corresponding results obtained 
from the research conducted in the near past. FairMOT, GNNMatch, MPNTrack, 
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Lif T, GSDT, and Tracktor++ are among the methods investigated. For the MOT16 
and MOT17 datasets, FairMOT generated accuracy of 74.9 and 73.7, respectively, 
whereas GSDT provided accuracy of 60.7 and 67.1 for the 2DMOT15 and MOT20 
datasets. FairMOT is an efficient tracker among the models tested, while MPNTrack 
is significantly more stable and retains tracklet IDs intact across frames in a series. 
This concludes FairMOT being an efficient tracker and MPNTrack a stable one. It 
also discusses a case study on the application of IoT in multi-object tracking and 
future prospects in surveillance.

Keywords Multi-object tracking · Surveillance · Deep learning · Real-time 
tracking · smart city surveillance

1  Introduction

The idea of a smart city is focused on the smooth convergence of the current devel-
opments in information and communication technology (ICT). A “smart city” can 
be considered a city that meets the survival needs of its occupants by smart tech-
nologies, so that they are given the optimal atmosphere and resources to work on 
their efficiency and gain a better lifestyle [1]. Smart cities track people in the scope 
of surveillance by strategically located sensors across the urban landscape that 
gather data on several variables of urban life [2]. In order to extrapolate information 
on the issues faced by the community in areas such as crime prevention, electricity 
usage, traffic control, and waste mitigation, data is distributed, aggregated, and pro-
cessed by the authorities from these sensors [3]. Drones can be used efficiently to 
operate a chunk of repetitive, yet important, tasks that take a significant amount of 
time and energy, so that people can concentrate on greater tasks having assured sup-
port from drones [4].

Some of the most important areas where drones can be deployed for surveillance 
purpose have been listed in Fig. 2.1. The applicability of drones in smart cities is 
nearly limitless, such as delivery of packages, smart transport, traffic control, power 
supply, metering of water, and other necessities [5]. In a fictional smart city served 
by a swarm of robustly networked drones, a road crash on a busy highway, long- 
distance traffic jams, and lack of prompt response from emergency services will all 
be avoided. With all the requisite information, the traffic monitoring drone senses 
the crash and warns the emergency services almost instantaneously. The drone 
ambulance is a sophisticated solution to deliver emergency aids in road accidents. 
Traffic can be diverted by the right path recommended by the drone traffic monitor-
ing network, reducing congestion [6]. The surveillance drone will be rushed to the 
location, alerting and directing law enforcement officials at the same time. IoT has 
therefore empowered drone technology towards building the smart city providing 
efficient solutions through end device sensors to detect and respond itself. Efficient 
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drones, armed with daylight and/or thermal cameras and autonomous capability, 
can assist law enforcement agencies to detect crimes preemptively. Drones can also 
assist the police forces to remotely take into account aerial possibilities of potential 
attacks and crime scene analysis. A drone network and IoT can provide a reliable 
crime reduction platform.

The basic framework of drone-based surveillance system backed with IoT is 
shown in Fig. 2.2. The sensor cloud architecture provides low-power IoT devices 
such as drones with server-level computing capabilities. Computationally intensive 
activities are off-loaded to the cloud in a sensor-cloud system, while data collection 
tasks are conducted at the edge [7]. The Internet of Things presents a new model 
where computers on the edge need to be both cognitive and capable of communicat-
ing in real time. Smart cities deliver solutions to our toughest metropolitan issues 
and solve problems such as growing crime rates and traffic chaos. Visual monitoring 
through drones is one of the computer vision’s most involved fields of study. In a 
wide variety of computer vision applications, object detection and tracking have 
played a major role. The fields of tracking, medical imaging, self-driving cars, traf-
fic flow analysis, person counting, human-computer interactions, and public flow 
analyses have been explored thoroughly [8]. While tracking objects have been 
widely studied throughout recent decades due to a variety of real-life film issues, 
such as changes in poses, occlusion, changes in illumination, fast motion, and con-
text uncertainty, tracking objects for surveillance remain a challenge. In object 
tracking, the aim is to identify the direction of the target over the frame sequences 
as it moves towards the plane of the image as indicated in sequence flow diagram 
shown in Fig. 2.3. The tracking systems first detect the objects. An object’s monitor-
ing takes place by locating all the objects found in subsequent frames. Then the 

Fig. 2.1 Various areas for drone surveillance
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objects observed are related in consecutive frames based on their characteristics and 
positions. The object detection module runs directly on image data and attempts to 
locate areas that correspond to objects detected such as humans. In other modules 

Fig. 2.2 IoT-equipped drone-based monitoring framework for smart city surveillance

Fig. 2.3 Sequence flow diagram of object tracking algorithm through drone
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of object tracking system, such as monitoring, object recognition, or occlusion han-
dling, the identification of regions likely to include the tracked object (e.g., by 
means of background segmentation methods) provides a source of interest for fur-
ther study.

The researchers noticed the reliance of tracking by detection of the accuracy of 
the detection model [9]. Tracking efficiency is also assumed to be increased by 
optimally modeling convolutional neural network (CNN) models that can decrease 
the frame rate in real-time object tracking [10]. Tracking is split into identification, 
estimation, and interaction of objects between the frames to prevent this problem of 
reduced frame rate. Latest strategies use CNN for visual detection—a deep learning 
algorithm of convolution layer as the framework of the model. It is advantageous to 
train CNNs on large-scale data to fully utilize the potential of CNNs that covers a 
wide range of variation in objectives [11]. A single representation based on video 
sequences with completely similar features is extremely difficult to learn. Notice 
that several types of targets with various class names, transitioning forms, and 
images are used in individual sequences, and sequence-specific algorithm monitor-
ing problems, such as alteration in lighting conditions, deformation, and occlusion. 
Also, it is harder because similar objects can be seen as the target in one frame and 
as background in another.

The chapter is aimed at understanding the object tracking algorithm highlighting 
region-based and feature-based tracking. There can be two different approaches of 
tracking depending on the mode through which data is obtained. The recorded data 
is utilized as off-line object tracking, whereas tracking performed on real-time data 
is called online object tracking. Based on the number of classes tracked in a video 
sequence, object tracking can be single-object tracking and multi-object tracking. 
Object tracking task establishes the state of object in the successive frames of 
a video.

The chapter is structured as follows. Section 2 gives a description of object track-
ing discussing various object tracking approaches and classification methods. It is 
followed by Sect. 3, which acquaints with object tracking in surveillance scenarios. 
Section 4 provides an analysis on experiments performed by various researchers 
and compares performances of the object tracking models presented. Section 5 puts 
forth promising future research directions and tasks, and the chapter concludes with 
Sect. 6.

2  Object Tracking

To track an object in a video stream, a typical method is to use an object detector, a 
classifier, and a motion estimator or tracker within this order. The object detector 
scans a video stream framework and chooses the targets that are to be evaluated by 
the classification system. Any candidate who assigns it is evaluated by the classifier 
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to show the likeliness of the object to be sought. The target with the highest score is 
then locked and tracked across the field of view with the tracker [12].

Object tracking begins with object detection, which involves identifying and 
assigning bounding boxes to objects in an image. A unique ID is assigned to each 
object identified in an image and this unique ID is assigned by the algorithm in the 
subsequent frames wherever the same object is spotted. Thus, the algorithm tracks 
the new location of the same object in consecutive frames. Figure 2.4 depicts the 
object tracking movement.

It is vital to select the best suitable algorithm for our object tracking application, 
which can be very daunting to decide. To make the selection task easy, we have 
segregated the object tracking algorithm into five stages that clearly defines the 
categorization at each stage as shown in Figure 2.5. In the first stage, the target to be 
tracked must be selected based on which approaches to track the object are decided 
in stage 2. Stage 3 helps identify the classifiers suitable for the application and in the 

Visual Data
Capturing

Data Pre-
Processing

Object Detection Object Classification/
Prediction Filter

Tracking Algorithm

Fig. 2.4 Basic object tracking methodology

Fig. 2.5 A step-by-step guide to object tracking stages
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subsequent stage methods for the classification can be selected. Stage 5 measures 
the efficiency of the methods applied for tracking.

2.1  Stage 1: Target-Based Categorization of Object Tracking

Object tracking as mapped in Fig.  2.6 can be region based or feature based as 
explained further:

Region-Based Tracking
Region-based tracking algorithms track objects according to image regions identi-
fied by a previous segmentation of the moving objects. These methods assume that 
the foreground regions or blobs contain the object of interest. An example of region- 
based tracking is given by Wren et al. [13], where they used small blob features to 
track a person. Gaussian distribution of pixel values was used to identify different 
body parts. The log probability was used to assign the pixels to the corresponding 
part, including background pixels. The human was tracked by combining the move-
ments of each small blob. First, it identifies a large blob for the whole person and 
then continues to find individual body parts.

Feature-Based Tracking
Feature-based tracking methods combine successive object detections for tracking. 
General local features are extracted, clustered for object classification, and then 
matched between images. Current methods can be classified into either causal or 
noncausal approaches. Noncausal approaches construct trajectories by finding the 
best association according to some global optimization criterion after all observa-
tions of a video are computed. Examples are the methods from Leibe et al. [14], 
Shirit et al. [15], and Wu and Nevatia [16]. Causal methods, in contrast, do not look 
into the future and only consider information from past frames. Examples for causal 
feature-based tracking are given by Okuma et al. [17] and Breitenstein et al. [18].

Target based categorization of
Object Tracking

Region based tracking Feature based tracking

Fig. 2.6 Categorization of object tracking algorithm based on the target in the image
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2.2  Stage 2: Approaches of Object Tracking

The approaches of object tracking models can be classified as shown in Figure 2.7. 
Tracking techniques can be categorized as off-line and online learning.

• Off-Line Object Tracking

It is the object tracking performed on pre-recorded video sequences where all the 
past and future frames are known already and can be accessed by the off-line mod-
els. Most of the off-line object tracking methods involve graph-based representation 
towards MOT as comprehensive optimization problem [19, 20] in order to minimize 
the overall loss function. Due to accessibility to large information, off-line models 
provide better performance. For example, Siam network-based trackers which are 
trained off-line are very expeditious.

• Online Object Tracking

The object tracking performed on real-time videos or live video stream such as 
videos captured by surveillance cameras is the online object tracking. Online meth-
ods are more exigent as the algorithm needs to be very fast without any knowledge 
of future frames. The data association problem, which is determined by the similar-
ity function applied on the detections in consecutive frames in online tracking, is 
solved either by deterministic methods (greedy association [21] or Hungarian algo-
rithm [22]) or by probabilistic methods [23] as discussed in Sect. 2.4.1.

Object tracking can also be classified as single class and multi-class.

• Single-Class Object Tracking: Single-class models may work for person tracking 
while multiple-class models are useful to track different classes such as car, 
truck, bicycle, and pedestrian in a single video frame [24]. The latter model 
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Fig. 2.7 Classification of object tracking models
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requires classification of each object; however, it is a useful feature in the event 
of path intersection of different objects.

• Multi-Class Object Tracking: Due to the advancement of object detectors [25, 
26] that provide accurate identification even in crowded scenes, tracking-by- 
detection methods have recently seen remarkable performance improvements. 
By integrating detections given by detectors, the tracking-by-detection methods 
typically create long trajectories of objects. They can be divided into batch meth-
ods and online methods. Batch methods typically use the entire frame detections 
together to connect scattered trajectories due to occlusion (i.e., tracklets). Short 
tracklets are created by linking the detections with a collection of detections for 
whole frames, and the tracklets are globally connected to create longer tracklets. 
This methodology is therefore very critical for the Global Association, and sev-
eral approaches [27] have been suggested for the Global Association. However, 
under long-term occlusion, the efficiency of the batch methods is still limited due 
to the difficulties of separating various items. In addition, because of the iterative 
relations for creating globally optimized tuning, they typically need the detec-
tions for an entire sequence beforehand, and therefore require massive computa-
tion. Thus, adapting the batch methods to real-time applications is challenging. 
On the other hand, online methods [28–31] can be extended to real-time applica-
tions since, using online knowledge till the current frame, they sequentially cre-
ate trajectories centered in frame-by-frame interaction. However, since unreliable 
(or even absent) detections of occluded objects in this technique are more diffi-
cult to manage, online approaches tend to create scattered trajectories and to 
migrate under occlusion.

An important component of the visual object tracking pipeline is its appearance 
model, which comprises two elements—statistical modeling, that is, computing the 
affinity between several observations, and visual representation, that is, using fea-
tures to describe the visual characteristics of the object.

2.3  Stage 3: Multi-object Tracking Classifiers

The classifier plays an important role in the overall performance of the tracking 
system. A poor classifier will lead to bad detection accuracy and false locks. 
Modules for object classification are important to identify regions of interest given 
by the visual observation module. In visual surveillance, this module classifies the 
moving objects into humans, vehicles, and other moving objects. It is a classic pat-
tern recognition problem. Depending on the preprocessing results of the observation 
layer, different techniques can be considered as shown in Fig. 2.8. However, three 
main categories of methods are distinguished. They are used individually or in 
combination.

• Feature-Detector-Based Classification
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Detected local features can be used to train object class detectors such as ISM by 
Leibe [14] for general feature detectors. Bo Wu and Ram Nevatia use specific 
human body part detectors for object detection and tracking [32]. Today, these 
approaches are generally not suitable for real-time operation. GPU-accelerated 
implementations will benefit from a huge performance boost in the near future, 
which will allow some detector-based tracking methods to become real time using 
high-end graphics hardware.

• Segmentation-Based Classification

Object classification based on image blobs is used by video surveillance and 
monitoring (VSAM) (Collins et al. [33] and Kuno et al. [34]). Different descriptors 
are used for classification of the object’s shape, such as points, boxes, silhouettes, 
and blobs.

• Motion-Based Classification

Periodic motion patterns are used as a useful cue to distinguish nonrigid articu-
lated human motion from motion of other rigid objects, such as vehicles. In [32], 
residual flow is used as the periodicity measurement.

2.4  Stage 4: Object Tracking Classification Methods

Object tracking classification methods have been mapped into Fig. 2.9, which are 
further discussed in the following sections. Tracking can be majorly classified into 
three categories, i.e., point tracking, kernel tracking, and silhouette tracking.

Fig. 2.8 Categorization of object tracking classification
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2.4.1  Point Tracking

The key feature points extracted by the kernel represent the object. The main func-
tion points that are derived from an object are extracted. The edge map’s informa-
tion is used to detect the main points (mostly corner points). The sequence is then 
observed to find these key points. The position of the tracked key points on the tra-
jectory is compared to the segmented object marked in each frame to ensure that 
they are accurate [35].

• Deterministic

The neural networks (NNs) are commonly used as black box methods to identify 
and manage such nonlinear dynamic systems as part of the universal approximation 
property. Unknown nonlinear functions cannot, however, be accurately identified 
without the fulfillment of the PE condition, an essential condition for adaptive rec-
ognition and control groups and difficult to characterize and verify in real-life 
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Fig. 2.9 Methods of object tracking classification
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applications [36, 37]. In order to address this challenge, Wu et al. [38] proves the PE 
characteristics of RBFN and suggests the nonlinear dynamic system recognition 
method called deterministic learning theory.

Kalman Filter Anytime that the entity state is believed to be linear with Gaussian 
noise, the state of such a system can be calculated using the Kalman filter. The 
Kalman filter also has lower criteria for computation than the particle filter. Kalman 
filters are used to evaluate states in the state space format on the basis of linear 
dynamic systems [39]. The phase model describes the state’s evolution from k−1 to 
k as follows:

 x Fx Bu wk k k k� � �� � �1 1 1  (2.1)

where F and B are the state transition matrix applied to previous state vector xk-1 and 
control input matrix to control vector uk−1, respectively, and wk−1 is the noise vector. 
The process model is matched with the measurement model that depicts the relation 
between the current state and the measurement at the current time step k as

 z Hx vk k k� �  (2.2)

Zk is the measurement vector, xk is the current state vector, vk is the measurement 
noise vector, and H is the measurement matrix.

Particle Filter In real-life scenarios, though, the presumption that all state transfor-
mations are linear is very difficult. Therefore, the particle filter can be utilized for 
state estimation of the system due to its ability to represent random-state densities, 
and not just Gaussian [17]. When the filter becomes usable in a regular preview 
loop, measurements are processed. In the prediction process, both the deterministic 
and stochastic parts of a model are used to predict the probability density function 
(PDF) at the next instant. The latest calculation is used during the update phase to 
modify the PDF by adjusting the weight of each sample.

• Probabilistic

The methodology uses the double-stochastic matrix as a fundamental basis for 
the storage and handling of data with uncertain relation. A double-stochastic matrix 
is a fuzzy mapping that balances the probabilistic links between finite objects. 
Recursive operations on the matrices represent the inclusion of new knowledge in 
the scheme, so that uncertainty is maintained in the future. This prohibits the use of 
statistical decision-making methods that might lead to monitoring mistakes by try-
ing unnecessarily to address ambiguities [40].

Bayesian Estimation Online tracking of multi-objects using just one moving cam-
era is a major challenge; because of global camera motion, the assumptions of 2D 
traditional motion models (e.g., models of first or second order) no longer hold in 
the picture coordinate. Recently, the Bayesian estimation methods have been 
advanced, in which a generalized spatiotemporal Gaussian method is suggested in 
[16] to map a nonrigid and irregular object. Liu et al. [41, 42] also used Bayesian 

P. Nagrath et al.



43

estimation using a random matrix framework for tracking the extended target from 
a network of multiple sensors. If the target has sudden motion or gets covered, creat-
ing the motion model of the target is a difficult task.

• Multi-hypothesis Tracking (MHT)

MHT is one of the first popular visual tracking algorithms. Originally proposed 
by Reid in 1979 [43], it establishes a tree of possible track assumptions, which pro-
vides a structured approach to the data connection problem for each candidate tar-
get. The chances are determined for each track and the most probable combination 
is chosen for each track. MHT is particularly suitable for using knowledge of a 
higher order, such as long-term motion and appearances, as the whole hypothesis 
may be used when calculating the probability.

2.4.2  Kernel Tracking

Kernel methods in machine learning are a class of pattern analysis algorithms whose 
most identified component is the support vector machine (SVM). Spatial masking 
with an isotropic kernel regularizes the histogram-based target representations of 
the function. The masking causes functions of spatially smooth similarity appropri-
ate for optimization dependent on gradients. The issue of goal localization can then 
be modeled using the local maxima attraction basin. In object detection, the method 
effectively dealt with camera rotation, partial occlusions, noise, and target size 
variations.

• Multi-view Based

Multi-view trackers integrate information from various camera views in order to 
approximate the time development of objects in a restricted condition. In each view, 
the data to be combined can be represented by the features of an object (such as 
position, color, and silhouette).

• Template Based

From a reference file, a prototype can be considered, and an image of a scene can 
be considered as a source image. The goal is to create correspondence between the 
images from the reference and the source. The matching shows how exactly the 
picture is identical to the prototype.

• Mean Shift Method

Mean shift tracking is a statistical method to find local maxima in probability 
distributions where the correlation between the image and a shifted target region 
forms the probability distribution. Its maximum is assumed to locate the target posi-
tion. Collins et al. [33] presented a method to generalize the traditional 2D mean 
shift algorithm by incorporating scale into a difference of Gaussian mean shift 
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kernel. An algorithm that recursively moves the data point to the average of data 
points in its vicinity.

In d-D Euclidean space X, take a set S of n datasets xi. Let K(x) indicate a kernel 
function, which shows how much x contributes to the average estimate. Then the 
mean sample m at x is given with kernel K as
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• Support Vector Machine

Support vector machines (SVMs) are efficient in classification tasks such as rec-
ognizing handwriting, faces, cars, etc. It is a complex algorithm and requires high 
computing time in training and classification of data. New techniques have been 
developed to make SVMs suitable for real-time applications. These techniques were 
studied and improved to ensure that real-time tracking systems can be quickly pro-
totyped and developed.

2.4.3  Silhouette Tracking

Silhouette tracker is an effective algorithm and is best suitable for objects exhibiting 
a large variety of shapes, by reasonably initializing proper object masks and con-
tours, which cannot be obtained easily. On the contrary, a basic bounding box 
includes too many unnecessary background items, whereas a manually designated 
mask might be able to provide a realistic silhouette.

Techniques such as joint probabilistic data association filters and multiple 
hypothesis tracking were used to solve problems of multi-object tracking. But these 
techniques are inefficient in assigning IDs to the objects. In MHT technique, prob-
abilities are calculated for objects present in previous frames and in new frame. 
While tracking, the new position of the object is estimated from these calculated 
probabilities with the help of Kalman filter. Probabilities are also calculated in 
JPDA technique based on more measurements. These calculations give more infor-
mation about the frame such as false target objects and density of unknown targets. 
This technique gives a correlation between the information obtained from present 
and past data.

2.5  Evaluation of Multi-object Tracking

To compute the training cost curve, the process is run several times with various 
detection score thresholds T. The common CLEAR MOT metrics [44] are computed 
over this curve. The final scores are calculated using the field under these curves, 
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which take into account the tracker’s output for all detector thresholds T. Intersection 
over union (IoU) of bounding boxes is the most commonly used metric to determine 
whether an entity and a prediction are linked or not, as it was developed in the 
MOT15 dataset presentation paper [45].

Intersection over union is a metric used to assess the accuracy of an object detec-
tor on a given dataset. To test an arbitrary object detector using intersection over 
union requires:

 1. The ground-truth bounding boxes from the testing set that specify where in the 
image the object is

 2. The bounding boxes predicted from the applied model

Intersection over union (IoU) then compares the predicted bounding box to the 
ground-truth bounding box. It compares the area of intersection of two bounding 
boxes to the overall area of the combined region. The following is the formula for 
measuring IoU:

 
IOU

Overlapping region

Combined region
=

 (2.4)

The interpretation of IoU is very easy. A score of “1” indicates that the predicted 
bounding box exactly fits the ground-truth bounding box. A score of “0” indicates 
that the expected and actual bounding boxes do not overlap in any way. The model 
performance for predicted bounding box is highly unlikely to be an exact primary 
bounding box. As a result, IoU can be used to determine how accurate is the object 
identified in the image. This allows one to consider whether or not the detected 
object is complete. The IoU is a suitable technique of comparing the results of a 
training model and the bounding box on the testing range.

The ID assigning and mapping of ground-truth bounding boxes and hypothesis 
are done using IoU threshold. If in the previous frame hypothesis and ground-truth 
object are matched, and in the subsequent frame the IoU is 0.5, then the ground- 
truth object and the hypothesis are matched in that frame, even though some other 
hypothesis subsists that has IoU greater than the previously matched objects, taking 
into account the continuity constraint. Using a 0.5 IoU threshold, the remaining 
objects are attempted to be matched with the remaining hypotheses after the preced-
ing frames’ matching has been completed.

False negatives (FN) are ground-truth bounding boxes that cannot be correlated 
with a hypothesis, whereas false positives (FP) are assumptions that cannot be asso-
ciated with a real bounding box. Anytime a tracking of a ground-truth object is 
stopped and subsequently restored, a fragmentation is counted, while every time a 
tracking ground-truth object ID is improperly updated during the tracking period, 
an ID switch is counted (IDSW).
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3  Object Tracking Algorithms

A lot of testing has been done to identify objects with good efficiency to reach the 
state of the art. These algorithms are intended to estimate a list of bounding boxes 
in the image of an input. In an algorithm, sequential video frames are analyzed and 
target movement between the frames is realized. There are typically two approaches 
to perform tracking: correlation filter-based approach [46] (ideal for short-term 
task) and deep learning approach (neural network-based trackers [47] suitable for 
long-term tasks). Cross-correlation is a technique used by correlation filter-based 
trackers to locate the target in a picture. Cross-correlation is to create an image-to- 
kernel (or “filter”) connection that corresponds to the target. It will calculate the dot 
product between the kernel and an area of the image in operation, and then slide the 
kernel to another section. This results in a new picture with maximum intensity on 
the targeted location. In deep learning-based tracking, CNNs are commonly used to 
acquire visual characteristics. Instead of employing standard CNN models, another 
popular approach is to train them as Siamese CNNs using contrastive loss functions 
to identify the optimal combination of features for object classification. A correla-
tion filter is used to anticipate the position of the target in the following frames. The 
filter generates a response map of the object’s predicted location in the next frame 
based on the appearance attributes retrieved from a CNN. After integrating the IoU 
between prediction and detections, the predicted location is used to calculate a simi-
larity score. There are a range of algorithms with vulnerabilities and strengths. In 
the choice of which algorithm to use, it is necessary to consider the intended use. 
Some of the most popular deep learning-based multi-object tracking algorithms are 
briefly discussed below:

• Simple Online and Real-Time Tracking (SORT)

A basic algorithm built specifically for time-critical monitoring scenarios is sim-
ple online and real-time tracking (SORT) [48]. It mainly relies on analyzing a detec-
tion engine on an underlying target. In order to manage motion prediction and data 
association, respectively, it contains a combination of Kalman filter and Hungarian 
algorithm but lacks the appearance features in the association matrix for ease and 
speed, thereby increasing the amount of identity switches. It can link to any algo-
rithm for object detection. The algorithm monitors several objects and combines the 
objects in each frame with those identified by using basic heuristics in previous 
frames. For instance, the intersection-over-union (IOU) metric between bounding 
boxes in neighboring frames is maximized by SORT.

• Generic Object Tracking Using Regression Network (GOTURN)

By comparing pairs of cropped frames to thousands of video sequences, 
GOTURN [49] is trained. In the first frame (“previous frame”), the subject’s loca-
tion is established, and the form is cut to a size double that of the object’s bounding 
box, centered around the object. The algorithm then predicts where the same point 
will appear in the next frame. For the second frame, the same double-binding box is 
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used. The second frame is designed to predict the position of the linking box on a 
convolutional neural network (CNN).

• Multi-Domain Network (MDNet)

The VOT2015 competition was won by the Multi-Domain Network (MDNet) 
[50], a CNN architecture. MDNet’s mission is to speed up preparation so that real- 
time reports can be generated. It separates the network into two sections. The first 
part is a structured feature extractor that learns to distinguish items from their back-
grounds by training them over a series of training sets. The second element is trained 
to recognize objects in video frames using a specific training set. Thus, MDNet 
requires only the last few layers of CNN to be changed during preparation, reducing 
the computing time considerably.

• SiamRPN

SiamRPN [51] is the winner of the real-time VOT2018 challenge. It is a very 
interesting tracker in various applications thanks to its high performances and speed 
(it can run at 160 Fps GPU). The Siamese-key RPN’s structure comprises two parts: 
the Siamese subnetwork and the proposal area. A fully convolution network with 
pair images, Siamese subnetwork executes extraction of features. The subnetwork 
region proposal is inspired by the Faster-RCNN’s RPN method. The RPN’s goal is 
to obtain proposals for more precise and appropriate bounding boxes.

• FairMOT

FairMOT [52] uses a very basic network configuration that consists of two 
homogeneous branches for target detection and re-ID function extraction, respec-
tively. It removes the detection branch’s disproportionate benefit, efficiently learns 
high-quality re-ID functionality, and achieves a good trade-off between detection 
and re-ID for improved MOT performance. The removal of anchors and the use of 
high-resolution feature maps further match re-ID features to object centers, improv-
ing tracking precision significantly.

• GNNs for Simultaneous Detection and Tracking (GSDT)

GSDT [53] is a joint MOT approach that simultaneously optimizes object detec-
tion and data association modules. Moreover, to model spatial-temporal object rela-
tions, GNNs are used to learn more discriminative features that benefit both 
detection and data association.

• GNNMatch

Each object is modeled as a tracklet in the GNNMatch technique, with possible 
relations between tracklets from previous frames and new detections at the current 
frame forming the graph’s edges. A CNN extracts features from each tracklet’s last 
case, and a GCNN [54] updates these features based on its connectivity by node 
interaction (tracklets). The MOT conditions of the bipartite matching problem are 
enforced using a Sinkhorn-based normalization.
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• Tracktor++

The method Tracktor [55], which consists of two basic processing steps, per-
forms multi-object tracking only using an object detector for a given frame t. The 
object detector’s regression first aligns the item’s new position at frame t to the cur-
rent track bounding boxes b (t-1)k of frame t-1. The linked object classification 
scores s tk from the modified bounding box locations are then utilized to remove 
possibly occluded tracks. Second, a Dt of frame t detection set is generated by the 
object detector (or a defined collection of public detections). Finally, a new track is 
formed if the detection has no substantial intersection over union with any bounding 
box in the collection of current tracks.

• Message Passing Network Track (MPNTrack)

MPNTrack [56] is a fully differentiable pipeline that enables learning of both 
feature extraction and data association at the same time. The algorithm’s core is a 
message passing network with a time-aware update stage that can capture the graph 
structure of the problem. This approach can explain and predict final solutions glob-
ally for a number of detections. As a result, MOT’s learning is not limited to feature 
extraction; it also applies to the data association step.

• Lif_T

It is an extension of the issue of disjoint paths where more lifted edges are 
inserted to ensure path connectivity priors. The lifted edges aid in the prevention of 
ID switches and the reidentification of persons. Lif_T [57] depends on more rigor-
ous visual interpolation and only applies spatial interpolation of static camera 
sequences.

4  Object Tracking for Surveillance

The well-known PETS dataset, primarily aimed at security applications, is one of 
the few exceptions. In addition, the standard method of presenting results so far 
requires the use of various subsets of available data, inconsistent model training, 
and various assessment scripts even for this commonly used benchmark. The new 
MOTChallenge benchmark makes it easier for a standard system to make the multi- 
target monitoring more relevant. Some of the standard datasets used for surveillance 
are discussed below.

PETS2009 The PETS2009 dataset consists of three elements of multi-viewed 
sequences of pedestrians walking outdoors. The sections are used to count people 
and measure density, track people, and evaluate flow with awareness of events. The 
calibration details are available for the eight distinct cameras. The data collection 
provides a variety of training images for background, city center, and daily data 
flow. The counting sequence of people is the most widely used sequence for pedes-
trian detection. The images are divided into three areas of interest: the complete 
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image, the upper left street, and the lower right street. The standard series of 188 
frames and 4307 individuals is extremely populated and thus very complicated. 
These works embrace details on the ground level and provide extra 3D monitoring. 
This competition aims (i) to use new or current crowd count and density evaluation 
technologies, ii) to track individuals in a crowd, and iii) to identify complex flows 
and mass incidents in a real-life environment. Multiple cameras and multiple actors 
were shot in the dataset scenarios.

MOT Dataset This is the most widely used dataset for multiple detections and 
tracing them. MOTChallenge is the most often used benchmark for the management 
of multi-objects. It also contains some of the main publicly accessible pedestrian 
tracking databases. For any dataset, both training and test sets, the bases for divi-
sions and detections are available. The MOT20 dataset consists of eight sequences 
of which four are training sequences and the other four are testing sequences. Three 
separate scenes film the sequences. Many sequences are shot and spread on the train 
and test sets per scene. All sequences are captured in high resolution from an 
improved point of view, with a medium crowd density of 246 pedestrians per frame, 
ten times denser in contrast with the first benchmark.

UA-DETRAC Dataset for the identification and monitoring of multi-cars. 
UA-DETRAC is a demanding multi-object identification and multi-object monitor-
ing benchmark in the real world. This dataset consists of 10 h of video footage from 
24 different locations in Beijing and Tianjin, China. Videos are shot with the resolu-
tion 960 × 540 pixels at 25 frames per second (fps). Over 140,000 frames and 8250 
manually annotated vehicles are used in the UA-DETRAC dataset resulting in a 
total of 1.21 million identified boundary boxes of objects.

Any other datasets that are available are DukeMTMC Multi-Person Dataset 
Tracking Multi-Camera Tracking Dataset, PoseTrack Multi-Person Pose Tracking 
Dataset, NVIDIA AI CITY Challenge including “Traffic Flow Analyzing,” 
“Anomaly Detection,” and “Multi-Sensor Vehicle Detection and Reidentification” 
(Multi-Object Tracking and Segmentation).

5  Current Status on Object Tracking

Object tracking performance depends strongly on how reliable the representation of 
the target object’s appearance is. Therefore, obstacles are opposed by the assertion 
of goal appearance. In recent years, small object motion detection in congested 
image sequences has drawn much research interest, primarily due to its use in sur-
veillance systems like sonar, optical sensors, and radar [58–63]. In several areas, 
including aerospace games, dim object detection occurs. The introduction of frame 
differentiation accompanied by thresholding [64] is an early approach to target 
detection. In the case of dim moving objects with high noise levels, a systematic 
protocol is necessary to establish whether or not an object exists. The recent 
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advancements and extensive research have elaborated the field of object tracking. 
From multi-object tracking to visual tracking, there has been immense research in 
all areas leading to the origin and development of several tracking techniques. The 
aim of MOT, that is, multi-object tracking, is to approximate the states of several 
objects while maintaining their identity over time under changes of visibility and 
motion. Due to repeated occlusion by debris or other objects, related appearances of 
multiple objects, and so on, this issue is particularly difficult in a complex 
environment.

Most algorithms for monitoring collapse into either generative or biased 
approaches. Using generative models, generative approaches identify the target 
appearances and aim for the recognition sequences that better match the models. 
Various computing algorithms for generative object representation, including sparse 
representation [65, 66], estimate of density [67, 68], and incremental subspace 
learning [69], have been proposed. By contrast, discriminatory approaches are 
designed to create a paradigm that distinguishes the target entity from the context. 
These tracking algorithms generally train classification systems based on many 
learning instances, P-N learning, online boosts [70, 71], standardized SVMs [72, 
73], and so on. Thanks to their heavy computing performance and favorable results, 
correlation filters have gained interest in recent years in the area of visual monitor-
ing. For visual monitoring, inconsistency in the visibility of targets caused by bad 
lighting and weather conditions is extremely troublesome [74].

Multiple audiovisual surveillance is still a very important field of study in many 
areas. This extends from video monitoring by automatic indexing to insightful 
immersive environments. A robust person module can be used to help other tech-
niques, including gesture recognizers, face markers or speaker markers, head posi-
tion estimators, and scene analysis software, especially in the last example [75–77]. 
In the last few years, more and more strategies to meet the demands of unrestricted 
natural environments have been proposed and human trackers have been brought 
out of the lab environment into real-life scenarios.

Multi-target tracking (MTT) is another field of research [78]. It is a critical com-
ponent of monitoring systems that seek to achieve a sequential estimation of target 
numbers and their states (positions, speeds, etc.). MTT’s primary function is to clas-
sify the gathered findings into tracks that follow precise goals, a method known as 
data association [79]. The standard constraint is that each goal generates no more 
than one observation per scan. However, it is unknown which observations come 
from which targets, although there are also incorrect observations that do not derive 
from targets [80]. Several approaches have been developed to handle the problem of 
data association, including joint probabilistic data association (JPDA), global near-
est neighbors (GNN), and multiple hypothesis tracking (MHT). MHT is widely 
recognized as the most popular approach for organizing the problem of data asso-
ciation in MTT systems.

Based on the type of tracking, there are a lot of techniques that have been devel-
oped and researched. Rauch and Firschein used a 3  ×  3 window morphological 
operation to conduct a pre-screening, supplemented by a track assembler that com-
bined image sequences for target detection. Barniv [64] was the first to use dynamic 
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programming (DP) to detect and track low-observable objects [76]. Blostein [81] 
first suggested using multi-hypothesis tests to identify small moving objects of 
unknown location and velocity. In this step, a large number of candidate trajectories 
are organized into a branched structure [82, 83]. In each trajectory, the integral of 
the pixel values is consecutively compared with two thresholds. The main advan-
tage of MHT-based algorithms is that they are not affected by the target velocity, 
target location, or SNR values in the image series [84, 85].

In a broad spectrum of computer vision implementations, CNNs have also shown 
their excellent representation capacity. A large dataset was used to train deep CNN 
to improve image classification by Krizhevsky et  al. [86]. RCNN [87] was pre- 
trained on a large dataset and fine-tuned on the test dataset. Despite CNNs’ enor-
mous success, only a few monitoring algorithms based on CNN representations 
have been developed to date. Earlier CNN-based tracking algorithms [88] were 
trained off-line and could only identify and track predefined object classes. An 
online learning system was suggested by Li et al. [89] that was based on a collection 
of CNN layers. Online learning methods have low accuracies due to lack of training 
data [90, 91]. Off-line tracking network proposed in [92] focused on tracking par-
ticular classes. However, a class-specific network is required to track other object 
classes. This was achieved by Li et al. [93] that proposed an online method where 
the CNN incrementally learns new object classes while tracking, on observing new 
instances.

Apart from CNN, most algorithms have used generative and biased approaches 
to identify the target appearances. Bolme et  al. [94] suggested a fast correlation 
tracker that runs at hundreds of images per second and has a minimal squared error 
(MOSSE) filter performance total. Henriques et al. [95] developed kernelized cor-
relation filters (KCF) using circulant matrices to effectively integrate multichannel 
functions into a Fourier domain. In order to increase monitoring performance, many 
types of KCF tracker were subsequently tested. For example, DSST [96] learns to 
encode and scale filters independently, and MUSTer [97] uses a model-based psy-
chological memory for short- and long-term memory storage. While these methods 
are satisfactory in restricted environments, they do have the inherent disadvantage 
of reverting to low-level manufactured functionality vulnerable in difficult situa-
tions, such as change in lighting condition and occlusion.

In MTT systems, MHT is widely acknowledged as the most common approach 
for organizing the issue of data association. MHT is a logical delayed decision- 
making approach that permits a definitive choice to be postponed until further data 
from the report becomes available. MHT structures are divided into two categories. 
Reid introduced the well-renowned hypothesis-oriented MHT (HOMHT) in his 
study [98]. HOMHT openly stores and propagates global hypotheses, and the dif-
ficulties of dealing with global hypotheses make implementation tough. The other 
approach, track-oriented MHT (TOMHT), is currently more popular. TOMHT 
reforms global hypotheses using freshly modified tracks for each scan instead of 
preserving previously established global hypotheses and usually retains a collection 
of possible tracks using the layout of the track tree [99].
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6  Analysis and Comparison of Algorithms on the Basis 
of Previous Research Work

To maintain a reasonable comparison with all approaches, we use MOTChallenge 
detections. The benchmark includes a number of evaluation metrics. The most sig-
nificant are multiple-object tracking accuracy (MOTA) and ID F1 score (IDF1), 
which measure two of the most important features of multiple-object tracking: 
object coverage and identity protection.

The comparison presented in Table 2.1 infers the performance of various deep 
learning–based multi-object trackers discussed in Sect. 3 of this chapter. It is 
observed that among all the trackers FairMOT has performed better as compared to 
its counterparts exhibiting maximum accuracy and F1 score on MOT16 and MOT17 
challenges. However, GSDT has performed better in 2DMOT15 and MOT20 chal-
lenges. However, the other four trackers, i.e., GNNMatch, MPNTrack, Lif_T, and 
Tracktor++, have shown comparable and average performance. Among these, Lif_T 
still shows fair results. It can also be observed that MPNTrack algorithm, despite 
showing average performance, has least amount of ID switches among all. Therefore, 
it can be concluded that FairMOT is an efficient tracker whereas MPNTrack is much 
more stable and retains IDs of tracklets intact across the subsequent frames in a 
sequence.

7  Promising Future Research Directions and Tasks

Despite the recent development and advancements in object tracking, there is still 
room for research on several issues that are discussed in this section. For object 
detection, in order to enhance the accuracy of mapping of small objects under back-
ground clutter, the following features need to be updated by network architectures. 
First is the scale distribution and adaptation in the proposed networks. Typically, 
objects occur on various dimensions; this is more noticeable in the identification of 
faces and pedestrian detection. Size-invariant, multi-scale, or size-adaptive detec-
tors are expected to be qualified to improve the robustness of scale shifts. More 
effective backbone architectures, such as ResNext, negative sample mining [100], 
and reverse connection [101], are all beneficial for scale-invariant detectors. For 
multi-scale detectors, both the multi-scale feature map FPN [102] and the genera-
tive adversarial network (GAN) [117], which narrows the discrepancies in interpre-
tation between small objects and large objects with economical architecture, provide 
information into the generation of important pyramid features. It is useful to incor-
porate the information graph [], attention system [104], cascade network, and size 
distribution estimation [105] for size-adaptive detectors to detect objects adaptively. 
Second is the correlation of spatial distribution and contextual modeling. In object 
detection, spatial distribution plays a significant part. So, in order to obtain possible 
entity positions, area proposal generation and grid regression are taken. The 
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similarities between various concepts and groups of objects are neglected. Besides, 
the position-sensitive score maps in R-FCN leave the global structure data. Subset 
selection [106] and sequential reasoning tasks [107] for potential alternatives solve 
these problems. Masking salient sections and combining them in a combined learn-
ing manner with the global system are also important [108]. Third is the multitask 
mutual optimization. Multitask mutual optimization has also been explored by sev-
eral researchers because of the similarities between separate tasks inside and out-
side target detection [109, 110]. The functionality of various object recognition 
subtasks, for instance superpixel semantic segmentation in salient object detection, 
should be considered and multitask optimization applied to other applications, such 
as instance segmentation [111], multi-object tracking [112], and multi-person pose 
estimation. In addition, knowledge from various modalities, such as text [113], ther-
mal details [114], and photographs [115], may be integrated to achieve a more dis-
criminating network, given the particular task.

Multi-object tracking, which is a subtask of object tracking and detection, has 
also been a topic of extensive research, and despite being under research for around 
a decade, there are a number of research opportunities in the given field, for instance, 
the incorporation of multiple cameras in MOT.  It is clear that the monitoring of 
multiple objects will benefit from multi-camera settings [116]. Different cameras 
have two types of setups. The first one is that the same scene is captured by many 
cameras, giving different views. In this environment, however, one main issue is 
how to combine the data collected from multiple cameras. Second is that a nonover-
lapping multi-camera network results in a new scene filmed by each camera. In any 
case, a reidentification question becomes the data correlation across several cam-
eras. Another future work in MOT is the development of multiple three-dimensional 
object tracking. Much of the latest methods concentrate on 2D multiple-object 
detection that is on the location of the subject, except with multiple cameras. For 
high-level computer vision tasks, 3D tracking [118], which may offer more precise 
location, scale estimate, and reliable occlusion management, is theoretically more 
useful. 3D monitoring, however, involves camera configuration or has other diffi-
culties to address in calculating camera poses and scene structure. 3D model archi-
tecture, meanwhile, is another problem exclusive to 2D MOT.

With the advancement of deep learning and its incorporation in multi-object 
tracking, various research studies have integrated both the areas to develop strong 
frameworks, and this has emerged as an active area of research. Models focused on 
deep learning have appeared as an incredibly effective system for coping with vari-
ous forms of vision issues, including image classification, object detection, and 
monitoring of single objects. The good observation model provided by the deep 
learning model for target detection will dramatically improve tracking efficiency for 
the MOT problem [119, 120]. More research efforts are required to formulate and 
model the goal association problem using deep convolutional neural networks, 
while the first attempt was made very recently to use sequential neural networks for 
online MOT. It is still in its beginnings to use deep learning to lead the association 
algorithm and to specifically track it. An additional research is required in this direc-
tion to understand whether deep algorithms can still be helpful in this phase. Some 
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previous experiments were conducted [121, 122] to examine overcrowded situa-
tions, which displayed that most items are small and completely hidden in this sort 
of situation and are therefore very difficult to trace. The study of scene comprehen-
sion outcomes will provide descriptive details and scene layout, which is very ben-
eficial if it is properly combined into a MOT algorithm for the tracking problem. 
Changes to the existing identification and monitoring algorithms will potentially 
involve several new situations, because individuals might emerge in odd locations 
and actions that are not available in the existing multi-object tracking datasets.

8  Case Study

The International Data Corporation (IDC) says that 135 billion dollars will be spent 
globally to enable smart city initiatives by 2021. Drones are known to increase pro-
tection as an assist. In the near future, drones will be used for security and surveil-
lance. Drones can make a difference by constructing our smart cities so that we can 
live without regular restrictions. Drone aerial surveys with state-of-the-art high- 
resolution cameras and post-processing techniques lowered the time, resources, and 
effort needed to conduct an exploratory investigation. Drones are being used to 
construct and track transmission lines, power plants, and power grids. In addition, 
these can also be used in different areas of urban planning and administration, such 
as road building and suburban settlements. Drones have undergone exponential 
transition from hobbyist toys to sophisticated IoT applications by exploiting the 
current IoT uprising. In addition, the introduction of 5G technologies could improve 
drones’ ability to respond to instructions in real time, which allows direct feedback. 
Their capability and efficiency are anticipated to be improved. Drones improve pro-
duction and performance while decreasing workload and expense. This is an indis-
pensable contribution to global operations. The use of intelligent drone technologies 
would enable farmers to adopt precision farming techniques. Drones will be able to 
track crops thoroughly, which will contribute to high yields. Data on the condition 
of the crop, water volume, and soil type on a farm can be obtained by farmers using 
drone sensors. They will also recognize rodents, weeds, diseases, and nourishing 
deficiencies quickly enough, through deep learning. Following study, the drones 
will make recommendations and strategies for farmers concerning optimum pro-
ductivity environments. This would contribute to greater productivity in agriculture 
and hence higher returns. Inspection and repair of manufacturing installations usu-
ally present many problems as well as health threats. Parts like boilers, furnaces, 
mines, power supplies, and trenches are difficult for regulators to enter and present 
health risks to the inspecting personnel. Yet servicing will be accelerated and 
become simpler by inspectors learning how to use smart drones.

The drones capture data from sensors and cameras and then send it to the opera-
tor in real time. Smart drones can also be used for the inspection and repair of wind 
turbines in the future. They travel to the turbine blades, conduct checks, and do 
small repairs, including deicing, painting, and cleaning where required. This 
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eliminates the interference of human operators, leading to lower costs and fewer 
safety risks. Smart drones can also improve how supplies are delivered. Where other 
modes of transportation are not possible, drones would be useful. This eliminates 
the challenges of providing emergency relief and equipment in crises and disasters. 
A pilot project has also started in Rwanda with medical supplies provided by drones 
to remote hospitals. It is also predicted that drones will change emergency manage-
ment. In addition to visual searches and reviews, drones will also collaborate and 
establish emergency shelters for the survivors. Advances of technologies like 3D 
printing and use of additive construction technology would make that possible. The 
application areas are shown in Fig. 2.10 where drone technology can be deployed in 
a smart city.

Drones can also be able to assist firefighters identify the precise location of a fire 
and find wounded individuals. Smart drones will be used by police to track aggres-
sive activity and unleash tear gas or pepper spray to disperse crowds. Construction 
firms are now growing investment in drone use. According to Goldman Sachs’ fore-
casts, building firms will invest $11 billion (€9.9 billion) on drones by 2020. Using 
drones, architects can see from the safety of their workplaces what is taking place 
on-site. Drones will also continue to provide an up-to-date view of and track the 
development of a potential structure. This reduces the time and effort needed for 
frequent visits to the site, especially for customers. The use of drones will also 
improve the monitoring of roofs, mining activities, and services, which in turn will 

Fig. 2.10 Realms of drone technology utilization
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minimize injuries and therefore increase protection at any construction site. Drones 
will enter locations that are normally inaccessible and transmit real-time data in the 
process. Drone consumers will continue to explore new applications through techni-
cal advancements. However, there are challenges such as the life of the battery and 
flight time.

9  Conclusion

IoT-enabled drones can detect, locate, and track a moving human target automati-
cally. The framework focuses on an object recognition machine learning task, which 
is its computer-intensive kernel. The ability to conduct essential computer vision 
activities, such as target recognition, photographic imaging, and package delivery, 
is an indispensable step towards modern and smart applications. This chapter is 
intended at understanding intelligent surveillance methods through deep learning–
based multi-object tracking. MOT consists of two stages in the context of the iden-
tification monitoring paradigm: To first locate the alleged position of all objects in 
the film, the object detector is added to each frame of a video set. Then false- positive 
detections are eliminated in the data association process, while true detections are 
paired with the corresponding identities forming trajectories. The chapter presented 
object tracking approaches and discussed various object detection classifiers used in 
tracking by the detection method. Some basic state-of-the-art deep learning meth-
ods used for object tracking have been briefly discussed. The chapter also lists the 
standard datasets used particularly for object tracking in surveillance and discusses 
current trends in the domain. A comparative study is tabulated on different algo-
rithms performed on state-of-the-art MOTChallenge datasets. The algorithms stud-
ied include FairMOT, GNNMatch, MPNTrack, Lif_T, GSDT, and Tracktor++. 
FairMOT produced accuracy of 74.9 and 73.7 for MMOT16 and MOT17, respec-
tively, while GSDT has turned out to perform well for 2DMOT15 and MOT20 data-
sets with accuracy of 60.7 and 67.1, respectively. Among the models examined, it 
has been observed that FairMOT is an efficient tracker, but MPNTrack is consider-
ably more stable and keeps tracklet IDs intact across frames in a series. Future 
prospects of object tracking have been presented. A case study is presented discuss-
ing deployment of drone technology powered by IoT in different realms in a 
smart city.
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Chapter 3
Tech to TakeCare: IoT-Based Smart 
Solution for Real-Time Supervision

Srishti Sharma and Virendra Pratap Singh

Abstract In spite of the ubiquitous evolution of the Internet and the continuous 
improvements in technology, a miniscule bit has been done to simplify the lives of 
the key caregivers of infants, senior citizens, and the physically disabled. Recovery 
from an accident or mishap in golden-ager is sluggish. A simple fall can be life 
threatening. Likewise, a protracted wet bed for infants may lead to ailments. Young 
mothers and custodians of the elderly and the incapacitated often have to lay out 
their whole lives for everyday monitoring errands. Through this work, we propose a 
dependable, real-time smart supervision system for basic supervision tasks of 
infants, senior citizens, and the physically disabled. With the aid of the Internet of 
Things and ThingSpeak cloud, we recommend to construct a solution that records 
and tracks numerous diverse vitals of babies, elderly, and the incapacitated like 
blood pressure, body temperature, and heart rate. Furthermore, we also proposition 
to utilize sound and moisture sensors to amass a regular record of the activities of 
infants, elderly, and the incapacitated, thus tracking their routine and communicat-
ing weekly analysis of the same to the custodians, aiding them in the regulation of 
healthy lifestyle patterns. Moreover, crucial warnings would be issued and commu-
nicated to the custodian’s mobile from anywhere in alarming situations. This study 
is particularly advantageous for the employed class for supervision of their babies 
and aged while alleviating uncertainties of the mounting competitive employment 
situation and upholding monetary stability.
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1  Introduction

The field of computer science is progressing at an unfathomable pace and has 
changed very rapidly in the past decade or so, with the introduction of many new 
and emerging technologies. One such technology is the Internet of Things which 
has truly revolutionized the way the world works and the way we intermingle with 
the physical world around us.

The Internet of Things is a massive grid of components, all connected to one 
another via the Internet. Internet of Things (IoT) is structured on amassing some 
statistics from the devices linked to the Internet and relocating this data to a central 
system. This collected data will be used to deliver a personalized experience for the 
users by making the devices communicate with one another. There do not exist any 
standard definitions for the Internet of Things. According to Gartner [1], “IoT is an 
interconnected network of tangible devices that make use of embedded technolo-
gies for transmitting and transferring data amongst their interior states or the exte-
rior milieu.” According to the IERC [2], IoT is “an active universal system structure 
comprised of self-configuring proficiencies founded on typical interoperable com-
munication conventions where tangible and cybernetic ‘things’ have characteristics, 
physical qualities, and virtual characters and utilize smart boundaries, effortlessly 
unified into an information net.” The Internet of Things provides a framework for 
individuals and equipment to be linked Anytime, Anywhere, with Anything and 
Anybody, by means of Any route/net and Any technology [3]. Linking the physical 
world using IoT makes life easier and well organized.

The Internet of Things has taken over our lives like a storm! Smart home gadgets 
like Amazon Alexa, Google Home or smartwatch, smart glasses, smart TVs, smart 
health monitoring systems, and many more are all brilliant examples of Internet of 
Things applications. These smart devices are continuously moving data and infor-
mation to other devices linked to the Internet in real time and between them, to 
provide an all-inclusive involvement across platforms. IoT devices consist of some 
components like sensors for getting signals for investigation or actuators for moni-
toring or both of these [4]. These devices are linked to each other using the Internet 
and cloud technology for interplay and transfer to analogous devices and people. 
For example: In a smart home, there is a beautiful interplay of multiple smart 
devices like smart locks, TV, lights, and air conditioners. All these devices have the 
capability to transfer data in real time, amongst themselves and to the user(s).

Owing to the decreasing technology prices and easy accessibility in the last 
decade, there has been a rapid proliferation of this technology around the globe. 
One of the major contributing factors towards the sudden IoT boom is the rapid 
surge in smartphone and tablet users across the world. The mobile revolution, cou-
pled with declining sensor prices and cloud-based storage technologies, is pushing 
for the seamless interoperability of several devices with one another and data 
exchange thereof. Today, billions of IoT devices around the globe are linked to one 
another and generate enormous amounts of insightful data having untapped 
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possibilities. To generate insights from these vast amounts of data, artificial intelli-
gence and machine learning can be applied to an extensive array of material gath-
ered using IoT, including video, motionless images, speech, sensors, etc.

IoT allows for mechanization in almost all industries and permits the assemblage 
of big data. Touted as the backbone that would lead to the fourth Industrial 
Revolution, IoT has applications in almost all domains we can think of, like in the 
manufacturing, logistics, and retail sectors; the energy and utilities sectors; intelli-
gent transportation systems; environment monitoring systems; healthcare and home 
management and monitoring systems; and many more.

Healthcare forms an integral part of everyone’s life. Regrettably, the continu-
ously aging populace and the sudden and unprecedented increase in deadly and 
enduring illnesses including the Covid-19 pandemic outbreak are leading to a sub-
stantial strain on caregivers, doctors, accompanying healthcare professionals, and 
healthcare systems across the globe. Manifestly, a resolution is essential to diminish 
the burden on primary caregivers of infants and the elderly even as we continue to 
deliver first-rate attention to these vulnerable persons. In this situation, the Internet 
of Things is broadly acknowledged as a probable and budding answer to assuage 
these burdens through the use of monitoring equipment like weight scale, tempera-
ture monitor, and patients’ vitals recording gadgets for recording and monitoring 
glucose, blood pressure, heart rate, etc. that may be linked to the Internet and trans-
fer this data from the physical space into the cybernetic space. Therefore, IoT in 
healthcare has been the emphasis of considerable current studies and research [5–9] 
as it has the capability to transform healthcare distribution around the globe.

Through this work, we outline a system that uses IoT to streamline and untangle 
the lives of the prime custodians of babies, senior citizens, and differently abled 
people. They need continuous monitoring as recovery from a simple illness or a 
mishap like a fall also takes a lot of time or may even become life threatening for 
elderly or infants. Correspondingly, a continuous wet bed for babies can cause ill-
ness. Custodians of senior citizens and differently abled have to spend a major 
amount of time in ensuring their well-being. In this work, we propose a real-time 
smart supervision, reliable wearable device for overseeing babies, differently abled 
people, and senior citizens. Furthermore, we come up with the solution of using 
moisture sensor, accelerometer, and sound sensor to keep a day-to-day track record 
of the happenings with infants, physically disabled people, and the elderly, thus 
recording their daily routines, conveying weekly analysis of the same to primary 
caretakers, helping them to make their dependents follow a healthy lifestyle, and 
raising alerts in case of any variations.

A schematic outline of the proposed system is shown in Fig. 3.1 that brings out 
the main idea of the proposed system model. The proposed system model is based 
on recording the reading of some of the vitals of a person like respiratory rate and 
pulse and transferring the same to a central node and to a machine learning–enabled 
ThingSpeak cloud system. If some deviation from normal is detected, then an alert 
will be sounded to the caregiver(s), doctor, or nurses.

3 Tech to TakeCare: IoT-Based Smart Solution for Real-Time Supervision



68

2  Related Work

Numerous researchers have investigated the potential role of IoT in healthcare. A 
detailed survey is carried out by authors in [10], with emphasis on existing IoT sys-
tems, probable frameworks, and outstanding complications and difficulties. The 
authors throw light on each of these topics one by one. In [11], the authors talk 
about data acquisition, accumulation, and maintenance and scrutiny. In [12], the 
authors carry out a comparative analysis of the different types of sensors with 
respect to their data transfer capabilities in particular. However, they do not propose 
any model or framework for usage. In [13], the researchers investigate sensors and 
the issues involved with the acquisition, storing, and management of humongous 
amounts of data.

In the arena of healthcare, a lot of IoT studies are focused towards the upkeep 
and maintenance of patients with certain definitive ailments like diabetes [7] and 
Parkinson’s disease [8]. Such research is carried out with the sole aim of monitoring 
patients to detect whether they are serious, need attention or medical aid, or need to 
be transferred to the hospital [9]. In [14], the authors outline a model for discovery 
of heart attacks by means of off-the-rack apparatuses and a specialized antenna. 
They utilize an ECG sensor to record heart activity which is then handled by a 
microcontroller. Similarly, the researchers in [15] also propose a system for ECG 
monitoring. Authors in [6] propose a scheme that uses IoT for elderly care and 
monitoring to ensure that the elderly live in the familiar and cozy environment of 
their homes while at the same time allowing for timely medical intervention if 
needed. The authors recognized and acknowledged the possible role of machine 
learning in identifying deviations from routine and raising alarm signals. In [16], 
ambient assisted living (AAL) is proposed to aid the day-to-day actions of aged 
individuals self-reliantly. Researchers in [15, 17] outline frameworks for data pro-
curement, handling, and dispersal using IoT for health monitoring and manage-
ment. In [18], an IoT-enabled framework is outlined that allows for remedial health 

Fig. 3.1 Schematic outline of the proposed model
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meetings amid patients in villages and backward areas, healthcare professionals, 
and consultants in Nigeria.

In [19], the authors propose a m-IoT arrangement for continuous and instanta-
neous recording and management of sugar levels of individuals. In this scheme, data 
from patient sensors is made available to reliable healthcare providers using the 
Internet. Similar research for blood glucose-level monitoring and management is 
outlined by authors in [20, 21]. Furthermore, a common IoT-based health statistics 
procurement system which may also be utilized for glucose-level monitoring is pro-
posed in [22].

Monitoring of an individual’s blood pressure (BP) is also an essential task as 
unmonitored and elevated BP levels may lead to strokes or coronary heart disease. 
IoT-based 24-h BP care is carried out in [23]. An encouraging setting in which BP 
should be continuously measured is shown by displaying the transportation assem-
bly amongst a well-being post and the well-being center in [24]. In [25], the 
researchers report how the Withings BP equipment functions are contingent on the 
linking to an Apple portable computation device. A gadget for amassment of blood 
pressure statistics and broadcasting these via an IoT system is outlined in [26]. The 
proposed system consists of a BP kit along with a transportation unit. In [27], the 
authors depict an IoT-enabled place-intelligent unit for carry-on BP-level recording 
and management.

A body temperature and recording scheme constructed over a home gateway is 
depicted in [28]. In this scheme, body temperatures are transferred using infrared 
radiation. In [29] also, the authors illustrate a similar temperature recording and 
management system that also makes use of the Internet of Things. In this scheme 
also, the major components are the RFID unit and the unit for temperature record-
ing. In [30], the authors present an IoT-enabled low-power and affordable pulse 
oximeter for distant patient supervision. Similarly, a unified pulse oximeter for tele-
medicine submissions is defined in [31].

Based on the exhaustive literature review, it can be summarized that most of the 
IoT-based healthcare systems are specific to a particular healthcare application like 
BP monitoring, ECG monitoring, and temperature recording. Further, for an effec-
tive IoT-based healthcare system, it is of utmost importance to have good-quality 
sensors and cloud storage having the ability to store large bulks of sensor data being 
transmitted continuously [11, 13, 32].

Authors in [33] conceptualized the design of a smart cradle with a real-time baby 
monitoring system over IoT, planned and fabricated to monitor a baby’s vitals, like 
crying condition, humidity, and ambient temperature. In [34], the authors proposed 
a system for IoT-based monitoring of parameters of infants and neonatal as delayed 
detection of any diseases in infants may become critical and lead to even deaths. An 
IoT-based system for scrutiny of infant activities with video enhancement and 
instant notifications for better baby monitoring with a real-time database in the 
cloud using accurate sensors for parental supervision is designed in [35]. In [36], the 
authors proposed an intelligent system for real-time remote baby cradle supervision 
based on the “Raspberry Pi 3 B +” card, a pi camera, a sound, and temperature 
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sensors. In addition, the authors used a convolutional neural network to identify and 
interpret the baby status in its cradle and increase the efficiency of the system.

Through this work, we propose a novel IoT-based healthcare system for end-to- 
end infant and elderly, care, and a general archetypal which can be translated and 
functionally translated to all IoT-enabled healthcare frameworks. The major contri-
butions of this work, which make it novel, are:

 1. An end-to-end model for distant supervision of both infant and elderly health-
care, which was earlier missing in the literature.

 2. The integration of secure cloud architecture and machine learning in the frame-
work is an additional feature that helps monitor the vitals of babies and the 
elderly and raises alarm in case of any abrupt changes, thereby providing protec-
tion against and saving from potential life-threatening situations. The medical 
resource management layer is an intermediary supplementary supporting layer 
that is responsible for the management and organization of medical records in an 
efficient manner and implementation of ML to derive insights from the same and 
the smart medical service layer is connected to specialized health services like 
hospitals, emergency and trauma centers, and medication supply chain.

 3. This work can be especially beneficial for the working class for remote supervi-
sion of both their infants and elderly while sitting in the comfort of their work-
place and hence helping them focus on their work without worrying about menial 
supervision tasks.

3  Proposed System Architecture

IoT is the most preferred technology when coming to establishing inter-device com-
munication. The proposed wearable system is organized using various sensors 
which are lightweight and consume low power providing insights on physiological 
as well as outer parameters. The device makes the use of wireless IoT system con-
ventions expediting the procedure of delivering data over cloud servers located in 
distinct areas and fostering mobility. For achieving efficiency this device has been 
bifurcated into two segments, namely the baby care system and the elderly care 
system both working on a pivotal microcontroller, the Raspberry Pi-3. This micro-
controller is available with an external storage capacity, its own operating system, 
and programmable abilities to communicate with both the software and hardware.

3.1  Baby Care System

The baby care system manifests four tasks, namely live temperature control and 
detection; switching on the fan and music system when required; spotting wet dia-
pers; and bringing and reporting unusual activities coming into notice. The 
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complete system design is laid out in Fig. 3.2. This device gathers data with the use 
of different sensors. The temperature of the room and infant is recorded via a tem-
perature sensor and body-sensing IR sensor, respectively, which is subsequently 
transmitted to the microcontroller for processing further and in the process also 
raising required alerts to custodians via the services of SMS gateways.

The guardian’s mobile phone controls the fan and music devices. Musical toy 
(device) acts as a device to divert the baby’s attention while crying and induce sleep. 
VNC, an application available for Raspberry Pi, connects the user’s mobile phone 
with a microcontroller for fetching the data into a personal device. The central com-
manding units of the system include the microcontroller and the personal mobile 
device, thereby acting as mini-warehouses and processing sensory input data 
received, and then yielding a meaning in the form of output. Furthermore, 
ThingSpeak cloud collects the information, passing it via the MQTT server that 
triggers the interconnected actuators, regulating the fan and music device. The data 
from the microcontroller is sent to the ThingSpeak cloud every 15 s.

Underlying sound sensors notice baby cries and help in the detection of unusual 
events, thus alerting guardians to oversee.

3.2  Elderly Care System

The features of elderly care system’s design consider all prerequisites that intersect 
daily in the lives of infants, the elderly, and differently abled. High portability of 
elderly system ensures one solution to multiple applications: routine insulin check, 
stress-level monitoring, wet diaper alerts, and notifying for any fall from a place. 

Fig. 3.2 Baby care system architecture
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The use of inbuilt Wi-Fi modules enhances a smoother communication between the 
cloud and devices. The use of MQTT cloud provides all the data in a CSV file, help-
ing this system become smarter and “learn.” Learning here means adjusting inter-
pretation and performance of the system, and setting up the parameters in 
convenience to the guardian’s needs and inputs. The device records all the feedback 
through the input. The brief organization of this device is given in Fig. 3.3.

The system covers the following features:

3.2.1  Insulin Detection

This setup consists of two sensors, infrared transmitter and infrared receiver. The 
concentration of glucose in the bloodstream exhibits a correlation with the intensity 
value of the wavelength parameter of the given radiation. After that the infrared sen-
sor is connected to the SCU. This unit is used to communicate with the microcon-
troller. Post-examination by the microcontroller, which is a Raspberry Pi in the 
given case, would examine the glucose values and send the value to the smartphone. 
The microcontroller operates an infusion pump through a smartphone and a DC 
motor. The gears are made up of brass, which ensures higher durability and can 
resist wear and tear. There are steel spindles, which increase the movement and 
inscribe momentum in this mechanism.

Fig. 3.3 Elderly care system architecture
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3.2.2  Fall Detection

Falls in the elderly pose a major threat to the well-being of their body. Detection of 
falls can be ensured by using two piezoelectric sensors. This sensor works on the 
basic principle of emitting an electric field when a stress (mechanical) is exerted on 
the device. The application of this sensor as opposed to its conventional use of hav-
ing it on the floor is through a simple observation; the phenomenon of elderly fall 
takes place when the subject falls with their two hands.

3.2.3  Stress Detection

This application takes into account the data from two sensors, namely, sensors that 
detect heart rate and sensors that detect blood pressure. The readings of the two sen-
sors are interpreted in conjunction for stress detection. If both seem to be elevated 
and higher than normal, then a person can be concluded to be stressed. The blood 
pressure and heart rate sensors are further sent through a machine learning code in 
the Raspberry Pi microcontroller. This data is further processed, including morpho-
logical, band-pass, and median filters. The features are extracted through discrete 
wavelet transform. The classification of stress is determined through a deep neural 
network including the layers of:

 (a) Support vector machine
 (b) Decision trees
 (c) Bayesian network
 (d) Artificial neural network

Decision scores based on these parameters yield the stress of the person on the 
basis of heart rate and blood pressure.

3.2.4  Diaper Wetting Detection

For diaper wetting detection, the diaper is embedded with an RFID sensor, which is 
within a 1-m read range. Along with an RFID sensor, a superabsorbent polymer is 
under a cellulose-derived material. A combination of this significantly reduces the 
leakage. This is further protected through water-resistant layers. This sensor setup 
factors into the:

 (a) Signal strength
 (b) Battery activation through urine
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3.3  Description of the Components Used

The proposed system architecture, as described in Sects. 3.1 and 3.2, uses the fol-
lowing four components, namely, microcontrollers, sensors, Wi-Fi/Internet, and 
mobile phones. As everyone is familiar with Wi-Fi/Internet and mobile devices, we 
describe in this section the microcontroller and the sensors used.

3.3.1  Microcontroller

A pivotal part of any IoT device is a microcontroller. Acting as both the nervous 
system and brain, it supports input/output programmable pins. In the proposed 
architecture, we have used the Raspberry Pi microcontroller. Owing to an inbuilt 
processor, storage space on a portable SD card, it can act as a computer in a small 
board. Connection with multiple devices via HID ports makes it easier to operate 
with external mouse and keyboards. Figure  3.4 shows a Raspberry Pi 
microcontroller.

Fig. 3.4 The Raspberry Pi microcontroller

S. Sharma and V. P. Singh



75

3.3.2  Sensors

A number of different sensors are used in the proposed framework, each of which is 
illustrated and explained as follows:

 1. DS18B20 temperature sensor module: We are using this sensor, as shown in 
Fig. 3.5, in our system to detect the room temperature where the baby has been 
kept. This sensor has a precision of up to 0.0625 °C.

 2. MLX90614 ESF noncontact human body infrared temperature measurement 
module: This infrared sensor, as shown in Fig. 3.6, is used for the detection of 
noncontact thermal temperatures of the human body and is vital in obtaining 
movement detection.

 3. Grove sound sensor: This high-sensitivity microphone-based sensor, shown in 
Fig. 3.7, detects any sound activity in the surroundings. It is based on the LM386 
amplifier.

 4. Hydrogel-based RFID tags: The RFID reader senses the battery activation of the 
electrodes present in the diaper setup as elicited in Figs. 3.2 and 3.3. The RFID 
sensors were connected via the Internet, which shot a notification given the acti-
vation. Hydrogel-based RFID tags are as shown in Fig. 3.8.

 5. Infrared transmitter and receiver: Infrared transmitter and infrared receiver used 
in insulin detection are shown in Fig. 3.9.

 6. Piezoelectric sensor: This sensor detects tactical changes and converts the senses 
to electrical signals. It can be used for fall detection. It is represented in Fig. 3.10.

 7. Pulsometer: Fig. 3.11 shows a pulsatometer that measures the heart rate through 
volumetric changes in the blood flow. This sensor detects light absorption by 
hemoglobin, which indicates the use of optical technology in detecting the heart 
rate of the subject.

 8. Sensors that detect blood pressure: These sensors output mean artificial pressure 
and consist of a complex circuit exhibiting the operations of a no-pass filter, 
high-pass filter, and non-inverting amplifier. These sensors output the value of 
blood pressure, which includes the equation in which voltage is a parameter 
involved, maximum pressure, and minimum pressure according to the biological 
values. Blood pressure monitoring sensor is shown in Fig. 3.12.

Fig. 3.5 The DS18B20 
temperature sensor
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Fig. 3.6 The MLX90614 ESF temperature sensor

Fig. 3.7 The grove sound sensor
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3.4  Secure Cloud Storage Architecture and Machine Learning

Health statistics amassed from the users need to be warehoused securely for con-
stant and sustained use. Medics profit immensely on or after being aware of an 
affected patient’s past tendencies, ailments, and medical records, and supervised 
machine learning (ML) algorithms do not work well unless they have large volumes 
of annotated data for training. As the data volumes may be supremely high for IoT- 
enabled healthcare architectures, cloud storage seems to be the sole feasible 

Fig. 3.8 Hydrogel-based RFID tags: Sensor design illustration used as reference for sensor fabri-
cation. (L): Only Hydrogel based tags, (R): hydrogel-metal hybrid tags

Fig. 3.9 Infrared 
transmitter and receiver
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Fig. 3.10 Piezoelectric sensor

Fig. 3.11 Pulsatometer
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technique for stowage of the observed healthcare statistics of patients year after 
year. Nevertheless, ensuring availability for healthcare specialists without trading 
off on data safety is a crucial concern [37, 38] which needs to be talked about and 
taken into consideration by investigators propositioning emerging IoT-enabled 
healthcare systems. Furthermore, the use of machine learning algorithms has been 
continually stressed in literature as an untapped avenue for refining the quality of 
the existing healthcare architecture [6–8]. ML provides a yet untapped possibility of 
recognition and spotting of previously unknown tendencies and drifts in health sta-
tistics data, delivery of appropriate action, tactics, diagnostics, and recommenda-
tions to healthcare specialists which are explicit to distinct patients. Therefore, there 
needs to be a lot of emphasis on cloud storage architectures, intended to provision 
the execution of ML algorithms on big data.

Numerous types of data handling are possible using cloud-based frameworks; 
however, the utmost pertinent and applicable amongst all of them are computational 
off-loading and machine learning. Computational off-loading encompasses the use 
of the cloud to accomplish intricate information dispensation outside the scope of 
low-resource habiliment equipment. By transferring raw or somewhat handled sen-
sor statistics to the cloud, the computational capabilities of numerous machines may 
be exploited for dispensation. Using cloud-based dynamic computational setting as 
opposed to processing on the stand-alone mobile devices offers countless rewards; 
further intricate processes may be implemented, outcomes may be attained faster, 
and mobile battery life may be elongated as a consequence of lesser processing 
occurring internally.

Complicated sensor nodes should profit significantly by the use of computational 
off-loading. For instance, ECGs have a typical outline, and diverse nonconformities 
to this shape may be an indication of a serious condition in a user that needs 

Fig. 3.12 Blood pressure monitoring sensor
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attention and immediate medical aid. A small, low-powered sensor node does not 
have the capacity to transmit ECG readings rapidly and uses ML algorithms to regu-
late users’ health.

Machine learning when applied to user health statistics can aid in attaining 
meaningful evidence, finding formerly unidentified associations amongst indicators 
and ailments, defining likely diagnosis founded on the diagnosis of past patients, 
and developing appropriate action plans tailored for individual patients based on 
what worked for analogous patients in the past, etc. ML helps users receive the most 
appropriate care by eliminating the risk of human errors.

In the proposed framework, we can integrate any of the popular supervised ML 
algorithms like support vector machines, naïve Bayes classifier, and decision trees 
to spot nonconformities or deviations from trends using annotated data from past 
medical records for training. The system can send urgent notifications to the care-
takers’ mobile device or to emergency centers from anywhere in such alarming 
circumstances. The architecture of the proposed model is as outlined in Fig. 3.13.

As shown in Fig. 3.13, at the lowest level is the sensor data-collecting layer that 
comprises different sensors for data acquisition and transmitters for data communi-
cation and multicast. The medical resource management layer is an intermediary 
supplementary supporting layer that is responsible for the management and organi-
zation of medical records in an efficient manner and implementation of ML to 
derive insights from the same. In this layer, cloud computing and computational 
off-loading are available to health and life science providers, thereby comprising an 
efficient means for information analytics, safety, and privacy.

Fig. 3.13 Network architecture
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Lastly, there exists a smart medical service layer which is straightaway con-
nected to specialized health services like hospitals, emergency and trauma centers, 
and medication supply chains. They can exploit this three-layered architecture to 
view a patient’s past medical records and make meaningful analysis and conclu-
sions from this and prescribe the course of further analytics as was also shown 
in [39].

4  Conclusions and Future Scope

The world will see 35 billion IoT device installations by the end of 2021 and numer-
ous wearable health devices. In this study, we proposed the solution for the infant 
age group of less than a year and elderly age group of 60+. In the future, we plan to 
bring more features by thoroughly examining young children between the age group 
of 1–9 and elders 60+ age group. We plan to offer consolidated and more combined 
solutions, in order to serve a wider demographic. This can include features for 
middle- aged people, including detection of diabetes using RFID. Further, we plan 
to carry out a more detailed resolution on disease-based wearables.

Another major future research direction also involves the integration of deep 
neural networks to detect deviation from trend and to improve the overall efficiency 
of the proposed system. Health reports generated using deep learning models can 
facilitate important decision-making to improve the current condition of lifestyle 
diseases in the target demographic. In insulin detection, the user receives input on a 
smartphone device from the microcontroller; this decision can further be attuned by 
the deep learning models and the process can be fully automated. Long-term appli-
cation of this can result in noticing behavioral patterns of infants and elders and thus 
providing better recommendations for their daily routine.
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Chapter 4
IoT in Healthcare: A 360-Degree View

Rishika Mehta, Kavita Khanna, and Jyoti Sahni

Abstract The proliferation of the Internet of Things (IoT) has generated immense 
possibilities in the healthcare domain. IoT has the potential to transform the health-
care sector by changing its current focus from curative approach to ensuring com-
plete wellness of an individual. However, this domain is still in infancy, and a 
number of aspects must be examined before its full potential can be realized. In 
order to assist the researchers, this chapter provides a 360-degree view of IoT 
around the healthcare domain. The chapter also presents a distant view as well as 
in-depth study of the five-layered IoT architecture with reference to the healthcare 
domain; compares a number of communication protocols for IoT-based applications 
on the basis of their data rate, range coverage, energy requirements, cost, and other 
notable parameters; discusses the role of cloud as well as fog for processing a large 
amount of data collected through an IoT ecosystem and their associated security 
aspects; discusses the applicability of IoT in preventive and curative healthcare with 
respect to various operational areas including disease monitoring, age-based moni-
toring, physical abnormality monitoring, and profile-based monitoring; and pres-
ents open research questions, as well as future research directions in relation to the 
use of IoT in healthcare.
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1  Introduction

Traditional devices, when provided with the capability of computing and connectiv-
ity, give rise to the Internet of Things (IoT). IoT has the highest potential among all 
the cutting-edge upcoming technologies in transforming the way different organiza-
tions work. The regular devices, when connected to the Internet, become smart by 
being able to send or receive information or both. Smart devices communicate with 
each other to automate almost everything around us ranging from the recording of 
minute activities to accomplishing complex tasks. The curious researchers can find 
the most important aspects of IoT in [1–3].

One of the major areas where IoT promises to deliver value-based services is 
healthcare [4]. IoT has the power to revolutionize the healthcare sector by changing 
its current focus from a curative approach to ensuring complete wellness and well- 
being of an individual. Through advancements in data sensing and communication 
technology, it is now feasible to capture an individual’s data and monitor it remotely. 
This facilitates comprehensive patient care by enabling quick diagnosis of sensitive 
complications and taking prompt actions for improvising the patient’s existing vital 
signs or medical conditions.

It must, however, be noted that healthcare services can never be generalized. 
Each one of us has different body type with contrasting habits and varied medical 
histories. Two persons suffering from the same ailment might need to be cured with 
different prescriptions and treatments. In addition to individual differences, there 
may be variations due to age, profession, physical condition, and medical history 
such as chronic ailment. IoT in healthcare can cater to all these variations by taking 
insights from the recording of vital parameters of patients and initiating timely care 
through remote monitoring. This makes patients self-sufficient and at the same time 
offers support to doctors for taking quick actions. This chapter gives a detailed view 
of IoT in healthcare with the objective to present a comprehensive study on the 
underlying architecture and application scenarios, and lists the associated chal-
lenges. The rest of the chapter is organized as follows. Section 2 discusses the gen-
eral scenario for the application of IoT in healthcare. Section 3 presents a layered 
IoT healthcare architecture entailing various health-specific sensors, technologies, 
and protocols that enable the development of IoT-based healthcare solutions. 
Section 4 identifies different healthcare application areas and discusses related work 
in these application areas, associated challenges, and the role IoT can play in yield-
ing a prospective solution and finally, Section 5 concludes the work.

2  IoT Healthcare Architecture: A 1000-Feet View

IoT in healthcare offers a number of applications ranging from remote monitoring 
of patients to asset tracking in hospitals. It has the ability to keep individuals 
informed about their health vitals while also assisting physicians in improving the 
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services they provide. Figure 4.1 explains how IoT can transform the traditional 
healthcare sector to enable on-the-go healthcare services.

The underlying idea is that a patient need not be in a hospital to get his or her 
health checkup done; instead, he or she is free to travel anywhere. The patient’s 
health data, read through the sensors placed on or around his or her body, is ana-
lyzed on the other end of the associated IoT network, i.e., fog devices or cloud. For 
in-depth analysis and storage, the acquired data is sent to the cloud via gateway, e.g., 
smartphone. After the analysis, the doctor can send appropriate instructions to the 
patient and other family members in the loop. A detailed IoT healthcare architecture 
is discussed in the next section.

3  IoT Healthcare Architecture: A Closer View

The implementation of IoT-based solutions for various health-related concerns 
requires a scalable and secure IoT architecture in place. This section discusses 
healthcare-specific IoT architecture in detail. The architecture is divided into five 
layers: sensory layer, communication and connectivity layer, gateway layer, analyt-
ics layer, and user application layer as shown in Fig.  4.2. This architecture is a 
practical design of how an IoT healthcare framework should look like when design-
ing a real-time healthcare solution. It is critical to acquire raw data correctly, but it 
is equally critical to mine the collected data for finding correlations. The first layer 
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Fig. 4.1 A general IoT healthcare scenario
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consists of various sensors and tags for capturing the health information and track-
ing the objects, respectively. As the data is captured, it is sent for processing in real 
time. Data processing may involve a number of tasks. Based on the latency sensitiv-
ity of a task, it can be processed at the gateway layer or it can be sent to the cloud 
for further processing and subsequent storage. The processed results are transmitted 
to the end users, namely patients, their relatives, and doctors, as applicable.

The objective is to maintain the desired latency of the different tasks with the 
minimum possible cost in terms of power consumption, bandwidth, and other com-
putational resources. The following section discusses each of the layers in detail.

3.1  Sensory Layer

The bottom-most layer is known as sensory/perception or device layer. This tier, 
being imminent to the user, deals with the acquisition of required data from the 
person under monitoring [5–7]. It may employ varied sensors based on the param-
eters that need to be monitored including motion recognition sensors for measuring 
physical activities, biosensors (wearable or implantable) for capturing physiological 
vitals, environment sensors, and location sensors [8, 9]. We have presented below a 
tabulation of a variety of sensors applicable to the healthcare domain.

The sensors use low power, show lesser data rate connectivity, and have limited 
or no ability to process data. Tags in this layer are used for identification and track-
ing of the objects (Table 4.1).
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Radio-frequency identification (RFID), barcodes, and near-field communication 
(NFC) form an integral part of tags in the bottom-most layer of IoT healthcare 
architectural framework. All the gathered information is then processed by the 
upper layers for appropriate decision-making about the patient’s health [10].

3.2  Connectivity and Communication Layer

This layer is responsible for transmitting the captured data from the sensory layer to 
the higher layers through a number of communication protocols. These protocols 
connect various devices and servers together forming a large IoT ecosystem. A wide 
variety of protocols may be employed in different scenarios. Prominent parameters 
that differentiate these protocols include supported data rate, range coverage, energy 

Table 4.1 Sensors and their description

Sensors Description

Motion recognition sensors

Accelerometer Senses linear movement
Gyro meter Measures angular velocity
Tiltmeter Senses tilting
Movement meter Records body movement
Pedometer Measures step count
Magnetic field sensor Senses linear and angular position
Biosensors

Electrocardiogram (ECG) Measures electrical activity of heart
Electroencephalogram (EEG) Captures electrical activity of brain
Electromyography (EMG) Measures electrical activity of muscles
Respiratory meter Measures lung activity
Pulse oximeter Measures dissolved oxygen in blood
Blood pressure meter Calculates blood pressure
Blood glucose meter Measures dissolved glucose in blood
Galvanic skin response Records surface temperature of the skin
Electrooculography (EOG) Captures eye movement
Spirometer Measures in-and-out movement of air in the lungs
Infrared Measures blood flow
Weight scale Measures body weight
Environment sensors

Gas sensor Monitors air quality
Thermometer Measures in/out temperatures
Hygrometer Measures in/out humidity
Location sensors

GPS Used for location tracking
In-home sensors Used for in-home assistance

4 IoT in Healthcare: A 360-Degree View
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requirements, cost, reliability, and throughput. Table 4.2 compares the various dom-
inant communication protocols specific to IoT systems based on the above param-
eters [11–23] and presents their scale of adoption in the market till date.

When implementing an IoT solution, an important decision involves choosing 
the right communication protocols based on the optimum range of different param-
eters. A good option would be one that has a faster data rate, a larger range of cover-
age, lower energy and cost requirements, and more reliability and throughput.

A detailed discussion of a number of communication protocols is presented 
below. Bluetooth (IEEE 802.15.1), although widely acceptable and commonly used 
in smartphones, laptops, etc. [24], is not suitable for IoT devices. To cater to the low 
energy needs of IoT-based devices, a newer version—Bluetooth Low Energy (BLE) 
or Bluetooth Smart—has been created. BLE modifies the original framework to 
achieve higher energy efficiency by reducing the cost and overall power consump-
tion while also ensuring a communication range of about tens of meters. It decreases 
the data rate and lowers the power usage of traditional Bluetooth by 95%. Its scal-
ability and flexibility to adapt to nearly all market use cases form the foundation of 
IoT communication.

Another protocol applicable in IoT is IEEE 802.15.4 which is a low-cost, low- 
speed, and low-power WPAN protocol [25]. It has its applications in ZigBee and 
6LoWPAN (IPv6 over low-power wireless personal area network) protocols. 
Topologies like Star, P2P, Mesh, and Cluster Tree Network can be formed in IEEE 

Table 4.2 Comparison of various communication protocols

Communi- 
cation 
protocols Data rate Range

Energy 
require- 
ments Cost Reliability Throughput Adoption

BLE 1 Mbps Moderate 
(up to 
100 m)

Low Low High Moderate Moderate

ZigBee 250 kbps Moderate 
(up to 
100 m)

Low Low High High Moderate

LoRaWAN 50 kbps High 
(15 km)

Low Moderate High Low Moderate

Cellular 
(4G, 4G 
LTE)

12 Mbps High (up 
to miles)

High High High High Moderate

NB-IoT Up to 
200 kbps

High Low Low High Moderate Increasing

LTE-M 1 Mbps High Moderate Moderate High High Upcoming
Wi-Fi 54 Mbps Moderate 

(50 m)
Moderate Low Moderate High High

Wi-Fi 
HaLow

347 Mbps High
Up to 
1 km

Low Moderate High High Upcoming

Wi-Fi HEW 11 Gbps Moderate Moderate Moderate High High Upcoming
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802.15.4 [26]. 6LoWPAN supports IPv6 packets over IEEE 802.15.4 wireless per-
sonal area network by fragmenting IPv6 datagram to fit into much smaller IEEE 
802.15.4 frame size. It efficiently connects battery-operated devices to the Internet 
[27]. It is well suited to form a wireless sensor network and therefore works well in 
isolated network environments [28]. ZigBee uses a layered architecture for its pro-
tocol. It uses IEEE 802.15.4 for its physical and MAC layers. It adds network and 
application layers to create a four-layer architecture [29]. ZigBee devices allow 
batteries to be used up to years on primary cells without any chargers. The ZigBee 
alliance created a universal language, Dotdot, for smart devices enabling them to 
work together on any network and talk to each other seamlessly at the application 
layer [30].

Yet another protocol, long-range wide-area network (LoRaWAN) standard wire-
lessly connects low-powered battery-operated devices to the Internet. It provides 
long-range transmission with low power consumption. It ensures two-way commu-
nication and provides end-to-end security. LoRaWAN provides a single hop dis-
tance between the end device and the gateway. It forms star topology unlike most 
other protocols which use mesh network architecture. In a mesh network, the indi-
vidual nodes forward the information of other nodes which increases the communi-
cation distance which might drain the network capacity and battery life due to 
irrelevant information passing [31]. Star network architecture, however, makes 
much more sense for saving the battery life in order to achieve the goal of long- 
range connectivity [32].

IoT devices need reliability, security, and constant connectivity. Standard Wi-Fi 
may not be the best choice for many IoT applications; however, some applications 
like home automation and building environments utilize the installed Wi-Fi. Wi-Fi 
has limitations both in range coverage and power utilization. To address these short-
comings, two new IoT IEEE specifications have been published: Wi-Fi HaLow 
(IEEE 802.11ah) and HEW (IEEE 802.11ax) [16] which are suitable for IoT 
systems.

Wi-Fi HaLow (IEEE 802.11ah) was launched to cope with limited range and 
higher power consumption issues of standard Wi-Fi. This newer published specifi-
cation promises to offer better range coverage while ensuring low power consump-
tion. High-efficiency wireless standard HEW (IEEE 802.11ax), on the other hand, 
ensures higher throughput and data rate while also reducing the latency. It helps the 
clients to retain their wake time making them power thrifty and capable of avoiding 
collisions simultaneously [16].

The next protocol is cellular technology, which was designed to offer higher 
range and bandwidth at the cost of power consumption. It works fine for devices that 
can be charged often like the smartphones but is not apt for IoT sensors and devices 
that need to last several months to years on battery [12]. To address this challenge, 
carriers are moving towards newer cellular technologies: NB-IoT and LTE-M, spe-
cifically meant for IoT. However, this can be implemented near cell towers to ensure 
good connectivity. These technologies ensure low cost, low data rate, and low power 
consumption paving the way for a plethora of currently cost-restricted IoT applica-
tions [33, 34].
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As can be seen from the comparison offered above, each communication proto-
col has its own set of benefits and limitations. An IoT application may require dif-
ferent protocols at different levels of communication. Therefore, there cannot be a 
single communication protocol to suit all IoT-based applications. Based on the 
application requirements, appropriate communication protocols may be used for 
communication at different levels.

3.3  Gateway

This layer is the backbone of IoT architecture. Microcontroller or wireless sensor 
network (WSN) platforms should be in place for processing the data obtained from 
the previous layer. Examples of some of the recent WSN platforms are Telos, Tmote 
sky, Pluto, and SunSpot and the most used ones are Arduino [35] and Raspberry Pi 
[36]. Cloudlet processing can be used at this layer to generate insights to cater to the 
needs of time-critical applications. Gateway, which acts as an entry point to another 
network, transfers the processed data at this layer to higher layers by employing 2G, 
3G, 4G, or Wi-Fi connection.

A desktop computer can be used as a cloudlet which can run time-critical tasks 
and provide local storage. A cloudlet has been implemented in [37], where a home 
gateway iMedBox is connected to Biopatch (wearable sensor transferring real-time 
data to iMedBox), iMedPack (ensures medicine compliance), and sensors. The col-
lected information is explicated, stored on iMedBox, and then forwarded to health 
IoT cloud for detailed analysis. This gateway is capable of analyzing, storing, and 
displaying the collected information. For in-depth analysis and subsequent storage, 
the processed data from this layer is sent to the cloud analytics layer.

3.4  Storage and Analytics Layer (SAL)

This layer is responsible for storing and analyzing voluminous data obtained from 
previous layers. The SAL layer operates through remote locations and involves the 
use of cloud and fog computing. The high-capacity devices in the cloud allow for 
the analysis of heterogeneous data and storing of patients’ medical histories. Various 
techniques including reasoning [38], machine learning algorithms [39], and pattern 
recognition techniques [40] are employed for data analysis. The insights generated 
in this layer are stored for the long term. This helps to lessen the burden of volumi-
nous data on medical experts and enables them to comprehend the data effectively 
and effortlessly. The major functionalities of long-term storage, processing, in- 
depth data analytics, and security are discussed in detail below.

Storage and Processing The data collected by biosensors and various other sen-
sors is transferred to the cloud for long-term storage. Along with collected data, the 
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medical history of the patients is also stored in the cloud data centers. But when it 
comes to delay sensitive real-time applications, cloud alone is unsuitable due to its 
high latency, location unawareness, and limited mobility support [41]. Fog, an 
extension of cloud, improves the quality of service by ensuring low latency and by 
providing security. It positions the gathered data at the network edge, i.e., one hop 
away from the user [42]. A clear distinction between cloud and fog on various attri-
butes is given in Table 4.3. Since sensors have limited storage and processing capa-
bilities, cloud provides a solution for various IoT applications with its enormous 
storage and computing power. But due to its high latency, downtime due to network 
interruptions, and security issues, vulnerable data needs to be located near the user.

For addressing these challenges, fog was introduced. Fog ensures lower latency, 
reliable connection, power efficiency, and higher security [43].

As stated in Table 4.3, cloud is centralized whereas fog architecture is distrib-
uted. Cloud consists of numerous data centers located far away from the client 
nodes. Fog has thousands of tiny nodes located close to the client devices. Fog acts 
as an intermediary between sensing devices and data centers. Without fog, the cloud 
interacts directly with the client devices, which is time-consuming. Fog aims for 
short-term analysis to provide instant response, whereas cloud targets long-term and 
in-depth analysis which is much more powerful than fog in terms of storage and 
processing power. Cloud may collapse without Internet while fog uses various stan-
dards and protocols to ensure lower risk of failure. The demand for ever-increasing 
connected devices can be satisfied with fog computing as it uses local resources 

Table 4.3 Cloud Computing vs. fog computing

Requirements
Cloud 
computing Fog computing

Response time High Low
Network delay High Low
Reduction in the amount of data sent to 
cloud

No Yes

Distance between user and storage site Multiple hops One hop
Connectivity Internet Various protocols and 

standards
Functioning site Within Internet At the edge of local network
Security Lower Higher
Data analysis Long-term Short-term
Location awareness No Yes
Geo-distribution Centralized Distributed
Bandwidth consumption High Low
Network congestion High Low
Probability of attack during transmission High Low
Processing capability High Limited
Scalability High Limited
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instead of remote ones, thereby enhancing the performance and minimizing the 
bandwidth issues [44, 45].

Analytics Due to the healthcare sector demanding effective deployment in real- 
time setting, much emphasis is now being laid on the analysis and presentation of 
valuable information from the collected sensor data. A variety of healthcare solu-
tions have been proposed in recent years from neonatal monitoring to elderly care 
including mapping of different environmental conditions. However, adoption of 
these systems in the physical world largely depends on the effective analysis of col-
lected heterogeneous data. Raw sensor data needs to be prepared before performing 
data analysis such as removal of motion artifacts, noise components [14, 46], and 
interpolation of missing values. After the data preparation, intelligent decision- 
making techniques need to be exploited in real time to offer various healthcare 
patient-centric services [47]. The cleaned-up sensor data along with patients’ medi-
cal history is scrutinized for pattern-based classification. The detected patterns are 
passed to the recommendation system for probabilistic disease identification so that 
preventive or curative measures could be initiated on time. The recommendation 
system acts as a reference model for doctors in order to support complete diagnosis 
of the health condition.

Pattern-based classification is the process of identifying patterns out of the 
incoming sensor data and determining abnormal deviations which do not attune to 
the conventional nature of the data. The obtained noticeable unusual patterns in the 
corporeal data are of utmost importance in the curative realm. These patterns help 
physicians to take proactive decisions in a very short duration, specifically in remote 
monitoring [48]. Abnormalities are detected based on the classification techniques 
to segregate the data set into regular and irregular classes. For example: SVM [49], 
Markov models [50, 51], and decision tree [52] are the most commonly used tech-
niques for abnormality detection.

A recommendation system eases the physicians by suggesting probabilistic 
symptoms or diseases out of a large pool of patients’ physiological data. These 
systems exploit active patients’ medical history and patterns identified in the 
previous step to match with similar cases in the healthcare database by applying 
reasoning and subject-matter knowledge for making predictions like human 
experts [53]. Collaborative filtering is the most used technique for predicting the 
diseases that a patient may contract in the future by finding out the similarities 
among patient’s data and patterns from the database [54]. For massive amounts 
of continuously streaming data with very large dimensionality flowing at a very 
high rate, storing and processing become very expensive. Also, since data keeps 
on changing quickly, perceiving it globally gets very difficult [55]. Spark-based 
reasoning system is also utilized in making recommendations for medical com-
plications, diagnostics, and alternative prescriptions, all of which are approved 
by medical experts [56]. These suggestions help physicians to provide better 
treatment services for time-critical medical conditions, improve diagnosis based 
on the real-time in-depth analysis and pattern matching, and provide them with 
alternative curative measures to treat patients. The real-time recommendations 
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help patients to better understand the fluctuations in their vitals and take preven-
tive measures, thereby avoiding any further complications in their health. 
Figure 4.3 shows the conceptual view of the recommendation system where a 
patient’s medical history, streaming vital data, and physical reports are processed 
in parallel for generating recommendations and sending them to the medical 
professionals.

Security Security and privacy of patients’ physiological data are essential for 
wide adoption of IoT in the healthcare domain. The major security risks are iden-
tified in three areas: the first one is the physical layer, where sensor nodes and 
devices can be tampered with. The second one is the gateway layer, where the 
gateway responsible for sending the data from the sensors to the cloud and 
instructions to the sensor nodes may be attacked during data transmission. The 
last one is the cloud, where the data center, repository of all the acquired and 
medical data, may be attacked causing irrevocable damage to the system. Typical 
security and prevention mechanisms including cryptography, secure protocol 
solutions, and confidentiality support cannot be used due to the dynamic nature 
of the network, strict resource constraints, and system framework of IoT-based 
healthcare systems [57]. To deal with potential threats, several solutions have 
been proposed. Malasri and Wang proposed a secure architecture based on key 
exchange protocol, symmetric encryption/decryption, and authentication scheme 
ensuring security, authenticity, and integrity of the sensor network [58]. Moosavi 
presented end-to-end secure architecture incorporating smart gateways ensuring 
authentication and authorization [59]. Despite the different efforts being made, 
security and privacy concerns still remain one of the major hurdles towards adop-
tion of IoT-based solutions [60].

Medical
history of
patients

Physiological
streaming data Batch/Real-time

Processing
Recommendations

Patient

Medical
Experts

Physical
examination

Reports

Fig. 4.3 Conceptual view of medical recommendation system
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3.5  User Application Layer and Visualization

The results from CAL are transmitted to end users who can be the person under 
monitoring, relatives, or doctors as applicable. The analysis results of sensory infor-
mation need to be presented in such a manner that multiple physiological parame-
ters can be correlated to get interesting subsets out of a large pool of data. The 
physicians need multiple visual representations of the analyzed sensory data for 
real-time computational analysis for getting insights [61]. Several visualization 
frameworks have been proposed in the literature. For instance, Sung W. Park et al. 
developed a visualization framework for continuously streaming data by interpolat-
ing scattered data using re-factorization [62]. Daniel classified visualization meth-
ods aiding involvement of the human mind for visual data mining of voluminous 
data sets from the databases based on the data type, technique of visualization 
employed, and interaction methodologies for users [41]. More attention needs to be 
given to visualization of streaming data in healthcare for transforming the opera-
tional working of the healthcare sector.

4  Healthcare Operational Areas and Role of IoT

Healthcare is one of the prominent domains where IoT can play a significant role. 
Since healthcare is a generic term for all health-related concerns, it is necessary to 
identify many operational areas of healthcare in order to apply IoT to various health 
and well-being related sectors. This section explores these areas and their associated 
challenges and discusses related work in the literature.

4.1  Disease Monitoring

The Internet of Things is being widely utilized to control the growth of epidemics 
and monitor chronic diseases. An epidemic is the fast spread of an infectious disease 
that affects a large number of people in a short period of time. An epidemic spread 
can be prevented only if the infection is detected and controlled in its infancy which 
requires capturing near-real-time data followed by its timely analysis. To limit the 
epidemic spread, Sareen et al. [63] proposed a scheme for identifying Zika virus 
infected users by using Naïve Bayesian Network. It prevents the outbreak by 
employing position-based evaluation using Google Maps. Sareen et  al. [64] also 
proposed a cost-effective model based on IoT and cloud computing for preventing 
the Ebola virus epidemic spread. This model employs RFID and wearable sensors 
to capture real-time data and identify the infected and uninfected individuals. This 
model employs a cloud-only approach which is not suitable for real-time scenarios. 
To reduce the latency and cost incurred in only using cloud computing, fog comput-
ing as an intermediate layer between the cloud and the users has been used in [63].
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Based on proximal social contacts, Zhaoyang Zhang et  al. [65] proposed a 
cluster- based epidemic control scheme using a smartphone-based body area net-
work which divides the large population into varied clusters. A number of recent 
advances in this discipline have focused on the definition of models to control the 
disease at its onset. For example, Sood and Mahajan [66] discussed a novel method-
ology to control Chikungunya spread at its onset, while Sandhu et al. [67] employed 
a random decision tree to predict H1N1 infection rate. Most of the recent research 
works also focus on vector-borne epidemics such as cholera, Ebola, dengue, Kala- 
Azar, Japanese Encephalitis AES, Japanese Encephalitis JS, and Zika [68, 69].

In India, a large portion of old-age people suffer from chronic diseases. A. Raji 
et al. [70] proposed an IoT-based monitoring system for identifying the health status 
of elderly patients with chronic diseases. In some chronic disease cases of aged 
people staying at home, self-monitoring also proves beneficial. For this, Al-Taee 
et al. [71] designed an IoT-based mobile health platform for diabetes management 
of elderly people through which they can access their real-time health data and get 
feedback if the personalized medical plan is not adhered to. However, more work 
remains to be done in terms of generating automated health summaries and provid-
ing real-time proactive medical recommendations to patients, and this will continue 
to be a research challenge. Such a system would be especially beneficial for encour-
aging patients to stick to their treatment schedules, which would aid in the treatment 
of severe chronic conditions.

4.2  Age-Based Monitoring

IoT can provide a hassle-free experience for a parent to a newborn by providing a 
data-driven solution that lets parents know the toddler’s body temperature, sleep 
levels, heart rate, breathing rate, and movement levels. Not only this, certain more 
parameters like wake-up time, sleeping habits, and optimum bedtime habits can 
also be predicted. A number of smart sensors have been developed to help parents 
know what their child needs the most [72]. Ashish. B. proposed a cost-friendly 
design for monitoring premature newborns in temperature-controlled incubators so 
as to provide immediate care to prevent critical situations [73]. Research in this area 
is in its nascent stage; very few articles based on IoT-based systems for toddler care 
are available in the literature. Another challenge is that most of the sensors are wear-
able and hence may cause inconvenience to the newborns. The use of passive sen-
sors remains a challenge in infant care.

Many children get severe diseases at an early age. Predominant reasons include 
low birth weight, malnutrition, poor hygiene, and unsafe water and food intake. 
Childhood obesity, skin infections, pneumonia, and asthma are the most common 
diseases among children of India [74, 75]. One of the main reasons for childhood 
obesity is obsessive reliance on junk food due to unhealthy eating habits. IoT can 
help children to make better food choices by monitoring their calorie intake on a 
daily basis and showing the ill effects of opting unhealthy and sedentary lifestyles. 

4 IoT in Healthcare: A 360-Degree View



98

Physiological parameters like body temperature and heart rate give a clear descrip-
tion of a child’s health, which can easily be measured through IoT-enabled sensor 
devices. A number of IoT-based research articles contributing to health awareness 
among children are available in the literature. M. Vazquez-Briseno et al. [76] pro-
posed a mobile health platform to enhance children’s health awareness by monitor-
ing their food intake with the help of IoT-based intelligent tags. Fatty children have 
more chances of developing diabetes, heart diseases, and different types of cancer 
compared to others. Junaed Siddiquee et al. [77] discussed IoT-based smart asthma 
attack prediction system concept which helps asthma patients to avoid triggering 
situations such as the presence of allergens, dry air, and food additives causing 
breathing trouble by generating warning alerts. Other common childhood illnesses 
including tuberculosis, malaria, dengue, polio, and pneumonia demand the attention 
of researchers.

A leap from young-adult to the middle-adult group without any disease is diffi-
cult to achieve with the present unhealthy lifestyle. Cardiovascular diseases are 
most common among adults, which may lead to heart attacks in severe cases. 
Immediate help is needed for a patient of cardiovascular disease which if not pro-
vided may prove to be fatal. Unfortunately, most people do not know whether they 
suffer from cardiovascular disease until some serious symptoms are recognized. To 
deal with this, Shao-Jie Hsu et al. [78] developed an IoT- and cloud computing- 
based early warning system for patients with Coronary Aartery Disease. This sys-
tem alerts the patients to reduce the activity level when they reach the intensity 
threshold. Parag Chatterjee et al. [79] discussed the importance of decision support 
systems for patients with cardiometabolic diseases which help healthcare profes-
sionals to deeply analyze the patient’s data to tackle the ailment with a better 
approach. Recommendation tools, however, cannot be general and they are required 
to be tailored to specific diseases. Designing and integrating recommendation sys-
tems that cater to a large set of health related issues remain a challenge (Table 4.4).

Elderly people need the utmost care and support from the healthcare system as 
even minor injury might affect their health severely. The existing healthcare system 
needs the added power of IoT which can help elderly people to age in place by 
maintaining their independence with minimal involvement of care providers by 
offering its services through remote monitoring. Aging comes along with a lot of 
medications. In old age, people need to maintain their regular periodic medicine 
intake, which if not done correctly may cause some secondary complications [81]. 
To avoid these complications, Zanjal and Talmale [82] proposed an IoT-based medi-
cine reminder system that reminds patients to take medicines on time and helps 
doctors to monitor medicine intake of the patients remotely. Another interesting 
application for elderly people is ambient assisted living (AAL). It helps seniors to 
perform their daily chores independently and yet lead a safe lifestyle. A. Dohr et al. 
[83] realized AAL through Keep In Touch (KIT) and closed-loop healthcare. KIT 
collates the patient health data which is then forwarded to the service center. 
Patients, service centers, and physicians form a closed loop. Physicians access the 
patients’ data through the service center and give suggestions or make changes in 
the treatment if needed.
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Alzheimer’s is another most common medical condition diagnosed in elderly 
individuals; it worsens memory and hinders brain actions. It starts with trouble in 
remembering newly learned information and leads to forgetting close members of 
the family. Muhammad Wasim Raad et al. [84] proposed ECG sensor-based model 
to monitor patients with Alzheimer’s staying at home. At-home care products devel-
oped specifically for the elderly are available online; a few of them include wireless 
bed alarms for preventing falls, cordless motion sensor and nurse call system for 
detecting the patient’s motion, and wireless bed pad and pager for detecting the 
motion of aged people [85–87].

Table 4.4 Contributions in different operational areas in healthcare

Study Sensors Approach used

Intelligent system 
for prevention of 
Zika virus outbreak 
[63]

Mosquito sensors Remote monitoring of infected users 
and Google map-based risk 
management

Cloud framework to 
control Ebola virus 
spread [64]

WBAN sensors Infection level evaluation using J48 
decision tree, proximal infected 
candidate identification by RFID, and 
monitoring of current state of spread 
using temporal network analysis

Epidemic control 
using smartphone- 
based body area 
network [65]

Body sensors Epidemic control using social contact 
information and graph partitioning for 
division of large population

Monitoring and 
controlling 
pandemic influenza 
spread [67]

Not provided Identification and categorization of 
infected patients in five groups based 
on symptoms and calculation of 
infection spread by patient using 
Outbreak Role Index

Mobile platform for 
diabetes 
management [71]

Multiple medical sensors 
including blood glucose 
monitoring sensor, blood 
pressure monitoring sensor, 
pulse rate monitor, weight scale

Real-time interaction with physician 
and personalized feedback to patient

Smart incubator for 
premature neonate 
monitoring [73]

LM35 temperature sensor Early identification of critical events 
such as alert generation if incubator 
temperature rises above normal range

Asthma attack 
prediction system 
[77]

Fitbit, PS2 pollen sensor, 
humidity sensor, food allergen 
detector

Patient activity tracking using GPS and 
smartphone-based alert generation for 
abnormal situations

Mobile healthcare 
system for 
wheelchair users 
[80]

Wireless heart rate sensor, ECG 
sensor, pressure-detecting 
cushion, accelerometer sensor

Remote monitoring of wheelchair- 
bound users and fall detection using 
pressure and accelerometer sensor
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4.3  Physical Abnormality Monitoring

IoT is unveiling various opportunities for people with physical abnormalities, over-
whelming them with advanced and appealing prospects and helping them to create 
a better life for themselves. Crosswalk, an app created to help pedestrians with dif-
ficulty walking, works by signaling the traffic lights to extend the time for safe 
crossover [88]. Lin Yang et al. [80] proposed a mobile-based healthcare system for 
wheelchair users staying at home. The system monitors heart rate, records ECG, 
detects fall using a pressure cushion, and monitors surroundings for detecting emer-
gency situations. However, this system is restricted only within the home area and 
does not consider the person’s mobility out of the home environment. Extension of 
IoT systems from fixed to mobile systems particularly for the disabled remains a 
challenge. Laura Lenz et al. [89] discussed the use of IoT and big data as impactful 
technologies that can help learning-disabled students and also stated how monitor-
ing can help therapists to better understand the behavior of learning-disabled stu-
dents in the long run. Mari Carmen Domingo [90] proposed an IoT architecture for 
different environments of home, school, and shopping areas for impaired people 
and analyzed how people with vision, listening, and physical disabilities can benefit 
from the power of IoT. The problems such as customization of the IoT system for 
the disabled, encouraging disabled people to grow social contacts, self- management, 
standardization, scalability, and cooperation among connected things, remain to be 
solved as challenges for future research.

4.4  Profile-Based Monitoring

Various life and health-challenging professions can benefit from IoT which can help 
to automate certain tasks and send appropriate signals for informed and timely 
decision- making. For example, IoT can be of help in monitoring and maintaining 
the health of professionals in various profiles including athletics, diving, defense, 
mining, trekking, and so on.

Athletes On the one side, IoT helps athletes in monitoring their nutrition intake, 
exercise levels, and sleep quality; on the other side, it also helps coaches to track the 
effort and recovery level of the athletes. It alerts coaches in real time to the athletes’ 
improper activities or internal injuries, allowing the sportsmen to avert major future 
issues. Castillejo created a sports GUI program that looks after the athlete’s health 
by recommending various activities. This software has been thoroughly tested on 
real devices in the gymnasium [91].

Divers Divers risk their lives to save the lives of others. If they have a problem, the 
Internet of Things (IoT) may be able to help them. Sensor-enabled IoT devices can 
track their travels and alert them if they are in danger. Sharknet and Aeris have cre-

R. Mehta et al.



101

ated a device that can track divers’ movements and send out alarms by sending div-
ers’ position and depth if they get into trouble [92].

Defense IoT can be a useful tool for providing healthcare to soldiers stationed in 
remote regions. Military bases have a well-defined perimeter within which military 
health services are provided, both in terms of routine checkups and on demand. The 
wearables can alert soldiers and, if necessary, notify a medical staff at the military 
base hospital to provide timely medical assistance. A framework designed for use 
on the battlefield allows tight integration of military personnel, weapons, and com-
plete warfare [93].

Use of IoT in these fields is in its early years, and a number of opportunities exist 
for improving the healthcare services for a wide range of domains in various dimen-
sions, including age, profession, and demography.

5  Conclusion

Timely identification of an ailment or medical complication can fasten the recovery 
process of the patients. IoT has the power to administer this urgency for providing 
affordable and accessible care by notably revamping the traditional health- 
monitoring system. This chapter presents a systematic study of IoT in the healthcare 
domain. It discusses the IoT architecture including the various sensors and tech-
nologies related to data communication, storage, analytics, and visualization that 
have enabled an unbounded expansion of IoT-based healthcare services. This work 
describes different operational areas of healthcare including disease monitoring, 
age-based monitoring, physical abnormality monitoring, and work profile-based 
monitoring. The chapter also discusses the related work and research gaps in each 
of these areas, thus providing a comprehensive survey to till-date research in the 
field which is expected to be useful for researchers who are new to the field, medical 
professionals, as well as engineers.

References

 1. Evans, D. (2011). The internet of things: How the next evolution of the internet is changing 
everything. CISCO White Paper, 1(2011), 1–11.

 2. Mehta, R., Sahni, J., & Khanna, K. (2018). Internet of things: Vision, applications and chal-
lenges. Procedia Computer Science, 132, 1263–1269.

 3. Gubbi, J., Buyya, R., Marusic, S., & Palaniswami, M. (2013). Internet of things (IoT): A 
vision, architectural elements, and future directions. Future Generation Computer Systems, 
29(7), 1645–1660.

 4. Bhatt, C., Dey, N., & Ashour, A. S. (Eds.). (2017). Internet of things and big data technologies 
for next generation healthcare. Springer.

4 IoT in Healthcare: A 360-Degree View



102

 5. Gope, P., & Hwang, T. (2015). BSN-care: A secure IoT-based modern healthcare system using 
body sensor network. IEEE Sensors Journal, 16(5), 1368–1376.

 6. Yeh, K. H. (2016). A secure IoT-based healthcare system with body sensor networks. IEEE 
Access, 4, 10288–10299.

 7. Wu, T., Wu, F., Redoute, J. M., & Yuce, M. R. (2017). An autonomous wireless body area 
network implementation towards IoT connected healthcare applications. IEEE Access, 5, 
11413–11422.

 8. Ray, P. P. (2014). Internet of things based physical activity monitoring (PAMIoT): An architec-
tural framework to monitor human physical activity. Proceeding of IEEE CALCON, Kolkata, 
pp. 32–34.

 9. Ray, P. P. (2014, November). Home health hub internet of things (H 3 IoT): An architectural 
framework for monitoring health of elderly people. In 2014 international conference on sci-
ence engineering and management research (ICSEMR) (pp. 1–3). IEEE.

 10. Atzori, L., Iera, A., & Morabito, G. (2010). The internet of things: A survey. Computer 
Networks, 54(15), 2787–2805.

 11. Gomez, C., Oller, J., & Paradells, J. (2012). Overview and evaluation of Bluetooth low energy: 
An emerging low-power wireless technology. Sensors, 12(9), 11734–11753.

 12. Top 7 IoT communication protocols. Retrieved from https://breadware.com/blog/iot- 
communication- protocols/. Last Accessed on 30 May 2021.

 13. Top 15 standard IoT protocols that you must know about. Retrieved from https://www.ubun-
tupit.com/top- 15- standard- iot- protocols- that- you- must- know- about/. Last Accessed on 30 
May 2021.

 14. Tabish, R., Mnaouer, A. B., Touati, F., & Ghaleb, A. M. (2013, November). A comparative 
analysis of BLE and 6LoWPAN for U-HealthCare applications. In 2013 7th IEEE GCC con-
ference and exhibition (GCC) (pp. 286–291). IEEE.

 15. Mobile IoT (M-IoT) applications for the NB-IoT and LTE-M evolution of beacons. Retrieved 
from: http://bewhere.com/nb- iot- and- lte- m/. Last Accessed on 30 May 2021.

 16. WiFi’s evolving role in IoT. Retrieved from: https://www.networkworld.com/article/3196191/
wifi- s- evolving- role- in- iot.html. Last Accessed on 30 May 2021.

 17. Wi-Fi HaLow. Retrieved from: https://www.wi- fi.org/discover- wi- fi/wi- fi- halow. Last 
Accessed on 30 May 2021.

 18. Sun, W., Choi, M., & Choi, S. (2013). IEEE 802.11 ah: A long range 802.11 WLAN at sub 
1 GHz. Journal of ICT Standardization, 1(1), 83–108. Wi-Fi HaLow. Retrieved from: http://
www.methods2business.com/wifi- halow- technology. Last Accessed on 30 May 2021

 19. D-Link, Asus tout 802.11ax Wi-Fi routers, but you'll have to wait until later in 2018. Retrieved 
from: https://www.zdnet.com/article/d- link- asus- tout- 802- 11ax- wi- fi- routers- but- youll- have- 
to- wait- until- later- in- 2018/. Last Accessed on 30 May 2021.

 20. Wi-Fi alliance introduces Wi-Fi 6. Retrieved from: https://www.wi- fi.org/news- events/news-
room/wi- fi- alliance- introduces- wi- fi- 6. Last Accessed on 30 May 2021.

 21. A look at IEEE 802.11ax-2019, the new Wi-Fi standard for HEW (high-efficiency Wi-Fi). 
Retrieved from: https://www.allaboutcircuits.com/news/IEEE- 802.11ax- 2019- new- Wi- Fi- 
standard- hew- high- efficiency- WiFi/. Last Accessed on 30 May 2021.

 22. Olsson, J. (2014). 6LoWPAN demystified. Texas Instruments, 13, 1–13.
 23. Bhagwat, P. (2001). Bluetooth: Technology for short-range wireless apps. IEEE Internet 

Computing, 5(3), 96–103.
 24. Next-generation 802.11ax Wi-Fi: Dense, fast, delayed. Retrieved from: https://www.zdnet.

com/article/next- generation- 802- 11ax- wi- fi- dense- fast- delayed/. Last Accessed on 30 
May 2021.

 25. Park, C., & Rappaport, T.  S. (2007). Short-range wireless communications for next- 
generation networks: UWB, 60  GHz millimeter-wave WPAN, and ZigBee. IEEE Wireless 
Communications, 14(4), 70–78.

 26. Singh, C. K., Kumar, A., & Ameer, P. M. (2008). Performance evaluation of an IEEE 802.15.4 
sensor network with a star topology. Wireless Networks, 14(4), 543–568.

R. Mehta et al.

https://breadware.com/blog/iot-communication-protocols/
https://breadware.com/blog/iot-communication-protocols/
https://www.ubuntupit.com/top-15-standard-iot-protocols-that-you-must-know-about/
https://www.ubuntupit.com/top-15-standard-iot-protocols-that-you-must-know-about/
http://bewhere.com/nb-iot-and-lte-m/
https://www.networkworld.com/article/3196191/wifi-s-evolving-role-in-iot.html
https://www.networkworld.com/article/3196191/wifi-s-evolving-role-in-iot.html
https://www.wi-fi.org/discover-wi-fi/wi-fi-halow
http://www.methods2business.com/wifi-halow-technology
http://www.methods2business.com/wifi-halow-technology
https://www.zdnet.com/article/d-link-asus-tout-802-11ax-wi-fi-routers-but-youll-have-to-wait-until-later-in-2018/
https://www.zdnet.com/article/d-link-asus-tout-802-11ax-wi-fi-routers-but-youll-have-to-wait-until-later-in-2018/
https://www.wi-fi.org/news-events/newsroom/wi-fi-alliance-introduces-wi-fi-6
https://www.wi-fi.org/news-events/newsroom/wi-fi-alliance-introduces-wi-fi-6
https://www.allaboutcircuits.com/news/IEEE-802.11ax-2019-new-Wi-Fi-standard-hew-high-efficiency-WiFi/
https://www.allaboutcircuits.com/news/IEEE-802.11ax-2019-new-Wi-Fi-standard-hew-high-efficiency-WiFi/
https://www.zdnet.com/article/next-generation-802-11ax-wi-fi-dense-fast-delayed/
https://www.zdnet.com/article/next-generation-802-11ax-wi-fi-dense-fast-delayed/


103

 27. Kushalnagar, N., Montenegro, G., & Schumacher, C. (2007). IPv6 over low-power wireless 
personal area networks (6LoWPANs): Overview, assumptions, problem statement, and goals. 
RFC, 4919, 1–11.

 28. ZigBee Alliance. Retrieved from: https://www.zigbee.org/zigbee- for- developers. Last 
Accessed on 30 May 2021.

 29. Elahi, A., & Gschwender, A. (2009). ZigBee wireless sensor and control network. Pearson 
Education.

 30. Dotdot. Retrieved from: https://www.zigbee.org/zigbee- for- developers/dotdot/. Last Accessed 
on 30 May 2021.

 31. LoRa mesh networking with simple Arduino-based modules. Retrieved from: https://noo-
tropicdesign.com/projectlab/2018/10/20/lora- mesh- networking/. Last Accessed on 30 
May 2021.

 32. The power of LoRaWAN for sensor networks. Retrieved from: https://www.technolution.eu/en/
about- us/publications/430- the- power- of- lorawan- for- sensor- networks.html. Last Accessed on 
30 May 2021.

 33. Differences between Nb-IoT and LTE-M. Retrieved from: https://accent- systems.com/blog/
differences- nb- iot- lte- m/. Last Accessed on 30 May 2021.

 34. Cellular IoT explained – NB-IoT vs. LTE-M vs. 5G and more. Retrieved from: https://www.
leverege.com/blogpost/cellular- iot- explained- nb- iot- vs- lte- m. Last Accessed on 30 May 2021.

 35. Arduino. Retrieved from: https://www.arduino.cc/. Last Accessed on 30 May 2021.
 36. Raspberry Pi. Retrieved from: https://www.raspberrypi.org/. Last Accessed on 30 May 2021.
 37. Yang, G., Xie, L., Mantysalo, M., Zhou, X., Pang, Z., Da Xu, L., Kao-Walter, S., Chen, Q., 

& Zheng, L. R. (2014). A health-IoT platform based on the integration of intelligent packag-
ing, unobtrusive bio-sensor, and intelligent medicine box. IEEE Transactions on Industrial 
Informatics, 10(4), 2180–2191.

 38. Lohani, B., Indic, P., & Shirvaikar, M. (2018, May). Extraction of vital signs using real time 
video analysis for neonatal monitoring. In Real-time image and video processing 2018 (Vol. 
10670, p. 1067005). International Society for Optics and Photonics.

 39. Mahfouz, M. R., To, G., Gaylord, M. S., & Lorch, V. (2015). Neonatal health care monitoring 
system. U.S. Patent Application No. 14/526,003.

 40. Ransing, R. S., & Rajput, M. (2015, January). Smart home for elderly care, based on wireless 
sensor network. In 2015 IEEE international conference on nascent technologies in the engi-
neering field (ICNTE) (pp. 1-5). IEEE.

 41. Keim, D. A. (2002). Information visualization and visual data mining. IEEE Transactions on 
Visualization and Computer Graphics, 8(1), 1–8.

 42. Cloud computing vs Fog computing. Retrieved from: https://www.educba.com/cloud- 
computing- vs- fog- computing/. Last Accessed on 30 May 2021.

 43. Fog computing vs cloud computing business growth and disruption. Retrieved from: 
https://blog.tyronesystems.com/fog- computing- vs- cloud- computing- business- growth- and- 
disruption. Last Accessed on 30 May 2021.

 44. Fog computing vs Cloud computing for IoT projects. Retrieved from: https://www.sam- -
solutions.com/blog/fog- computing- vs- cloud- computing- for- iot- projects/. Last Accessed on 
30 May 2021.

 45. Saharan, K.  P., & Kumar, A. (2015). Fog in comparison to cloud: A survey. International 
Journal of Computer Applications, 122(3), 10–12.

 46. Poungponsri, S., & Yu, X. H. (2013). An adaptive filtering approach for electrocardiogram 
(ECG) signal noise reduction using neural networks. Neurocomputing, 117, 206–213.

 47. Islam, S. R., Kwak, D., Kabir, M. H., Hossain, M., & Kwak, K. S. (2015). The internet of 
things for health care: A comprehensive survey. IEEE Access, 3, 678–708.

 48. Azimi, I., Rahmani, A. M., Liljeberg, P., & Tenhunen, H. (2017). Internet of things for remote 
elderly monitoring: A study from user-centered perspective. Journal of Ambient Intelligence 
and Humanized Computing, 8(2), 273–289.

4 IoT in Healthcare: A 360-Degree View

https://www.zigbee.org/zigbee-for-developers
https://www.zigbee.org/zigbee-for-developers/dotdot/
https://nootropicdesign.com/projectlab/2018/10/20/lora-mesh-networking/
https://nootropicdesign.com/projectlab/2018/10/20/lora-mesh-networking/
https://www.technolution.eu/en/about-us/publications/430-the-power-of-lorawan-for-sensor-networks.html
https://www.technolution.eu/en/about-us/publications/430-the-power-of-lorawan-for-sensor-networks.html
https://accent-systems.com/blog/differences-nb-iot-lte-m/
https://accent-systems.com/blog/differences-nb-iot-lte-m/
https://www.leverege.com/blogpost/cellular-iot-explained-nb-iot-vs-lte-m
https://www.leverege.com/blogpost/cellular-iot-explained-nb-iot-vs-lte-m
https://www.arduino.cc/
https://www.raspberrypi.org/
https://www.educba.com/cloud-computing-vs-fog-computing/
https://www.educba.com/cloud-computing-vs-fog-computing/
https://blog.tyronesystems.com/fog-computing-vs-cloud-computing-business-growth-and-disruption
https://blog.tyronesystems.com/fog-computing-vs-cloud-computing-business-growth-and-disruption
https://www.sam-solutions.com/blog/fog-computing-vs-cloud-computing-for-iot-projects/
https://www.sam-solutions.com/blog/fog-computing-vs-cloud-computing-for-iot-projects/


104

 49. Venkatesan, C., Karthigaikumar, P., Paul, A., Satheeskumaran, S., & Kumar, R. (2018). ECG 
signal preprocessing and SVM classifier-based abnormality detection in remote healthcare 
applications. IEEE Access, 6, 9767–9773.

 50. Forkan, A.  R. M., Khalil, I., Tari, Z., Foufou, S., & Bouras, A. (2015). A context-aware 
approach for long-term behavioural change detection and abnormality prediction in ambient 
assisted living. Pattern Recognition, 48(3), 628–641.

 51. Khan, F. A., Haldar, N. A. H., Ali, A., Iftikhar, M., Zia, T. A., & Zomaya, A. Y. (2017). A con-
tinuous change detection mechanism to identify anomalies in ECG signals for WBAN-based 
healthcare environments. IEEE Access, 5, 13531–13544.

 52. Salem, O., Guerassimov, A., Mehaoua, A., Marcus, A., & Furht, B. (2013, June). Sensor fault 
and patient anomaly detection and classification in medical wireless sensor networks. In 2013 
IEEE international conference on communications (ICC) (pp. 4373–4378). IEEE.

 53. Bedi, P., Kaur, H., & Marwaha, S. (2007, January). Trust based recommender system for 
semantic web. IJCAI, 7, 2677–2682.

 54. Davis, D. A., Chawla, N. V., Christakis, N. A., & Barabasi, A. L. (2010). Time to CARE: A 
collaborative engine for practical disease prediction. Data Mining and Knowledge Discovery, 
20(3), 388–415.

 55. Toshniwal, D. (2013, February). Clustering techniques for streaming data-a survey. In 2013 
IEEE 3rd international advance computing conference (IACC) (pp. 951–956). IEEE.

 56. Archenaa, J., & Anita, E. M. (2017). Health recommender system using big data analytics. 
Journal of Management Science and Business Intelligence, 2(2), 17–23.

 57. Le, X. H., Khalid, M., Sankar, R., & Lee, S. (2011). An efficient mutual authentication and 
access control scheme for wireless sensor networks in healthcare. Journal of Networks, 
6(3), 355.

 58. Malasri, K., & Wang, L. (2009). Design and implementation of a secure wireless mote-based 
medical sensor network. Sensors, 9(8), 6273–6297.

 59. Moosavi, S. R., Gia, T. N., Nigussie, E., Rahmani, A. M., Virtanen, S., Tenhunen, H., & Isoaho, 
J. (2016). End-to-end security scheme for mobility enabled healthcare internet of things. 
Future Generation Computer Systems, 64, 108–124.

 60. Security and privacy concerns for IoT. Retrieved from: https://www.iotworldtoday.
com/2016/04/20/top- 10- reasons- people- aren- t- embracing- iot/. Last Accessed on 30 May 2021.

 61. Roberts, J. C. (2007, July). State of the art: Coordinated & multiple views in exploratory visu-
alization. In Fifth international conference on coordinated and multiple views in exploratory 
visualization (CMV 2007) (pp. 61–71). IEEE.

 62. Park, S., Linsen, L., Kreylos, O., Owens, J. D., & Hamann, B. (2005, November). A frame-
work for real-time volume visualization of streaming scattered data. In Proceedings of tenth 
international fall workshop on vision, modeling, and visualization (pp. 225–232). IEEE.

 63. Sareen, S., Gupta, S. K., & Sood, S. K. (2017). An intelligent and secure system for predicting 
and preventing Zika virus outbreak using Fog computing. Enterprise Information Systems, 
11(9), 1436–1456.

 64. Sareen, S., Sood, S. K., & Gupta, S. K. (2018). IoT-based cloud framework to control Ebola 
virus outbreak. Journal of Ambient Intelligence and Humanized Computing, 9(3), 459–476.

 65. Zhang, Z., Wang, H., Wang, C., & Fang, H. (2014). Cluster-based epidemic control through 
smartphone-based body area networks. IEEE Transactions on Parallel and Distributed 
Systems, 26(3), 681–690.

 66. Sood, S. K., & Mahajan, I. (2017). Wearable IoT sensor based healthcare system for identify-
ing and controlling chikungunya virus. Computers in Industry, 91, 33–44.

 67. Sandhu, R., Gill, H. K., & Sood, S. K. (2016). Smart monitoring and controlling of Pandemic 
Influenza A (H1N1) using social network analysis and cloud computing. Journal of 
Computational Science, 12, 11–22.

 68. Hassan, N. H., Salwana, E., Drus, S. M., Maarop, N., Samy, G. N., & Ahmad, N. A. (2018). 
Proposed conceptual Iot-based patient monitoring sensor for predicting and controlling den-
gue. International Journal of Grid and Distributed Computing, 11(4), 127–134.

R. Mehta et al.

https://www.iotworldtoday.com/2016/04/20/top-10-reasons-people-aren-t-embracing-iot/
https://www.iotworldtoday.com/2016/04/20/top-10-reasons-people-aren-t-embracing-iot/


105

 69. Kapoor, R., Sidhu, J. S., & Chander, S. (2018, October). IoT based national healthcare frame-
work for vector-borne diseases in India perspective: A feasibility study. In 2018 international 
conference on advances in computing, communication control and networking (ICACCCN) 
(pp. 228–235). IEEE.

 70. Raji, A., Jeyasheeli, P. G., & Jenitha, T. (2016, January). IoT based classification of vital signs 
data for chronic disease monitoring. In 2016 IEEE 10th international conference on intelligent 
systems and control (ISCO) (pp. 1–5). IEEE.

 71. Al-Taee, M.  A., Al-Nuaimy, W., Al-Ataby, A., Muhsin, Z.  J., & Abood, S.  N. (2015, 
November). Mobile health platform for diabetes management based on the internet-of-things. 
In 2015 IEEE Jordan conference on applied electrical engineering and computing technolo-
gies (AEECT) (pp. 1–5). IEEE.

 72. 13 smart products for the internet of toddlers. Retrieved from: https://community.arm.
com/iot/b/blog/posts/13- smart- products- for- the- internet- of- toddlers. Last Accessed on 30 
May 2021.

 73. Ashish, B. (2017, February). Temperature monitored IoT based smart incubator. In 2017 IEEE 
international conference on I-SMAC (IoT in social, mobile, analytics and cloud) (I-SMAC) 
(pp. 497–501). IEEE.

 74. Top 5 lifestyle diseases among children in India. Retrieved from: https://www.parentcircle.
com/article/top- 5- lifestyle- diseases- among- children- in- india/. Last Accessed on 30 May 2021.

 75. Pediatric Infectious diseases in India. Retrieved from: https://internationalreportingproject.
org/stories/view/pediatric- infectious- diseases- in- india. Last Accessed on 30 May 2021.

 76. Yang, Y., Lee, T., Lee, Y., Choi, J., Park, E., & Lim, H. (2017, June). Implementation of infants 
risk detection sensing system using IoT. AIP Conference Proceedings, 1836(1), 020073. AIP 
Publishing.

 77. Siddiquee, J., Roy, A., Datta, A., Sarkar, P., Saha, S., & Biswas, S. S. (2016, October). Smart 
asthma attack prediction system using internet of things. In 2016 IEEE 7th annual information 
technology, electronics and mobile communication conference (IEMCON) (pp. 1–4). IEEE.

 78. Hsu, S.  J., Lin, S.  S., Pai, T.  W., & Fujita, H. (2016, October). Proactive healthcare and 
an early warning mechanism for coronary artery disease patients using internet-of-thing 
devices. In 2016 IEEE international conference on systems, man, and cybernetics (SMC) 
(pp. 001400–001405). IEEE.

 79. Chatterjee, P., Armentano, R. L., & Cymberknop, L. J. (2017, December). Internet of things 
and decision support system for eHealth-applied to cardiometabolic diseases. In 2017 IEEE 
international conference on machine learning and data science (MLDS) (pp. 75–79). IEEE.

 80. Yang, L., Ge, Y., Li, W., Rao, W., & Shen, W. (2014, May). A home mobile healthcare system 
for wheelchair users. In Proceedings of the 2014 IEEE 18th international conference on com-
puter supported cooperative work in design (CSCWD) (pp. 609–614). IEEE.

 81. IoT for health management. Retrieved from: https://healthcare.cioreview.com/cxoinsight/
three- ways- iot- is- advancing- population- health- management- nid- 25683- cid- 31.html. Last 
Accessed on 30 May 2021.

 82. Zanjal, S. V., & Talmale, G. R. (2016). Medicine reminder and monitoring system for secure 
health using IOT. Procedia Computer Science, 78, 471–476.

 83. Dohr, A., Modre-Opsrian, R., Drobics, M., Hayn, D., & Schreier, G. (2010, April). The internet 
of things for ambient assisted living. In 2010 IEEE seventh international conference on infor-
mation technology: New generations (pp. 804–809). IEEE.

 84. Raad, M. W., Sheltami, T., & Shakshuki, E. (2015). Ubiquitous tele-health system for elderly 
patients with Alzheimer's. Procedia Computer Science, 52, 685–689.

 85. Graying with grace. Retrieved from: https://www.grayingwithgrace.com/best- wireless- bed- 
alarm- elderly/. Last Accessed on 30 May 2021.

 86. Cordless motion sensor alarm with nurse call button & AC adapter. Retrieved from: https://
www.nursinghomeaids.com/cordless- motion- sensor- alarm- with- nurse- call- button- ac- 
adapter/. Last Accessed on 30 May 2021.

4 IoT in Healthcare: A 360-Degree View

https://community.arm.com/iot/b/blog/posts/13-smart-products-for-the-internet-of-toddlers 
https://community.arm.com/iot/b/blog/posts/13-smart-products-for-the-internet-of-toddlers 
https://www.parentcircle.com/article/top-5-lifestyle-diseases-among-children-in-india/
https://www.parentcircle.com/article/top-5-lifestyle-diseases-among-children-in-india/
https://internationalreportingproject.org/stories/view/pediatric-infectious-diseases-in-india
https://internationalreportingproject.org/stories/view/pediatric-infectious-diseases-in-india
https://healthcare.cioreview.com/cxoinsight/three-ways-iot-is-advancing-population-health-management-nid-25683-cid-31.html
https://healthcare.cioreview.com/cxoinsight/three-ways-iot-is-advancing-population-health-management-nid-25683-cid-31.html
https://www.grayingwithgrace.com/best-wireless-bed-alarm-elderly/
https://www.grayingwithgrace.com/best-wireless-bed-alarm-elderly/
https://www.nursinghomeaids.com/cordless-motion-sensor-alarm-with-nurse-call-button-ac-adapter/
https://www.nursinghomeaids.com/cordless-motion-sensor-alarm-with-nurse-call-button-ac-adapter/
https://www.nursinghomeaids.com/cordless-motion-sensor-alarm-with-nurse-call-button-ac-adapter/


106

 87. Wireless pager & bed exit alarm. Retrieved from: https://val- u- care.com/wireless- bed- alarm- 
bed- sensor- pad- cd- pager.html. Last Accessed on 30 May 2021.

 88. IoT for disabled. Retrieved from: https://blog.gemalto.com/iot/2017/07/27/iot- helping- people- 
living- disability/. Last Accessed on 30 May 2021.

 89. Lenz, L., Pomp, A., Meisen, T., & Jeschke, S. (2016, March). How will the internet of things 
and Big Data analytics impact the education of learning-disabled students? A concept paper. 
In 2016 IEEE 3rd MEC international conference on Big Data and smart city (ICBDSC) 
(pp. 1–7). IEEE.

 90. Domingo, M. C. (2012). An overview of the internet of things for people with disabilities. 
Journal of Network and Computer Applications, 35(2), 584–596.

 91. Castillejo, P., Martinez, J.  F., Rodriguez-Molina, J., & Cuerva, A. (2013). Integration of 
wearable devices in a wireless sensor network for an E-health application. IEEE Wireless 
Communications, 20(4), 38–49.

 92. IoT for divers. Retrieved from: https://www.rtinsights.com/sharknet- and- aeris- jump- in- on- iot- 
tracking- for- divers/. Last Accessed on 30 May 2021.

 93. Ray, P. P. (2015, December). Towards an internet of things based architectural framework for 
defence. In 2015 IEEE international conference on control, instrumentation, communication 
and computational technologies (ICCICCT) (pp. 411–416). IEEE.

R. Mehta et al.

https://val-u-care.com/wireless-bed-alarm-bed-sensor-pad-cd-pager.html
https://val-u-care.com/wireless-bed-alarm-bed-sensor-pad-cd-pager.html
https://blog.gemalto.com/iot/2017/07/27/iot-helping-people-living-disability/
https://blog.gemalto.com/iot/2017/07/27/iot-helping-people-living-disability/
https://www.rtinsights.com/sharknet-and-aeris-jump-in-on-iot-tracking-for-divers/ 
https://www.rtinsights.com/sharknet-and-aeris-jump-in-on-iot-tracking-for-divers/ 


107© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Rodrigues et al. (eds.), IoT for Sustainable Smart Cities and Society,  
Internet of Things, https://doi.org/10.1007/978-3-030-89554-9_5

Chapter 5
Industrial IoT and Its Applications

Jyotsana Grover

Abstract This chapter focuses on IIoT (Industrial Internet of Things) and its differ-
ent applications such as the manufacturing industry, healthcare, and food industry. 
In all of these different application domains, the core technology and the core tech-
nological ideas remain the same; the only thing that changes is the type of sensors 
that would be used. Traditional manufacturing posed different challenges like 
unavailability of real-time data, unbalanced workload, and longer changeover time. 
Smart factory tries to overcome these challenges by integrating IoT and operational 
technology (OT). The chapter also presents how IIoT can help in transforming 
present- day healthcare and making healthcare much more affordable, much more 
efficient, and much more autonomous. IIoT solutions can be used to alleviate some 
of the problems that are encountered by people with respect to health. There are 
different sensors like ECG sensor, blood pressure sensor, glucose-monitoring sen-
sor, and temperature sensor that can be procured by patients themselves for moni-
toring their health conditions at their homes. Further, these systems can be 
internetworked so that if any patient has a critical condition, different levels of alerts 
would be sent to the hospital to which this patient is registered. The chapter also 
discusses IIoT implementation in the food industry. The process involves sowing 
seeds, growing crops, applying fertilizers, applying pesticides, maturity of crops, 
harvesting crops, food grain processing, packaging of food grains, and transporting 
to a wholesale market and finally to the retail market. This is called the supply chain 
from field to plate. IIoT devices can be used in the agricultural field for monitoring 
the sowing of seeds, for growth of crops, for applying fertilizers, and for irrigation. 
These devices can also be used at each step. We describe each of these applications 
in detail in this chapter.
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1  Introduction

Different IoT solutions [1] are being implemented in the industry for solving differ-
ent industrial problems to make industrial processes and manufacturing processes 
much more efficient than the way it is at present. The main aim of IoT is to intercon-
nect different smart objects so that they are uniquely identified and able to interoper-
ate between themselves.

In these smart objects, intelligence is embedded. IIoT is an application of IoT in 
the industries to modify various existing industrial systems. IIoT links the automa-
tion system with enterprise, planning, and product life cycle.

IIoT borrows some of the features of IoT and some from the vision of Industry 
4.0 and tries to have a separate vision and technology for itself. So Industry 4.0 
gives a framework for automation and data exchange in manufacturing technolo-
gies. So, Industry 4.0 basically tries to improve the automation and data exchange 
in manufacturing and technologies; it tries to incorporate concepts from cyber phys-
ical systems, IoT cloud computing, and so on. IIoT and IoT are not the same [2] as 
IoT focuses on consumer-level services and consumer-level products whereas IIoT 
has the focus on the enterprise. IoT traditionally focuses on the convenience of the 
individuals, and IIoT focuses on the efficiency, safety, and security of operation. In 
terms of machine-to-machine (M-2-M) communication, its use is limited in IoT, 
whereas M-2-M communication is extensively used in IIoT; the whole industrial 
operation in a plant is automated. So, one machine talking to another machine is 
quite extensive in the industrial sector IIoT.

Some of the integral components for building IIoT are machine learning, big data 
technology, M-2-M communication, and automation. So machine learning involves 
learning from the existing data and then trying to make predictions so as to make 
things better in the future. The machine-to-machine communication is about two 
machines communicating with each other for getting a particular work or a task 
accomplished without any human intervention. So, a robotic arm opening the door 
of a refrigerator and then performing certain other tasks in the refrigerator are an 
example of machine to machine. So, maybe the robotic arm goes and opens the door 
of the refrigerator and checks whether there is sufficient milk in the milk pot of the 
refrigerator or not; if there is no sufficient milk, then the system as a whole will send 
an SMS to the milk person. So, we have machine-to-machine communication and 
automation without human intervention. So, these are the different aspects of 
IIoT. So, IIoT is supported by a huge amount of data collected from sensors, and it 
is based on wrap-and-reuse approach rather than rip-and-replace approach. We are 
not building a new system from scratch; we use the existing industrial systems; 
wrap them with sensors, actuators, and so on; and make things efficient. In IIoT, we 
try to reengineer the existing systems and the processes and we do not build any-
thing brand new from scratch.

IIoT combines the second generation of Internet (where things are connected), 
fourth generation of industrial automation, and cloud computing. So, cloud has 
become a very popular technology since about more than half a decade and it is 
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being used in the industrial sector as well. So, cloud offers computational environ-
ments, computational infrastructure, computational platforms, and computational 
software in addition to regular storage. Using cloud one can get access to everything 
in an industry without basically having to purchase these of their own.

In the IIoT network, we have physical objects, different systems and subsystems, 
platforms, and applications that are interconnected. IIoT networks can communi-
cate with one another, external environment, and different people. The acquisition 
of IIoT has led to the availability and affordability of sensors, processors, and other 
technologies, which facilitate the capture of and access to real-time information.

IIoT has a plethora of applications like transportation [3–4], power plant security 
and safety [5], inventory management and quality control [6], facility management 
[7], milk processing and packaging industries, healthcare, manufacturing industries, 
and food industry. But in this chapter, we only focus on the three applications: 
healthcare, manufacturing industries, and food industry.

2  Requirements of IIoT

There are four broad requirements of IIoT. We need the hardware and software con-
nectivity and a cloud platform with respect to processing, infrastructure, and data 
storage. Application development and big data analytics are very important. All 
these different sensors and actuators are fitted to these different machines and man-
ufacturing equipment. They throw in a huge volume of data in real time that can 
reveal a lot of information. Data also have other characteristics, such as they come 
in huge velocities, and there are different types of such data, like speech, images, 
and video, all coming at the same time need to be handled, and so on. By mining 
such data using big data analytics, one can predict different things to make these 
industrial processes much more efficient.

Another IIoT requirement is with respect to access, i.e., one can access anything, 
at anytime, from anywhere in IIoT. So here end-to-end security is important.

User experience has to be taken into account as one of the fundamental require-
ments for building IIoT, i.e., what users exactly want, how their problems can be 
addressed and solved, how through the use of IIoT system users can do things better 
and how their experience as a whole can be improved.

Transition to smart machines: By adding sensors and actuators we are making 
the machine smart. Asset management is very important; through asset manage-
ment, different sensors and actuators (which are the industrial assets) can be man-
aged in a much more efficient way.

We now take a deep dive into the issues and challenges [8] in the adoption 
of IIoT:

• There are data integration challenges, so here we refer to a large number of 
machines. These different machines have their own heterogeneity in place. 
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 Integration of these heterogeneous data coming in high volumes and velocities is 
a herculean task.

• Cyber security is very important because we are referring to a connected world, 
where there is connectivity between (i) machines themselves, (ii) machine and 
human beings, and (iii) machines and human beings. Due to this connectivity, it 
is quite likely that some vulnerabilities are introduced in the overall network, 
making it possible for different types of attacks and newer types of attacks to be 
launched.

• There is lack of standardization; large automation supplier firms do not encour-
age open standardization as it will reduce customers’ reliance on them. So, small 
automation supplier firms basically lack the capability to incentivize this huge 
step. Lack of standardization leads to different issues related to device interoper-
ability and semantic interoperability. So, different machines supporting different 
IoT devices need to talk to each other and they have been made by different 
vendors.

• Legacy installations are a very crucial aspect to be considered. Technology is 
evolving fast. Industries have a huge legacy machine base and these machines 
have been operating successfully since decades. With the incorporation of IIoT, 
we need to have support for these newer technologies and newer machines being 
procured. So fast-evolving technology should coexist with the legacy equipment 
without leaving any kind of vulnerability in the whole integrated system.

• The next issue with IIoT adoption is lack of skilled workers. The workers do not 
have IIoT-related skills, like data integration. The technologies associated with 
IIoT are new in nature, so workers should have fast and diverse knowledge about 
these technologies.

Now we discuss the different design considerations for building IIoT.

3  Design Considerations for IIoT

To use an IoT device for industrial applications, the following design objectives [9] 
have to be considered:

• Energy: Time for which the IoT device can operate with the limited power supply
• Latency: Time required to transmit the data
• Throughput: Maximum data transmitted across the network
• Scalability: Number of devices supported
• Topology: Communication among the devices, i.e., interoperability
• Safety and security: Degree of safety and security of the application

So, now we discuss some of the application areas of IIoT like healthcare indus-
try, manufacturing industry, and food industry.
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4  IIoT Applications: Healthcare

4.1  IIoT in Healthcare

Earlier, people used to die due to lack of healthcare. People used to forget about 
their health due to busy life, and this has also happened in the recent past. 
Additionally, the number of diseases has also increased in recent times. So, we have 
our IIoT solutions that could be used to alleviate some of the problems that are 
encountered by people with respect to health. So, IIoT solutions can help in making 
healthcare easier and affordable. There are different sensors [10] such as the ECG 
sensor, blood pressure sensor, glucose-monitoring sensor, and temperature sensor 
that are currently available in the market; these are affordable and can be procured 
by patients themselves for monitoring their health conditions at their homes or these 
could also be purchased by different healthcare facilities, hospitals, and so on. If any 
patient has a critical condition, different levels of alerts would be sent to the health-
care facilities or hospitals to which these patients are registered.

4.1.1  Concerns in Healthcare Regarding IIoT

There are different healthcare concerns with respect to their implementation of 
IIoT. Populations are aging all over the world, different diseases are increasing, and 
medical expenses are also increasing. These are some of the generic healthcare chal-
lenges, but from an IIoT perspective as well. Catering to these requirements is also 
a challenge; scalability of IIoT solutions will have to be taken into consideration not 
only in terms of numbers, but also in terms of diversity. So, all generic healthcare 
challenges also have implications on IIoT implementation in the healthcare industry.

4.1.2  IIoT Implementation for Old Population

Looking at the age groups, populations are growing older; between 2017 and 2050, 
the persons aged over 60 years are expected to increase more than double. By 2050, 
the number of elderly persons is expected to grow to 2.1 billion worldwide which is 
a huge number. We have a growing population and it will invite taking care of their 
health. Monitoring of elderly people’s health condition has to be done efficiently. 
So, telecare applications, smartphone, or telemedicine basically can help elderly 
people to live safely. So, we can have telemedicine solutions [11] being deployed in 
the homes of these elderly persons so that the doctors can remotely monitor the 
condition of these elderly people from their homes. This applies to not only elderly 
people but also other population.
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4.1.3  IIoT Implementation for Increase in the Diseases

Not only the number of diseases but also the types of diseases are increasing day by 
day. So, we need to have a suitable and efficient large-scale monitoring system that 
will cater to the particular problem and address that problem. So, nowadays, we talk 
about having telecare applications, smartphone applications, and telemedicine 
applications for elderly people. We are also talking about these kinds of solutions 
for catering to the other segments of the population. So, continuous monitoring of 
patients’ health can be done, and this can also help in reducing the number of cases 
of hospitalization. Sensors can collect blood pressure, respiration, pulse rate, heart 
rate data, and weight data continuously and as and when required; if any alarm has 
to be triggered, this can be done in a much more efficient manner, and this can be 
done if any abnormal solution is detected or any abnormality is going to arise in 
the future.

4.1.4  IIoT Reduces the Expenditure

IIoT-based solutions for healthcare can help in reducing the expenditure; different 
wearable healthcare devices can help in reducing the cost of health checkup; remote 
continuous monitoring of patients using smart sensors would be made possible. In 
hospitals and other healthcare units, smart beds can be deployed which can send 
notification to the doctor about the patient’s activity.

4.1.5  Cloud-Enabled IIoT Healthcare Solution

There are different layers in the IIoT healthcare architecture. It starts from 
acquiring the data from the sensors; at the very bottom; sending the sensed data; 
processing the data; storing the data and getting different information knowl-
edge etc. about what is going on, underneath from the data and trying to make 
more sense out of the data, through information processing, knowledge process-
ing and so on.

Now we discuss the cloud-enabled IIoT healthcare architecture. On one end we 
are going to have all devices which are typically sensor enabled, i.e., the smart sen-
sors and then some gateway. So, from these sensors, the data are going to be sent to 
the IoT-enabled cloud platform where different analytics will be performed. Not just 
analytics, but health data verification can be performed and the data can be stored 
and also processed in a computer or a computational resource in the cloud and so 
on. And there are lot of other different things that could also be done at the cloud 
and finally we are going to have this two-way communication and we are going to 
have healthcare applications which are going to be the beneficiaries from the cloud 
where analytics is performed. At the application end, different patient data about 
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their health condition such as ECG, EMG, then may be pulse oximeter data, and 
many other different types of healthcare data could be made available after suitable 
processing and analytics. So, this is going to be the data flow architecture at very 
high level for healthcare IoT.

4.1.6  Benefits of IIoT in the Healthcare

Now we discuss the benefits of IIoT in healthcare. With IIoT, one can monitor the 
patient’s health condition remotely. So, remote healthcare is possible. Remote real- 
time continuous monitoring of patients’ health condition 24 × 7 is possible. Hospital 
staff can predict the arrival of a patient in their emergency units; it is also possible 
to have a hygiene monitoring system which can detect the cleanliness of the hospital 
and the healthcare facility. Medical staff can provide quality medical services with 
a small budget using IIoT. So, these are some of the benefits that IIoT implementa-
tion in healthcare can provide.

4.2  IIoT-Based Healthcare Devices

4.2.1  Wireless ECG Monitors

Wireless ECG monitors are there which can collect biosignals from ECG devices; 
the collected data could be sent to the cloud; and medical staff can analyze the 
health-related data in real time. In fact, we can have some programs which can 
autonomously analyze the data that are coming in and can send alerts. So, one 
example of a wireless IoT-enabled ECG sensor [12] is QardioCore. QardioCore is a 
wireless device for ECG monitoring.

4.2.2  Glucose Level Monitoring Device

IIoT is very useful in glucose level monitoring [13], particularly for diabetes patients 
as they need to check the glucose level quite often. Particularly, the ones who have 
higher degrees of diabetes are required to check the blood sugar quite often. So, if 
we have an automated IoT-enabled system to which the patients can be fitted, then 
automatically the data from these different patients can be made available to doctors 
who are treating the diabetes patients and so on; an example of continuous glucose 
monitoring device is the Dexcom. Dexcom devices can help in continuous glucose 
monitoring.
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4.2.3  IIoT-Based Blood Pressure Monitor

Similarly, we have IIoT-based blood pressure monitors. Using IIoT devices the 
patient’s blood pressure is measured in real time. Doctors can monitor the patient’s 
blood pressure in real time; can get alerts if the blood pressure is beyond a particular 
threshold; and, depending on the blood pressure data, can prescribe medicines to the 
patients. One such example of blood pressure monitoring system is iHealth BP5.

4.2.4  IIoT-Based Body Temperature Sensor

In body temperature monitors, wearable sensors are there to continuously monitor 
the human body temperature. This sometimes is very much required for some 
patients who are suffering from diseases which make the patients vulnerable to a 
sudden increase or sudden decrease in the body temperature. So, there are different 
body temperature sensors in the market. One such body temperature sensor is by 
Kinsa. So, they have their smart thermometer which is an IoT-based body tempera-
ture monitoring device.

4.2.5  IIoT-Based Asthma Treatment

For oxygen saturation monitoring, particularly for asthma patients, this is very 
important; oxygen saturation can be monitored with the help of IoT devices such as 
pulse oximeter. So, pulse oximeter can help in measuring the oxygen saturation, so 
this pulse oximeter could be integrated with connectivity solutions such as Bluetooth, 
which can send continuously the data of the oxygen saturation level of the patient 
who is being monitored.

4.2.6  IoT-Based Contact Lenses

IoT-based contact lenses are also there in the market. There are different IoT-based 
contact lenses which also offer Wi-Fi connectivity with smartphones so that the 
condition of the patient, their eye condition, their sugar level, etc. could also be 
monitored.

4.2.7  Smart Inhalers

IoT-based asthma treatment solutions are already in the market. Smart inhalers are 
a very essential requirement of asthma patients, and hence they are being manufac-
tured. ADAMM is an intelligent asthma monitoring device that has been developed. 
This particular device can keep track of the body temperature, coughing rate, heart 
rate, etc. which are preliminary symptoms of an asthma attack.
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4.2.8  Smart Phone-Based Healthcare Solution

Different smartphone-based healthcare solutions are already available. Smartphone 
devices connected to electronic devices such as sensors can help in collecting the 
data of patients. Smartphone is used to monitor the health of users and detect dis-
eases. Smartphone healthcare apps provide low-cost healthcare devices which are 
sort of diagnostic apps that help in detecting the health condition of patients; it can 
also help in medical communication between the patients and the hospitals and can 
also offer medical education in the form of tutorials to the patients.

4.2.9  Smart Phone App: Health Assistant

Health assistant is one such app which keeps track of the health condition of the 
patients. Google Fit is another solution which keeps track of different physical 
activities of the patient. ECG self-monitoring is another solution which serves as 
ECG device, based on the “ECG Self Check” software.

4.2.10  IIoT Healthcare Technology

Different solutions can be explored that are there in terms of healthcare and IoT 
implementations in healthcare. Cloud is enabled together with big data because 
most of this data generated from these healthcare sensors have the nature of big 
data. So, cloud enablement, big data analytics, etc. are very important in IoT imple-
mentation in healthcare.

4.3  IIoT Healthcare Requirement and Challenges

Security is of paramount importance in the healthcare sector. Privacy of individuals 
is very important because the data that is being carried forward from one device to 
another through a particular communication channel should not be hacked and 
unauthorized users should not be able to get access to the data. So, ensuring the 
confidentiality of the data, integrity of the data, authentication mechanisms and 
their implementation, and availability of the data are very important in terms of 
security requirements and their implementations in IIoT healthcare.

IIoT healthcare has different challenges. There are challenges with respect to 
limited computational capability, not being able to perform expensive operations. 
There are hassles with respect to having very less device memory, energy limitation, 
and also taking care of the mobility of these different devices because the patients 
themselves are mobile. So, consequently, these devices themselves are wearable 
devices, and the sensors themselves are also mobile. Taking care of the mobility of 
these different devices from a technical point of view is a challenge; both from a 
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communication and algorithmic point of view there are different challenges. So, 
taking care of all of them is important for consideration.

5  IIoT in Manufacturing Industries

5.1  Smart Factory

Motivation for smart factory: Now we discuss the drawbacks of traditional manu-
facturing industries. The machines work in isolation; that is, these machines are not 
connected. And because of this reason, there is unbalanced workload in these differ-
ent machines. There are other drawbacks like unavailability of real-time data, longer 
changeover time (converting a line or machine from running one product to another), 
and extending production time (lack of proper information and data of the produc-
tion line). These drawbacks are removed in the smart factory with the implementa-
tion of IIoT.

Smart factory involves machinery and equipment which improve processes 
through self-optimization and automation. Benefits of smart factory are as follows: 
supply of real-time data, data analysis and quality control, reduced changeover 
time, reduced production time, and flexibility and easy management.

The manufacturing devices, equipment, workforce, supply chain, and work plat-
form are internetworked and linked to accomplish smart production. The integration 
has to be done in order to reduce operational costs, improve the productivity of the 
worker, and reduce injuries at the workplace. The reason for using IIoT is to improve 
safety in the manufacturing plant. With the help of IIoT, resource optimization and 
waste reduction can also be achieved, which are also again very important aspects 
in industrial engineering.

Let us now look at how the smart factory is going to work. So, at the very bottom 
we have the sensor-enabled tools and workers. They throw in a lot of data which are 
going to pass through the gateway to the cloud where further data analysis, data 
visualization, etc. are going to be done and the results are going to be made avail-
able to the respective stakeholders based on their corresponding policies.

5.2  Features of Smart Factory

In a smart factory [14] we talk about connected devices which are going to send a 
lot of data in real time continuously. Optimized components and optimized data 
without any human intervention or with minimal human intervention are character-
istics of a smart factory.

Smart factory is transparent in the sense that we get a lot of live data on the met-
rics that are implemented and those data can be used suitably at different levels of 
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management for quicker decision, and hence, transparency is also promoted in a 
smart factory.

Proactive feature means that we know proactively we can predict the future out-
comes and take preventive actions depending on the situation and what is going to 
happen in the future. So, based on the prediction of future outcomes one can take 
preventive actions proactively. So, all of these things are possible in a smart factory. 
Now we discuss smart factory applications.

5.3  Smart Factory Applications

5.3.1  Airbus: Factory of Future

Airbus is a German company which is a state-of-the-art implementation of IIoT. So, 
Airbus is a major pair player in the aviation sector. It is a European aircraft manu-
facturer and it applies a lot of IoT technologies in its production process. So, essen-
tially what happens is that during manufacturing productions on the floor of the 
plants and also after the products are deployed in a real aircraft, a lot of data can be 
collected. Further lot of data can be collected from the flight recorders while the 
flights are in operation. So, collecting data on flights will help to improve the in- 
flight experience and the workers on the factory floor can use these IoT devices to 
know about how much the manufacturing has processed, what are the different 
gaps, etc. in the process. So, Airbus is the digital manufacturing initiative which is 
also known as the factory of the future.

So, in a factory of the future, we talk about different components, such as IoT sen-
sors for supply-chain management. Now we discuss modular equipment; use of dif-
ferent robots, robotic arms, etc.; use of concepts of industrial augmented reality; use 
of computer vision; image processing and video processing in real time; and so on.

Now we delve into the implementation of factory of the future; Airbus now has 
mechanisms for digital tracking and monitoring. There are tools and machines, and 
sensors are integrated into them. Further wearable sensors like smart glasses can be 
used with maybe augmented reality support. So, Airbus is using all of these differ-
ent things for its implementation.

3D real-time visualization of the production process is possible and all of these 
things are deployed on A330 and A350 models and their assembly lines which are 
there in the Toulouse manufacturing plant; they have also deployed this factory of 
the future for the A400M model and their assembly operations in the UK.

5.3.2  Amazon: Robotic Shelves

Amazon has robotic shelves, and as this name suggests, Amazon uses different 
types of robots that will carry these shelves and rearrange them. Amazon basically 
is an e-commerce company and these shelves and their rearrangement robotically 
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are very important and that makes the processes much more autonomous and effi-
cient. So, the good part of this thing is that because it is an autonomous robotic 
system, using this system, the robots can efficiently locate and search different 
items from different shelves. Thus, in 2014, the operating cost was cut down by 
20% using these robotic shelves by Amazon.

5.3.3  Caterpillar: Augmented Reality App

Caterpillar has the augmented reality (AR) app which is integrated with IoT; 
Caterpillar is a heavy equipment maker, and it has come up with the augmented 
reality app that generates end-to-end view of the factory floor. So, the machine 
operators can detect the need for tool replacement whenever it is required after 
viewing the end-to-end view through that particular AR app. This app sends instruc-
tions for doing things like tool replacement, air filter change, and fuel monitoring.

Caterpillar has the IoT-driven ship maintenance that is done by their marine divi-
sion. They use the shipboard sensors to perform predictive maintenance analytics. 
The sensors that are deployed can monitor generators, engines, GPS, air- conditioning 
systems, and fuel meters. The analysis of the sensed data provides useful insights 
with respect to the power usage of refrigerated containers, cost of hull cleaning, and 
optimized cleaning schedule and their data; these are all provided through the analy-
sis of the data that are obtained through these different sensors that are deployed in 
the onboard devices of the ships.

So, preventive maintenance analytics talks about the use of all these machine 
learning techniques. Tools and techniques like Python and Weka could be used to 
come up with these different predictive analytics and so on. It is used to have easier 
fault correction, reduced downtime, and increased profitability, using predictive 
maintenance analytics, and this is what Caterpillar is doing.

6  IoT and the Food Industry

Before discussing implementation and application of IIoT in the food industry, we 
take a deep dive into the chain of activities to be followed in the food industry.

6.1  Field to Plate

We first discuss what happens in the food industry. It starts with the agricultural 
field where the crops are grown. Farmers sow seeds, grow crops, apply fertilizers, 
apply pesticides, etc. and then after the crops get matured, these get harvested.

Following harvesting, these food grains need to be processed and packaged. 
These packages are transported typically to a wholesale market. Then it goes to the 
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retailer, and finally, the consumers buy, cook, and consume the agricultural produce. 
This is typically the chain from the agricultural field to the plate. So, this is typically 
the chain of activities that are followed; this is the supply chain because ultimately 
for each of the activities, the supply will have to be ensured through this entire cycle.

So, in this kind of scenario, for each activity, sensors can be used; IIoT devices 
can be used in the agricultural field for monitoring the growth of crops and the sow-
ing of seeds and for applying fertilizers precisely adequately. So, sensors, actuators, 
and different agricultural robots can be used over here. So, not only over here, even 
in harvesting, food grain processing, packaging, transportation, and logistics these 
could be used. The sensors and actuators help the systems or the machines that are 
helping in the activities to be much more efficient and autonomous. Now we discuss 
how IIoT is implemented in the food industry [12].

6.2  Implementation of IIoT in the Food Industry

IIoT is implemented in the food industry using three layers: sensing layer, commu-
nication layer, and application layer. These layers need to be internetworked. In the 
sensing layer, we have network sensors for food quality monitoring along the sup-
ply chain. The food grains go through the warehouses and the network sensors also 
monitor the temperature in those warehouses and also other environmental 
conditions.

The communication layer deals with stakeholder access supply-chain data, com-
munication between different stakeholders, and communication between different 
components of the supply chain.

The application layer has applications for farmers, retailers, government, ana-
lysts, consumers, and insurance companies.

We need sensors for doing many tasks like sensors for monitoring humidity, 
temperature, and composition of food products. The sensors throw a lot of data in 
real time which have to be analyzed in in order to make the most out of those data 
that have been retrieved. So, we need easier process control, increased food safety, 
etc. and it is also very important to have adequate end-to-end traceability. So, if we 
have the field to plate and the corresponding supply chain adequately implemented 
using suitable IoT solutions, then it would be possible for example to trace a rice 
packet back to the paddy field.

6.3  Impact of IoT on the Food Industry

We now discuss the impact of IIoT in the food industry. We have an efficient pro-
duction line as IoT monitors the equipment performance and detects the anomaly in 
the production line. This efficient production line enables the generation of real- 
time solutions by predictive maintenance.
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Using the temperature tracking sensors we can implement adequate, suitable, 
and efficient food safety measures. Also, we have Automatic Hazard Analysis and 
Critical Control Points (AHACCP) checklist, which ensures food safety.

IIoT ensures transparency of the supply chain as the real-time data about the 
products are available, and it is easier to find the inefficiencies and meet the food 
safety regulations. We have minimized wastage of food resources, and we can ana-
lyze in real time, for example, the information of food products and reduce food 
wastage. So, all of these things are possible if we have IIoT implementation in the 
food industry.

6.3.1  Utilizing the IoT in the Farms

On the farm we can have sensors to monitor weather, crop maturity, presence of 
insects, and conditions of the field with respect to the soil conditions, for example, 
how much soil moisture is there in the field, how much is the water level, how much 
is the fertilizer content of the field, and soil nutrient condition of the field. So, all of 
these things are possible with the help of IoT implementation in the food industry.

6.3.2  Utilizing the IoT in the Livestock Barns

In the livestock barns, sensors can help in monitoring the health parameters of dif-
ferent animals such as cows, buffaloes, and different other livestock, including 
sheep and goats. So, all of the life monitoring in real time is done using IoT-enabled 
devices. Automated feeding cycles can be set up with the help of IoT implementa-
tion, and diet control of these different livestock is possible with the help of IoT 
implementation. Automated temperature control in the brooding barns and hatchery 
is also possible with the help of suitable IoT implementation.

6.3.3  Utilizing the IoT for Equipment in the Food Industry

On the equipment level, IoT enables GPS tracking whenever these animals are mov-
ing around their exact location, and their position could be tracked. This is just an 
example; similarly, GPS could be used for tracking the mobility of different compo-
nents in the food industry. Drone-assisted field monitoring applications in agricul-
ture are quite common and are being implemented using IoT.

6.3.4  IoT for Maintenance in the Food Industry

In the food industry, IoT implementation can be done for maintenance. Sensors are 
embedded in different machines, such as farm machinery and tractors, to monitor 
their condition and performance and to detect whether any machine is going to go 
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down in the future. The early detection of warning signs, smart maintenance of 
these machines, and extending the lifetime of these equipment are possible with 
respect to maintenance in the food industry through IoT implementation.

6.3.5  IoT to Improve Margins in the Food Industry

IoT implementation in the food industry can improve the margins through predic-
tive analytics, spotting early warning signs, making well-informed decisions, and 
maximizing profits.

6.3.6  IoT for the Consumer

For the consumer, there are different initiatives; smart label is an initiative by the 
Grocery Manufacturers Association (GMA), which uses a QR code to provide 
product- related information to consumers. These consumers consequently can get 
information about the ingredient details of a particular food item, allergen exposure 
of that particular food item, nutrition, value, and other information.

6.3.7  IoT for the Product in the Food Industry

Consumers can scan the QR code to get details about the product; the product infor-
mation includes nutrition, ingredients, allergens, third-party certification, social 
compliance programs, usage instructions, advisories, and also safe handling 
instructions.

6.3.8  IoT for the Food Processing Factory

In the factory, IoT implementation can help different machineries in the food pro-
cessing industry and also aid different workers who are working in the food process-
ing industry to remain connected autonomously. This connectivity can help in 
gaining insights to improve the quality of the food product, the quality of the food 
processes, and so on, and consequently, they can also help in the reduction of the 
time to market (TTM).

6.3.9  IoT for Empowering the Workers in the Food Industry

IoT implementation in the food industry can also help in empowering the workers 
through augmented reality, safety glasses, and other wearable sensors, thereby 
increasing the overall productivity and efficiency of their processes, workers, and 
the machinery they are using.
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6.4  IoT Solutions for the Food Industry

We now discuss different IoT solutions [15] for the food industry.

6.4.1  City Crop

City crop is an intelligent indoor garden that provides intelligent indoor gardens to 
grow fruits, herbs, vegetables, greens, and edible flowers; they have implementation 
of automated climate control, automated livestock monitoring, and automated smart 
notifications that can be sent to the concerned stakeholders and also to the plant 
doctors.

6.4.2  Diagenetix

Diagenetix has the product bioranger which can help in detecting the presence of 
microbial diseases in the food. Bioranger is a small handheld device that connects 
with Android and instantly detects pathogens in the food.

6.4.3  Eskesso

Eskesso is a company that has the cooking sorcery which is basically for smart 
cooking. So, they have Wi-Fi-connected smart cooking device that can help in easy 
monitoring of the cooking status via the smartphone app. Smart cooking helps by 
placing the food packet and Eskesso device in a pot of water; selecting the recipe 
and starting via smartphone app one can get the food cooked in a smarter way 
through minimal involvement.

6.4.4  Culinary Science Industries: Flavor Matrix

Culinary science industry Flavor Matrix infuses foods and beverages with unique 
flavors; they collect data on the food ingredients, collect user data, and use different 
implementations of machine learning and data analysis to enhance the flavor of 
dishes and provide user-specific food and beverage pairing.

6.4.5  IntelliCup

IntelliCup is the smart cup solution which is a smart beverage vending machine 
which reduces the waiting time and increases the profit at beverage shops. These are 
like IoT-enabled cups which have NFC-integrated chips at the base of the cup, and 
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they connect the cups to the mobile banking platform and IntelliHead which is a 
modular dispensing unit. This NFC chip helps in connecting each user to a cup. So, 
the cups are usable and made with biodegradable material. There are separate apps 
for the merchants and the customers, the customers create IntelliCup accounts using 
the app, they transfer the funds to the e-wallet, and the cups are linked to the e- wallet 
by scanning a QR code via the app and docking the cup on the dispensing unit using 
the IntelliHead. So, customers enjoy the beverage that is finally produced through 
this smart cup.

7  Conclusion

In this chapter, we focused on IIoT and its applications in the food industry, manu-
facturing industries, and healthcare. Most of the industries are transforming glob-
ally. They have been mandated to transform to be Industry 4.0 compliant. And they 
are transforming towards the adoption of IIoT technologies. So, we discussed the 
different aspects of both Industry 4.0 and IIoT. We also focused on the requirements 
of IIoT and design consideration for IIoT. It makes the industrial processes much 
more efficient and autonomous. In all of the different applications of IIoT, the core 
technological ideas remain the same and cannot be changed. So, the only thing that 
changes is the type of sensors that would be used. The specific requirements that a 
particular industry has are mostly dealt with in the application level, and at the 
device level more or less the concepts remain similar.
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Chapter 6
An Interactive Analysis Platform for Bus 
Movement: A Case Study of One 
of the World’s Largest Annual Gathering

Emad Felemban and Faizan Ur Rehman

Abstract Analysis of traffic conduct, mainly in densely populated urban areas, 
provides an excellent opportunity to study traffic patterns and extract useful infor-
mation to help in planning and development. During activities that draw in a mas-
sive number of people, such as religious pilgrimages or sporting events, collisions 
of automotive traffic flows can result in interruptions and unsafe situations for the 
subjects, often creating chaos and congestion. The scenario becomes more ambi-
tious in Hajj when millions of pilgrims move in a restricted area during a fixed 
period of time. Hajj is a 5-day Islamic pilgrimage whereby millions of pilgrims 
from across the globe assemble in Makkah to perform a number of spatiotemporal 
rituals every year on fixed dates. This chapter presents an interactive platform that 
utilizes large-scale GPS traces to detect the motion of buses during Hajj. For a 
period of 2 months, GPS traces are gathered for over 17,000 buses used to carry 
pilgrims performing Hajj activities. An interactive big data platform was developed 
to analyze and visualize the massive amount of spatial data. The analysis was done 
for various stakeholders, including the bus companies. Using our map-based visual-
ization, they were able to visualize the movement of buses; identify drivers’ behav-
ior, speed violations, and location of the violations; and determine the quality of 
data provided by various AVL providers. The information extracted can be used to 
generate an intelligent transportation system featuring schedule, evacuation, sus-
tainability, resource optimization, and environmental and economic efficiencies to 
benefit stakeholders and improve the mobility of pilgrims throughout Hajj.
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1  Introduction

Hajj is an annual pilgrimage that millions of Muslims partake in every year. 
Mandatory for all healthy individuals of the Muslim faith, Hajj witnesses an atten-
dance of millions of Muslims from all over the world. In Fig. 6.1, you can see the 
map of the Mashaer area. It depicts Mina, Muzdalifah, and Arafat, where pilgrims 
perform various spatiotemporal rituals. During the pilgrimage, Muslims travel via 
multiple routes to perform a number of rites. For instance, on day 9 of Dhul Hijjah, 
all pilgrims travel to Arafat. There, they spend the entire day and perform several 
rituals till sunset. This continues in Muzdalifah—where pilgrims head next and pro-
ceed with the rituals till the next day. They move from here for more rituals to other 
parts of the area. This specific simultaneous mass transportation results in traffic 
jams and movement blockage.

Seamless traffic flow has a significant role in major activities being hosted in a 
region. These could be sports events, religious gatherings, or any other festival/
event. When traffic flow is not maintained properly, it could lead to catastrophic 
disruption and/or prolonged delays in all such events hosting a large crowd. There 

Fig. 6.1 Map-based distribution of establishments in Mashaer area (Mina, Muzdalifah, and 
Arafat), their assigned routes, and parking lots
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is an immense need for supervision and proper scheduling of traffic flow in such 
scenarios. However, officials cannot make appropriate conclusions while managing 
a huge volume of crowd movement. They need to manage the distribution and regu-
lation of pedestrians as well as traffic facilities while also handling and constantly 
monitoring other components like management measures, knowledge, and instruc-
tion to drivers. We have presented a case experiment [1] highlighting the manage-
ment and regulation of the pilgrim traffic during Hajj. The need to amplify pilgrim 
traffic movement through all scheduled places for rituals during Hajj is evident from 
this experiment. It is absolutely essential to not only inspect and investigate mobil-
ity behavior, especially during the Hajj pilgrimage, to effectively control the traffic 
movement during this time.

Pilgrims from different parts of the world are assigned different establishments. 
Mashaer is split into seven establishments with their specific camps, parking spaces, 
and dedicated routes to handle the movement of traffic, as depicted in Fig.  6.1. 
Additional measures like blocking connection to internal roads are also taken to 
help prevent a stampede due to high crowd movement in the area. With dedicated 
spatiotemporal rituals—including specifically marked areas and itineraries for 
movement—decision-makers will find it effective to make quick and convenient 
choices during an emergency.

This chapter presents an interactive platform for all stakeholders, which will 
make it easier for them to make decisions regarding improvements in the pilgrim 
movement while they are staying in Makkah. GPS-traced data from 17,000 buses 
allocated for pilgrim movement was fed to a big data framework to analyze and 
provide a variety of results effectively. We analyzed the data based on multiple con-
siderations, including the movement of buses, driver’s behavior, speed limit viola-
tion, and start and end points. This system uses the data to present an interactive 
visualization for end users to observe traffic activity at any and all hours of the day 
during the entire Hajj season.

This chapter summarizes our previous research [2, 3] and provides an interactive 
platform that helps visualize the bus traffic movement during Hajj post-analysis. 
Section 2 provides a detailed explanation of GPS data, process of analyzing, and big 
data. In Sects. 3 and 4, the focus is on data management and platform overview, 
respectively. While Sect. 5 presents the implementation and result, Sect. 6 is used to 
showcase the data analysis. Finally, Sect. 7 highlights the conclusion and lists the 
future challenges.

2  Literature Review

Managing a huge crowd along with transportation, especially in a controlled area, 
can be a challenging task. Moreover, during religious events like Hajj, interference 
with daily traffic is expected. In such a situation, recurring traffic jams are a sign of 
increased obstruction of traffic. This makes controlling crowd movement an even 
more arduous task for the officials who focus on ensuring that pilgrims enjoy their 
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travel experience. Now, scientists are looking towards GPS and big data analytics to 
envision and verify brand new solutions to help optimize traffic movement.

2.1  GPS Data and Analysis

On their route to Arafat and Muzdalifah and back to Mina by bus, it is common for 
pilgrims to get stuck in long queues of traffic. Over the last 10 years, there has been 
a massive increase in the number of pilgrims and, subsequently, buses. Now the 
roads and routes are incapable of handling this extra inflow, leading to severe traffic 
issues. With the help of the global positioning system, or GPS as it is commonly 
known, the first and most vital step is the identification of travel modes. Data quality 
test also evaluates data consistency. Measures like consistency satisfaction, reliabil-
ity, and status of completion are duly distinguished in general data output. Data loss, 
reduction, and dispute are also addressed and kept to a minimum [4]. With the prog-
ress of intelligent transportation systems (ITS), the importance of traffic data min-
ing is increasing as well [5, 6]. Recently, GPS technology has witnessed an extensive 
utilization because of which GPS-related vehicle data source is a treasured data 
source for ITS. However, it presents a challenge for data mining due to its volatile 
estate. Authors in [7] have utilized appropriate data density and data ideality to 
effectively provide an explanation of the quality of GPS traffic data, leading to the 
proposal of a multidimensional cube approach to data quality.

All over the world, GPS systems are used to a great extent and can easily provide 
long-term consistency along with apt semipermanent precision for location data. At 
the same time, it could be vulnerable to external disturbances like electronic signal 
jamming or something as simple as the loss of signal in a tunnel. The solution for 
this issue is using an integrated navigation system (INS) [8]. The authors in [9] have 
proposed a unique propagation neural network as a solution for various problems, 
including topology, atmospheric, and natural formations. All of this can be remotely 
monitored, and data acquisition is maintained with the help of GPS technology. The 
proposal for GPS data acquisition and analysis software over the IP platform is 
presented in [10].

During tawaf—the seven-time circumambulation of the Kaaba—GPS can quan-
tify both location and time with precision [11]. In [12], we have presented a spatio-
temporal model of the mobility of a pilgrim between Mina and Jamarat. This, then, 
can be used to construe the restrictions encountered by pilgrims during movement 
from one ritual place to another. Smartphones with sensors can be used to collect 
data which can be implemented for road quality assessment. In [13], the authors 
have done precisely this. They have evaluated various on-road phenomenon and 
driving incidents by collecting data with the help of smartphone sensors and analyz-
ing it on different parameters to recognize patterns. The authors in [14] have pro-
posed a unique data study of road conditions based solely on mobile GPS sensors 
and accelerometers. It is recommended to find the approximate travel speed on the 
GPS data retrieved from a road network by using machine learning techniques [15].
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The researchers in [16] showcase a complex study of the complete freight route, 
including the environmental impact of highways, as well as driver’s behavior, but 
using the proposed application to be used to collect GPS data. In [17], authors have 
proposed predictions of blockage in traffic based solely on trajectory data from 
GPS. In order to recognize various activities and trips, Fang et al. provides a dedi-
cated research scheme that detects information on the purpose and mode of trans-
port [18]. While in [19] authors have provided a GPS data-based solution for 
predicting the flow of traffic along with an application that simulates traffic, in [20], 
a proficient system has been developed that detects traffic congestions and accidents 
using real-time GPS data procured from trackers or smartphones of drivers.

2.2  Big Data

Big Data is, quite aptly, a big thing in research and technology these days. It is a 
collection of data from multiple sources, which not only is huge in volume but also 
witnesses exponential growth over time. Some of the most commonplace data pro-
cessing techniques are part of big data. It includes everything from artificial intelli-
gence to data mining, from machine learning to data fusion, and even social 
networking. Today, intelligent transportation system (ITS) analysis projects around 
the world are employing big data research. In [21], authors have analyzed the his-
tory as well as relevant features of both big data and ITS while also examining their 
relevance in ITS analysis.

Big data tech can solve a number of problems and help cut costs if it is incorpo-
rated into urban transport systems, especially smart systems. It can help automate 
operations of the network while also improving the efficacy of problem-solving. It 
is a central repository of massive data that is free to be analyzed for anything and 
everything using various data mining techniques. In [22], the value of big data tech, 
especially in intelligent public transport systems, is discussed in detail.

Users can now be provided with greater opportunities to deliver smart services 
now than ever with the help of ITS, especially with great advancement in big data 
and the Internet of Things (IoT) [23, 24]. In [25], the case study proposed a smart 
intelligent transportation system by applying big data technology capable of han-
dling real-time issues such as location tracking and parking. In [26], the authors 
proposed a novel technology that amalgamates IoTs and intelligent transportation 
systems in order to improve the current transportation systems. The methodologies 
[27, 28] make use of the sensors that closely observe the environment to notify the 
drivers about the positioning of the device and its particulars that helps to display 
the ongoing bus path to the passengers. Therefore, the proposed technology regu-
lates the number of tickets acquired as it determines its effectiveness.

Over the last few years, ITS has managed to generate a massive amount of big 
data only on traffic. This poses a unique problem of scalability whenever road traffic 
data is being analyzed and investigated. In [29–31], authors have used MapReduce 
to overcome a similar problem and help generate a precise visualization so that 
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traffic information is available effectively. This allows users to discover required 
information quickly, like weather trends and other related things. The authors have 
suggested a timeline analysis for traffic big data in [32], and a dynamic predictive 
algorithm to analyze big data in [33]. Together, these will help enhance traffic fore-
casts in real time.

While big data helps in resolving real-world problems like transportation, a sub-
stantial amount of information is required for it. Visual analysis of transit systems, 
crowdsourcing, and other data-based services are needed to provide viable solu-
tions. In [34], authors have summarized the various sources, approaches, and appli-
cation systems required.

The automotive sector views each automobile on the road as a unique data 
source, as does transport engineering. This leads to massive data imports. When it 
comes to various data obstacles like range, value, velocity, and quantity, big data 
provides an umbrella concept to deal with it effectively. In [34], authors have also 
suggested a distributed data model that works around these problems by creating a 
different design option for each data processing step.

The IoT in ITS plays a crucial role using advanced technologies for off-line 
analysis and real time, such as live tracking, seat availability, smart parking, and 
many more. In Hajj, millions of individuals—pilgrims—traverse from one place to 
another at the same time to perform certain specific rituals. This makes for a unique 
event. The state-of-the-art systems have been designed to mine and analyze the 
city’s GPS data from buses and taxis. However, during Hajj, buses on both sides of 
the road move in the same direction, which creates a peculiar problem and requires 
a different approach to tackle the issue by considering the large gatherings, spatio-
temporal rituals, road capacity, and routes.

3  Big Data Components

In order to develop any system, data is the key and the primary source. Usually 
obtained from multiple channels like cameras, sensors, and IoT devices, stored on a 
variety of local servers or on clouds and in different formats, this data needs to be 
handled with expertise. This is where big data comes in.

The steps of big data are shown in Fig. 6.2. The first step in any data management 
process is preprocessing. This involves the removal of irrelevant data and complet-
ing any missing data. Data mining requires the use of data transformation to ensure 
processes like attribute selection, discretization, normalization, and hierarchy gen-
eration. Data reduction can be a long-drawn process since it analyzes massive 
amounts of data; however, it is absolutely essential since it helps increase storage 
efficiency and reduces the cost of analysis. It employs processes like data cube 
dimensionality reduction, aggregation, numerosity reduction, and attribute subset 
selection. Thereafter, depending on the type of data, it can be presented as tables, 
graphs, or charts.
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3.1  Data Collection

Automatic vehicle location (AVL) is used to collect data during the Hajj season. 
Data from 20,380 buses were collected from 10 AVL service providers by the 
Ministry of Hajj and Umrah. The official transport authority of the Ministry, Naqaba, 
was our main source of the data. We collected approximately 737,145,410 location 
history records, including data from 20,000 buses, operators of these buses, their 
offices, companies, garage, establishments, various zones, and movement stages. 
This data was then arranged in 98 relational tables. Location history, with record_id, 
bus_id, company_id, angle, latitude and longitude, as well as GPS signal, speed, 
and finally record_time, is depicted in Table 6.1.

Figure 6.3 provides more detail on the dataset that has been used in this case 
study. The MYSQL data has not been cleaned properly, and as such, quite a bit of it 
is rendered redundant. It requires better cleaning and preprocessing. In Fig. 6.4, the 
relationships between buses, offices, establishments, and zones are depicted. It 
should be noted that this data is most important and absolutely essential for the 
calculation of bus count as per establishment and routes.

Fig. 6.2 Big data framework
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3.2  Data Storage

Collected from multiple AVL sources, the data is stored in a distinct MySQL data-
base. From there, it is transferred and converted to MS SQL server dump format. 
From here, a single query may take as long as 15 minutes, or in certain cases even 
longer, to retrieve or access.

3.3  Data Preprocessing

Preprocessing is one of the most significant and time-taking steps of data analytics. 
The gathered data may not always be in the correct format, or it may contain redun-
dancies and missing information. This is where data preprocessing comes in. When 
applied to existing data, it creates ranges out of various variables. Furthermore, data 
cleaning is applied to fix some missing and/or incorrect information.

3.4  Data Transformation

Before we can begin the analysis, data transformation is an essential step as it helps 
transform existing data into a new set of attributes. This helps in making an analysis 
of this data. From the records of 20,000 buses, we were able to acquire some impor-
tant data points that were missing. With the help of data cleaning and data extraction 
techniques, we were able to successfully extrapolate these data points. We were 
even able to obtain some new features, for instance, the total distance that the buses 

Table 6.1 Violation details of bus no. 1

Start timestamp End timestamp
No of consecutive 
observations

Violation duration in 
seconds

In 
minutes

2018-08-23 
04:47:44

2018-08-23 
04:55:44

2 480.0 8

2018-08-23 
06:05:46

2018-08-23 
06:13:45

2 479.0 7.98

2018-08-23 
06:31:55

2018-08-23 
06:31:55

1 0.0 0

2018-08-24 
05:51:27

2018-08-24 
05:51:27

1 0.0 0

2018-08-25 
06:29:29

2016-09-25 
06:37:29

2 480.0 8

2018-08-25 
11:43:35

2016-09-25 
12:19:36

17 2161.0 36.01

2018-08-25 
12:29:43

2016-09-25 
12:35:37

3 354.0 5.90
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traveled or the distance between the buses. We could even calculate the speed of any 
bus at any given point of time. With the help of these extra data points, we were able 
to compute even more data points, like the total distance that each bus under a cer-
tain establishment traveled in a certain area and even the time a bus spent in any 
parking. With the help of data transformation, all this and more was possible. We 
now had all bus routes, parking spots, bus stations, and complete routes that each 
establishment was running as well as the location of their offices.

Fig. 6.3 Summary of 
dataset

Fig. 6.4 ER diagram of the partial schema
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4  Platform Overview

All the data received from Naqaba—which is the official transport authority of the 
Ministry of Hajj and Umrah—is saved in the MS SQL format for data analysis. 
However, in this format, even the most basic query can take 13–15 min easily, which 
is very inefficient for our study. We took this data and put it in the big data platform 
using a Cassandra cluster to speed up the process. In Fig. 6.5, you can see that we 
developed a high-level view to analyze this data in a big data platform.

MS SQL service and master data service are both covered in the data lake layer. 
While MS SQL contains the data received from Naqaba, for visualization purposes, 
we use the master data. This is how various data points like offices, establishments, 
or even bus numbers are visualized.

The big data layer is composed of two elements—one is a Cassandra cluster and 
the other is what is known as the big data aggregation service. Cassandra cluster is 
used to clean the location history data since it uses a NoSQL database management 
system and a distributed wide column store and improves the competency and scal-
ability of the given data. This also helps remove any noise as it uses an ETL engine. 
As for the big data aggregation system—it is nothing but a combination of Presto 
and Hadoop. Presto can easily analyze queries based on data in the HDFS, or 
Hadoop Distributed File System, format. Social media giants like Facebook employ 
the use of Presto in their operations. The major difference between Hadoop and 
Cassandra lies in how they perform analyses. While Cassandra handles queries 
based on time, Hadoop is for queries based on batch.

REDIS is an in-memory arrangement store, used as a distributed, in-memory 
key-value database, cache, and message broker, with optional durability. It supports 
different sorts of abstract data structures, like strings, lists, maps, sets, sorted sets, 
HyperLogLogs, bitmaps, streams, and spatial indices. Using REDIS cache helps 
improve the system’s overall performance.

Fig. 6.5 Overview of the platform
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For any front-end requests, Naqaba REST API has enlisted various APIs. This 
works by front-end calling the API upon receiving a request. From there, data is 
fetched from various services, including REDIS cache big data aggregation as well 
as master data services. Thereafter, the front end visualizes this data and provides 
results. By using this interface, an end user can select various variables like the 
office (Maktab), establishments (Mosasa), their number, bus number, the company, 
and even the route and access their results in a visualized manner.

5  Implementation and Results

In order to be able to visualize the movement of 20,000 buses, it was imperative to 
develop the big data-based interactive platform. It is capable of performing numer-
ous analyses like identification of driver’s behavior, violations of speed, and their 
area with the help of simple map-based visualizations. For this platform, all front- 
end implementation is handled by a leaflet JavaScript superimposed on Google 
Map’s layer. Python coding is used for ETLs and back end, and for REST APIs, 
application server’s queries are handled in PHP. The Cassandra cluster has been 
given two dedicated nodes with 100GB exclusive storage and a fast 4GB RAM. The 
workstation powering this system is equipped with an Intel Xeon CPU E5–1620 v2 
@ 3.70 GHz processor, 64 GB RAM, and a 2 TB SSD storage for effective comput-
ing. By simply increasing the dedicated nodes for the Cassandra cluster, the entire 
platform can be scaled up to enable the storage of data from yet another Hajj season 
for the purpose of comparison or machine-language algorithmic prediction.

Once all the data of 20,000 buses were transferred from MS SQL to the big data 
platform, for the queries that used to take a long time with MS SQL, the speed 
increased exponentially. For instance, queries that earlier took a few minutes were 
now resolved within 300 milliseconds with Cassandra’s two nodes. Figure 6.6 is a 
depiction of the query response time of five buses once it is migrated to our big data- 
based platform.

In Fig. 6.7, you can see the front end of the platform developed for end users to 
visualize bus movement with the help of GPS-traced data. It contains the data of all 
the buses that were used during the 2018 Hajj pilgrimage (1439H). Similarly, in 
Fig. 6.8, you can see the panel that end users can use to easily filter the data based 
on numerous parameters like bus number, establishment, and offices. They can also 
track the bus location (within the boundary or not) and movement (moving or 
parked).

Let us look at some more visualizations now. Figure 6.9 showcases various GPS 
data points for all the buses allocated to the South-East Asia Establishment during 
the 2018 Hajj. Figure  6.10 is a representation of other notable features. These 
include (a) the number of buses that were allocated to each office, (b) all the data for 
the specific company-owned buses, and (c) data extraction as well as visualization 
within a user-specified boundary as well as its last known location, whether it was 
in the Mashaer region or outside. The red points indicate parked vehicles, whereas 
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green points are indicative of vehicles on the move. Moreover, Fig. 6.11 provides an 
interface to visualize the movement of an individual bus by clicking on the bus 
number as shown in Fig. 6.11.

6  Data Analysis

This section is dedicated to the analysis of the data based on the speed of the bus in 
order to understand various other parameters like driver’s behavior, violations, and 
the area of these violations with the help of data visualization on the map. In 

Fig. 6.6 Buses query time on our platform

Fig. 6.7 Interactive platform to visualize the buses data
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Fig. 6.12, you can see the speed profile of any driver who was employed during the 
2019 Hajj pilgrimage in the form of a timeline. In this particular figure, it is clear 
that bus no. 1 maintained varying speeds throughout the Hajj pilgrimage of 2018 
and reached a maximum of 102 km/h, while the minimum speed at any point beyond 
the specified limit for this bus was 81 km/h.

The likelihood of speed violations is quite high. In Table 6.1, we have presented 
the duration of any violation in minutes and seconds with the help of beginning and 
ending timestamps. This was possible only by identifying various bus speeds and 

Fig. 6.8 Filter panel of the 
interactive platform

Fig. 6.9 Zones and parking lots in Mashaer area based on the establishment
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continuous observations of instances where the speed exceeded the limit of 80 km/h. 
Now, in order to provide an in-depth analysis of this data, we will classify each 
violation into respective categories based on their duration in Table 6.2.

In order to identify the intensity of any violation of the common locations, we 
have used heat and geo maps, as depicted in Figs. 6.13 and 6.14. It is clear that the 
bus has 145 violations while exiting Jeddah on the Makkah-Madinah highway.

Fig. 6.10 Features of the platform

Fig. 6.11 Movement of the individual bus
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7  Conclusion

The Hajj pilgrimage is an incredibly challenging event for the organizers and all 
those involved. It is not easy to control the movement of millions of pilgrims as they 
travel from one place of ritual to another. Held in Makkah, Saudi Arabia, this pil-
grimage is the most important pilgrimage a Muslim person makes in their entire 
life, and for many, it is only a once-in-a-lifetime opportunity, making it even more 
challenging for organizers to ensure that they have a safe, peaceful, and enjoyable 
time during their stay. The possibility of a stampede when such a huge crowd is 
moving from one place to another is extremely high. In this study, we have pre-
sented a unique interactive platform that can track the movement of all the buses 
during the Hajj and provide numerous solutions in the process. In our prototype, we 
studied the movement, routes, parking spaces, establishments, offices, travel times, 
speeds, and violations in the Mashaer area at different and multiple times during the 
day for the entire period of the Hajj pilgrimage. We successfully identified the best 
and worst drivers, the areas with the most violations, and the companies with the 
best and worst records. We have successfully demonstrated that our platform is fit 
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Fig. 6.12 Driver’s behavior (speed timeline)

Table 6.2 Violations classification

Severity Explanation

Once Some violations do not have continuous number of violating observations. These 
violations occur only in single observation, so we cannot get a starting timestamp and 
ending timestamp, so we call it once

Normal If the violation’s duration is less than 10 minutes, then we call it Normal violation
High If the violation’s duration is between 10 and 20 minutes, then we say it is high
Severe If the violation’s duration is more than 20 minutes, then we say it is severe

6 An Interactive Analysis Platform for Bus Movement: A Case Study of One…
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Fig. 6.13 Bus violations 
heatmap

Fig. 6.14 Bus violations 
frequency
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for storing, analyzing, and visualizing big spatial data. This can be amazing for all 
stakeholders, organizers, and decision-makers working in the area of intelligent 
transport systems all over the world. In the future, we hope to evolve this into a 
capable predictive system with the help of machine learning, so that analytics like 
pickup and drop-off time and travel time for each shuttle can be calculated in 
real time.
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Chapter 7
Vehicle Payload Monitoring System

Nishant Yadav, Nishita Yadav, and Anjali Garg

Abstract In the present day, the dashboard of most vehicles consists of a speedom-
eter, a temperature indicator, a pressure indicator, and fuel gauges. No provision has 
been provided for indicating load on the vehicle. The load of the vehicle is measured 
in the specific weight range. This chapter presents the hardware implementation of 
sensing of the load on the vehicle and displaying on the LCD wherein the deflection 
of leaf spring is used to measure the load. The load will get displayed on the display 
module which will be integrated in the driver cabinet. Automatically calculating or 
estimating the total payload delivered to the vehicle by the excavator’s work tool is 
one way to measure the total weight of the material loaded into a truck. This 
approach of measuring the load on the vehicle has proved to be effective in solving 
many issues related to drivers, vehicle owners, and government along with provid-
ing various safety measures. The hardware developed in this chapter will help in 
keeping track of the total weight of each payload.

1  Introduction

Owing to the expansion of the vehicle transportation system and concerns that we 
lack accurate vehicle payload measurements, a system that can measure the vehi-
cle’s onboard weight at any time has become important in recent years. It is critical 
to build and incorporate modern systems for monitoring and controlling these 
devices to make fast decisions and integrate planning. Furthermore, transportation 
management strengthened because of increased rivalry between modes of transpor-
tation and businesses, resulting in a rise in the number of fully loaded trucks and 
their full weight. There have been a lot of illegally loaded vehicles recently, and 
road damage is directly proportional to the axle weight to the fourth power. 
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Traditionally, vehicle weights were weighed and obtained by putting the vehicle on 
a scale while it was stationary.

Therefore, making a system that can measure the weight of the vehicle with the 
extra load seems to be necessary. The load on the vehicle is sensed and shown on the 
LCD in this project, and the load is measured using the deflection of the leaf spring. 
At four different locations on the chassis, four ultrasonic sensors are bonded. By 
measuring the height between the chassis and axle, ultrasonic sensors are used to 
measure the deflection caused by the load. With the assistance of the control unit, 
the algorithm can transform the height difference measured by the sensor into the 
load applied to the chassis. The load (result) will be shown on a display module that 
will be built into the driver’s cabinet. The weighting of vehicles and their geographi-
cal position will be very important to use in many departments and organizations, 
particularly municipalities that use vehicles.

2  History

The current rate of growth in the logistics sector, as well as the increasing global 
population, necessitates the use of many more vehicles. As a result, vehicle over-
loading is becoming more severe. As a result, vehicle overloading is to blame for 
India’s rapid degradation of highways. The rise in traffic accidents caused by vehi-
cle overloading has become one of India’s most pressing traffic management con-
cerns. When measuring a car, a conventional static weighing device is used. 
Established weighing technologies, in which measuring devices must be mounted 
in the concrete of roads to calculate vehicle weight, have a number of unanswered 
issues. They are inconvenient to maintain as a result of this. In India, heavy-duty 
vehicles do not have easy access to weighing stations.

2.1  Existing Solution

 1. A simple system that uses strain gauges as a sensing element to display vehicle 
load on an LCD: But this system is not very effective as load cells are fragile 
and costly.

 2. A device that utilizes the innovation to provide a more precise method for moni-
toring the vehicle’s weight and/or load-based tire pressure: Different tire pres-
sures in a truck, on the other hand, are rare. Furthermore, when the car is 
accelerated, motion-induced heating causes these tires to have different tire pres-
sures. As a result, correct weight estimation is not possible.
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2.2  Proposed Solution

This chapter describes the implementation of a device wherein the load on the vehi-
cle is sensed and displayed on the LCD where the deflection of leaf spring is used 
to measure load. Four ultrasonic sensors are bonded onto the chassis at four differ-
ent places. Ultrasonic sensors are used to measure the deflection caused by the load 
by measuring the height between the chassis and axle. After the sensor measures the 
height difference, the algorithm will convert this height difference into the load 
applied on the chassis with the help of the control unit. The load (result) will get 
displayed on the display module, which will be integrated in the driver cabinet.

2.3  Software Algorithm: Arduino IDE

All Arduino boards can be interfaced using an integrated programming environment 
(IDE) that is open-source called Arduino IDE, which is supported by Windows, 
Linux, and Mac OS X. This IDE can be used to build and upload programs to the 
Arduino Board.

2.4  Advantages

 1. Low-cost solution, hence affordable.
 2. Portable.
 3. Continuous net payload measurement to notify any pilferage, especially when 

vehicle is stopped.
 4. Progressive net payload measurement to reduce the time taken for loading/

unloading and improve productivity especially in B2B transportation.
 5. Ensure correct loading specially to meet regulations.
 6. Improve productivity and save penalty especially in market load operations.
 7. Correct loading.
 8. Prevent accidents and improve the safety of the driver.
 9. Improve vehicle life and reduce downtime.

2.5  Limitations

 1. Arduino boards require constant power to run.
 2. The system needs to be swamp-proof, so that it becomes more durable.

7 Vehicle Payload Monitoring System
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3  Hardware

This section presents the whole framework, from the Arduino Uno board to the 
appliance. The data to the Arduino is provided by the integrated system using 
Arduino Uno board and ultrasonic sensors which provides data to Arduino and out-
put from it is displayed on the LCD.

3.1  Arduino Uno

The Arduino Uno microcontroller board is built using the ATmega328. 6Mhz 
ceramic resonance, 6 analogue channels, USB connection, ICSP header, restart but-
ton, 14 optical I/O pins, and an ICSP header are among the features [1]. It is quite 
easy to use this board in different applications since everything is included on the 
board that supports the microcontroller and can be operated simply using a USB 
connection to connect to a computer device to configure and operate the board. The 
Arduino software may be used to program the UNO (IDE). To import fresh pro-
gramming without the need for an external hardware programmer, select “Arduino 
UNO” from the toolbox > Board’s menu (depending on the microcontroller unit 
(MCU) on your board). It comes pre-programmed with a boot loader. It connects 
through the STK500 protocol (reference, C header files). Many machines provide 
an additional layer of protection in the form of a fuse that provides internal guard-
ing. Now, if more than 500mA is added into a USB connection, the fuse would 
immediately blow. Until the short or overload is eliminated, the link is left in place.

3.2  JSN SR04T Sensor

With a range of 20 cm–600 cm and a precision of 2 mm, the ultrasonic measurement 
module JSN-SR0T4-2.0 allows for quasi-distance measurement; the module con-
tains a transceiver and control circuit for an integrated ultrasonic sensor. The JSN- 
SR04T- 2.0 module from the division is used in mode one. Any MCU on the market 
employs an industrial grade optimized ultrasonic probe that is waterproof and pro-
duces a consistent yield. The module’s accuracy is consistent, and the distance cal-
culation is precise. SRF05, SRF02, and other ultrasonic rangefinder modules from 
other countries are equivalent. Great level of accuracy module, blind (20 cm), and 
the device’s recommended limit are solid foundations for success on the market [3]. 
Following are the benefits of the sensor. Table 7.1 shows the datasheet of the ultra-
sonic sensor.

 1. Compact size
 2. Ease of use
 3. Low-voltage power
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 4. Low power usage
 5. Estimation with extreme accuracy
 6. Effective anti-interference
 7. Inbuilt closed waterproof cable probe
 8. Perfect for muddy, difficult-to-measure conditions

Function Description:
MODE 1: Below is a description of the design [2].

The fundamental functioning principle:

 i. TRIG activation range TO 10us high letter utilizing IO port.
 ii. A signal to come back, the ECHO output out from IO port, a high stage, and a 

high time is the ultrasonic cycle from release to return time. Analyzing dis-
tance= (high time * sound speed (340M/s)) / 2.

 iii. If you are unable to produce the echo (for example, whether the measurement 
range has been crossed or whether the probe is not on the object being tested).

 iv. After 60 seconds, whether the measurement is right or otherwise, the ECHO 
port will fall, signaling the conclusion of the measurement.

 v. As the module is illuminated, the LED indicator, also known as a non-power 
indicator, receives the light, indicating that the module is operational.

An individual transmits and reflects a brief ultrasonic pulse at time 0. This signal 
is received by the sensor, which transforms it into an electric signal, as shown in 
Fig. 7.1. As the echo fades, the next pulse will be broadcast. The cycle timeframe is 
the name given to this period. A minimum cycle time of 50 ms is recommended. The 

Table 7.1 JSN-SR04t Sensor datasheet [2]

Pulse width output/serial output

Output voltage DC 3.0-5.5 V
Working current Less than 8 mA
Probe frequency 40 KHz
The longest range 600 cm
The most recent range 20 cm
Accuracy in distance (+-)1 cm
Resolution 1 mm
Angle measuring 75o

Enter the signal for the 
trigger

1, the serial port to deliver instructions 0x55 10⎧s above the TTL 
pulse 2

Echo signal at the output Output pulse width level signal, or TTL
Wiring 3–5.5 V (power positive)

Trig (Rx)Rx
Echo (output)Tx
GND (power supply negative)

Product dimensions L42*W29*H12 mm
Temperature of activity −20o to 70o

Color of the product PCB board is used
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diameter of the echo pulse, which can be calculated using the method above, is 
equal to the predicted distance. If no impediments are discovered, the output pin 
will produce a high-level signal for 38 ms.

MODE 2: The pattern is described below:

The TTL level’s serial output format for automated output distance loop the 
100 MS module, the unit is in mm. Serial baud rate: 9600, n, 8,1. The range is per-
formed every 100 ms inside the module when the module is turned on, and one 
frame is generated from the pin TX, comprising four 8-bit data. The format of the 
frame is shown by Eq. 7.1 [2]:

 0XFF HDATA LDATA SUM� � �  (7.1)

 1. 0XFF: used to determine which frame to use to begin the results.
 2. H DATA: the upper 8 bits of the distance data
 3. L DATA: the lower 8 bits of the distance data
 4. SUM: data and for the effect of its 0XFF + H_DATA + L_DATA = SUM 

(only low 8)

MODE 3: When using the serial port:

When you toggle on the module, it goes into standby mode. Serial port baud rate: 
9600, n, 8,1 TTL level serial output format. The module starts ranging and outputs 
one frame with four 8-bit data from pin TX when the RX port receives the 0X55 
instruction. The frame format is shown in Eq. 7.2:

 0XFF HDATA LDATA SUM� � �  (7.2)

 1. 0XFF: used to determine which frame to use to begin the results
 2. H DATA: the upper 8 bits of the distance data
 3. L DATA: the lower 8 bits of the distance data
 4. SUM: data and for the effect of its 0XFF + H_DATA + L_DATA = SUM 

(only low 8)

Trigger Input

TTL of 10 �s

Sonic Burst
from module

Echo Output
Signal

Send eight square waves of 40 kHz

The echo level output
is proportional to the
detection distance

Fig. 7.1 Ultrasonic timing diagram
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Description: If the data is not measured or the module is out of range, in the inac-
tive region, the module returns the nearest distance value. If the data isn't measured 
or the module is out of limit, it returns 0.

The LED indicator, LED non-power indicator, will receive the 0X55 trigger sig-
nal once the module is lighted, showing that the module is functioning [2].

3.3  LCD Module

As a result of their minimal expense, wide accessibility, and programmer friendli-
ness, LCD modules are regularly utilized in embedded projects. We have always 
seen these screens, whether on PCOs or calculators, in our everyday lives. Let us get 
a bit more technical now about the appearance and pinouts that we have already seen.

It is known as a 16 x 2 LCD because it has 16 columns and 2 rows. There are a 
variety of LCD sizes available, including 8 x 1, 8 x 2, 10 x 2, 16 x 1, and so on, but 
the 16 x 2 LCD is the most common. As a result, there will be a total of (16 x 2=32) 
32 characters, each of which is made up of 5 x 8 pixel dots. The details and pin 
configuration are shown in Table 7.2.

3.4  I2C Model

I2C incorporates best SPI and UART characteristics. If we use I2C, a single master 
can link multiple slaves (like SPI), and also several masters may manage a slave or 
more. This is hugely advantageous when many microcontrollers are required to 
single-card log data or text projection solely on one LCD. Similar to UART com-
munication, two wires for data transmission are included in I2C among devices:

The master and the slave use the line SDA for transmitting and receiving data, as 
shown in Fig. 7.2.

Serial Clock Thread (SCL): This is the line where the clock signal is stored.

3.5  How I2C Works

For data transmission, I2C employs messages. Data frames are used for dividing 
texts. Each message consists of a binary address framework and one or more frames 
of data containing the material needs to be sent. The message also contains start and 
stop terms, reading/writing bits, and ACK/NACK bits between each frame of the 
data. The SDA line must switch from high to low voltage before the SCL line can 
switch from high to low voltage. After the SCL line flips, the SDA line switches 
from low to high voltage which is the stop condition. When the master wishes to 
communicate with a slave, the address frame is a 7- or 10-bit sequence that uniquely 
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identifies the slave. Each frame in a post is followed by an acknowledge/no- 
acknowledge bit. When an address frame or data frame is successfully received, the 
receiving device sends an ACK bit to the sender.

Addressing: As I2C is slave-free, certain lines such as SPI necessitate a particular 
way of notifying the slave that sends data instead of another slave. While address-
ing, this process is done. The first frame is always the address frame after starting a 
new post. The address of the slave with whom it desires to speak is sent to any slave 
related to the master. Following that, each slave compares the master’s address to its 
own. When the addresses correspond, the master will get a voltage drop in ACK bit. 
The slave does nothing until the addresses do not match, and the SDA line still 
seems to be active.

Table 7.2 LCD pin diagram

Item 
No. Pin name Description

1. VSS (ground) System ground is attached to the ground pin.
2. Vdd (+5 Volt) +5V is used to power the LCD (4.7V-5.3V).
3. VE (contrast 

V)
Determines the display’s contrast ratio. To get the most comparison, it 
was grounded.

4. Register 
select

Shifts between command and data registers when connected to a 
microcontroller.

5. Read/write Data can be written or read with this device. To write data to the LCD, it 
is normally grounded.

6. Enable For data acknowledgment, it was connected to a microcontroller pin and 
it toggled between 1 and 0.

7. Data Pin 0
Data Pin 1
Data Pin 2
Data Pin 3
Data Pin 4
Data Pin 5
Data Pin 6
Data Pin 7

The 8-bit data line is formed by data pins 0–7. They will send 8-bit data 
while attached to a microcontroller.
In this case, these LCDs can be used in 4-bit mode. Pins 4, 5, 6, and 7 
will be left unconnected.

8. LED 
positive

Backlight LED pin positive terminal.

9. LED 
negative

Backlight LED pin negative terminal.

Fig. 7.2 I2C Master and 
Slave [4]
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3.5.1  Steps of I2c Data Transmission

 1. The master delivers a starting state to all linked slaves, flipping the high to 
reduced voltage SDA line prior to switching the high to low SCL line.

 2. The master transmits a read/write bit to the slave you want to connect with a 7- or 
10-bit address.

 3. If the addresses are appropriate, the slave transmits a bit of ACK by holding 
down the SDA line for a bit. The slave sets the SDA line as huge when the 
address of the master doesn't match the slave’s address.

 4. The master provides the data framework or gets it.
 5. The receiving device starts sending an ACK bit to the sender to recognize that the 

frame is received correctly.
 6. Before switching SDA high to interrupt data transmission, the master conveys a 

slave’s stop condition by switching SCL high.

4  Flowchart and Schematic Diagram

The working of the project is shown in Fig. 7.3. Due to the onboard load, there is a 
deflection in the leaf spring. We measure the distance from the chassis frame to the 
ground before and after the deflection is measured with the help of ultrasonic sen-
sors on each corner. The data read by the ultrasonic sensors is then used to get the 
final load with the help of the principle of deflection of leaf spring which will be 
discussed later. The calculated load or the final load is displayed on the LCD.

4.1  Schematic Diagram

A schematic diagram of the proposed model is shown in Fig. 7.10
Connections of ultrasonic sensors with Arduino Uno are shown in Fig. 7.4.
Here:

 1. The Rx pin of the ultrasonic sensor 1 is linked to pin 2 of the Arduino, while the 
Tx pin is linked to pin 3 of the Arduino.

 2. The Rx pin of the ultrasonic sensor 2 is linked to pin 4 of the Arduino, while the 
Tx pin is linked to pin 5 of the Arduino.

 3. The Rx pin of the ultrasonic sensor 3 is linked to pin 6 of the Arduino, while the 
Tx pin is linked to pin 7 of the Arduino.

 4. The Rx pin of the ultrasonic sensor 4 is linked to pin 8 of the Arduino, while the 
Tx pin is linked to pin 9 of the Arduino.
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4.2  Block Diagram

Block diagram for the proposed model is shown in Fig. 7.5.

5  Serial Communication

There are many sorts of information that devices need to communicate among each 
other. These devices use special protocols designed for their communication. 
Different modules use these various protocols. One of such protocols called 
Universal Asynchronous Receiver and Transmitter is presented in this section.

Binary Number Systems Digital signals are used to transfer data across devices. 
Hence, the first thing that needs to be discussed is the form of the data that is being 
transmitted. A digital signal has rapid switching between high and low signals. The 
highs are represented by 1 and in unipolar signals low is represented by 0 and are 

III FLOWCHART AND SCHEMATIC DIAGRAM

Deflection of leaf spring

Sensor measuring the distance between chassis and axle

Multiplexing channel selector

Analog to digital convertor

Binary to ASCII conversion

Transmitting date to LCD (Display)

Calculating Load

Display total Load

LCD
Initialization

Fig. 7.3 Flowchart of the working of the proposed model
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called bits. A sequence of such 1s and 0s form data that a microcontroller can inter-
pret; if a sequence consists of 8 bits, then it is called a byte. For example: 10111001 
is a byte. Streams of bytes are transferred as data from one device to another.

Fig. 7.4 Schematic diagram of the proposed model

Fig. 7.5 Block diagram for the proposed model
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Protocols of Communication For ensuring compatibility, there are only three 
main protocols of communication used widely across the electronics and electrical 
engineering community. This allows many devices to communicate freely with each 
other. Their protocols are namely UART, SPI, and I2C. UART is the protocol used 
in the proposed model which is as follows:

5.1  UART

One of the protocols that transmit sequential bits and hence communicate serially is 
Universal Asynchronous Transmitter/Receiver. There is a requirement of one pin 
that transmits data and one pin that receives data, in the construction of a device that 
follows UART. This forms a serial port through which communication takes place. 
On the UNO board, there is a port dedicated to being used for communication 
through UART Protocol. This port consists of two pins GPIO 0 and GPIO 1 which 
can be connected to other devices for communicating. The software library for 
serial communication can be used while coding to access these ports. The asynchro-
nous communication protocol does not transmit data depending on a clock. Rather 
it sends data and start and stop bits so that the other device can know when a stream 
of data begins and ends. Hence, the data is not dependent upon the clock settings of 
the sender and the receiver, so the scope of receiving and interpreting data as it was 
sent is higher.

6  Structured Approach

A structured approach for designing and implementing the proposed model is 
shown in Fig. 7.6.

7  Working Principle

The leaf spring is appended to the vehicle’s hub. The entire vehicle load is on the 
leaf spring. With a basic pin association, the front finish of the spring is connected 
to the edge, while the back finish of the spring is connected with a shaft. The shackle 
is the flexible connection between the eye and the casing of the leaf spring [5, 6]. 
The components of the leaf spring are displayed in Fig. 7.7, where b is the width of 
the plate and L is the length of the plate or distance of the load W from the canti-
lever end.

Leaf springs are shaped like level plates (otherwise called level springs). The 
advantage of the leaf spring over the helical spring is that, notwithstanding the 
energy-retaining instrument, it is directed along a definite course. Notwithstanding 
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shocks, the leaf springs could therefore deal with side burdens, slowing down force 
and driving force. In the proposed model, a solitary plate is joined to one end and 
stacked to the next. The plate might be utilized as a level wellspring [7]. The por-
trayal of the case outline before and after applying weight is displayed in Figs. 7.8 
and 7.9, respectively. The avoidance brought about by the load is used to get wanted 
outcomes as given in Eq. (7.3).

 

� deflection
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� � � � �

� �
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8
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3

 (7.3)

where

Fig. 7.6 Structured approach for designing and implementation

Fig. 7.7 Elements of leaf spring
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W=Maximum load on the spring
n=Number of leaves
L=Length of the spring
t=Thickness of the leaves
b=Width of the leaves
E = Modulus of elasticity

Equation (7.3) shows the maximum deflection by the leaf spring.

7.1  Conceptual Model

The design of the proposed model is shown in Fig. 7.10. The chassis design is built 
at the starting stage of the project to calibrate the desired results.

Figure 7.11 gives the overall placement of the ultrasonic sensors and the control 
system is shown.

8  Hardware Implementation of Proposed Model

This section presents the hardware implementation of the proposed model. The 
placement of the ultrasonic sensor under the frame is shown in Fig. 7.12. To design 
a chassis frame was part of the proposed model to test and calibrate the results. The 
chassis frame design is shown in Fig. 7.13.

Fig. 7.8 Depiction of chassis frame before adding load

Fig. 7.9 Depiction of chassis frame after adding load
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Fig. 7.10 Conceptual model of a chassis design

Fig. 7.11 Conceptual model of the sensor placement under the frame

Fig. 7.12 Placement of the ultrasonic sensors
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9  Results

The final load measured is displayed on the serial monitor of the Arduino IDE as 
shown in Fig. 7.14.

The final weight measured is also displayed on the LCD module as shown in 
Fig. 7.15.

10  Application

In this section, we discuss the wide range of applications of the vehicle payload 
monitoring system. The system can be used to detect unauthorized loading and 
pilferage, resulting in monthly savings of ₹8000–₹12000. It can also keep track of 
the amount of material handled and ensure that payload regulations are followed. 
The system can be used to shorten weighting times and avoid long lines. It also aids 
in monitoring unloading time at distribution points. But apart from this usage, there 
can be numerous applications of this system. This includes in the area of design, 
maintenance, and research on pavements; design, monitoring, and research for 
bridges; enforcement of size and weight; legislation and governance; planning and 
administration; monitoring of heavy vehicle live loads; dump truck management; 
garbage truck management; monitoring heavy vehicle load restrictions for high-
way, etc.

Fig. 7.13 Chassis frame design

Fig. 7.14 Final load 
displayed on the serial 
monitor
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11  Future Work

Load balancing Helping the driver to place the load balanced in the truck, i.e., 
whether the load is equally balanced in the truck on both sides or needs to be shifted 
towards the driver side or the rear end of the trolley.

GSM enabled The system would provide the owner with the information about the 
weight of the truck through the number plate of the truck on an application continu-
ously when the shipping is being done.

Optional security Providing the company with an optional security measure 
wherein if the load is more than the reference load the tire of the truck will stop 
moving and will rotate only when the load is less than the reference weight or is 
within the safety parameter [8].

12  Conclusion

This chapter proposed the hardware development of the payload monitoring system 
which will be helpful in resolving the problem of a vehicle’s inability to reach 
weighing stations to weigh the cargo of its cars owing to long lineups. A prototype 
hardware model is developed after successfully testing the simulated model. The 
prototype worked exactly as a real-time system during demonstration. The proposed 
model measures the weight of any vehicle based on the deflection of leaf spring 
wherein the sensors measure the distance between chassis and the axle and displays 
on the LCD screen of the driver driving the vehicle after due process of conversions. 
The prototype as presented is not existing in the current heavy vehicles in India and 

Fig. 7.15 Final weight displayed on LCD module
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has innovation of its own. It has numerous applications both for the driver or the 
owner of the vehicle and the government in implementing various regulations. The 
proposed system saves time and money to weight the load of the vehicle which is 
required during transportation and load balancing thereby saving many accidents. 
The application of the proposed system can be extended further while designing 
bridges, flyovers, etc. wherein the measurement of weight is an important compo-
nent to maintain the life of the system in which it is implemented.

 Appendix

Arduino UNO board datasheet [9]:

• ATmega328 microcontroller
• The operating voltage is 5 volts
• Input voltage: 7–12V (recommended)
• 6–20V input voltage (limits)
• 14 Digital I/O pins (of which 6 provide PWM output)
• Pins for Analog Input 6
• 16 MHz clock speed
• Vin: The Arduino board’s input voltage when utilizing an external power source. 

If this pin is provided through a power socket, it can deliver voltage or 
access voltage

• 5V: The board regulator provides a regulated 5V pin. The DC Power Jack, USB, 
or Vin pin can deliver the power supply to the board (7–12V). The 5V or 3.3V 
voltage pins provide the controller to bypass which might destroy your board.

• 3.3V: The on-board control device produces a supply of 3.3 volts. The maximum 
drawing current is 50 billion

• GND: Ground pins
• Input and output

• 0 (Rx) and 1 (Tx) in serial TxTTL receives serial data (Rx) and transmits them 
(Tx) by this device. These pins are connected to the equivalent pins of the 
ATmega328 USB to TTL chip. External interruptions are two and three. 
These pins may be set to interrupt with a low value, a rising or decreasing lip, 
or a change in value. An 8-bit PWM output is detected via analog write ().

• 10 (SS), 11 (MOSI), 12 (MISO), 13 (SPI) (SCK): To connect to these pins, the 
SPI library is utilized. 13 of LEDs in an integrated LED are connected by a 
cable to the digital pin 13. The LED is activated when the pin is upward, and 
the pin is downward.

JSN SR04T Sensor

 1. Product features:
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The JSN-SR04T ultrasonic distance measuring module offers noncontact dis-
tance monitoring with a precision of up to 3mm from 25 to 450 cm. The kit includes 
an ultrasonic transmitter, receiver, and control unit. It functions similarly to JAN's 
HC-SR04 module.

 2. Basic working principle:

• The IO port TRIG, which emits a high-level signal for at least 10 seconds, trig-
gers the ranging.

• The module generates eight square waves at a frequency of 40 kHz and detects 
whether a signal is received or not.

• When a pulse is returned, the IO port ECHO outputs a high-level signal.

 3. Pin assignmen:

Using VCC for a 5V supply. GND is the ground cable. TRIG is the trigger activa-
tion signal feedback. The echo signal’s output is known as ECHO.

 4. Electrical parameters:

• Working voltage: DC 5 Volt [10]
• Working current: 40 mA
• Acoustic emission frequency: 40 KHz
• Longest distance: 4.5 m
• Shortest distance: 25 cm
• Measuring angle: 30 degrees
• Input trigger signal: 10⎧S TTL pulse
• Output echo signal: output TTL signal, proportional to range
• Size: 41*29 mm
• Probe lead length: 2.5 m [1]

 5. Ultrasonic timing diagram

The above sequence diagram (Fig. 7.A-1) demonstrates that all you need is a 
pulse trigger signal that lasts longer than 10 seconds, and the module can send out 
eight 40 kHz cycles and sense the echo. When an echo signal is observed, an echo 
output signal is received. The pulse diameter of the echo signal is the same as the 
measured wavelength. The time differential between the transmitted and received 
signals can be used to calculate the distance.

Trigger Input

TTL of 10 �s

Sonic Burst
from module

Echo Output
Signal

Send eight square waves of 40 kHz

The echo level output
is proportional to the
detection distance

Fig. 7.A-1 Ultrasonic timing diagram
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Chapter 8
Implementation and Comparison 
of MQTT, WebSocket, and HTTP 
Protocols for Smart Room IoT Application 
in Node-RED

Simran Kaur and Vandana Khanna

Abstract Internet of Things portrays a general notion for capability of devices to 
sense and collect data and share it via the Internet, where it can be refined and 
applied in numerous applications. This chapter gives an overview of IoT architec-
ture and different components of IoT, along with some applications. IoT-based 
smart room application has been implemented and presented in this work in detail. 
The hardware that has been used for smart room application is a NodeMCU con-
troller board and some sensors such as proximity sensor, gas sensor, flame sensor, 
and temperature and humidity sensor. Smart room application has been imple-
mented with the help of IoT protocols like MQTT, HTTP, and WebSocket. All the 
hardware components and protocols used in the implementation of the application 
have been discussed in the chapter. Also, the theoretical comparison of three pro-
tocols—MQTT, WebSocket, and HTT—has been drawn. For implementation of 
design using IoT, Node-RED is used. Node-RED is an open-source software used 
to wire together all the hardware devices and APIs. The response time delays of all 
these protocols for the smart room test bed have been found and compared. Also, 
the present work has been compared with some of the related existing work in 
literature.
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1  Introduction

IoT stands for Internet of things. IoT is a giant network of devices that share data 
among themselves and process them in a manner that can be put to a practical use 
in a number of applications [1]. In today’s world, where overpopulation is the big-
gest problem that mankind faces, IoT has capabilities to face the challenges of 
urbanization and make lives more secure and comfortable. In fact, many researchers 
concluded that IoT-driven cities provide solutions to problems from traffic manage-
ment to waste management and from energy-efficient infrastructure to healthcare.

Before IoT, machines required to be operated manually, but with IoT all the 
devices can connect and share experiences among themselves, hence scaling down 
the need for manual labor in a machine cycle. All the devices can be pre-instructed. 
These devices can even adapt to the needs and requirements of the user and modify 
their operation accordingly. The basic examples where IoT influences our life on a 
daily basis are air conditioners that we can operate and control with our smart-
phones, smart cars providing the shortest route, smart watches that continuously 
track health and daily exercises etc. IoT is a system of connected devices that collect 
data about how they are used in the surroundings in which they are being operated. 
It is all achieved by using sensors. Nowadays, sensors are installed in every physical 
device. Sensors continuously emit and process the data about the working state of 
devices. IoT provides all the devices a common platform to share their data with 
each other. Data is transmitted from various sensors and is sent to the IoT platform 
securely. IoT platform combines the collected data from all the sensors or sources 
and further analysis is done and hence valuable conclusions are derived. These con-
clusions are shared and reviewed as per the requirements of the applications for a 
better user experience [2].

To take an example, in a refrigerator manufacturing company, both the manufac-
turing machine and the belt have various sensors connected to it. The sensors regu-
larly send data regarding the machines’ health and specific information about 
production to the manufacturer to identify any issues beforehand. A barcode is 
installed on each product before moving on from the manufacturing belt to the next 
step. This barcode contains information about manufacturing details, product code, 
special instructions, etc. This data is used to find where the product was dispersed 
and track retailer’s inventory. Through the barcode attached to each product retailers 
can also know from which manufacturer the product is coming, check their inven-
tory special instructions, and many more. The compressor of the refrigerator has 
another sensor attached that emits data regarding its health and temperature. This 
data can be analyzed allowing the customer services to contact the owner for repairs 
and timely services, if required. Similarly, there are numerous applications from 
smart air conditioners to smart homes, smart cars, and smart cities where IoT is 
reformulating the way we interact with the surroundings around us and technology. 
Future of it is limitless. Business insider intelligence estimated that 24 billion IoT 
devices will be present by the beginning of 2021 following with a lot of job oppor-
tunities in the upcoming future [3].
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2  Architecture of IoT

Figure 8.1 shows the service-oriented architecture of Internet of Things. Service- 
oriented architecture or SOA means software components reusable through service 
interfaces. The interfaces can be used in common communication protocols in a 
way that they can be integrated with the new applications without performing deep 
integration every time [3].

There are four different layers in IoT architecture:

 1. Sensing layer: Here data sensed from smart sensors, RFID tags, and RFID read-
ers is collected and sent to the higher hierarchical layer, i.e., network layer.

 2. Network layer: This layer serves and deals with all the network-related issues 
and tasks.

 3. Service layer: This layer has service repositories, integrations, service bus, and 
service divisions.

 4. Interface layer: Interface layer is the last layer in this architecture, which is in 
charge of all the applications’ APIs, applications’ frontend, interfaces, etc.

3  Components of IoT

There are some key components of IoT, which can also be called as enabling tech-
nologies for IoT, as without these components/technologies, IoT would not have 
been possible. A technology that helps in collecting/sensing data, analyzing or pro-
cessing them, and taking the required action falls under the category of enabling 
technologies. Some common such technologies used in the Internet of things are 
sensors, actuators, embedded systems (computing boards), cloud storage, protocols, 
etc. Some of these technologies or key components of IoT are discussed below:

Fig. 8.1 IoT architecture
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 (i) Device: The things in “Internet of Things” are objects that are being monitored 
and have some sensors embedded to it for continuous data collection. A sensor 
is a device that detects any changes in the present conditions and forwards this 
information in a useful manner. For example, heat is converted into electrical 
signals in a temperature sensor. Some common sensors are pressure sensor, 
ultrasonic distance sensor, accelerometer, camera sensor, PIR motion sensor, 
temperature sensor, etc. [3].

 (ii) Embedded boards: This is a very important component that converts IoT 
designs into a working system. The whole architecture of IoT revolves around 
these boards. These boards are equipped with practical computer components 
like microprocessor, ROM for OS storage, input and output ports, and memory, 
which can provide computing solutions with a low-profile architecture and 
significantly less power consumption. Due to their comparatively smaller size, 
they can be used in mobile and ubiquitous applications. Some common boards 
that are used in IoT are Raspberry Pi, Arduino Mega, Arduino Nano, Arduino 
Uno, Arduino Lilypad, Arduino Due, NodeMCU, etc. All these boards are eas-
ily available, online and off-line, at very affordable prices [4].

 (iii) Local network: After reading the changes in ambient conditions through sen-
sors, embedded boards forward this data in a certain manner through a gate-
way. Local network includes this gateway, which transcribes it for the internet 
protocol. The choice of a local network can significantly affect its cost and 
hardware requirements. As IoT applications are endless, there is not one right 
answer that will be applicable for all. The right choice can improve storage 
capacity, enhance resilience, and reduce overall cost of the application signifi-
cantly [3].

Types of local networks are:

• Personal area network (PAN)
• Storage area network (SAN)
• Local area network (LAN)
• Virtual private network (VPN)
• Wide area network (WAN)
• Campus area network (CAN)

 (iv) Cloud: IoT cloud is a refined network of servers developed to perform data 
processing for multiple devices and deliver accurate data analysis. To manage 
the data derived from devices and applications, IoT cloud is used. Cloud has 
tools to collect, process, store, and manage massive amounts of real-time data. 
The main advantage is that this data can be accessed remotely whenever 
required and take actions remotely. Cloud services are classified into three 
categories:

 (a) Infrastructure-as-a-Service (IaaS): This is a form of cloud computing that 
provides virtualized computing resources over the Internet. The user man-
ages the machine, selects the OS and application, and pays as per use. 

S. Kaur and V. Khanna



169

Some common examples are Cisco Metapod, Microsoft Azure, and Google 
Compute Engine (GCE).

 (b) Platform-as-a-Service (PaaS): This cloud computing model delivers soft-
ware and hardware tools needed to use over the Internet. A PaaS provider 
hosts all these according to its own infrastructure; users have to build and 
maintain the application as per their requirements. Some common exam-
ples are Windows Azure, Heroku, Force.com, and OpenShift.

 (c) Software-as-a-Service (SaaS): This cloud computing model provides a 
complete software application to the user. Another name for this model is 
application as service. Users can pay to this service monthly, yearly as a 
subscription fee to the SaaS provider. Some examples are Amazon web 
services, Adafruit, AzureIoT, Cisco WebEx, and Google Workspace [5].

The most common example of a cloud that is used to visualize the data is 
Thingsboard. Thingsboard is an open-source platform that allows users to control 
and monitor IoT devices remotely. Thingsboard is designed to be durable, fault- 
tolerant, scalable, and customizable with easy-to-add widgets and rule engine 
nodes. Thingsboard provides pay-as-you-go subscription plans [6]. Thingsboard 
offers MQTT, CoAP, and HTTP protocols to connect to your IoT device. All the 
devices can be connected via these protocols using Thingsboard gateway. With this 
cloud service, you can:

 – Control all the IoT devices remotely and with maximum security
 – Collect and easily visualize the data from IoT devices
 – Accomplish complex processing with triggers and incoming alerts
 – Move and push device data to other systems for further processing
 – Build workflows based on a device life cycle
 – Design dashboards that show real-time data being collected by your device and 

provide insights to your customers

 (v) User interface: It is an interface that allows the user to interact and check on 
the system whenever required for example, if the user wants to check the tem-
perature or any other parameter via a web browser or a smartphone app [1]. 
The user may also be able to perform certain actions that affect the system. 
Also, depending on the applications, it may take automatic actions based on 
some predefined set of rules. Another option can be to control any action 
through the app instead of controlling the device manually. For instance, rather 
than changing the temperature of the air conditioner manually, it can be 
changed through the mobile or web app remotely, to maintain certain tempera-
ture conditions throughout the day.

 (vi) IoT protocols: According to connectivity, IoT protocols are characterized into 
2 categories: network protocols such as HTTP, LoRaWan, Bluetooth, and 
Zigbee and data protocols such as MQTT, CoAP, M2M, AMQP, and 
XMPP. However, according to their functionality, these protocols are catego-
rized into three:

 (a) Based on connectivity: examples include 6LowPAN and RPL
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 (b) Based on communication: examples are Wi-Fi and Bluetooth
 (c) Data protocols such as MQTT, CoAP, AMQP, and WebSocket

4  IoT Applications

IoT has an endless number of applications from smart wearable to smart cars, traffic 
management to smart grid, and smart cities. Some of the applications are discussed 
below [2]:

Everyday Life This is the first application to deploy IoT services. There are 
numerous applications where IoT can serve us on a daily basis. Examples of how 
IoT can be useful in everyday life can be such as the temperature of the room can be 
kept comfortable even if the outside temperature is varying. Air conditioners can be 
connected to a cloud service with a dashboard that has all the required relevant 
information like outside temperature and a preferred temperature for the person. 
The application can turn the air conditioner ON/OFF as per the observed tempera-
ture conditions inside the room. This is a very common example. IoT sensors are 
embedded in every device nowadays, from fit bits to smartphones, from home appli-
ances to vehicles and to smart cities.

Healthcare Some of the major challenges faced today in general practice of 
healthcare are lack of real-time data tracking, lack of smart devices, and lack of 
standard analytics. To help with all these issues, IoT opens ways to connect with the 
ocean of valuable data through analysis and real time testing. One very common 
example is wearable technology in the form of fit bits that keeps track of a patient’s 
heart rate, body temperature, etc. If the device will read any peak abnormalities in a 
patient’s health, it can contact the listed emergency contact and the doctors and send 
them the patient’s live location as well. Hence, quick action can be taken before it’s 
too late. This application of IoT will help in decreasing mortality rate in case of 
heart attack patients where immediate medical care is required. It will also help the 
patients who are unable to speak for themselves, like kids, the elderly, and the dis-
abled. Along with these advantages, it will also help medical professionals to keep 
track of the previous medical records of the patient. IoT not only improves the qual-
ity of healthcare but also empowers healthcare professionals. The main advantage 
of remote healthcare is that we can connect with healthcare professionals and doc-
tors immediately. It removes queues, cuts waiting times with doctors, and reduces 
cost of healthcare overall.

Smart City Smart cities are a very dynamic subject in the field of IoT applications 
as problems are different in each city of the world. For instance, Delhi faces pollu-
tion problems each year whereas Mumbai has flood problems each year. The prob-
lems like waste control, housing, pollution, and traffic control impact different cities 
with different intensities. Let’s consider traffic cameras as an IoT solution to traffic 
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control. A traffic camera is installed at every corner of the city which is connected 
with a common gateway for the whole city. Through the gateway, all this data is 
stored in the cloud. This helps monitor traffic jams at peak hours, can determine 
accident prone areas, road blockages etc. Hence, it can be used for city-wide moni-
toring. So, all this data can be analyzed and processed, and hence, traffic can be 
easily rerouted in case of an accident or road repair works and real-time information 
can be sent to drivers via radio channels or GPS to their smartphones.

Agriculture Agriculture is the most neglected area in IoT applications, despite the 
importance it holds. There are some major issues like inaccuracies, irregularities 
due to physical monitoring, labor costs, and other human errors. To solve these 
issues, IoT proposes different solutions like smart irrigation system, smart green-
house, and precision farming. If we take the example of smart irrigation, different 
sensors can be implanted in the soil which gives real-time information about the 
temperature, humidity, moisture content, and weather conditions via a network 
gateway, which can be accessed on any device. A relay can be connected to the 
water motors at the other end, so when the sensed values drop from the predefined 
values, the water motor will accordingly turn on/off automatically. Hence, this 
method can save tons of water. It is precise and efficient and cuts the labor cost and 
power consumption significantly.

Industrial Automation IoT applications in industrial automation improve the line 
of command immensely and optimize time significantly. Also, it cuts training staff 
costs. With IoT, remote operations can be performed with ease. Hence, it is easy to 
monitor the supply chain while keeping an eye on the inventory.

Disaster Management IoT cannot stop disasters from occurring, but it can help 
build resilience and help in preparedness. According to researchers, 95% of the 
deaths around the globe are in developing countries due to drastically increasing 
population, poor infrastructure, and severe weather conditions. IoT can help rescue 
these vulnerable countries exposed to disasters in different ways through prediction, 
preparedness, response, and recovery. The example of managing forest fire disaster 
can be that sensors can be installed at places inside the forest. These sensors can 
send data feeds about the temperature, humidity, heat index, and carbon emission to 
a control room nearby via a secured communication gateway. As this data is all in 
real time, if any emergency occurs, fire marshals and local police can be alarmed 
immediately.

5  IoT-Based Smart Room Application

The test bed created here for the comparison of the IoT protocols includes some 
sensors like DHT11 temperature and humidity sensor, PIR motion sensor, flame 
sensor, and gas detector sensor interfaced with a single NodeMCU Board to realize 

8 Implementation and Comparison of MQTT, WebSocket, and HTTP Protocols…



172

a smart room application via three different protocols, i.e., HTTP, MQTT, and 
WebSocket. It is necessary to identify which protocol is best suited and best choice 
for a certain application. Picking the best option for a certain application can lead to 
minimizing the risk and security threats. Also, it is cost effective, saves power con-
sumption, and increases the efficiency of the application.

The three protocols implemented in this work have been discussed in detail in 
Sect. 5.1 and their theoretical comparison has been drawn. Later, after implementa-
tion of smart room application using all three protocols, the response time of these 
protocols has been compared. To implement these protocols, Node-RED software is 
used. Node-RED operates on module-based architecture where pre-constructed 
modules are connected to make a flow and perform operations. So, three different 
flows were created in the Node-RED editor and deployed. Further, the data col-
lected from these sensors is being displayed on the Node-RED dashboard. The 
Node-RED software has been discussed in Sect. 5.2.

5.1  MQTT, HTTP, and WebSocket Protocols

5.1.1  MQTT Protocol

MQTT stands for Message Queue Telemetry Transport. It is an ISO standard proto-
col which was introduced by IBM in the late 1990s, and later standardized by 
OASIS in 2013. MQTT is a lightweight messaging protocol based on Publish/
Subscribe system architecture. It is basically designed to provide connectivity 
between middleware and application on one side and communication and network 
on the other side. Main applications of MQTT are remote areas with limited band-
width and small-code footprint. Figure 8.2 shows the various components of MQTT 
protocol.

Basic components of MQTT are:

 (i) Publisher: Publisher is generally a lightweight sensor with the main topic that 
subscriber is usually interested in.

 (ii) Subscriber: Subscribers are the clients, i.e., applications that are interested in 
the sensor data being published.

 (iii) Broker: Broker in MQTT is a central communication point, which is in-charge 
of handling all the messages between senders (publishers) and receivers 
(subscribers).

Another key component in this protocol is the topic. Topic is the subject to which 
the client is subscribed, is updated like messages, and is often distributed by the 
message broker. It is a simple string separated by “/” that can have more than 1 
hierarchy level [3]. For example, the topic for sending the room temperature is 
house/living-room/temperature. Similarly, the topic for subscribing to the 
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temperature of the kitchen can be house/kitchen/temperature. The client can sub-
scribe to each topic individually or use a wildcard also. The topic “house/+/tem-
perature” can be subscribed to, and it will have all of the previously subscribed 
topics, with a random value in place of the living room or the kitchen. The “+” sign 
allows arbitrary values for one hierarchy, hence called a single-level wild card. If 
more than one level is needed to subscribe to, “#” is used. For example, house/# will 
have all the topics beginning with house, like house/room/temperature, house/
kitchen/light, and house/living-room/lights.

There are various MQTT methods which are listed as follows:

• Connect: waits to connect with the server
• Disconnect: waits for the TCP/IP session to end as soon as the client is done with 

the work
• Subscribe: sends a request to the server to let the client subscribe to topic(s)
• Unsubscribe: sends request to server to let client unsubscribe to topic(s)
• Publish: returns to application after passing request to MQTT client

Applications of MQTT [8]:

• Facebook Messenger uses MQTT protocol for online chat applications.
• The EVRYTHNG IoT platform uses MQTT as an M2M protocol for millions of 

connected products.
• Microsoft Azure IoT Hub uses MQTT as its main protocol for telemetry 

messages.
• Adafruit launched a free MQTT cloud service for IoT experimenters called 

Adafruit IO.
• Amazon Web Services uses Amazon IoT with MQTT.

Fig. 8.2 Components of MQTT protocol
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5.1.2 HTTP [9]

HTTP stands for Hypertext Transfer Protocol. Since 1990, HTTP has been the foun-
dation for communication for World Wide Web (WWW). It is a standardized way 
for computers to communicate among themselves. This stateless Internet protocol 
can be used for different purposes and extensions for its headers, request methods, 
and error codes. HTTP is a TCP/IP-based communication protocol, which is why 
this protocol is mostly used to deliver data on the Web.

Figure 8.3 shows the HTTP architecture; HTTP is a request/response model with 
client-server architecture where the user/client requests for information to a server 
via a web browser and then the server replies back with the requested data.

Web Client: Through a TCP/IP connection (HTTP) client sends a request in the 
form of a URL to a certain server, which contains a MIME-like message that con-
sists of client information and a request modifier.

Web Server: Server accepts the request sent by the client, processes, and launches 
back a reply with success or error codes as well as server information, metadata, and 
the requested information.

For an HTTP request, following steps are required:

 1. A link to the HTTP server is opened.
 2. A request for information is sent.
 3. Processing happens.
 4. Once processing completes, a response is launched from the server.
 5. Finally, connection is closed after sending the response.

Important HTTP commands are as follows:

• GET: Client request to access a web page from server
• PUT: Client request to store a web page on server
• POST: Client request to update some content of a certain web page
• DELETE: Client request to delete a web page from the server

Following are the features of HTTP:

Fig. 8.3 HTTP architecture
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• Stateless: When 2 consecutive requests are being executed on the same connec-
tion, as there is no connection among them, HTTP is referred to as stateless. 
HTTP cookies can be integrated into the workflow through the concept of header 
extensibility. Hence, sessions can be created on each HTTP request for sharing 
the same concept.

• Simple: HTTP is designed to be human-readable and plain. It does not enclose 
messages into frames.

• Connectionless: HTTP request is proposed by the client (browser) on the user’s 
request for a message. The request is then processed by the server and a response 
is given to the client.

• Extensible: HTTP can be customized by adding a set of new rules agreed by cli-
ent as well as a server.

5.1.3 WebSocket

Like HTTP, WebSocket is a client-server-based communication protocol, but the 
difference is that unlike HTTP, WebSocket is bidirectional and starts with wss:// or 
ws://. In WebSocket, the connection between client and the server is kept open until 
it is closed by either the client or the server; that is, unlike HTTP, WebSocket is a 
stateful protocol [3]. WebSocket provides a way for browser-based applications in 
which two-way communication is required with servers. This protocol consists of a 
handshake mechanism layered over TCP followed by basic message framing.

Figure 8.4 shows the handshake signals between a client and server during a 
WebSocket connection. During a handshaking mechanism, the client or web 
browser and a server start a communication between them, and it is kept alive until 
either of them decides to end it. When connection is established and kept alive, the 
data flow takes place until the handshaking is terminated. After handshaking, a new 
connection is opened and kept alive. This new connection is known as WebSocket. 
Once connection is confirmed and opened, data exchange will take place from both 
directions until it is closed by one of the parties. If either one of them closes the 
connection, then it will automatically close for the other one. Hence, status 101 
stands for the switching protocol in WebSocket.

Applications of WebSocket protocol are mentioned as follows [8]:

Fig. 8.4 WebSocket connection
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• Real-time Web application: Almost all real-time Web applications use WebSocket 
to send information at client end, which is frequently sent by back-end server. 
Data flow is continuous into the same channel until it’s kept open; that’s why 
WebSocket is quick and improves application efficiency. For example: All the 
trading websites like Bitcoin use WebSocket to display the fluctuations in prices 
as data continuously needs to be updated by the back-end servers.

• Chat application: To create a connection to exchange, broadcast, and publish the 
message among clients, chat applications use WebSocket as it uses the same con-
nection for one-to-one information transfer.

• Gaming applications: In games, data needs to be sent continuously without stim-
ulating the UI screen over and over again. WebSocket is used as the UI gets 
automatically refreshed without any need for a new connection.

5.1.4 Theoretical Comparison Between IoT Protocols

Table 8.1 shows the theoretical comparison between three protocols discussed 
above, namely MQTT, HTTP, and WebSocket.

Following conclusions can be derived from the above theoretical comparison:

 1. MQTT has minimum overhead during communication as compared to other pro-
tocols when multiple requests are sent.

Table 8.1 Comparison between three IoT protocols

S. No. Parameters MQTT HTTP WebSocket

1. Priority settings Priorities can be set No features as such No features as such
2. Overhead 

communications
Minimum overhead 
during 
communication

Lots of overhead 
when handling 
multiple data 
requests

Lot of overhead when 
many IoT devices 
communicate

3. QoS options Yes No No
4. Transport TLS TLS SSL
5. Architecture MQTT uses publish/

subscribe
WebSocket has 
both publish/
subscribe as well as 
client/server

HTTP uses client/
server architecture

6. No. of devices Multiple devices can 
subscribe and 
publish messages

No option for data 
reception from the 
server; the client 
needs to request the 
data all the time

Designed for point-to-
point communication

7. Applications Specially designed 
for reducing 
bandwidth and 
assurance of delivery

It works on the 
request/response 
model. It is more 
complex

Mainly developed for 
full-duplex/
bidirectional 
communication 
channel, example: 
Streaming
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 2. MQTT also has QoS options: 0 (at most once), 1 (at least once), 2 (exactly once) 
that defines the guarantee of delivery for a certain message.

 3. WebSocket and HTTP are mainly designed for point-to-point communication 
while MQTT can be used to communicate one-to-many and send information to 
multiple clients.

 4. While HTTP and WebSocket are developed full-duplex/bidirectional communi-
cation channels for live streaming, MQTT is mainly designed for assurance of 
delivery at a lower bandwidth.

For further comparison between other protocols like CoAP, XMPP, AMQP, and 
DDS, various research papers are available by different authors. For instance, Meera 
M S [10] compared and reviewed packet loss by creating a test bed for a marine IoT 
application scenario with data from various sensors using AMQP, CoAP, and MQTT 
protocols. Stefan Mijovic [11] studied CoAP, WebSocket, and MQTT by imple-
menting them on low-cost hardware platforms.

5.2 Node-RED [12]

Node-RED is an open-source programming tool created by IBM technologies, used 
to wire together APIs, hardware devices, and online services. Primarily, it is a visual 
programming tool for IoT, which is also used to shape various flows of different 
services. Node-RED allows end users to work together with web services as well as 
hardware by removing low-level coding tasks. It can be easily done by visual drag- 
drop interface. Different components present in Node-RED create a flow and there-
fore, coding required is completed automatically. Node-RED is available in the 
Bluemix IoT starter application. It can also be deployed as Node.js separately. 
Node-RED operates on module-based architecture where pre-constructed modules 
are connected to make a flow and perform operations. Node-RED has a browser- 
based editor which makes it easier to wire together different nodes already down-
loaded in the palette and deploy them with a single click.

5.2.1  Node-RED Concepts

There are some common definitions that are used in Node-RED:

 1. Node: A Node in Node-RED is the basic building block of the flow. They are 
triggered by waiting for some external stimuli like a timer, GPIO Hardware 
change, or an HTTP request or receiving some messages from previous nodes in 
a flow. They process and send the appropriate reply to continue the function of 
the flow. Some common nodes used are Inject, Debug, Switch, Function, and 
Change (shown in Fig. 8.5).
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(a) Inject: Inject node is used to manually trigger the flow by clicking the but-
ton on the left. It is sometimes also configured to trigger at a required interval 
by itself.
 (b) Debug: Debug node is used to print output messages in the debug window. 

The button on the right of the debug node is to disable the node in case the 
user does not want to print the messages.

 (c) Function: Function node allows writing codes in JavaScript and configuring 
the flows.

 (d) Change: Change nodes can be used to modify a message’s properties with-
out changing code in the function node.

 (e) Switch: By defining a set of rules against each output, switch node is used to 
reroute the messages to different branches.

 2. Configuration Nodes: A configuration node is a type of node that has reusable 
configuration and is shared by regular nodes in the flow. For example, MQTT In 
and Out can be used as MQTT broker configuration nodes to share connections 
with the broker.

 3. Workspace: Workspace is the area where nodes are dragged from the palette of 
notes on the left and flows are completed. On top of the workspace, there are 
different tabs for different flows, if required. On the right, there’s a debug win-
dow and all the extra information is also displayed there.

 4. Flow: Flow is used to describe a set of connected nodes. A flow is described as a 
tab within the editor. A simple example of a basic flow to print “Hello World!” is 
shown in Fig. 8.6.

 5. Wire: Wires are used to connect the flows and it represents how the message is 
passed between different nodes.

 6. Palette: On the left side of the editor, palette is present where all the nodes are 
available. Extra needed nodes that are not present by default, like Dashboard 
and Mosca broker, can be downloaded using the palette manager.

 7. Import/Export: Using import and export options, flows can be shared with oth-
ers. Flows can be easily downloaded in the form of JSON files and can be 
shared via email, Github, etc.

Fig. 8.5 Some common nodes in Node-RED
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 8. Subflow: A subflow is a compilation of nodes that is represented as a single 
node in the editor. They reduce visual complexity of the flow and can be reused 
easily in multiple flows.

 9. Deploy: Flows are deployed when they are complete. Any present errors are 
shown in the debug windows when flows are deployed.

 10. Dashboard: Node-RED Dashboard provides a set of nodes to quickly create a 
live data dashboard. Users can create and install widget nodes like Graph, 
Gauge, and Switch. One example dashboard is shown in Fig. 8.7.

Node-RED can be used to build, test, and deploy IoT automation projects and 
develop web services using Node-RED built-in nodes. Some common projects that 
can be deployed using Node-RED are:

• Using twitter to control Raspberry Pi
• Many IoT automation projects like smart room and smart city implementation
• Developing web services using Node-RED built-in HTTP nodes
• Retrieving data from a certain web page
• Creating your own UI by customizing widgets on node red dashboard

5.3 NodeMCU Development Board

NodeMCU is an open-source software development board built around a system- 
on- chip (SoC) known as ESP8266. It contains a microcontroller, ESP8266 for WiFi 
connection, RAM, and many GPIO ports, which makes it an excellent choice for 

Fig. 8.6 “Hello World!” flow
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many Internet of Things automation projects. NodeMCU is a modest open-source 
IoT platform used for prototyping board designs. Specifications of the NodeMCU 
board are as follows [14]:

• Operating voltage: 3.3 V
• Input voltage: 7-12 V
• Digital I/O pins: 16
• Analog input pins: 1
• UARTs: 1
• SPIs: 1
• I2Cs: 1
• Clock speed: 80 MHz
• SRAM: 64 KB
• Flash memory: 4 MB
• Can be used in any IoT project due to its small size
• USB-TTL based on CP2102 is included onboard, enabling plug n play
• PCB antenna

NodeMCU pinout diagram is shown in Fig. 8.8.

Fig. 8.7 Node-RED dashboard [13]
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5.4  Sensors

5.4.1 DHT11 Sensor [7]

The DHT11 sensor, also known as temperature and humidity sensor, has an 8-bit 
microcontroller that provides temperature and humidity in the room as serial data. 
This sensor is usually calibrated and easy to use with other microcontrollers as well. 
The range of humidity and temperature for DHT11 is 20% to 90% and 0 °C to 50 °C 
with a precision of ±1% and ± 1 °C, respectively. Table 8.2 gives the pin description 
and Fig. 8.9 shows the pin-out diagram of the DHT11 sensor.

Specifications of DHT11 sensor are as follows:

• Output: Serial data
• Operating current: 0.3 mA
• Operating voltage: 3.5 V to 5.5 V
• Temperature range: 0 °C to 50 °C
• Humidity range: 20% to 90%
• Accuracy: ±1 °C and ± 1%

Fig. 8.8 Pinout diagram of NodeMCU [7]
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Fig. 8.9 Pin-out diagram of DHT11 
module [15]

Some common applications for DHT11 are:

• Measure temperature and humidity where the sensor is kept
• Can be used at local weather stations
• Automatic climate control by interfacing this module in an automation project

5.4.2 PIR Sensor [7]

PIR stands for passive infrared sensor. All the objects emit infrared light which does 
not fall in the visible spectrum. PIR sensor is an electronic sensor that detects that 
light. PIR sensors are mostly used in motion detectors. Table 8.3 lists the pin descrip-
tion and Fig. 8.10 shows the pin-out diagram of the PIR sensor. Indoor and outdoor 
ranges of PIR sensor, in which it can detect the motion, are given as follows:

• Indoor passive infrared: Detection distances range from 25 cm to 20 m.
• Outdoor passive infrared: The detection distance ranges from 10 meters to 

150 meters.

Table 8.2 Pin description of DHT11 sensor

PIN Name Function

1 DOUT Single-bus, serial data
2 GND Ground
3 VCC +5 V
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Fig. 8.10 PIR sensor

5.4.3  Flame Sensor [16]

A flame sensor is mainly designed for detecting as well as alerting the occurrence 
of a fire or a flame. The response of these sensors is more accurate as well as quicker 
than any smoke detectors because of its working mechanism. This sensor works 
through a coating of oil, water vapors, dust, etc., as it uses the infrared flame flash 
method. The flame sensor is shown in Fig. 8.11 and its pin description is given in 
Table 8.4.

Fig. 8.11 Flame sensor module [15]

Table 8.3 Pin description of PIR sensor

PIN Name Function

1 VCC +5 V
2 OUT Output
3 GND Ground

8 Implementation and Comparison of MQTT, WebSocket, and HTTP Protocols…



184

Fig. 8.12 MQ135 gas 
detector module [7]

Table 8.4 Pin description of flame sensor

PIN Name Function

1 VCC 3.3 V – 5.3 V
2 GND Ground
3 AOUT Analog output
4 DOUT Digital output

5.4.4 MQ135 Gas Detector Sensor Module [7]

The gas sensor module is a sensing material that is covered with a steel exoskeleton. 
This sensing element is connected to the connection leads. The current flows through 
these leads are also known as heating current. When any gas comes in contact with 
the sensing material, it gets ionized and is absorbed by the material. Hence, due to 
this ionization, the resistance through the sensing element varies, therefore altering 
the value of current going out of it. Figure 8.12 shows the gas detector sensor mod-
ule and Table 8.5 gives its pin description.

5.5  Hardware Test Bed for the Smart Room Application

Figure 8.13 shows the hardware test bed for the smart room application. All the four 
sensors, as discussed in Sect. 5.4, namely PIR sensor, flame sensor, DHT11 tem-
perature and humidity sensor, and gas sensor, are connected to a single NodeMCU 

Table 8.5 Pin description

PIN Name Function

1 VCC +5 V
2 GND Ground
3 AOUT Digital output
4 DOUT Analog output (0-5 V)
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Fig. 8.13 Hardware 
test bed for the smart 
room application

board. IoT-based smart room will have the features of i) always keeping track of 
temperature and humidity conditions inside the room by DHT11 sensor, ii) detect-
ing any motion inside the room by PIR sensor, and iii) detecting gas leakage or fire 
in the room with the help of gas sensor and flame sensor, respectively. Three equiva-
lent flows are realized for three different protocols, MQTT, HTTP, and WebSocket, 
on Node-RED and the readings that are received by different sensors will be dis-
played on the Node-RED dashboard. The data received is heat index, temperature, 
and humidity from DHT11 sensor, and there are three indicator LEDs that will turn 
on if there will be any gas leak, flame detection, or person detection in the room, 
from gas sensor, flame sensor, and PIR sensor, respectively.

Circuit connections are as follows:

 – DHT11 temperature and humidity sensor is connected at GPIO Pin 2.
 – MQ135 gas detector module is connected at GPIO Pin 14.
 – Flame sensor is connected at GPIO Pin 13.
 – The PIR sensor is connected to GPIO Pin 12.
 – Power supply and Gnd are given same with the help of breadboard (not shown in 

the above diagram).

After three protocols are implemented by deploying the flows made on Node- 
RED, response time is observed and compared.

8 Implementation and Comparison of MQTT, WebSocket, and HTTP Protocols…
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5.6 Implementation

A smart room test bed is designed to evaluate every protocol and compare them on 
the parameters like delay and security. The hardware interfacing has been dis-
cussed in Sect. 5.5. Smart room implementation was done by interfacing DHT11 
sensor, PIR sensor, MQ135 gas module, and flame sensor with NodeMCU as 
shown in Fig.  8.14. DHT11 is used to determine the humidity and temperature 
conditions and heat index of the room, and PIR sensor is used to alert the user if 
there is anyone present in the room. Other sensors used are flame sensor and 
MQ135 gas sensor module to alert if there is any gas leak or fire in the room. This 
test bed was used to compare three protocols, MQTT, HTTP, and WebSocket, 
using Node-RED flows.

Fig. 8.14 Smart room implementation with DHT11, MQ135, PIR, and flame sensor
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5.6.1 MQTT Flow on Node-RED

To implement the MQTT protocol, a Mosca broker was used. Mosca broker is the 
most commonly used Node.js MQTT broker due to its simple and efficient perfor-
mance. The MQTT flow diagram implemented in Node-RED is shown in Fig. 8.15.

To configure MQTT, a broker needs to be mentioned in every mqtt node. For 
configuration, name, IP address of local server, QoS, and topic for subscription are 
required. All the sensors are connected to NodeMCU and send data on the dash-
board via broker. Hence, MQTT connection is established. When we click deploy, 
the flow is completed and all the readings for temperature, humidity, and heat index 
are displayed on the dashboard, as shown in Fig. 8.16. The temperature, humidity, 
and heat index recorded by the sensor used are 32.6 °C, 42%, and 33.58 °C, respec-
tively. And the presence detector is red, which indicates someone’s presence in the 
room. The grey color in gas detector and fire detector indicates the absence of fire 
and gas leakage.

5.6.2  HTTP Flow on Node-RED

In an HTTP connection, a request is sent from the client to a backend server and a 
response is sent immediately. After the required information is sent to the client, 
connection gets closed. Hence, HTTP is known as a unidirectional protocol. To 
establish HTTP protocol in Node-RED, HTTP request nodes are used and tempera-
ture, humidity, and heat index values are requested, and the same will be shown on 
the dashboard using dashboard (gauge) nodes. An alert will be sent to the UI as soon 
as the PIR, gas leak sensor, or flame sensor will be turned on due to detection of 
person, gas, or flame, respectively, in the room using the dashboard (led) nodes. 
Figure  8.17 shows the Node-RED flow for smart room implementation through 
HTTP. After the flow is deployed, the http status nodes read a value of 200, which 

Fig. 8.15 MQTT flow of smart room implementation in Node-RED
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Fig. 8.16 Node-RED dashboard from MQTT protocol implementation

Fig. 8.17 HTTP flow of smart room implementation in Node-RED

means that the client has requested the information and the server has replied. 
Hence, HTTP connection is established.

Values can be seen on the dashboard as soon as the request is sent, as shown in 
Fig. 8.18. The temperature, humidity, and heat index recorded by the sensor used 
are 32.6 °C, 42%, 33.58 °C, respectively. The grey color in gas detector and fire 
detector indicates the absence of fire and gas leakage, and the presence detector is 
red, which indicates someone’s presence in the room.

5.6.3 WebSocket Flow

WebSocket protocol is used when bidirectional communication is required. 
WebSocket connection often starts with ws:// & wss://. Once a connection is open 
and a handshake occurs, bidirectional exchange of messages starts, and this 
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Fig. 8.18 Node-RED dashboard from HTTP implementation

Fig. 8.19 WebSocket flow of smart room implementation in Node-RED

connection stays alive until the server or the client dies or either of them decides to 
kill the connection. To establish the realization of WebSocket protocol in Node-
RED, WebSocket out nodes are used with the IP address of the local server. 
WebSocket flow implemented in Node-RED using ws nodes and dashboard nodes 
to display the data received from sensors is shown in Fig. 8.19.

After deploying this flow, the temperature, humidity, and heat index readings and 
fire, gas, and presence detection are updated as shown on the dashboard as shown in 
Fig. 8.20. The temperature, humidity, and heat index recorded by DHT11 tempera-
ture and humidity sensor are 32.6 °C, 42%, and 33.58 °C, respectively. The presence 
detector is red, which indicates someone’s presence in the room, and the grey color 
in gas detector and fire detector indicates the absence of fire and gas leakage.
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Fig. 8.20 Node-RED dashboard from WebSocket protocol implementation

5.7  Results and Discussion

After performing the above experiment on three different protocols, it was observed 
that all the readings of temperature, humidity, and heat index are same because 
same circuit (with same NodeMCU board and same sensors) was used for all three 
Node-RED flows and the data was collected on the same time and day and in the 
same room. The response time of all three protocol flows was recorded and is shown 
in Table 8.6.

Following conclusions can be drawn from the comparison table above:

 (a) Out of all three protocols, MQTT turned out to be the fastest protocol. MQTT 
has some architectural advantages which makes it the fastest protocol. It uses 
the publish/subscribe method to communicate back and forth. Apart from hav-
ing the fastest response time, with publish/subscribe architecture, MQTT is a 
better and viable option for a connection that requires QoS options and priority 
settings with a transport layer security.

 (b) In comparison, WebSocket and HTTP use a client/server approach. Every time 
a request is sent from the client via HTTP, the server connects with the client, 
sends required information, and disconnects immediately. A new request is sent 
every time the client needs information. WebSocket has a handshake mecha-
nism, in which the connection is kept alive until one of the parties cancels it. 
Hence, even though HTTP and WebSocket both use client/server architecture, 
WebSocket is a faster protocol than HTTP with a response time of 50 ms only. 
Therefore, WebSocket is a better choice where a faster bidirectional client/
server mode of communication is required.
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Table 8.6 Response time of three protocols in smart room implementation

S. no Protocol Response time

1. MQTT 30–40 ms
2. HTTP 1–2 sec
3. WebSocket 50–60 ms

5.7.1 Comparison with Existing Work

Many authors have observed and compared the response time of many application- 
layer protocols. In [17] Năstase L concluded that MQTT, XMPP, and AMQP have a 
round-trip time of 0.448 ms, 0.373 ms, and 90.75 ms, respectively. In ref. [18], H 
Kasuma Aliwarga compared two protocols, MQTT and HTTP, in terms of data 
latency and observed that MQTT is faster than HTTP for a certain kind of IoT appli-
cation. Also, the power consumption in MQTT protocol was lower than that of 
HTTP [19]. Thus, MQTT uses less power to maintain an open connection. Authors 
in ref. [19] concluded that the MQTT is the best communication technique to use in 
many IoT automation projects.

6  Summary and Conclusion

• IoT is a global network that shares data among themselves and processes them in 
a manner that can be put to a practical use in a number of applications. There are 
endless possibilities where IoT architecture can be implemented.

• Business insider intelligence estimated that the 24 billion IoT devices will be 
present by the beginning of 2021 following with a lot of job opportunities in the 
upcoming future.

• IoT communication protocols are modes of communication that ensure maxi-
mum security of data being exchanged between connected “things.” These pro-
tocols are divided into two categories—network protocols and data protocols.

• Some common applications for IoT are healthcare, everyday life, agriculture, 
disaster management, industrial automation, smart cities, smart traffic and 
weather management, etc.

• Node-RED is an open-source programming tool created by IBM technologies, 
used to wire together APIs, hardware devices, and online services. It allows end 
users to work together with web services as well as hardware by removing low 
level coding tasks. It is available in the Bluemix IoT starter application.

• A smart room implementation was done in hardware using NodeMCU with 
DHT11 sensor for temperature, humidity, and heat index readings; PIR sensor 
for intruder alert; and flame sensor and gas detector module for flame and gas 
detection, respectively. Three equivalent flows were implemented in Node-RED 
for three protocols—MQTT, HTTP, and WebSocket. It was concluded that 
MQTT, along with the priority settings and minimum overhead communication, 
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has the fastest response time among the three protocols worked upon and is suit-
able for automation projects.

• From the comparison provided above, protocol choice would be easy for a cer-
tain application. Implementation was done on Node-RED software with a smart 
room circuit. More protocols can be implemented easily on Node-RED and their 
response time can be compared.

7  Future Scope

From the comparison of protocols presented in this work, choice of a protocol 
would be easy for a certain application. More protocols like CoAP and AMQP can 
be implemented easily and their response time and power consumption can be com-
pared on the test bed presented in this work or any other IoT-based application using 
Node-RED.
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Chapter 9
Comparative Study of Static and Hybrid 
Analysis Using Machine Learning 
and Artificial Intelligence in Smart Cities

Shagil Chaudhary, Ramesh Amgai, Shouvik Das Gupta, Nida Iftekhar, 
Sherin Zafar, and Anil Kumar Mahto

Abstract Smart cities, with fast increment in urban development, could be a con-
cerning issue, indeed for created nations. It is developing as one of the complex 
systems around the world with the increment in request and supply based on assets 
and administrations. In this modern era, brilliant gadgets are very much required 
within the building of the foundation of a savvy city. The increment in the populace 
has expanded challenges in the organization and management of keen cities. These 
sorts of challenges can be restrained by the usage of specialized progressions by the 
inhabitants. However, the requirements of a keen city and the improvements around 
it ought to give benefits, not as it were to the living environment but to consider the 
human-centered administrations. Additionally, keeping up a more advantageous 
environment needs the improvement of intelligent information frameworks with 
enabled IoT innovations. In building a keen city, the method ought to be intuitively 
kind, so an IoT-based stage is necessary. Malware penetration is getting more regret-
table day by day and is considered one of the greatest security dangers to the web. 
Malware is any pernicious program with the expectation to perform noxious exer-
cises on a focused-on framework. In this term paper, we have examined the two 
wide methods that are utilized in arrange to viably perform Malware examination 
and location on venture frameworks to diminish the harm of malware assaults.
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1  Introduction

AI and machine Learning can alter the way shrewd cities work in different areas. In 
any case, the executing and coordination of software and equipment stages, savvy 
system and calculation, hypothetical arranging, and scientific computing demon-
strate of ICT foundation is very much basic for an AI-and ML-based savvy city. 
This extraordinary issue persuades and motivates scholastics and analysts to show 
their work enabling AI and machine learning-based measures within the improve-
ment of a shrewd city. Modeling Malware is an executable or a parallel that malevo-
lent in nature. Malware is utilized by assailants to perform a spread of noxious 
activities like spying on the target, RAT’s, Keyloggers, information exfiltration, 
information encryption, and devastation. Malware alludes to any twofold or execut-
able that’s malevolent, in any case, Malware is sorted into advanced categories 
backed by its usefulness. Here are the shifted assortments of malware:

 1. Trojans: This sort of malware masks itself as a genuine program for social build-
ing purposes. It can devastate and exfiltrate information and may indeed be uti-
lized for spying [5].

 2. RAT’s: This kind of malware permits the aggressor to remotely get to and exe-
cute commands on the framework. Its usefulness will be amplified with modules 
like keyloggers

 3. Ransomware: This sort of malware scrambles all records on the framework and 
holds the framework and its information for ransom.

 4. Dropper: This sort of malware whose reason is to download/drop extra malware.

Malware examination is the method of analyzing a malware sample/binary and 
extricating the most extreme sum data as conceivable from it. The information extri-
cated makes a difference to get the scope of the usefulness of malware, how the 
framework was tainted with the malware, and the way to guard against comparable 
assaults inside the future. To exfiltrate valuable markers like registry entries/keys 
and filenames for the aim of generating signature which is able to be wont to distin-
guish future discovery. Taking after are the shapes of Malware Analysis:

 1. Static examination is the method of analyzing malware without executing or run-
ning it. The target is to extricate the most extreme sum metadata from the mal-
ware as conceivable.

 2. Dynamic analysis is the method of executing malware and analyzing its useful-
ness and behavior. The target is to know precisely how and what the malware 
does amid the execution. This could be depleted by a debugger.

 3. Code analysis is the method of analyzing/reverse designing gathering code. This 
may well be both statically and powerfully done (inactive and energetic code 
analysis).

 4. Behavioral investigation is the method of analyzing and checking the malware 
after execution. It includes checking the forms, registry sections, and the work-
ings of the malware.
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2  Literature Review

Process Hacker could be a free and open-source process viewer. This multipurpose 
tool will assist you with debugging, malware detection, and system monitoring pro-
cess [1]. Hackers could be a very valuable tool for advanced users [2]. It can help 
them to troubleshoot problems or learn more about specific processes that are run-
ning on a specific system [3]. It can help identify malicious processes and tell us 
more about what they are trying to do. within the default settings, it shows you the 
Processes tab with all the running processes in tree-view [4]. Wireshark is that the 
world’s foremost and widely used network protocol analyzer [12]. It enables you to 
see what’s happening on your network at a microscopic level and is that the factual 
(and often de jure) standard across many commercial and nonprofit enterprises, 
government agencies, and academic institutions [13]. Wireshark development 
thrives due to the volunteer contributions of networking experts around the globe 
and is that the continuation of a project started by Gerald Combs.

3  Static Analysis

Static Analysis is that the process of analyzing malware/binary without executing it. 
the target is to extract useful information from the malware, this can help us get a 
concept of the kind of malware and what the malware can do. This information is 
beneficial for future analysis because it will allow us to efficiently analyze the sam-
ple going forward. Following are the steps to approach a sample:

 1. Identifying the file type: Target OS, architecture, and format (dll, exe)
 2. Identifying the malware: Generating a hash of the malware. This may give the 

malware a novel identifier. Using the hash to work out if anyone else has ana-
lyzed the malware.

 3. Strings: Strings give us an idea/glimpse of what malware can do.
 4. Packing and obfuscation: Obfuscation and packing are techniques accustomed 

prevent detection. Unpacking or DE obfuscating can reveal additional 
information.

 5. PE headers: The PE header reveals lots of data on the malware functionality.

Identifying the record sort i greatly imperative since it makes a difference in us 
distinguishing the target OS and thus the comparing design. An illustration of a 
Windows executable record is that the PE (Portable Executable) [6]. A PE would be 
inside the frame of; .exe, .dll, etc. To precisely distinguish a file sort, we need to 
inquire about the record signature. this may be to maintain a strategic distance from 
wrong positives caused by the business of twofold expansions. The record signature 
exists on the record header. The file signature for PE records is spoken to by hexa-
decimal values of 4D 5A or MZ inside the primary 2 bytes (0–1).

9 Comparative Study of Static and Hybrid Analysis Using Machine Learning…
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PE programs indeed have the take note “This program can’t be run in DOS 
mode” The PE header starts at hex 50 45. The devices to be utilized are HxD – Hex 
Editor, Exeinfo PE – Recovers the windows PE header data. It too recognizes in 
case the executable has been stuffed and recognizes the packer form and the way to 
unload it, Pestudio and CFF pioneer [7]. Test of the malware in an unloaded frame 
is exceptionally imperative for security reasons. The unloading is accomplished by 
means of Olly debugger.

4  Analysis Using Tools

4.1  Hdx Tool

Entities Hdx tool comes pre-packaged with the flare VM that may be accustomed 
get a summary of the hexadecimal code of the malware. All we’ve to try and do is 
solely drag the unpackaged file to the tool and it will immediately open up. At initial 
glance, we are ready to see the name “MZ” this means that the file could be a por-
table executable also the second indicator of the file being portable executable is 
that the first two bytes being “4D and 5A” this can be the signature of a file being 
portable executable (Fig. 9.1).

Another indicator for a conveyable executable file is that it shows the subsequent 
message “this program cannot be run in DOS mode,” within the decoded text as 
shown by the hdx tool we are able to see the start of the PE header indicated by 
“PE.” Through this fashion, we can do the file signature detection manually.

4.2  CFF Explorer Tool

This tool is additionally within the category of an automated tool for file type detec-
tion. As soon as we input the malware files, the tool immediately tells us that the file 
is portable executable and is of 32 bits, which is clearly written within the file-type 
section. Additionally, it also provides the data about the hash of the file both MD5 
and SHA-1, also the tool provides the knowledge about when the malware was cre-
ated, modified as we accessed [8]. All this information is extremely crucial for the 
analysis of malware (Fig. 9.2).
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Fig. 9.1 Interface of Hdx Tool

Fig. 9.2 Interface of CFF Explorer
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4.3  Exeinfo PE Tool

The EXEinfo PE tool is more concerned with the PE header a part of the malware. 
However, it does give the knowledge about the kind of file we are managing 
(Fig. 9.3).

It provides more information about the file like file offset, linker info, and file 
size. It also tells whether the file is unpacked or packed. If we click on the offset, we 
immediately visit the subsequent screen with the hex code that shows all the indica-
tions of a conveyable executable file as discussed within the summary of the previ-
ous tool [9]. Additionally, this tool also tells us whether the file is packed or not, 
which is vital, since if the file is packed, it will be unpacked with a tool like OllyDbg.

4.4  Malware Hashing

Malware hashing is the process of generating cryptographic hashes for the file con-
tent of the target malware. We are hashing the malware file. The hashing algorithms 
utilized in malware identification are MD5, SHA-1, and SHA-256. The hashing 
process gives us a novel digest referred to as a fingerprint. This suggests we will 
create unique fingerprints for malware samples. We need to hash for accurate iden-
tification of malware samples, instead of using file names for malware. Hashes are 
unique [10]. Hashes are wont to identify malware on malware analysis sites (Virus 
Total). Hashes will be an accustomed hunt for any previous detections or for check-
ing online if the sample has been analyzed by other researchers [14].

Fig. 9.3 Detailed view of Exeinfo PE
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4.5  Hashcalc Tool

This tool is employed to induce the hashes of the malware file as hashes are unique 
in order that it is often wont to detect the file employing a database of hashes. By 
inputting the file into hashcalc we are able to immediately retrieve the MD5 and 
SHA-1 hashes of the file. During this tool, we are able to select the input format of 
the file also and also we get options to induce all kinds of hashes (Fig. 9.4).

If we are using my hash that is pre-installed within the flare VM we are able to 
simply right-click on the unpacked malware file and click on get hashes and that we 
are introduced to a window with the MD5 hash and other information about the file 
(Fig. 9.5).

Fig. 9.4 HashCalc

Fig. 9.5 File Hash
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4.6  VirusTotal

This automated malware analysis website can be used after getting the hashes from 
hashcalc to induce even more information about the malware [11]. On the website, 
we get the choice to stick the file hash and hunt for the relevant information. It will 
tell us if other engines detected the file as malware or not and that we get all types 
of knowledge about the detected malware from several engines. within the informa-
tion section, the user will see the file type and every one the assorted names it won’t 
to have (Figs. 9.6 and 9.7).

Fig. 9.6 VirusTotal

Fig. 9.7 Detailed view of virus in VirusTotal
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4.7  Tools Utilized

In the flare VM the paid tool is employed to urge the strings as output in a very 
panel. All it requires is an unpacked malware which is fed as an input (Fig. 9.8).

If we glance at the output then we will see that we have the offset and the actual 
strings that are present within the malware (Fig. 9.9).

On the flare, if we right-click on the unpacked file and choose to get strings then 
the string command utility tool will immediately give us the ASCII strings that exist 
within the file (Fig. 9.10).

Fig. 9.8 Paid

Fig. 9.9 String view
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On the flare VM by using the PowerShell we simply type strings and that we can 
see that we are able to get every kind of string through the command utility. this is 
often a manual method to induce the strings (Fig. 9.11).

Through the PowerShell program line, we are able to save the strings to a speci-
fied location on the VM and might later open the file to appear at the strings. As we 
open the txt file, we are ready to see that the minimum number of characters is 6 
which is very important because it clears away all the rubbish strings that are 
present to confuse the analyzer [15]. Additionally, within the txt file, we are able to 
see that there’s some URL present meaning that there’s a backdoor connection 
between the machine being infected and therefore the creator of the malware. within 
the strings, we discover that there is a registry key that indicates that the malware 
uninstalls itself and shows another functionality like stealing credentials which is 
that the main function of the malware (Fig. 9.12).

5  Packers and Unpacking

A packer may be a device that is acclimated to compress the substance of the mal-
ware. Aggressors will utilize packers to jumble the substance of the malware, this 
makes it troublesome to explore strings. Packers compress an executable and when 

Fig. 9.10 Strings matching
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Fig. 9.11 PowerShell view

Fig. 9.12 Leftover 
information
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executed the stuffed executable are decompressed. this grants us to explore the 
beginning unloaded executable. Here, we have a pressed record that we will be uti-
lizing to unload and see what contrasts are shown in both the adaptations. Here on 
the off chance that we compare both the forms we see that inside the unloaded 
adaptation we are clearly able to see the strings that we would like and so the regis-
try keys though in case we take a look at the stuffed adaptation all the information 
is display in an incoherent arrange with few special cases (Fig. 9.13).

The PE header contains the data the OS requires to run the executable. This 
information is incredibly useful because it can give us more information about 
the functionality of the malware and the way the malware interacts with the 
OS. It contains all of the important and necessary information required by the OS 
to execute the executable. It contains information that specifies where the execut-
able has to be loaded into memory. It contains the libraries that the executable 
requires to be loaded (dll). It contains information that specifies where the execu-
tion begins.

Fig. 9.13 Comparison between packed and unpacked malware
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6  Machine Learning and Deep Learning Algorithms 
for Malware Analysis

For the classification of malware, we are able to automate the method by using 
machine learning. Initially, we import all the desired libraries required to perform 
tasks like data manipulation, model construction, etc. then the file must be loaded 
into a data frame and therefore the separation must be provided. After the successful 
loading of the file, we take a glance at the dataset by using describe function. Here, 
we see that the dataset has 55 categories shown as columns here (Fig. 9.14).

After getting a decent idea of what the dataset sounds like we will classify the 
entries into legitimate files and malicious files within the training set. We even have 
to drop some of the columns like the Name of the file.

 

Tree-based models utilize an arrangement of if-then rules to come up with expec-
tations from one or more choice trees. All tree-based models will be utilized for 
either relapse (anticipating numerical values) or classification (anticipating categor-
ical values). An extra-trees classifier. This course executes a meta estimator that 
matches an assortment of randomized choice trees (a.k.a. extra-trees) on different 
subsamples of the dataset and employments averaging to upgrade the prescient 
exactness and control over-fitting. The Additional Trees calculation works by mak-
ing an outsized number of unpruned choice trees from the preparing dataset. 
Forecasts are made by averaging the expectation of the choice trees inside the case 
of relapse or utilizing larger part voting inside the case of classification. 
ExtraTreesClassifier fits an assortment of randomized choice trees on different sub-
tests of the dataset and employments averaging to boost the prescient precision and 
control over-fitting.

Fig. 9.14 Dataset screenshot
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The ExtraTreesClassifier is additionally wont to select the specified features use-
ful for classifying a file as either Malicious or Legitimate 14 features are identified 
pro re nata by ExtraTreesClassifier. And if we take a glance at the features extracted 
by ExtraTreesClassifier we are going to discover that 14 features are used for the 
classification of the file as malware or legitimate.

Cross-validation may be a resampling method acclimated to assess machine 
learning models on a constrained information test. The method contains a single 
parameter called k that alludes to the sum of bunches that a given information test 
is to be part into. As such, the method is commonly called k-fold cross-validation. 
The objective of cross-validation is to check the model’s capacity to anticipate mod-
ern information that wasn’t utilized in evaluating it, to hail issues like overfitting or 
choice inclination and to offer some knowledge on how the show will generalize to 
an autonomous dataset (i.e., an obscure dataset, for illustration from a genuine issue).

Cross Approval in Machine Learning: four shapes of Cross-validation 1. Holdout 
Method. 2. K-Fold Cross-Validation. 3. Stratified K-Fold Cross-Validation. 4. 
Leave-P-Out Cross-validation. Cross Approval can be an awfully useful technique 
for surveying the adequacy of your show, especially in cases where you would like 
to moderate overfitting. It is too of utilizing in deciding the hyperparameters of your 
demonstrate, inside the sense that which parameters will lead to shake foot test 
blunder. Take the gather as a holdout or test information set. Take the remaining 
bunches as a preparing information set. Fit a show on the preparing set and assess it 
on the test set. Hold the assessment score and dispose of the model.

Cross-validation is applied to divide the dataset into random train and test sub-
sets. The test size for the analysis purpose is 0.2 which represents what proportions 
of the dataset should be included within the test split. After the test and training split 
has been successfully done the method of building the machine learning model 
begins. The following models are wont to see which works best for the malware 
classification (Fig. 9.15).

The above-described models are compared on their accuracies and the model 
with the simplest accuracy is said to be used for the malware analysis purpose.

Fig. 9.15 Configuration used for every model
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We can get the model with the most accuracy by using the max function. The 
model with the utmost accuracy is gradient boosting. This model is saved for further 
exploration (Fig. 9.16).

To better check the accuracy and functioning of the model, we determine the 
false positives and false-negative rates. The lower the worth the higher the model is 
performing. this may be achieved by using the predict function.

The values for the false positives and false negative rates seem very low that the 
model is ideal for the classification task. the following stage is to load the saved 
model which may be achieved by joblib function and therefore the loading of fea-
tures is often achieved by using the function pickle.

After successfully loading the model and therefore the features to figure on we 
test our model with an unseen file and see the results. For this purpose, python’s 
pefile PE library is employed to construct and build the feature vector, and an ML 
model is employed to predict the category for the given file supported by the already 
trained model (Fig. 9.17).

Extending our exploration, a small amount further and applying Deep Learning 
algorithms to seek out out whether we could differentiate between malicious and 
non-malicious files. We have built a dataset containing both malicious and non- 
malicious files. we have extracted their PE file header and sections and created a 
dataset. Here may be a screenshot of the primary few rows (Fig. 9.18).

6.1  Artificial Neural Networks

The lion’s share of neural systems is completely associated with one layer to a 
diverse. These associations are weighted; the upper the amount the more notewor-
thy impact one unit has on another, nearly like an individual’s brain. since the infor-
mation goes through each unit the arrange is learning more almost the data. The 

Fig. 9.16 Saving the 
model as a pickle file

Fig. 9.17 Predicting an 
unseen file using our 
model
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inverse side is that the yield units and this is often frequently where the organize 
reacts to the information that it had been given and handled (Fig. 9.19).

In arrange for ANNs to discover out, they have to have an extraordinary sum of 
information tossed at them called a preparing set. After you attempt to appear an 
ANN the way to distinguish a cat from a puppy, the preparing set would offer thou-
sands of pictures labeled as a puppy in this manner the arrangement would start to 
be told. Once it is been prepared with a major sum of data, it will attempt and clas-
sify future information backed what it considers it is seeing (or hearing, wagering 
on the data set) all through the different units. Amid the preparing period, the 
machine’s yield is compared to the human-given depiction of what ought to be 
watched. On the off chance that they are indistinguishable, the machine is approved. 
In the event that it is erroneous, its employments back proliferation to direct its 
learning—going back through the layers to change the numerical condition. alluded 
to as profound learning, this could be what makes a organize shrewdly.

6.2  ANN Model

We have then split the dataset into train and test and have applied the factitious 
neural network (ANN) on the dataset to urge a plan how the Deep learning model 
would work on malware analysis problems.

Fig. 9.18 Dataset screenshot

Test  score:    o. 1293511738746731
Test  accuracy:  o. 9567819854222546
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Fig. 9.19 Plot obtained for epoch vs Categorical Cross-Entropy loss
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The proposed model specifications are as follows (Fig. 9.20):
Our model performance seems to be pretty decent concerning the good applica-

bility of deep learning models on malware analysis projects. The test accuracy that 
we got seems to be great. This shows that ANN is indeed useful in malware analysis 
problems. We will now last to explore a small amount further and try out turning 
malicious and benign files into images and applying a Convolutional neural network 
on top of it. Here we have got attached some of the samples where malicious and 
non-malicious files are transformed into images (Figs. 9.21 and 9.22).

They might look kind of like the oculus but we are sure that our CNN model is 
going to be able to find differences in both these image classes.

First, we have got taken only 256 bytes from each of our files. We have got to set 
that number to make sure that each one of the pictures that we get is of equal sizes 
no matter the parent application size. After that, we have got converted those bytes 
into 2D arrays. Finally, we converted those 2D arrays into images.

6.3  Convolutional Neural Networks

Convolutional neural systems are composed of numerous layers of manufactured 
neurons. Manufactured neurons, a harsh impersonation of their natural partners, are 
scientific capacities that calculate the weighted entirety of numerous inputs and 
yield enactment esteem. The conduct of each neuron is characterized by its weight. 
When nourished with the pixel values, the factitious neurons of a CNN select differ-
ent visual highlights (Fig. 9.23).

Fig. 9.20 ANN 
model used
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6.4  CNN Model

The primary (or foot) layer of the CNN ordinarily recognizes essential highlights 
like even, vertical, and corner to corner edges. The yield of the essential layer is 
bolstered as input of the taking after layer, which extricates more complex high-
lights, like corners and combinations of edges. As you advance more profound into 
the convolutional neural arrange, the layers begin identifying higher level highlights 
like objects, faces, and more. Based on the enactment outline of the extreme convo-
lution layer, the classification layer yields a gather of certainty scores (values 

Fig. 9.22 Non-Malicious

Fig. 9.23 CNN model illustration

Fig. 9.21 Malicious
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between and 1) that indicate how likely the picture is to have a place in a “class.” 
(Fig. 9.24)

The model performance seems to be great here, that too in precisely 20 epoch 
values. Finally, once we combine our models and test a brand-new file with it, we 
are able to determine whether the file is malicious or not. Here is a glimpse of it 
(Fig. 9.25).

In the case above, our model predicts it to be a non-malicious file. It absolutely 
was actually a secure file, so our model seems to be pretty decent.

7  Dynamic Analysis of Virus

To counter noxious assaults on computing frameworks want to identify malware as 
early as conceivable and halt it from executing its pernicious code. Whereas it is 
ordinarily simple to distinguish known malware, the foremost problem is dealing 
with an obscure coding system. to see whether an unknown/new executable is perni-
cious or not, it is common to utilize a master examiner who can survey the character 
of the executable. If the expert’s examination uncovers that the executable is malev-
olent, at that point a signature design (based on inactive, energetic, or cross-breed 
highlights) is frequently made to create location instruments with the inclination of 
identifying the assault inside long-standing time (counting comparative variations). 
In other words, examination turns “never seen some time recently malware” into a 
signature that can be recognized in the long run. Whereas manual investigation is 
amazingly solid, it’s not adaptable, not one or the other is it conceivable to utilize 
such investigation on each record much obliged to the overwhelming costs related 
to manual analysis.

Energetic examination alludes to the strategy of analyzing a code or script by 
executing it and watching its activities. These activities may be watched at different 
levels, from exceptionally cheap level conceivable (the code itself) to the framework 
as a full (e.g., changes made to the registry or record framework). the target of 

Fig. 9.24 CNN result

#index  o  is  for  non  malicious  files,  1  is  for  malicious  files
loaded_model.predict(V1)
array([[0.94784486,  0.05215513]],  dtype=float32)

#0  for  non  malicious  files,  1  for  malicious  files
loaded_model. predict_classes (V1)
array ([0],  dtype=int64)

Fig. 9.25 Applying our model on an unseen executable file
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energetic examination is to appear the noxious movement performed by the execut-
able whereas it is running, without compromising the security of the examination 
stage. From the protective viewpoint, there is a hazard of being contaminated by the 
malware whereas analyzing it powerfully, since it requires that the malware be 
stacked into the Slam and executed by the facilitating CPU.

Analyzing a suspicious record by inactive or energetic examination strategies 
can give important and profitable data with respect to a file’s effect on the facilitat-
ing framework and offer assistance to decide whether the record is malevolent or 
not, backed by the method’s predefined rules. Whereas different procedures (e.g., 
code muddling, energetic code stacking, encryption, and pressing) are frequently 
utilized by malware journalists to sidestep inactive investigation (counting signature- 
based antivirus apparatuses), the energetic examination is solid to those strategies 
and might give more noteworthy understanding with respect to the analyzed record 
and thus can result in way better discovery capabilities.

8  Implementation and Results

To see how srvcp.exe runs, we are able to infect the system with the specimen and 
observe it in Process Hacker’s process listing. Behind the scene, our specimen 
attempted to read gus.ini within the System32 folder several times. We used a 
Process Monitor here to search out the precise location for infection. Initially, the 
method may fail, but after the thread is made, it will succeed. We are able to observe 
aspects of malicious processes through navigating in C:\Windows\System32\gus.
ini. (Fig. 9.26)

Now we had an opportunity to look at how the malicious process interacts with 
the infected system. for example, we are able to see green (safe, i.e., it had been 
verified by the system before the infection) listens to TCP port 49476 but the red 
one was malicious, i.e., it absolutely was taking note of port 49473 after infecting 
the system. this is often one in all characteristics virus shows after successfully 
infecting the system (Fig. 9.27).

Fig. 9.26 Graphical View
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In the case of srvcp.exe, we see our infected host(192.168.240.129) is communi-
cating with 192.168.240.130(REMnux) on TCP port 80, sending a DNS query. 
Because the network is currently shared we get immediate responses (Fig. 9.28).

Below is shown, if our specimen is attempting to resolve hostname irc.mcs.net. 
The query is repeated after the initial request fails to induce a response because, at 
this stage of the analysis, we do not have a DNS server yet.

Analysis of srvcp.exe with Process Monitor and Process Hacker.
To see how srvcp.exe runs, we are able to infect the system with the specimen 

and observe it in Process Hacker’s process listing. Behind the scene, our specimen 
attempted to read gus.ini within the System32 folder several times. We used a 
Process Monitor here to search out the precise location for infection. day by day 
nitially the method may fail but after the thread is made, it’ll succeed. we are able to 
observe aspects of malicious processes through navigating in C:\Windows\
System32\gus.ini. (Fig. 9.29)

Port Analysis with TCPview of srvcp.exe Now we had an opportunity to look at 
how the malicious process interacts with the infected system. for example, we are 
able to see green(safe, i.e., it had been verified by the system before infection) lis-
tens to TCP port 49476 but the red one was malicious, i.e., it absolutely was taking 
note of port 49473 after infecting the system. this is often one in all characteristics 
virus shows after successfully infecting the system (Fig. 9.30).

Fig. 9.27 Port View

Fig. 9.28 Successful DNS query
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Wireshark: Infected system analysis In the case of srvcp.exe, we see our infected 
host(192.168.240.129) is communicating with 192.168.240.130(REMnux) on TCP 
port 80, sending a DNS query. Because the network is currently shared we get 
immediate responses (Fig. 9.31).

Below is shown, if our specimen is attempting to resolve hostname irc.mcs.net. 
The query is repeated after the initial request fails to induce a response because at 
this stage of the analysis we do not have a DNS server yet (Fig. 9.32).

Now, actual visualization is shown here. for every failed request, it attempts to 
attach to TCP port 6667. The server responded with an RST/ACK packet because it 
absolutely was not listening on the targeted port because this port is often used for 
IRC.  It is trying to attach to Port 6667 with different ports(49183/84/85 and on) 
(Fig. 9.33).

This is monitored by a Network admin. They decided whether to just accept or 
deny those filters. for every red signals, they are notified and immediate actions are 
taken if required (Fig. 9.34).

Now, actual visualization is shown here. for every failed request, it attempts to 
attach to TCP port 6667. The server responded with an RST/ACK packet because it 
absolutely was not listening on the targeted port because this port is often used for 
IRC. It is trying to attach to Port 6667 with different ports (49183/84/85 and on) 
(Fig. 9.35).

This is monitored by the Network admin. They decided whether to just accept or 
deny those filters. For every red signal they are notified and immediate actions are 
taken if required.

Fig. 9.29 Graphical view

Fig. 9.30 Port view
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Start by importing srvcp.exe into IDA Pro. After successful importing, IDA Pro 
shows assembly instructions and automatically adds comments. In this code block, 
a function (push and call) is repeatedly called with different strings as parameters 
(Fig. 9.36).

Though the function in the original program probably had a meaningful name, 
that information was stripped away from the executable, which is why IDA Pro 
called it sub_4012C6. The actual work is deobfuscating the string supplied to it as a 
parameter. As expected, this function decoded the string supplied to it as the param-
eter by obtaining the length of the encoded string and iterating through it backward. 
While looping through characters of the encoded string, the function used the 
Boolean XOR operation to XOR the ordinal value of the character with the charac-
ter’s position from the right of the encoded string. This resulted in the deobfuscated 
versions of the string which the function returned when it finished executing.

Fig. 9.31 Successful DNS query

Fig. 9.32 Unsuccessful DNS query on Wireshark
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For each script run, the result of encoded and decoded values differs. So, it is 
difficult to visualize instantly. It can take considerable time to analyze it. But assem-
bly is a low-level language, expect to encounter difficulties understanding the mean-
ing of some of the more cryptic portions of the code thus we need OllyDbg to gain 
advanced level analysis (Fig. 9.37).

Above figure explains about the gus.ini process of srvcp.exe. Navigate to the 
fopen function and find references to this function. Pass it to the disassembler, 
which leads to location 40366A for this case. Srvcp.exe is about to open gus.ini 
when it reaches the breakpoint. The stack area shows parameters passed to fopen.

Parameter looks like this: “%[^=]=%[^’. Which is passed to sscanf using the 
push instruction at the address 4036CC. This causes parsing of string that follows 
the format of standard initialization files. Now a potential location where this 

Fig. 9.33 Unwanted malicious requests

Fig. 9.34 Unsuccessful DNS query on Wireshark
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transformation could occur is function 405366 which is at the address 4036BA 
because of a so-called sscanf function (Fig. 9.38).

After analyzing the above function and address location, the function typically 
returns the results of their computations. And is compared with the decoded value 
of gus.ini. which allows the attacker to adjust the specimen’s configuration and the 
virus is injected. The code analysis is too vast to cover in this project so we utilized 
basic concepts on coding. For further explanation of the code, references are given 
below. To sum up, this is basic for dynamic analysis of viruses done manually.

We are analyzing worm.win32.Yaneth worm for this section.
As soon as the worm is loaded in pestudio, various sections indicating different 

attributes can be seen (Fig. 9.39).
On the VirusTotal section, it shows all antivirus signatures whether or not they 

consider the given exe is malicious or not. It is a less complicated version of online 
VirusTotal. Below is what the result feels like (Fig. 9.40).

One thing, needless to say, is that if the Microsoft section declares it as an 
endemic then it is obviously virus. because the environment on which it is executed 
is platform-dependent (Fig. 9.41).

The most important thing to appear for is Hashes for any exe files. this may pro-
vide plenty of knowledge like signature validation, certificates, their cryptic forma-
tions then on which may be accustomed verify their integrity. This can be very 
crucial to notice because all antiviruses that are out there declare any exe is 

Fig. 9.35 Unwanted malicious requests

Fig. 9.36 Assembly code of srvcp.exe
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malicious or not on the idea of that information. All scanned viruses for this project 
hashes are given at the tip of the project.

Look into file info. There is a reputation UPX. What does that mean? Well, it 
does not mean it is executable instantly, instead, it is a container, i.e., it is visiting 
self-extract something and replicate within the system until it finds a target to where 
it had been meant to infect. to determine its working, it has to be able to run thus we 
will analyze it further, and here comes the importance of dynamic analysis 
(Fig. 9.42).

Fig. 9.37 Complete View of code

Fig. 9.38 Parameter Exploration
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Now to investigate and visualize, start process hacker and process continues as 
above until the results of Wireshark. We are using the results directly here.

We are attempting to attach in tcp port 80 as requested by port 1060. needless to 
say, we get a reply from a client which indicated the virus has successfully injected, 
and on the second figure, because the request is looping an excessive amount of, 
Wireshark is applying filters to reject those requests. While worms try to still con-
nect with other possible ports that most of them are going to be rejected. This makes 
systems suspicious and tries to eliminate them (Fig. 9.43).

Fig. 9.39 PeStudio

Fig. 9.40 Worm Details
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Now to verify their signature, both shots of Unicode must match, i.e., if they dif-
fer at any point it willl be confirmed something has been altered, tampered or 
changed. This tool is employed to shoot the system’s registry to test if any system 
files are altered after virus/worms injection. We are taking two locations directly. 
one among the system32 files and another of yanetha worms (Fig. 9.44).

Now we add three files on both locations (face, MSN, snoopy) and execute them 
on any one of them (Fig. 9.45).

Look at the keys and value of both shots, they are changed means files are 
infected on both locations. Even a small change can make a large difference. This is 
often the explanation why hashes are a vital factor to search out the integrity of 
any files.

Now let us compare to urge more idea what has been changed here. Below is 
shown what number keys are altered. It is impossible to feature all changes so we 
use a straightforward one here (Fig. 9.46).

Fig. 9.41 Microsoft Warning

Fig. 9.42 CFF Explorer
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Below are the values. It indicates that original cryptic values are tampered and it 
targeted HKLM\SOFTWARE\Microsoft\Windows NT\CurrentVersion\Perflib\009\
Counter. Target was system files, no wonder why Microsoft has marked this as a 
system virus which was shown in pe studio (Fig. 9.47).

Remember we had added some extra files before the primary shot and executed 
them during the second shot. Below is the quantity of files added and after executing 
what percentage of them are changed. this is often the most effective method to 
grasp whether any malicious items have been injected into the device and hence are 
utilized by many security and malware analysts (Fig. 9.48).

Fig. 9.43 Wireshark Analysis

Fig. 9.44 First Regshot
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9  Conclusion and Future Work

From the above research, we came to a conclusion that in malware analysis if the 
static and hybrid analysis is done together provides a much better understanding of 
how the malware is developed and works which can be used to develop systems to 
detect the malware and prevent it from infecting any systems.

Fig. 9.45 Second Regshot

Fig. 9.46 Alteration Study
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Chapter 10
Automated Weather Monitoring Station 
Based on IoT for Smart Cities

Shaifali M. Arora and Mishti Gautam

Abstract In everyday life, weather conditions play a major role. Collection, moni-
toring, and analysis of data about the different parameters of the weather are neces-
sary to plan various activities in day-to-day life. The weather conditions are required 
to be monitored for numerous reasons, like the dependency of agriculture, aerial, 
and marine transport services on the weather; detection of air quality and particulate 
matter for the health of humans and the environment; to ensure a safe working envi-
ronment in industries; to predict and forecast climatic phenomena, etc. For ages due 
to the unavailability of accurate forecast data, due to irregular measurement and 
analysis of weather conditions, many natural calamities and disasters take place 
resulting in the loss of millions of lives. Data collected from satellites is for a larger 
geographical area and not for a pinpointed area at the ground level let us say for a 
city and therefore in some cases some mismatching of data may occur. If data from 
the ground level are provided as an added aid to the Meteorological department 
along with the data collected through various other means to perform analysis there 
are chances of better prediction and forecasting of natural phenomena. The disserta-
tion is a solution to overcome these limitations.

In today’s world, some major areas of application of a smart, real-time, efficient, 
low-cost, accurate, low-power, portable, high-speed, Internet of Things (IoT)-based 
Weather Monitoring station are: Airport operations, Coastal area weather detection, 
Construction of high rising structures, Agricultural greenhouse, and warehouse con-
dition monitoring, Air Pollution, Solar-based technological industries. Therefore, 
the need of the hour is to design an Automated Weather Monitoring System which 
will enable enhanced data collection in real-time for different parameters, such as 
light intensity, humidity, temperature, air quality, and wind speed without the inter-
vention of humans. This Weather Monitoring Station circuit will be designed to 
provide an automatic monitoring mechanism to authorities and for the people who 
pass by the location at which the station is installed. For this purpose, competitive 
strategy tools and equipment are required to design hardware to fetch the required 
data and provide it for analysis.
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This chapter describes the model designed for this automatic monitoring, and the 
main component used in this model is Raspberry Pi, which will control all the sen-
sors and upload the real-time data collected using the sensors to a cloud and display 
the same on an LCD screen/panel installed onsite. The Weather Monitoring Station 
prototype uses a Light intensity sensor (LDR), Anemometer, Temperature sensor, 
and Air Quality detection sensor, the continuous analog readings of which will be 
converted to digital using an ADC IC MCP3208.

1  Introduction

Weather conditions have a very important part in everyday life. Monitoring of weather 
is very important for predicting the present climate as well as observing and finding 
changes in climate to generate data to predict future changes in our environment. The 
current scenario for monitoring national air quality have limited scope because of the 
time lag in recording and reporting of the data that results in a lag in planning for real-
time solution. Also, Data collected from satellites is for a larger geographical area and 
not for a particular pinpointed area at the ground level and therefore in some cases 
some mismatching of data may occur. If data from the ground level are provided as 
an added aid to the Meteorological department along with the data collected through 
various other means to perform analysis there are chances of better prediction and 
forecasting of natural phenomena, that is where this research comes into play. Also, 
the weather monitoring system that is adopted traditionally does not take measure-
ments in real-time, and recordings are done at set intervals. But the scenario has 
changed with the deployment of IoT for measurements. This enabled the system to 
collect real-time data and that too continually, so now the plan of action can be imple-
mented without delay based upon the current or real-time data. [4–6]

The research will help the civic authorities and local people to keep check on the 
atmospheric condition. A model “Automated Weather Monitoring System based on 
IoT” has been presented in this chapter. The main component used in this model is 
the Raspberry Pi 3 B+, which controls all the sensors and uploads the real-time data 
collected using the sensors to a cloud and displays it on an LCD for the local people 
near the areas to see so that they can take precautions if they observe any change in 
atmospheric conditions from the ideal conditions. The Raspberry Pi 3 is a micro-
computer that will control all the major tasks in the proposed circuit. The sensors 
used in this model are Anemometer, Air Quality Index level detection sensor 
(MQ135), Temperature sensor (DHT11), and Light intensity sensor (LDR).

2  Literature Survey

Weather monitoring is not something new. The weather sensors have been used for 
decades. But the only problem was that the data couldn’t be collected continually 
and could be reported at central weather monitoring stations continually. But with 
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the development of cloud computing, IoT, and Electronics now such tedious tasks 
of monitoring weather are simplified. Monitoring of temperature manually to now 
automatically has become possible because of advanced sensors. This has given a 
new direction in temperature monitoring weather for the environment or healthcare. 
Researchers are continually working in the field to understand the climatic changes 
before any tragedies take place.

Weather monitoring started many years back. Urban et  al. [6] analyzed the 
aspects of different weather types by comparing the results of measurements of air 
temperature obtained using automatic weather stations (AWS) to the measurements 
obtained from glass thermometers.

Saktaya et al. [8] proposed the Artificial Neural Networks (ANN)-based approach 
for forecasting the weather. The researchers adopted supervised learning NN-based 
model and used a training algorithm to adjust the bias and weights of various neu-
rons in the network. In this research, the researchers were able to predict the tem-
peratures by using ANN and data from various Meteorological Stations.

Sushmitha [9] proposed a model in which the temperature and humidity data of 
a particular region/ location has been collected using the temperature and humidity 
sensors. The collected data are transmitted to the cloud using Raspberry pi. The data 
which are stored in the cloud are transformed into various types of files for further 
processing and analysis of weather conditions. The correlation finding approach is 
adopted for analysis and future predictions. The ARIMA model has been adopted in 
this research.

Dolara [12] et al presented the expansion of forecast models for a wind farm 
reducibility with a 24 h horizon with an aim to obtain accurate wind power predic-
tions by using feed-forward artificial neural networks. Different forecasting models 
have been developed and presented in this work and for each of them, the best 
architecture is researched by means of sensitivity analysis, modifying the main 
parameters of the artificial neural network.

J Cowie [15] in his research paper highlighted the use of machine learning for 
weather forecasting by NCAR. The first automated engine designed for forecasting 
weather was Dynamic Integrated forecasting (DICast®) Many companies are still 
using it for many applications. Surface transportation, wildland fire forecasting, and 
artificial intelligence are some of the applications used by NCAR where DICast has 
been included.

Work presented in [7, 10, 11, 14] is toward the weather prediction model for 
smart cities. Kathiravan et al [19] proposed a javascript framework based on a web 
application named AngularJS for the forecasting of the weather of any area, any city 
in the world.

N Ahmed et al. [21] proposed an economic and portable mini-weather station, 
which can be marketable as a local device and also ensures scalability, has combo 
features, and is convenient for Bangladeshi farmers as well as for developing coun-
ties. In this project, microcontroller Arduino Uno R3 has been used to control the 
weather station. To read analog data from various sensors like UV Index and UV-A 
Lamp Monitoring using UV-B sensor, measuring soil moisture using moisture sen-
sor, DS1820 sensor, air temperature and air humidity using sensor DHT11 sensor, 
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MQ2 Gas Sensor, using HC-05 Bluetooth device, and Barometric Pressure BMP085 
is done. The main feature of this station is that it does not need any internet, except 
a self-generated Bluetooth network is required. Considering various seasonal 
weather in Bangladesh, a mini-weather station has been designed that accurately 
measures all parameters from local weather status.

Nitin et  al [23] proposed a forecasting system for weather based on machine 
learning. To overcome the difficulties of the weather forecast, there is a need for 
improvement in weather prediction methods. Nation's economy and the living con-
ditions of people their lives are affected to a great extent by these predictions. In this 
work, machine learning algorithms and data analytics are used to predict weather 
conditions. The main attraction of this work is that a cost-effective solution had 
been proposed.

Anubha et al [24] proposed an IoT-based model for automated weather report 
generation and prediction system that used a machine learning approach. The main 
techniques used in this work are machine learning, artificial intelligence; feature 
extraction; Internet of Things; image classification; Internet; image segmentation; 
healthcare; medical image processing; cloud computing; and social networking 
(online).

Sai Yeshwanth et al [26] asserted a solution to a traditional weather monitoring 
system that used the latest technologies like embedded systems, cloud computing, 
and internet of things to improve efficiency by decreasing its usage. The main fea-
ture of this project is that this project has been successfully used and implemented 
in Neemrana, Rajasthan.

Neha Kumari et  al [27] proposed an IoT-based weather monitoring system in 
which real-time weather parameters are collected and then these data are stored in a 
cloud. A specific webpage is designed to display the collected data. These stored 
data are further used for weather forecasting. The weather parameters that were 
used in this project were precipitation, temperature, dew point, humidity, light 
intensity, smoke percentage, and air pressure.

Kalvin et al [28] proposed a model for monitoring climatic conditions of a par-
ticular place. In his technique, weather parameters like CO Level using sensors, 
temperature, and humidity are measured. Sensors perceive changes in environmen-
tal conditions and send them to the end-users for making different types of analysis. 
To connect this system to the whole world IoT is used.

Vaishnavi et  al [29] presented a weather monitoring system that is based on 
Arduino, the proposed model basically monitors the weather parameters of the envi-
ronment. The proposed model mechanically collects the data for climatic changes 
in the environment. The paper technique focused on the weather conditions and is 
able to forecast the weather with no human error.

Vorasit et  al [30] fabricated an imaging system using Raspberry Pi-based. A 
microclimate sensor has been integrated into the system to estimate the growth of 
the crop in a particular spring. This system has been designed and programmed in 
such a way that it captures the crop images automatically for all seasons. The cap-
tured images were helpful for extracting various traits of a plant, and this way with 
various weather conditions these effects can be analyzed.
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Ashwitha et al. [31] in their work proposed recording the pertinent data, its clas-
sification with proper visualization techniques perceivable everywhere in the globe. 
IoT has been associated with the proposed technique as it is a progressive approach 
to associate objects and connecting the whole world of objects to the internet. 
K-nearest neighbor classification algorithm has been used in the proposed technique 
for performing the processing on real-time data which is obtained from the various 
sensors connected for collecting real-time data and to generate practical prediction 
mechanism. Natural parameters such as atmospheric temperature, humidness, and 
wind pressure have been continually recorded to make wide data analytics and to 
draw helpful predictive decisions.

Y. NarsimhaRao et al [32] proposed a weather reporting system using IoT that 
consists of multiple devices for recording data for temperature, humidity, and air 
pollution. In the proposed model, parameters related to the environment, such as 
temperature, rainfall, the density of carbon dioxide, and humidity in the air, are 
measured with sensors. All the information from sensors is collected on the Arduino 
Uno processor and sent to the cloud for further processing. Also, data security issues 
on the cloud are addressed.

D. D. Khandelwal [33] proposed a monitoring system for weather that used both 
open-source software and hardware. The main aim of the proposed work was to col-
lect environmental data from the remote territory of the Himalayas and that too at a 
very low cost.

Based upon the extensive literature survey a model has been proposed that uses 
Raspberry Pi as a processor and transfers live data to the cloud.

3  Proposed Model

Raspberry Pi 3 has been used in the prototype of Automated Weather Monitoring 
Station based on IoT that acts as the brain of this model, data from all the sensors is 
provided to it. Based upon this data, it keeps checking on all the changes and activi-
ties in the atmosphere. All the sensors are connected to the Raspberry pi using the 
GPIO pins of the microcontroller. These sensors sense the required information and 
pass it back to the Raspberry pi from where the Raspberry pi displays it on the 16*2 
LCD Display and send the data to cloud platform Thingspeak.com. Block Diagram 
of the proposed model is presented in Fig. 10.1, the connection of all the sensors and 
the corresponding output is shown here.

3.1  Raspberry Pi 3 B+

Raspberry Pi [34] is a small computer on a single board at low power consumption 
and a cheaper price. If peripherals like a mouse, Keyboard, display are connected to 
this small board, it will function as a mini PC. This processor is widely used for 
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applications like IoT-based applications, real-time Image/Video Processing-based 
applications. and Robotics applications. The only drawback of Raspberry Pi is that 
it is slower in comparison to a laptop or desktop.

Raspberry Pi supports Debian-based Raspbian OS and NOOBS OS which is 
efficiently optimized for use and has GUI. It also includes various tools for Browsing, 
office, Python programming, games playing and development, etc.

Main features of the Raspberry Pi 3 that is used in our model are—it is a 64-bit 
quad-core processor running at 1.4GHz, Bluetooth 4.2/BLE, dual-band 2.4GHz and 
5GHz wireless LAN, PoE capability via a separate PoE HAT, and faster Ethernet. 
The dual-band wireless LAN on the board allows the board to be designed into end 
products with low cost and early time to market.

Raspberry Pi is a compact computer, it provides easy access to GPIOs and other 
on-chip hardware for developing an application. Ease of access of GPIOs makes it 
convenient to connect and control devices like motors, LED, sensors, etc.

Other features of Raspberry Pi 3 are- on-chip GPU, onboard SDRAM which var-
ies from 256 MB to 1 GB, SPI, I2C, I2S, and UART-and ARM-based Broadcom 
Processor. The speed of the CPU of Raspberry Pi may vary from 700  MHz to 
1.2 GHz. Raspberry Pi provides on-chip modules (Fig. 10.2).

Raspberry Pi-3 is used as the main component, the controller, in this research. 
It is programmed to enable all the sensors and collect real-time data from them to 
upload on the cloud platform and display it on the 16*2 LCD display. Using the 
information that is appearing on the cloud platform and LCD, the Meteorological 
department can predict more accurate weather forecasts and it will also help peo-
ple living nearby the System to keep a check on the various atmospheric 

Fig. 10.1 Model of automated weather monitoring station
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conditions which may affect them like AQI, wind speed, sunlight intensity, tem-
perature, and humidity.

3.2  ADC MCP3208 IC

ADC MCP3208 IC is a 12-bit Analog-to-Digital (A/D) Converter with a sample 
and holds circuitry onboard. The MCP3208 is a programmable A/D converter that 
provides either eight single-ended inputs or four pseudo-differential input pairs. 
In this ±1 LSB Differential Nonlinearity (DNL) has been specified. It can com-
municate with other devices by using a simple serial comm. interface which is 
compatible with the SPI protocol. The voltage range over which the IC can oper-
ate is 2.7V–5.5V.

Here, ADC MCP-3208 is used to convert the analog output of the MQ-135 AQI 
Sensor to digital so that it can be easily read by the Raspberry Pi and provide an 
accurate reading on the cloud platform and LCD display, which will be accessible 
by the civic meteorological department and locals, respectively.

Fig. 10.2 Block diagram of Raspberry Pi
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3.3  DHT-11 Temperature and Humidity Sensor

DHT11 is a widely used sensor that gives a digital signal output of the tempera-
ture and humidity. Digital modules are used in the sensor to impound the tempera-
ture and humidity. It provides excellent stability and high reliability. A 
high-performance 8-bit microcontroller, NTC temperature measurement device 
are connected on chip. The DHT11 sensor can be easily interfaced with various 
microcontrollers (Fig. 10.3).

The output is provided in serial. The interfacing or connection diagram of DHT11 
with MCU, there are open-source libraries available for it that can be readily used.

In this model, DHT-11 Sensor (Temperature and Humidity Sensor) is used to 
measure the temperature and humidity of the atmosphere nearby where the weather 
station is installed with the help of the pre-built libraries downloaded from Adafruit.

3.4  Anemometer

An anemometer is a device that is used for the measurement of wind speed and air 
pressure. These are important instruments for the study of weather patterns.

In an anemometer, there is a vertical rod to which three or four cups are attached. 
When the wind blows, the cups rotate, and because of which the rod spins. The 
speed of the spinning of the rod depends on the speed of the wind. The anemometer 
counts the number of rotations of the rod which is therefore used to estimate the 
wind speed. Wind speed is usually averaged over a short period of time because of 
gusts and lulls.

Fig. 10.3 Connection 
diagram of DHT
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Anemometers are most widely used in all the weather monitoring stations, from 
warm equatorial regions to the frigid Arctic. The anemometer used in this model has 
been made from scratch from materials like balls, an old pen, an old box, and the 
main electronic component which has been used in the anemometer is an IR sensor 
which helps in counting the number of rotations the anemometer has made to calcu-
late the wind speed (Fig. 10.4).

3.4.1  IR Sensor

There are two types of IR sensors: Active and Passive. In our model, active sensors 
are used. In the case of active sensors, infrared radiation is both emitted and detected 
at one end only these sensors have two parts: one is a light-emitting diode (LED) 
and the other is a receiver. When an object approaches the IR sensor, the IR light 
transmitted from the LED is reflected back from the object and then this reflected 
light is detected by the receiver LED. Active IR sensors behave as proximity sen-
sors, and they are most widely for the detection of obstacles.

3.5  MQ-135 Sensor

MQ series Gas sensors are the most appropriate sensors for measuring or detecting 
any particular gas. These sensors are cheap and easily available. MQ135 is the most 
widely used gas sensor, which is available just as the sensor or as a module both. If 
the purpose is to only measure PPM, gas a module can be used because it has on- 
chip op-amp comparator and a digital output pin.

In the proposed model, we have used the MQ135 to check the Air Quality Index 
and display the PM levels to the locals and meteorological department which is 
helpful for everyone as it is the greatest concern nowadays as pollution levels are 
rising with each passing day.

Fig. 10.4 Self-made Anemometer
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3.6  Light Intensity Sensor

LDR is Light-Dependent Resistor. To make a light intensity sensor, an LDR sensor 
is used. The value of resistance of LDR changes with the light. When the intensity 
of light is high, then the value of resistance is low, and in darkness or low intensity, 
the value of resistance is high, in the range of Mega-ohms.

The Light-Dependent Resistor (LDR) is a special type of Resistor, it is polarity 
independent and can be connected in any direction.

In the presented model, the LDR sensor is used for light intensity detection by 
measuring the intensity of sunlight.

3.7  LCD Display

LCD modules are very commonly used in most embedded projects because of their 
cheap price, availability, and programmer-friendly nature.

3.8  ThingSpeak Online Cloud Platform

ThingSpeak is an open-source application designed for the IoT. API is used to store 
and retrieve data from things using the HTTP and MQTT protocol over the Internet 
or via a LAN. ThingSpeak enables the creation of sensor logging applications, loca-
tion tracking applications, and a social network of things with status updates.

The important feature of ThingSpeak is it can be integrated with various already 
available software's like MATLAB.  The main advantage of ThingSpeak is that 
uploaded data can be easily analyzed, visualized using MATLAB without the need 
of purchasing a license. With ThingSpeak live data can be aggregated, visualized, 
and analyzed on the cloud.

4  Working of Presented Model

To verify whether the hypothesis was working or not a prototype model was pre-
pared. Working the whole model is not on the complex side it is rather easy. 
Primarily, when the power is supplied to the circuit Raspberry Pi turns on and the 
code is run. Then it provides the required voltage and current to the different sensors 
for their effective and proper working. As all the sensors get turned on, every sensor 
individually starts working and detecting the weather parameters and conditions. 
Thereafter, as soon as it detects the environmental condition it sends that real-time 
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data to the Raspberry pi and after calculations, it displays the different readings on 
the LCD as well as on the cloud platform in real-time. The Anemometer starts rotat-
ing when the wind blows and the raspberry starts to count the number of rotations 
using the IR Sensor. It then calculates the wind speed and displays it.

DHT11 temperature and humidity sensor senses the temperature and the 
humidity and sends data to the raspberry pi for further computations. MQ135 Gas 
sensor is the sensor that requires an analog to digital converter IC as this sensor 
provides the output in analog format. Therefore, to read the data from it we require 
ADC MCP3208 IC to convert the analog reading from the MQ135 to digital and 
send it to the raspberry pi, and then it displays it on the LCD display and the cloud 
platform.

Light Intensity Sensor uses an LDR sensor whose resistance value is low or neg-
ligible when the intensity of light is high and resistance is high in the range of 
Mega-ohms when there is darkness or the intensity of light is low. These data are 
given to the Raspberry Pi which converts it into the reading of Sunlight intensity and 
displays it on the LCD display and on the cloud platform (Figs. 10.5, 10.6, 10.7, 
10.8, 10.9, 10.10 and 10.11).

Fig. 10.5 Prototype model
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Fig. 10.6 Prototype model

Fig. 10.7 Prototype model
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5  Future Scope

The research hypothesis is currently limited to the sensors and raspberry pi. It has a 
huge dependency on internet connection and therefore to limit this dependency of 
external internet connection we can include a Wi-Fi module that can provide the 
raspberry pi with permanent internet.

In addition to this, there is room for improvement using machine learning tech-
nologies since from the ThingSpeak platform one can export the data uploaded on 
it in an excel file consisting of all the real-time data. It can be converted to .csv files 
or downloaded in .csv format and used for analysis, prediction, and forecasting of 
weather conditions. In the future, it may even be possible to include this feature in 
our project and use it to predict any mishaps before them happening.

It also has a future scope of advancement where we can upload the data on cloud 
and access it back using a mobile application so that without opening the cloud 

Fig. 10.8 Output of Raspberry Pi
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Fig. 10.9 Output at cloud platform

Fig. 10.10 Output at cloud platform
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platform one can keep a watch on it and get live updates of environmental condi-
tions from the comfort of their homes.

6  Conclusion

Climate monitoring is a crucial process since rapid differences in atmospheric con-
dition causes an impact on the diverse community, budgetary, substantial aspects 
along with safeness, fitness, nutrition consumption, travel. Hence, the acquisition of 
appropriate weather data is necessary to produce the right end result. Detecting, 
monitoring, and forecasting weather parameters are very important for everyday life 
and to take preventive measures and precautions from upcoming natural disasters. 
Therefore, there is great usage and application of this hypothesis research. The dis-
play placed with the Automatic weather monitoring station in a locality helps the 
locals to get information about their surroundings by knowing the temperature, 
wind speed, sunlight intensity, air quality index, and humidity. All these parameters 
help them by making them aware about at which time in the day there is minimum 
sunlight intensity as well as minimum temperature and the air quality index which 
indicate how much the air outside is polluted and is it good to breathe or how much 
it affects the locals if they inhale the polluted air of that extent. The real-time data 
collected and provided to the meteorological department will help them to forecast 
weather of the particular area as the data provided to them was for a specific area 
while weather forecasting using satellite data is for a very large patch of the area 

Fig. 10.11 Output at cloud platform
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which is also not accurate sometimes and for some places and mismatching of data 
with ground-level equipment may occur. This research has the potential to improve 
the existing methods and implement a smart, real-time, efficient, low-cost, accurate, 
low-power, portable, high-speed, IoT-based Automated Weather Monitoring Station.
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Chapter 11
Energy Harvesting for Sustainability

Parul Agarwal , M. Afshar Alam, Sheikh Mohammad Idrees, 
Ajay Vikram Singh, and Joel J. P. C. Rodrigues 

Abstract The future era utilizes IoT in order to provide long-lasting energy and 
ensure its benefits and optimal usage in smart cities. But IoT device usage may not 
ensure sustainability and may rely on non-ambient sources of energy, most com-
monly the batteries, which can be quickly deployed but require periodic battery 
replacement. Energy harvesting provides solutions by utilizing ambient energy, 
which is ubiquitous and shall enable green communications. Energy harvesting is 
the collection of ambient energy in small amounts to power wireless devices. This 
proves promising where usage of batteries is impractical, say body sensor networks, 
in particular. It converts available energy to electrical energy which can be used 
later. It shall provide self-sustaining energy from the environment’s ambient sources. 
This paper presents a significant focus on energy and energy harvesting methods 
that rely on solar, thermal, kinetic, and Radio Frequency. Also, Thermal electricity 

P. Agarwal · M. A. Alam 
Department of Computer Science and Engineering, Jamia Hamdard, New Delhi, India
e-mail: pagarwal@jamiahamdard.ac.in; aalam@jamiahamdard.ac.in 

S. M. Idrees (*) 
Department of Computer Science (IDI), Norwegian University of Science and Technology, 
Trondheim, Norway 

A. V. Singh 
Amity Institute of IT, Amity University, Noida, UP, India
e-mail: avsingh1@amity.edu 

J. J. P. C.  Rodrigues 
College of Computer Science and Technology, China University of Petroleum (East China), 
Qingdao, China 

Instituto de Telecomunicações, Covilhã, Portugal
e-mail: joeljr@ieee.org

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-89554-9_11&domain=pdf
https://doi.org/10.1007/978-3-030-89554-9_11#DOI
https://orcid.org/0000-0002-7297-335X
https://orcid.org/0000-0001-8657-3800
mailto:pagarwal@jamiahamdard.ac.in
mailto:aalam@jamiahamdard.ac.in
mailto:avsingh1@amity.edu
mailto:joeljr@ieee.org


246

is one of the most crucial aspects in the field of bioelectricity. It has been found 
through the literature surveys that thermoelectric is found to be the most sustainable 
form of electricity. The implications and reasons for harvesting energy are dis-
cussed. This paper derives the conclusion that energy harvesting is one of the crucial 
aspects which needs to be widely adopted in order to save the environment and 
achieve sustainability.

Keywords Sensors · Ambient · Smart cities · Energy · Electricity · RF · Solar · 
Thermal · Kinetic

1  Introduction

Energy harvesting is found to be one of the emerging methods, which is also a via-
ble technique for electronic devices for pulling sufficient energy from the surround-
ing environment. In one of the studies conducted, it has been stated that the 
surrounding environment for the energy materials comprises solar energy, thermal 
power, the energy of the wind, salinity gradients, as well as kinetic energy, which is 
also referred to as ambient energy [1]. Further, these forms of energy are converted 
into an electrical form for storing the power. This desirable technology is found to 
have significant potential in serving as one of the best alternative supplies of power 
for batteries, which are universally small, mobile as well as independent wireless 
devices for electricity, the ones that have their implications in wearable electronics 
as well as sensor networks (wireless) [2]. With respect to energy harvesting, it can 
be said that it is one of the most significant topics, which includes methods as well 
as materials that are used for converting mechanical energy, waste heat, as well as 
magnetic energy into electricity. In order to transform these forms of energy, photo-
voltaics, as well as thermoelectrics, are some of the major materials that are required 
along with some emerging technologies in converting them to electricity. This pres-
ent study emphasizes the field of energy as well as harvesting materials. In this 
regard, this present study has significantly emphasized the various concepts of 
energy harvesting, which helps the industries in many ways.

With respect to the ever-growing demand for energy, the increasing prices for 
energy as well as various concerns regarding the environment, such as global warm-
ing, compel toward having a sustainable view and using smart technologies [3] in 
the context of having cleaner as well as more sustainable sources of energy. Also, 
IoT and its devices require a constant energy supply for proper functioning in smart 
environments [4]. This calls for concern in smart cities and ensuring an uninterrupt-
ible energy source. Harvesting thermal energy is one of the best methods for captur-
ing the heat that is available abundantly in this environment. This trapped heat is 
further converted for making a usable form of energy, such as the mechanical form 
of energy or the electrical form of energy. In the context of this heat energy, it can 
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be further stated that it is available in two major forms, which are (i) Waste Heat and 
(ii) Nature heat. It is further reported that more than half of the energy that is pro-
duced from several renewable [5] as well as nonrenewable sources across the world 
is mostly rejected within the environment, and most of the heat is rejected in the 
form of waste heat. Apart from this, it has also been found that natural resources, 
such as volcanic heat, geothermal heat as well as solar heat are some of the sources 
that provide enormous heat and are untapped. Further, in this context, thermal 
energy harvesting is one of the cost-effective techniques that help in recovering heat 
(wasted) as well as using heat (natural) in order to generate electricity that can be 
further revolutionized for the generation of the renewable form of energy. On the 
basis of the recorded temperature, it can be further said that heat is majorly catego-
rized into three main categories. (i) High-grade, which ranges from “650 °C or 
higher;” (ii) medium grade, which ranges from “200 °C to 277 °C;” (iii) low-
grade, which is lower than 277 °C [6]. High as well as medium-grade heat can be 
recovered easily and on the other hand, low-grade heat constitutes more than 50% 
of the total waste heat and is one of the most difficult grades of waste heat to recover. 
When the thermal energy harvesters are taken into consideration, it is found that 
these have significant advantages over overheating engines (traditional). With 
respect to thermal harvesters of energy, it is found that these incur a very less opera-
tional cost. In addition, these are also found to be utilizing the thermal energy, which 
is freely available in the environment, such as wasted heat as well as natural heat. 
These forms of heat are further converted into a useful form of energy and are then 
utilized for carrying out useful work. When the thermal harvesters of heat are com-
pared with the heat engines (traditional), it is found that these harvesters can be used 
at low temperatures. In addition, it can be further said that these harvesters are the 
most suitable techniques for several applications, such as sensor nodes, power sta-
tions, and for ensuring stability [7] and many more. It has also been found that these 
harvesters are devices in a solid form that do not produce any kind of harmful emis-
sion and these are also found to have the least cost in terms of maintenance. These 
harvesters also possess a low efficiency in terms of conversion of energy, which is 
usually between 1% and 10%. However, these are also observed as self-sustainable, 
as it helps them in making themselves appropriate in order to provide power in 
remote locations or to the locations that are difficult to be reached. It has been found 
that devices such as RTGs “Radioisotope Thermoelectric Generators” are used by 
NASA for more than 300 years and in this context, it has been observed that not 
even a single thermocouple has created any complication in the context of produc-
ing power or energy [8].

This paper has been divided into four sections. Section 2 discusses several har-
vesting techniques: concepts, and types that can prove to be beneficial in the present 
and future scenarios. Section 3 discusses the applications of these techniques with 
respect to smart cities. The conclusion is presented in Sect. 4.
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2  Energy Harvesting

2.1  Concept of Energy Harvesting

The concept of energy harvesting is that lost energy during the creation and output 
process through vibration, light, heat, and movement will be harvested and increase 
efficiency rates by creating self-sustaining technologies. Piezoelectric harvesting, 
thermoelectric harvesting, and pyroelectric harvesting are some techniques to har-
vest the lost energy [10, 11].

2.2  Concept of Energy Harvesting Materials

When energy harvesting is taken into consideration, it is found that it holds signifi-
cant importance in several fields. In this context, it has been observed that the har-
vesting of energy requires several types of methods as well as materials for 
converting the mechanical form of energy to the electrical form of energy. For trans-
forming mechanical, heat, or magnetic energy into electrical, photovoltaics [12] 
along with thermoelectrics are required. It is further opined that innovative materi-
als play a very vital role in the context of the development of “energy harvesting 
materials,” which include single crystals, ceramics, polymers as well as composites 
along with the developed technologies and materials [13], such as piezoelectric, 
thermoelectric, pyroelectric as well as magnetic materials.

2.3  Types of Energy Harvesting

With respect to the harvesting of energy, the following are some of the major com-
mon sources for ambient energy:

• Light energy
• Thermal energy
• Vibrational energy
• RF energy

2.3.1  Harvesting Solar Energy

Solar energy is the most commonly occurring form of energy. A detailed study 
related to it is discussed in [14]. With respect to solar energy, it is found that this 
form of energy can be harvested with the help of photovoltaic cells, which are also 
known as PV cells. In this regard, it can be stated that these PV cells are used for 
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converting light energy, which is directly derived from the sun, into electrical form 
[15]. This principle is known as the photovoltaic effect. These effects are further 
defined as a process, where photons excite electrons into a higher form of energy 
and hence cause the generation of electric current. With respect to these PV cells, it 
is found that these PV cells are majorly categorized into four categories, which are:

• Thin-film cells
• Single as well as multi-junction sells
• Emerging technologies of PV
• Crystalline Si cells

With respect to these cells, it can be said that these cells are a bit expensive. 
Hence, instead of implementing these PV cells, LEDs (light-emitting diodes) can be 
implemented for harnessing solar energy as well as providing energy for the devices 
of low-power having an IoT edge. LEDs can work as power harvesters as they 
absorb photons. They are cost-efficient through lack the ability to absorb light in an 
optimized manner [16].

2.3.2  Harvesting Vibrational Energy

In order to harvest the kinetic energy, piezoelectric transducers are used. In this 
process, piezoelectric transducers are used for producing electricity with the help of 
kinetic energy. This kinetic energy is present in the form of sounds, movements, as 
well as vibrations [17].

In this process, it is found that the transducer transforms kinetic energy into AC 
Current, which is further processed into a specific form and then stored in a battery 
or a super-capacitor. Some of the implications of piezoelectric harvesting are as 
follows:

• Pressure sensors on the tires of cars: In this context, it can be said that the piezo-
electric harvesting sensors are found to be installed within the car tires. These 
sensors help in monitoring the pressure of air present in the tire as well as dem-
onstrate this particular information on the dashboard of the car.

• Remote control units (battery-less): With respect to the remote-control units, it 
has been found that with the help of piezoelectric transducers, the remote-control 
unit uses the force put on the buttons into energy which powers the IR signal of 
the remote.

• Floor tiles of piezoelectric: With reference to the tiles, it can be said that the 
pavements are lined with floor tiles made up of piezoelectric, which further con-
vert the kinetic energy collected by the steps of pedestrians into the electrical 
form of energy. This converted energy is further used for powering several num-
bers of applications which are used for displaying as well as a ticketing system
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2.3.3  Harvesting Thermal Energy

With reference to the electrical systems, it can be said that all the electrical systems 
produce heat. In this context, this emission of heat accounts for a significant propor-
tion of degenerated energy. Therefore, in this context, it can be said that the thermo-
electric harvesting of energy is usually based on a principle which is known as the 
Seebeck effect [18]. Further, with reference to the Seebeck effect, it can be said that 
it is the phenomenon where the difference in temperature at a particular junction 
between two semiconductors produces a particular voltage. In the context of the 
thermoelectric system of harvesting, it is found that it usually consists of a thermo-
electric generator which further contains several thermocouples. “Thermocouples” 
are found to be connected in a particular series of a source of heat. This source of 
heat can be any source such as an engine, a water heater, solar panel, and many 
more. Further, it is found that the energy that is generated by this system is directly 
proportional to the difference in the temperature [19] as well as the size of the ther-
moelectric generator. In the context of this thermoelectric generator, it is found that 
this particular harvesting has its implication in powering sensor nodes (wireless) 
with respect to the industries as well as other environments that have a high tem-
perature, where a significant amount of heat is being lost.

Energy harvesting is the process to reduce the energy generating sources, such as 
vibration, mechanical stress, temperature gradient, and light and convert to produce 
relatively low-power levels. Energy harvesting has received increased attention in 
the last few years due to the rapid increase in the population as well as an increase 
in energy demand. Energy harvester materials are the best alternative energy sources 
for low-power applications as the energy harvested is small. The best thing about 
energy harvesting materials is they support sustainability by promoting environ-
mentally friendly technologies. The devices that use energy harvesting reduce the 
carbon dioxide emissions that make the devices indispensable to achieve sustain-
ability. Energy harvesting technology is applied in the Internet of things (IoT) and 
wireless sensor networks (WSN) to eliminate the need for conventional batteries 
and network-based energy.

2.3.4  RF Energy Harvesting

With reference to radio frequency (RF) energy, it can be said that it is the energy that 
is present all around the environment. The Waves of RF [20] are found to be broad-
casted into an environment with the help of mobile phones as well as some other 
electronic devices. In the context of these devices, it has been found that it has 
become a crucial part of the lives of humans. In the context of the technology used 
for harvesting RF energy, it is found to have a significant number of reasons. In this 
regard, it has been found that it has a mass appeal and it is found to be quite simple. 
Today, humans are living in a place where the transmitters are increasing at a signifi-
cant rate. The waves of RF are found to be present everywhere and these waves 
represent free energy that is required to be tapped. Several devices such as Wi-Fi 
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routers, microwave ovens, laptops, and many more are some of the other sources 
that produce RF energy waves that are required to be harnessed.

In the context of harvesting wireless energy, it has been found that it is one of the 
most trusted harvesting technologies due to its simplicity as well as ease of imple-
mentation. Waves of RF are collected with the help of an antenna that causes a 
potential difference in the length of this wave. This particular potential difference 
further creates a charge that is carried forward to move across the antenna’s length. 
Further, an integrated circuit of RF is enabled to transform the mechanical energy 
and then store it in a capacitor. Apart from this, it has been found that the harvesting 
of RF energy has several types of applications [20, 21]. First and foremost, it has 
been found that it can be applied in close range of a transmitter. With respect to RF 
energy, it can be further said that it is used in devices that require low power. Other 
than this the RF energy has also found its application in the automation of building, 
industrial control as well as structural monitoring.

Table 11.1 depicts these harvesting techniques and discusses them with respect 
to a few parameters.

The above table identifies that though solar energy offers the best efficiency 
whether indoors or outdoors, it suffers from restricted daytime utilization. In terms 
of inherent characteristics, RF harvesting has several advantages to offer.

Smart cities are a reality. The devices are connected, the components of smart 
cities communicate, and are intelligent. The technological advances in several areas 
enable efficient and reliable services. These cities depend mainly on IoT which uses 
sensors for data collection. Though sensors can be grid-powered, the need for 
autonomous or wearable sensors will prove to be cutting-edge. The next section 
explores the major component of Smart cities: IoT and focuses on the use of energy 
harvesting techniques for powering it.

3  Energy Harvesting and Smart Cities

IoT also known as Internet of things and its variants include IoE (Internet of every-
thing), and others is a technology that has enabled devices to be connected with 
people and all components of any network to be connected with each other for 
effective communication. Thus, empowering 2C’s: connection and communication. 
It was introduced in 2009, with the purpose of establishing a connection of Radio 
Frequency with the internet [39].

IoT majorly comprises sensors, gateways, processors, and applications. Sensors 
collect the data, and gateways transfer processed data to an appropriate location. 
Bluetooth, Wi-Fi, etc., are responsible for the transportation and form the commu-
nication standards. The applications are responsible for the utilization of the col-
lected data. The major application area of IoT includes Smart cities. In particular, it 
finds applications in smart transportation, smart healthcare, energy management, 
and smart buildings. For Wireless sensor nodes, the sources of power may be either 
renewable or nonrenewable. The nonrenewable sources of energy consist mainly of 

11 Energy Harvesting for Sustainability



252

batteries. But batteries are costly and have a negative environmental impact. Thus, 
arises the need for energy harvesting using renewable sources of energy available in 
abundance and those that offer negligible environmental pollution (if any). Several 
IoT-based autonomous devices can be powered using Photovoltaic cells, which are 

Table 11.1 Study of various energy harvesting techniques

Type of 
energy 
harvesting Derived from Overall efficiency Features Applications References

Solar 
energy

Photovoltaic 
cells, 
Photodiodes, 
LED’S

May vary between 3% 
and 35% depending on 
indoors or outdoors.

Functionally 
available only 
through 
daytime and 
depends on 
weather.

Satellites, 
calculators, 
lighthouses, 
space probes, 
power lighting, 
in smart 
agriculture for 
pumping water, 
solar panels on 
rooftops in 
smart cities, and 
smart villages 
for utilizing 
energy in 
cost-effective 
manner.

[22–23]

Thermal 
energy

Thermal 
electric 
generators
(TEG)

0.8%–7%
(depends on the 
industrial or human 
purpose).

With minute 
temperature 
changes, 
TEG’S exhibit 
low efficiency.

Homes for 
baking, 
cooking, 
cooling drying, 
and at 
industries for 
manufacturing.

[24, 25]

Vibrational 
energy

Piezoelectric 
transducers, 
movement of 
a coil.

10%–40%
(depends on machine 
or human motion).

Energy 
harvested is 
restricted by 
bandwidth.

Operating 
helicopters, 
trains and for 
detecting fault 
in bearings at 
industries using 
smart sensors.

[26–32]

RF energy RF sources 
like TV, 
Radio, FM, 
GSM, 3G, 
4G, 5G, 
CDMA.

0.02%–25%(depending 
on its source).

Independent of 
environmental 
factors like 
temperature, 
humidity, 
weather, etc.
Available day 
and night.

RFID tags for 
identification, 
recharging of 
several devices, 
smart sensors 
for homes and 
other 
application 
areas, smart 
lighting, WSN 
for building 
management.

[33–38]
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capable of supporting device-based Artificial Intelligence [40]. Solar energy can 
also be utilized effectively for powering IoT end node devices as discussed in [41, 
42]. Also, harvested energy management has been studied in [43]. Vibrational 
energy using ReVibe [44] can be used for harvesting energy to be utilized for pow-
ering sensors. Medical monitoring systems rely on radio receivers, wristwatches, 
etc. We understand that generating energy from batteries is short-termed. Thus, we 
need to rely upon and look for alternatives in front of renewable sources for the 
same. This paper [45] discusses these techniques for biomedical research and throws 
light on the associated challenges.

Also, medical devices, which are implantable, require a battery for it to operate. 
Due to dead batteries, these devices are surgically replaced. The solution lies in 
energy harvesting from various sources of energy. The human body itself is a huge 
source and the main sources are the thermal and kinetic forms. These are derived 
from body heat, the motion of the arms, legs, and other body parts. In [46], the 
authors discuss these harvesters to power the medical devices. The parameters of 
analysis are size, power, and its applications. They conclude that a valid and logical 
solution for powering the batteries is energy harvesting techniques. As discussed, 
the major sources of energy of the human body are thermal and kinetic energy, so in 
[47], the authors scavenge energy from human movements for powering the wear-
able devices. They developed an energy harvester attached to the human knee that 
generates 1.6MW of power, and this is sufficient for powering small medical or 
electronic devices which may include embedded technologies, health monitoring 
devices or wearables, or GPS devices (for patient tracking). This leads the path for 
more self-powered wearable devices using the energy harvesting techniques dis-
cussed in this chapter. The future of smart healthcare would rely on remote patient 
monitoring, connected healthcare centers, connected ambulances, and all communi-
cating through wearables or sensors. Another paper [48] throws light on the same 
aspect for medical sensors.

Not only does it have its applications for smart healthcare but also these energy 
harvesting methods can be exploited for smart homes, smart buildings, and smart 
transportation as well. Smart homes are in, and they collect data from sensors and 
control the environment of the home. They provide security and access control 
mechanisms, all related to the home [49]. The benefit they offer is saving time and 
lowering energy consumption [50]. IoT integrates the infrastructure using wireless 
technologies rather than physical connections. Integrating the system [51], depends 
on different features. The antenna system forms a crucial part of the smart devices, 
and factors to be considered for enhancing the IoT performance are the antenna size, 
gain [52, 53], and the radiation pattern. RF harvesting has gained importance for 
biomedical devices. The environment around us is full of radio waves ranging from 
300 MHz to 3000 MHz. These waves have their applications in Mobiles, broadcast-
ing, satellites, and Wi-Fi communications [54]. Abundantly available energy can be 
easily harvested, reused, and stored for IoT applications. In [55], a Zigbee-based 
wireless network for controlling the environment in a smart home is proposed. An 
embedded gateway bridges the Zigbee with the internet. In [56], the authors design 
an efficient, reliable, and flexible, real-time sensor network that monitors the 
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wellness of a resident of the home. The nodes of the network track the usage and 
movements and depending on these parameters defines the wellness or the well-
being of an individual. They extend the same approach for smart building designs 
and are associated with the performance of the system. Others for smart buildings 
can be studied [57, 58].

Smart transportation or the Intelligent Transportation system, commonly known 
as the ITS, comprises smart techniques that would improve the transportation for 
effectiveness in terms of travel time, costs associated, fuel-efficient utilization, and 
all these advantages are achieved in a sustainable manner. A major component of 
this is the roads as they are a means of transportation from one place to another. 
Roads made of plastic waste are already in and have been adopted in several coun-
tries. Besides, using them to harvest energy is new research and has been focused 
upon recently [59, 60]. Solar roads [61], as the name suggests, uses solar energy for 
harvesting and can be utilized for providing power to the street lights, signals, and 
signages. This harvested energy can also be stored and utilized using the power grid. 
This concept shall surely change the way energy would be utilized for the smart 
transportation sector. Solar roads use PV modules, which are placed on the surface 
of the road to capture light. This is helpful in lighting up the street dividers as well 
as for melting snow in cold places. Several countries that have adopted this tech-
nique are the USA, the UK, France, Italy, and others. Roads using piezoelectric 
devices for generating electrical energy are known as piezoelectric roads [62, 63]. 
Thus, we have seen that smart cities rely on Wireless networks and IoT for the 
operation of sensors, and wearables and have vast applications for smart healthcare, 
smart homes, smart buildings, and smart transportations. The future of smart cities 
shall witness a new era of optimum utilization of these techniques for an enhanced 
life and a sustainable future.

Though these techniques are useful, the sensors and wireless networks are prone 
to security threats that include replay, eavesdropping, denial of service, jamming, 
and others. More literature related to these can be explored [64–69].

4  Conclusion

We realize that IoT has exploded in a significant way and the coming years, sensors 
are estimated to range in billions. Industrial IoT is majorly aimed at carrying out the 
automated processes as well as making those processes more efficient. However, 
those devices as well as sensors are deployed and are required to be powered by 
batteries which would result in posting several other problems. These sensors are 
further found to be deployed in areas where it is crucial to reach and hence replacing 
those batteries is also a difficult task. However, it has also been found that replacing 
batteries also represents a significant cost which is limiting as well as also observed 
as a significant issue by the adopters. Therefore, in this context, it can be said that 
energy harvesting is required for eliminating such issues. When the energy is taken 
into consideration, it is found that it is available in abundant sources within the 
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environment. This energy is further used for transforming into an electrical form of 
energy such that a variety of circuits can be powered. Energy harvesting is helpful 
in places where it is difficult to have a nearby source of power. Apart from that, it 
also eliminates the need for frequent replacement of batteries as well as the running 
wires at the end of the applications. Since smart cities and its applications in educa-
tion, healthcare, transportation, and others rely on IoT heavily, energy harvesting 
using light, heat, vibrations, and RF shall have many future prospects to explore.

A few of these applications have already been explored in this chapter. These 
techniques are not only cost-effective, ubiquitous but are a sustainable phenomenon 
too which shall be helpful in reducing the carbon footprint of this planet.
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Chapter 12
A Review of Machine Learning Models 
in Renewable Energy

Anuj Gupta, Kapil Gupta, and Sumit Saroha

Abstract Renewable energy is gradually being used to offset the impact of climate 
change and global warming. Various forecasting techniques have been introduced to 
enhance renewable energy prediction ability. The objective of this research is struc-
tured as follows: Firstly, this study examines machine learning methods for fore-
casting renewable energy resources. Secondly, this survey demonstrates the process 
implemented in the machine learning model for forecasting the performance of the 
machine learning model. Thirdly, the analyses of renewable energy forecasting 
models were conducted on the basis of mean absolute percentage error and correla-
tion coefficient. Finally, at the conclusion of this study, several possible future work 
opportunities were identified.

Keyword Machine learning models · Forecasting · Evaluation metrics · 
Renewable energy

1  Introduction

1.1  Renewable Energy

With the rapid rise of global industrialization, it has become evident that continued 
use of fossil fuel will not only expedite the depletion of fossil fuel reserves but will 
also degrade the atmosphere, affecting human health and raising the risk of global 
warming [1]. Among the different resources of energy, renewable energy is 
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naturally available on the earth surface such as wind energy, solar energy, tides etc. 
Renewable energy has drawn interest due to its characteristics of sustainability and 
zero emission of CO2 but the main challenge of the renewable energy sector is to 
provide uninterrupted energy supply in the near future. Sustainable energy systems 
would be able to solve some of today’s most challenging energy issues such as 
increasing energy supply, providing reliability, and resolving regional energy crises 
[2]. However, the generation of electric energy is sporadic and unpredictable due to 
the high volatility and dynamic properties of renewable energy. Therefore, 
Researchers are still to grappling with question on how to deal with the erratic char-
acterstics of renewable energy. Accurate prediction of energy improves the effi-
ciency of energy systems. So several machine learning models were developed for 
accurate forecasting of renewable energy. In addition, various ensemble models 
were developed to enhance the performance of machine learning models. Various 
time periods were used, such as minutes, hours, days, and weeks depending on the 
intent of prediction. Various evaluation metrics were used to check the effectiveness 
of the forecasting machine used in renewable energy predictions [3].

1.2  Machine Learning

Machine Learning models have been widely used in numerous fields during the last 
few decades, including data processing, artificial intelligence, optimization, and sta-
tistics. Machine learning models attempt to find a relation between dependent and 
independent techniques which were used by researchers to improve the prediction 
accuracy of forecasted models [4]. Machine learning models consist of three meth-
ods: supervised, unsupervised, and reinforcement methods. The supervised method 
involves learning of the model using a data set and reference pattern is also provided 
for accomplishing a job, while the unsupervised learning is a self-learning tech-
nique. The reinforcement method learns from feedback and past experience to 
enhance the accuracy of models. Based on these basic learning methods various 
mechanisms and theories were discussed in the literature [5]. Due to the rapid 
growth of the machine learning field, deep learning emerges as a subfield of machine 
learning. Deep learning is a set of analytical machine learning techniques for learn-
ing feature hierarchies which are often focused on artificial neural network (ANN) 
[6]. Deep learning is a modern substitute for machine learning; we have a variety of 
structured and unstructured data in various forms and aspects from every region of 
the world. Structural data can be easily drowned out, while unstructured data could 
take decades to provide relevant information. Deep learning, often known as big 
data, is a strategy for dealing with massive amounts of data taken from various 
mediums, such as social media, online platforms, e-commerce, internet engine 
search, and so on. This abundance of data is smoothly accessible. It can be shared 
through fintech applications such as mobile payment applications etc. [7].
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1.3  Study of Machine Learning Techniques 
to Renewable Energy

This section discusses the literature on machine learning techniques to forecast 
renewable energy. Table  12.1 presents a list of some recent studies related to 
machine learning techniques applying to renewable energy. Voyant et al. presented 
a review on solar radiation forecasting using machine learning techniques. According 
to the author, standalone models such as artificial neural networks, linear regression, 
and support vector machines performed well in the forecasting field, while the 
hybrid model is a viable way to increase the performance of prediction models [8]. 
Das et al. reviewed how to forecast solar power and analysis of evaluation metrics 
in machine learning models. The author reported that support vector machine and 
neural network-based models are very famous in the forecasting field [9]. 
Zendehboudi et al. presented a review on the hybrid support vector machine (SVM) 
model and outperformed the standalone SVM model performance. The main focus 
of the author is to forecast solar and wind energy using machine learning models 
[3]. Ahmed and Khalid et al. conducted a review on energy policy, market strategies, 
and storage and dispatch of energy and its reliability. This type of review is very 
helpful for understanding the government schemes about renewable energy and 
forecasting system design and its operation [10]. Mosavi et al. focused on the imple-
mentation and categorization of models in energy systems. In energy system appli-
cation, hybrid models outperform classical machine learning models [11]. Bermejo 
et al. presented a review on solar, wind, and hydraulic energy and also described 
forecasting of energy using machine learning models and how we increase its reli-
ability [12]. Wang et  al. presented a forecasted model using deep learning tech-
niques. The author applies preprocessing techniques to increase the accuracy of the 
forecasted model [1]. Melit et  al. conducted a review on machine learning tech-
niques. According to the author, deep learning techniques and numerical weather 
forecasts with extracting features used to generate long-term photovoltaic power 
generation; and for determining the time dependence information in forecasting the 
performance of long short-term memory networks, convolution neural networks, 
and recurrent neural networks were better [13].

Table 12.1 Literature study of applying machine learning techniques to renewable energy

Ref. no. Name of author Sources

[8] Voyant et al. [2017] Solar
[9] Das et al. [2018] Solar
[3] Zendehboudi et al. [2019] Solar, wind
[10] Ahmed and Khalid et al. [2019] Solar, wind
[11] Mosavi et al. [2019] Solar, wind, hydropower
[12] Bermejo et al. [2019] Solar, wind, hydropower
[1] Wang et al. [2019] Solar wind
[13] Mellit et al. [2020] Solar
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2  Renewable Energy Forecasting Using Machine 
Learning Models

Renewable Energy is highly beneficial to the environment due to zero emission of 
CO2. However, due to climatic variability, the accurate forecasting is a very complex 
process for researchers, but machine learning models provide an efficient way to 
address this problem. Machine learning models consist of four steps. In the first 
step, original data is collected. In the second step, preprocessing techniques are 
applied to refine the input data as per requirement. The third step involves the selec-
tion of a model for forecasting and in the last step verification of the trained model 
is carried out. Figure 12.1 represents a pie chart consisting of seven types of renew-
able energy resources and one important thing to be noticed is that both wind and 
solar energy percentages are nearly the same while the other renewable energy 
resources such as wave, tidal, biomass, hydropower, and geothermal are less than 
five percent in this study.

2.1  Current Status of Machine Learning Models in Renewable 
Energy System

Table 12.2 highlights the papers on the subject of using machine learning models in 
alternative energy resources from 2017. In the renewable energy system, techniques 
come under three categories: mathematical model, artificial intelligence approach, 
and ensemble model [14]. In wind energy forecasting mathematical models came in 
the early phase [15, 16]. Recently, researchers used an artificial intelligence 
approach to forecast wind energy such as artificial neural network [17–31], support 
vector machine [14–16], long short-term memory neural network [32–38], adaptive 
neuro fuzzy inference system [39], and random forest classification. In addition, 
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Fig. 12.1 Pie chart depicting percentage of seven different renewable energy sources
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Table 12.2 Energy sources, strategies, and techniques in the forecast of sustainable Energy

Energy 
Source Methods Techniques

Solar energy Mathematical 
approach

ARIMA [52, 53]

Artificial 
intelligence 
approach

GRU [54];RF [55, 57];SVR RF [56];GBR [58]; 
LR,DT,SVM,ANN [59];ANN,GBR,SVM,RF [60];ANN [61, 65, 
107];CNN [66];DNN [104];DNN,RNN,LSTM 
[67];ML&SHM,GRU,LSTM [68];LSTM [69, 71, 
72];LSTM,GRU [70];CBNQR [75]; GPR [91];RDANN 
[94];ELM [105];static and dynamic ensemble [106]

Ensemble 
approach

WD-Ensemble [73]; IMFOA-SVM [74];SVM-PSO 
[76];CBA,ANN,SVM [77];EEMD-LSSVR [95];Least absolute 
shrinkage and selection operator, LSTM [96]; PSO-ELM 
[99];Artificial bee colony-empirical models [101]

Wind energy Mathematical PIS [15]
Artificial 
intelligence 
approach

GPR,SVR,ANN [14]; Xgbr, SVR,RF [16];SVR,ANN,GB 
[40];RF [41];
MLP [17];DNN,PCA [18];FFANN [19];EDCNN [20, 
27];LRNN.SVR [21];CNN [22, 30];DNN [23, 24];Stacked auto 
encoder-BP [26];PDCNN [28];IRBFNN
[29];GP [31];LSTM [32];ILSTM [33];LSTM-ANN [34];Auto 
LSTM [36]; SWLSTM [37];ELSTM [38]

Ensemble 
approach

ANFIS,PSO,GA [39];Improved dragonfly algorithm-SVM 
[42];DBN with GA [43]; Type-2 FNN-PSO [44]; MO and 
LA-LSSVM [45];
CEEMDGWO [98];VMD-BSELM [109];SELM [110];VMD- 
SSA- LSTM-ELM [111];EEMD-DBM [46];ELM-ICEEMD 
[47];BMA and
EL [48];SBRFR [49];KPCA-CVR-COR [50];WPD-LSTM 
[51];EWT,RNN [112]

Wave Artificial 
intelligence 
approach

FIS,ANN [115];GPR [116]

Ensemble 
approach

ICEEMD-ELM [84];BOGGA-ELM [85]

Hydropower Artificial 
intelligence 
approach

BLR [108]

Ensemble 
approach

GWO-ANFIS [78];BSDP [113]

Biomass Artificial 
intelligence 
approach

LR,DTR,SVM [80];GBRT [81];DTR,MP [82]

Ensemble 
approach

SVM-SA [83];PSO-SVM [114]

Tidal Artificial 
intelligence 
approach

Wavelet-SVR [86]

(continued)
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ensemble methods were implemented to increase the accuracy of the forecasted 
model in which they used preprocessing techniques and optimization algorithms 
with machine learning models [42–45]. A number of preprocessing techniques exist 
in the literature such as empirical mode decomposition, ensemble empirical mode 
decomposition, wavelet transform, and wavelet packet decomposition which was 
used to overcome the effect of noise from input data and increase the performance 
of wind speed forecasting [46, 47]. One important thing is to be noticed from the 
literature that the Bayesian method showed more accurate results than the hybrid 
wind speed prediction model [48, 49] [50]. Implemented a methodology for predict-
ing wind speed using a dynamic integration approach. In this, the nonlinear charac-
teristics were extracted from the original data using the principal component 
analysis method. The results of the proposed models outperform other forecasted 
models. An ensemble method consists of a deep learning model: long short-term 
memory neural network and convolutional neural network with wavelet packet 
decomposition preprocessing technique which was implemented to forecast wind 
speed and is capable of delivering satisfactory prediction outcomes [51]. In solar 
forecasting method prediction can be done on different-2 time scales. The most 
popular statistical model was the autoregressive integrated moving average [52, 53], 
artificial neural network [61–65] and support vector machine [54–60] come under 
the categories of machine learning models while deep neural network consists of 
long short-term memory [64, 67–72] and convolution neural network [66]. The 
hybrid model is made up of a combination of more than one model with preprocess-
ing technique for multistep-ahead prediction [71–77]. An ensemble model of adap-
tive neuro fuzzy inference system and a gray wolf optimization technique was used 
to forecast hydropower [78]. Biomass and hydropower are two clean energy sources 
that can help to fulfill the world energy demand with zero emission of carbon diox-
ide [79]. In the literature, various machine learning models such as support vector 
machine regression, linear regression model, k-nearest neighbor regression models 
reported that they are capable of modeling biogas products without additional modi-
fication [80, 81]. Various researchers used four models: gradient boosting, support 
vector regression, selection tree regression, and neural network to forecast Co, Co2, 
and H2 during biogas production and high heating voltage output [82]. Among all 
four models, gradient boosting and selection tree regression generate better fore-
casting performance. A new ensemble model used a combination of neural network 

Table 12.2 (continued)

Energy 
Source Methods Techniques

Ensemble 
approach

EEMD-LSSVM [89, 93];MHS [102]

Geothermal Artificial 
intelligence 
approach

LSTM [89]

Ensemble 
approach

TDNN [90]
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and simulated annealing optimization techniques to investigate the baking proce-
dure for implementing a forecasted model of the high heating value (HHV) in bio-
mass [83]. The outcome of this combination outperforms other forecast models. For 
the prediction of wave generation, an ensemble model named complete ensemble 
empirical mode decomposition-Empirical learning model (CEEMD-ELM) model 
was developed to forecast wave heights [85]. For the forecasting of tidal power 
generation, an artificial intelligence approach based on a support vector regression 
model with wavelet transform was implemented to predict the tide velocity [86]. In 
literature, various hybrid models were proposed to forecast the tidal speed and 
direction with improved accuracy. An ensemble method used a combination of 
wavelet neural network model and Fourier series method. The results of the devel-
oped model improved prediction accuracy [87]. The forecasting approach was 
implemented based on the least square support vector machine and ensemble mode 
decomposition to enhance the quality of tidal speed and direction [88]. In Geothermal 
energy forecasting, [89] researchers used the Long short term memory neural net-
work (LSTM) encoding and decoding techniques. These techniques learn from the 
past geothermal energy output and make forecasts about future geothermal energy 
production. The performance of the encoder and the time duration of the LSTM 
with standardized periods and sequential lengths were used to make geothermal 
energy generation predictions [90]. Explore geothermal steam generators to use pre-
vious data to get the correct estimation of the sensors installed along with the steam 
generators in systems. The result revealed that in every case the time- dependent 
neural network model outperformed other traditional regression indicators. 
Table 12.2 shows that solar and wind seem to be the two most commonly examined 
renewable energies and artificial intelligence approach and ensemble models are the 
two most commonly used technologies.

ARIMA: Auto Regressive Integrated Moving Average; GRU: Gated Recurrent 
Unit; RF: Random Forests; SVR: Support Vector Regression; GBR: Gate Boosted 
Regression; LR: Linear Regression; DT: Decision Trees; SVM: Support Vector 
Machine; ANN: Artificial Neural Network; CNN: Convolution Neural Network; 
DNN: Deep Neural Network; RNN: Recurrent Neural Network; LSTM: Long 
Short-Term Memory neural network; CBNQR: Copula Base Nonlinear Quantile 
Regression; GPR: Gaussian Process Regression; RDANN: Regime dependent arti-
ficial neural network; ELM: Extreme Learning Machine; WD-Ensemble: Wavelet 
Decomposition Ensemble; IMFOA-SVM: Improve moth-Flame Optimization 
Algorithm-Support Vector Machine; SVM-PSO: Support Vector Machine- Particle 
Swarm Optimization; CBA: Cluster Based Approach; EEMD-LSSVR: Ensemble 
Empirical Mode Decomposition-Least Square Support Vector Regression; PIS: 
Physics Informed Statistical; xGBR: xGBoost regression; MLP: Multilayer 
Perceptron; PCA: Principal Component Analysis; FFANN: Feed Forward artificial 
neural network; EDCNN: Efficient deep CNN; PDCNN: Predictive Deep CNN; 
IRBFNN: Improved radial basis function neural network; ILSTM: Improved Long 
Short-Term Memory neural network; SWLSTM: Shared weight LSTM; ELSTM: 
Ensemble LSTM; ANFIS: Adaptive Neuro Fuzzy Inference system; DBN: Deep 
Belief Network; MO and LA: Multi objective and Lion algorithm; CEEMDGWO: 
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Complete EEMD grey wolf optimization; VMD-BSELM: Variation Mode 
Decomposition- Backtracking Search regularized ELM; SELM: Stacked extreme 
learning machine; SSA: Singular Spectrum analysis; DBM: Deep Boltzman 
Machine; ICEEMD: Improved EEMD; BMA: Bayesian Model Averaging; EL: 
Ensemble Learning; SBRFR: Sparse Bayesian based Robust Functional Regression; 
KPCA-CVR-COR: Kernel Principal Component Analysis-Core Vector Regression- 
Competition Over Resource; WPD: Wavelet Packet Decomposition; FIS: Fuzzy 
Inference System; BOGGA: Bayesian Optimization Grouping Genetic Algorithm; 
BLR: Bayesian Linear Regression; BSDP: Bayesian Stochastic Dynamic 
Programming; MHS: Modified Harmony Search; TDNN: Time- Dependent Neural 
Network.

2.2  Data Preprocessing Techniques

There are four types of modeling methods used in energy forecasting: data prepro-
cessing, deciding the learning parameter of the model, learning and examining the 
model, and prediction issue [45]. The data collected from multiple sources is pri-
marily in raw format and lacks important qualities that would allow it to be accurate. 
As a result, the data must be preprocessed, which includes scaling up or down the 
input measurement, cleaning, and defining the input data according to the standards 
[48, 73]. The machine learning model employed various preprocessing techniques 
to measure the performance of the forecasting model as listed in Table 12.3. In the 
case of data splitting, a reliable machine learning model is created by dividing input 
data into three parts: learning sample, verification data set, and testing sample [48, 
82, 91]. The kernelized Mahalanobis distance (kWMD) method can be used to 
determine the similarity between two different samples [61]. Data decomposition 
divides the original data into many sub-datasets which are used to increase the per-
formance of the forecasted model [92]. Data discretization is a technique for 

Table 12.3 Decomposition techniques employed by the machine learning models for renewable 
energy prediction

Ref. no. Decomposition technique
Total paper 
used

[48, 82, 91] Data splitting 3
[61] Kernelized Mahalanobis 

distance method
1

[18, 20, 25, 45, 47, 48, 50, 51, 61, 69, 73, 84, 86, 
95, 98, 105, 109, 111, 112]

Data decomposition 19

[57, 93–96] Data discretization 5
[36] Feature selection 1
[14, 25, 31, 32, 42, 48, 56] Data normalization 7
[17] Data standardization 1
[97] Data transformation 1
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transforming statistical information into finite data, which is particularly useful 
when predicting renewable energy using weather data [93–96]. The encoding cate-
gorical features method cleans up the original data by removing impurities and 
duplication and creating more effective features to represent the relationship 
between issues and modelling techniques [57]. Feature selection is a strategy for 
finding suitable significant factors and deleting extra features [36]. To boost pro-
cessing efficiency, high-frequency signals and crosstalk were compressed into a 
smaller range using Data Normalization. For example, when forecasting wind 
speed, weather parameters must be normalized [14, 25, 31, 32, 42, 48, 56]. Data 
standardization is a technique for converting data of various sizes into a single size 
[17]. Data transformation is the process of changing the position of data. A popular 
data transformation approach is the Markov chain process [97]. Tables 12.4 and 
12.5 represent the decomposition technique used by the machine learning model for 
renewable energy forecasting based on different renewable energy resources and 
different variables.

2.3  Selection of Machine Learning Model Parameters

The accuracy of the projected model is influenced by the input parameters chosen. 
In literature, various researchers work on the selection of input parameters for the 
forecasted model. To predict hydropower generation, Majid Dehghani et al. used 
grey wolf optimization (GWO) approach to select relationship parameters of the 
adaptive network fuzzy inference system (ANFIS) model. ANFIS forecasting effi-
ciency can be greatly enhanced by GWO [78]. Wu et al. used a combination of ELM 
model and grey wolf optimization to increase wind speed prediction [98]. In fore-
casting solar radiation, Liu et  al. employed the firefly algorithm (FFA) to assess 
specifications of SVM models. The developed SVM-FFA model results outperform 
other forecasted approaches [75]. Various researchers also used particle swarm opti-
mization (PSO) to select the parameters in solar and wind forecasting [39, 44, 76, 
99, 100]. Fan et al. used a combination of the SVM + PSO + BAT algorithm to 
forecast solar radiation. Particle swarm optimization and BAT algorithm were used 
for specifying the parameters for the SVM model [76]. To forecast global solar 
radiation, Demircan et al. developed an empirical regression model using artificial 

Table 12.4 Evaluation of machine learning model performance by more than 11 studies

ES EM Solar Wind Tidal Wave Geothermal Biomass Hydropower Total

MSE 2 7 0 1 1 0 0 11
NRMSE 8 3 0 0 0 0 0 11
CC 8 7 1 2 1 1 0 20
RMSE 35 30 1 3 0 2 2 71
MAPE 11 22 0 1 0 0 2 36
MAE 15 24 1 2 1 2 0 45
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bee colony (ABC) algorithms. To make a prediction, the forecasting model used 
periods and angles of sunshine. To pick parameters of empirical regression models, 
artificial bee colony algorithms were used [101]. To predict the HHV of biomass, 
Garca Nieto et al. introduced a new model of support vector machine and simulated 
annealing (SA). The SA was used to choose SVM parameters, and the suggested 
technique shows good results in terms of forecasting [83]. Lin et al. employed a 
hybrid model named as deep belied network genetic algorithm to forecast wind 
speed. Genetic algorithm was used for specifying parameters of the deep belief 
network. Ant lion algorithm was used by Li and Jin to determine the parameters of 
an extreme learning machine [43]. In the ocean-wave forecasting model, Cornejo-
Bueno et al. utilized Bayesian optimization to determine ELM parameters. Zameer 
et  al. designed a new neural network-based short-term wind-energy prediction 
approach using genetic programming for parameter estimation [31]. Papari et al. 
using an optimization technique named modified harmony search optimization to 
specify parameters of support vector regression. This combination shows better per-
formances in comparison to other models [102].

The parameter selection of the machine learning model used for renewable 
energy projection is shown in Fig. 12.2.

3  Performance Evaluation of Forecasted Model

This part explains the results obtained by the forecasting model using evaluation 
metrics. Table 12.4 shows the evaluation of forecasted model’s accuracy by more 
than 11 studies. It shows that most researchers used Mean absolute error, mean 
absolute percentage error, root mean square error to measure the effectiveness of the 
forecasted model. Table 12.5 represents the measurement of the forecasted model 
using only MAPE. As per Lewis [103] if the MAPE value lies under 10% it shows 
a highly reliable forecast. There is another measurement criterion used to determine 
the accuracy of a model which is the correlation coefficient (R2). R2 used to deter-
mine the correlation between measured and predicted value. Table 12.6 represents 
the status of 23 studies using R2 as error metrics. Table 12.7 shows the performance 
of eight studies that used MAPE and R2 simultaneously. It describes that if value of 

Table 12.5 MAPE value by various studies for renewable energy resources

Energy source MAPE (%)/Ref.NO.

Solar energy 17.7[52],2.4[[104],7.4[70],2.8[74],1.3[77]
0.2[91],4.7[96],7.4[105],2.7[106],5.8[107],1.4[108]

Wind energy 8.1[41],1.6[19],2.4[20],3.3[26],6.5[28],3.8[29],17.1[38],
8.6[14],0.8[14],2.3[98],2.2[109],5.1[110],2.2[111],1.7[46],
7.6[47],6.0[48],6.2[49],15.1[50],14.4[51],3.0[112],3.7[113],7.5[114]

Biomass 0.99[80],0.93[81],0.90[83]
Tidal 0.9[86],1.7[88],2.0[102]
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Fig. 12.2 Machine Learning Parameter Selection metaheuristics for renewable energy forecast

Table 12.6 R2 value by various studies for renewable energy resources

Energy sources R2/Ref. No.

Solar energy 0.70[57],0.98[67],0.99[74],0.9[75],0.93[76],0.99[91],
0.96[105]

Wind energy 0.99[14],0.99[16],0.99[37],0.87[38],0.95[42],0.99[113],0.98[114]
Biomass 0.99[80],0.93[81],0.90[83]
Geothermal 0.8[115]
Wave 0.78[85]
Hydropower 0.7[78]

Table 12.7 MAPE and R2 Value by various metrics

Energy source Reference No. R2 MAPE (%)

Wind [38] 0.87 17.1
Wind [42] 0.95 8.6
Solar [74] 0.99 2.8
Biomass [81] 0.93 3.7
Solar [91] 0.99 0.2
Solar [105] 0.96 7.4
Wind [113] 0.99 3.7
Wind [114] 0.98 7.5
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the correlation coefficient is high then the MAPE value is lower which represents 
the more accurate and reliable renewable energy forecasting model.

ES = Energy Sources; EM = Evaluation Metrics; MSE = Mean Square Error; 
NRMSE  =  Normalized Root Mean Square Error; CC  =  Correlation Coefficient; 
RMSE  =  Root Mean Square Error; MAPE  =  Mean Absolute Percentage Error; 
MAE = Mean Absolute Error.

4  Conclusion

The usage of renewable energy is growing every day in order to reduce greenhouse 
gas emissions, but forecasting renewable energy is a difficult issue. The use of 
machine learning models to anticipate renewable energy in various ways was inves-
tigated in this paper. In the first section, the machine learning model is categorized 
into three approaches: mathematical model, artificial intelligence approach, and 
ensemble model. Among these three, the artificial intelligence approach and ensem-
ble model are used by the majority of researchers. In the second case, we describe 
the various preprocessing techniques to increase the performance of the forecasted 
machine was given. Thirdly, we describe the various parameter selection techniques 
for the machine learning model in the renewable energy system and finally forecast-
ing model’s effectiveness is measured using a variety of evaluation indicators. For 
future prospects, some observation is described as follows: In this review, it can be 
seen that most researchers are working on the forecasting of solar and wind energy 
but other renewable energy sources such as tidal, geothermal, biomass, and wave 
could also play an important role for future work. Secondly, preprocessing tech-
niques enhance the performance of the forecasted model. However, this subject has 
received little consideration thus far. Thus, the exploration of preprocessing tech-
niques with machine learning models may be a future research subject. Thirdly, 
appropriate selection of parameters also affects the accuracy of the forecasting 
machine. Thus, to increase the performance of the machine learning model the use 
of a new coronavirus optimization technique for parameter selection may be set up 
for future encouraging work for researchers.
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Chapter 13
Security and Privacy Threats 
in IoT- Enabled Smart Cities

Aditya Sam Koshy , Nida Fatima , Parul Agarwal , 
and Joel J. P. C. Rodrigues 

Abstract Presently, the globe is going through development in smart cities as the 
Internet of Things (IoT) is capable of connecting with almost every object in the 
environment through sensors, cloud, end user devices, and user interface. This is 
possible because of the uprising in information technology day by day, thereafter 
contributing to the social and economic welfare of citizens. The Internet is becom-
ing more integrated in daily life as managed by the Internet of Things. As IoT 
devices embrace novel endless opportunities to make life easier for people, they 
also increase the risk of data breaches, unsuspected users, and malicious attacks in 
the IoT framework. So preserving security and privacy from threats and attacks is 
an endowing challenge that is faced by IoT devices. It is known to an extent that 
data are more vulnerable in terms of security and privacy, because of integrated 
features implemented in the Internet of Things. Consequently, it is more prone to 
cyber threats and attacks despite the fact that it brings unbounded comfort and social 
security. Resolving these challenges and promising security and privacy of informa-
tion against threats and attacks should be the prime priority while designing and 
implementing the architecture of Internet of things (IoT). However, the end user 
ought to trust that IoT devices and services provided by them are safe and secure. 
IoT devices protection needs to be considered while designing the framework, to 
protect it from any kind of threat and attack while keeping in mind ethics and poli-
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cies which are utilized by the Internet of Things mechanization. In this chapter, 
privacy and security issues are discussed along with threats and attacks. Overview 
of the Interest of Things (IoT) is discussed in the beginning. Research work done in 
the past is also reviewed and examined with state of the art whereupon highlighting 
techniques utilized including the objectives and limitations. Additionally, this chap-
ter covers layers of the Internet of Things (IoT) with the network of IoT and security 
and challenges in each layer of IoT architecture. Major security issues are also 
 considered, followed by a discussion about Smart City Applications with their 
threats and solutions precisely to preserve concealment of Internet of Things (IoT) 
devices.

Keywords Smart city · Threats · Attacks · Layers of IoT · Smart

1  Introduction

The Internet of Things (IoT) is taking the world by storm. According to [1], the 
number of connected IoT devices is going to be over 25.4 billion in 2030. The sheer 
number tends to tell the success story of IoT as a technology and business opportu-
nity. IoT is a network of devices that exchange data amongst themselves in order to 
provide better services. The IoT creates this huge network of different devices that 
aim to provide different services that make human lives easier. The involvement of 
IoT in our lives has opened up a world of opportunities, with so many possibilities 
to achieve a number of things. IoT finds its application in many fields such as infra-
structure, traffic, agriculture, healthcare, business, and environment. In 2019, 
according to an estimate, 86% of the healthcare service companies were using IoT 
in some capacity or manner [1]. The IoT agriculture market is expected to value at 
$48,714 million in 2025 [2]. All these applications tend to improve our state of liv-
ing, providing us with the best of the service. IoT finds a major role in data collec-
tion through various sensory devices and its analysis. All this points to the potential 
that IoT has for making a change that would far exceed a common mans’ fantasy. It 
is all the more reason why big companies such as Apple, Microsoft, and Huawei. all 
want in on the action. According to [3], the total number of individual IoT patents 
held by Samsung Electronics is 9550. This reinforces the fact that all tech giants are 
well aware of the IoT, and its tendencies and how important it’s going to be. With 
all the possibilities to improve the current state of many services and industries, the 
one prevailing issue that has always been of concern is security. It is necessary for 
us to understand the security aspect of the IoT. According to [4], the IoT saw a hike 
of 300% in the number of attacks on IoTs. This is a huge matter of concern since 
IoT is an incredible technology, but what good would it be if it is not safe. Researchers 
over the years have been working on IoT to build up its walls of defense and coun-
termeasures to fend off attempts of attacks.

There are various approaches that have been taken to understand the threats that 
revolve around IoT, weaknesses, implementation vulnerabilities, design flaws, etc. 
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In this chapter we have taken the layered approach to understanding in-depth the 
prominent threats that linger around them. We discuss the functions of each of the 
layers and types of attacks that are common in them along with possible ways to 
counter them. We also discuss the major threats in various IoT applications such as 
Smart city and Smart traffic.

This chapter has been divided into eight sections. Sections 2 and 3 provide litera-
ture review and state-of-the-art techniques in IoT privacy and security. Section 4 
describes the layered architecture of IoT. Section 5 describes different IoT threats 
based on its different layers. Section 6 defines different types of threats posed to the 
IoT network based on two different transmission technologies, which are short- 
range and long-range transmission technology. Section 7 provides an insight on 
different smart application–based threats on IoT and the conclusion is presented in 
Sect. 8.

2  Literature Review

Large number of researchers have focused on securing the Internet of Things (IoT) 
system. With IoT data breaches, and malicious activity are a common aspect. In this 
section, some of the previously done work are evaluated and inspected which focus 
on securing IoT devices from any type of threats and attacks. The author in [5] has 
put forward a requirement for an engineering framework for validating security and 
privacy. Moreover, he has suggested that data protection techniques should be amal-
gamated for the purpose of security. In [6], authors talked about a 4-layered IoT 
security framework with respect to security requirements of each of the IoT compo-
nents which include sensors, network, cloud, and base stations along with security 
threats. Additionally, in [7], the authors examine security conditions including secu-
rity threats corresponding to the Internet of Things (IoT). It has also been recom-
mended for maintaining security, network heap needs to meet protocols which are 
obligatory for ensuring security addition to its heterogeneous network to be interop-
erable. In [8], security threats, privacy issues, and challenges are discussed by the 
author. For making data secure, authentication, confidentiality, and data integrity 
should be adopted. Furthermore, in [9], it is emphasized that grouped intrusion 
detection, non-repudiation prevention mechanisms like accessibility control, confi-
dentiality, and data integrity are needed in any IoT framework. In [10], the author 
studies a variety of IoT devices and examines privacy and security threats in each 
device. For achieving security, encryption algorithms, access control, data protec-
tion policy, intrusion detection at the earliest, timely monitoring of IoT devices, 
confidentiality, and identification are necessary. In [11], the author discusses secu-
rity and privacy challenges and reviews security issues based on sensors, services 
provided by IoT devices, network, and cloud together with application-layered 
architecture in an IoT environment. Furthermore, authors in [12] discuss that as data 
is collected pervasively, information can be easily hacked. As a result, vulnerability 
arises and this is a situation of concern for people as there is a threat of data breach. 
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So in the context of IoT, safeguarding the privacy of citizens is a strenuous piece of 
work. In [13], the authors mention that with the growth in the IoT’s new sensors, 
devices are being introduced which collect personal data of people in the form of 
personal, financial, or other related information, sadly, most of it takes place without 
the knowledge of the person. Therefore, protecting data against any malicious activ-
ity is a tough task. Author in [14] states that for protection of system, proper authen-
tication, authorization, and accessibility methods are mandatory; thereby, only 
permissioned applications and services are allowed to gain access over the informa-
tion. It is also proposed to follow two-factor authentication for making devices 
invulnerable. In [15], author researches about RF Interference on RFID as the IoT 
sensors are more prone to this kind of attack. In this technique, the intruder makes 
use of the Radio Frequency Identification (RFID) tag to disrupt or create noise in 
RF signals which result in deterioration of the quality of communication. In [16], 
the author presents that devices are at a higher risk of being vulnerable to network 
layer, most commonly to Distributed Denial of Service (DDoS) attack. So security 
prevention measures and mechanisms need to be implemented for early detection, 
so that layers can be guarded in a timely manner. Moreover, [17] suggested the need 
for strong encryption algorithms along with a key agreement to protect data. In [18], 
it is identified that information between client and server should be guaranteed 
against any malicious activity; only verified users are permitted so that data is 
secured from any kind of theft or vulnerability. In [19], the need for well-grounded 
security measures for overcoming security and privacy issues in the Internet of 
Things (IoT) is mentioned. In [20], researchers put forward that while designing 
architecture for the IoT systems, authenticity and embedded security ought to be 
considered.

3  State-of-the-Art Network Security Techniques

Following is the Table  13.1 that shows various State-of-the-art network security 
techniques being used today:

4  Layers of IoT

Over the years, there have been many architecture models proposed for IoT based 
on layers. It is a common understanding that dividing the architecture into layers 
allows for better understanding and learning of the architecture. It is to be under-
stood that all these architectures essentially point to the same network; the differ-
ence arises only in the approach. Many scholars and researchers for the same reason 
have gone on to provide variable number of layers to the same network based on its 
functioning, properties, security, etc. In [28], the Cisco company proposed a refer-
ence model for the IoT network that comprises of 7 layers. It can be argued that this 
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is a very finely designed architecture of IoT that delves deeply into functionality and 
purpose of each component that is a part of the IoT structure.

Figure 13.1 shows the reference model that was proposed by Cisco. This archi-
tecture divides the whole network into 7 layers, each specific in its functioning and 

Table 13.1 State-of-the-art network security techniques

Author Technique Purpose Limitation

[21] PiOS method It determines whether there is any 
information transgression in the IOS 
application.

Client is unclear about the 
privacy breach. It is not an 
effective method for 
consideration by the end user.

[22] TaintDroid 
method

It spots if there is a risk to the client’s 
android application and if sensitive 
data is breached.

If any infringement occurs it 
is not detected on time, as 
safeguarding information on 
time is impractical.

[23] User-ware 
privacy control 
approach

For protecting privacy it utilizes 
user-driven access control method 
which only permits authorized users to 
access data.

Implicit control flow cannot 
be tackled.

[24] Kirin method Uncertain policy configuration in the 
android framework is detected by 
which install time decisions for users 
defer.

Not capable of identifying 
data leakage, also cannot 
provide reliability against 
automatic security.

[25] R- IoT For protecting privacy, the key is used 
for the exchange of information that 
permits the user and gateway by which 
data are made secure from several 
attacks.

Protocol might not be 
available at the time of 
intermittent connectivity.

[26] ICAC Data are preserved by using CAC and 
SHA – 1.

For constrained devices, 
performance has not been 
checked.

[27] SM – EAPOL Provides secure end-to-end 
transmission between constrained 
devices.

EAPOL is required with 
DTLS, which is not suitable 
for constrained devices.

Collabora�on & Processes

Applica�on

Data Abstrac�on

Data Accumula�on

Edge (Fog) Compu�ng

Connec�vity

Physical Devices and Controllers

Fig. 13.1 Cisco IoT 
reference architecture
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responsibilities. The bottom most layer consists of physical devices and controllers. 
This is the layer that consists of devices such as sensors and actuators. These devices 
are the ones that are responsible for creating the data that is later put to use. Above 
this layer is the connectivity layer. This layer deals with the communication part of 
the network. The transmission of data through various means between the devices 
and base stations come under this layer. Edge computing is a relatively new concept 
that refers to a decentralized approach toward the processing of data. The edge com-
puting layer aims at processing the data that is generated at the device level and 
transported by the connectivity layer, for further layers that are above it. Fog com-
puting aims to process data as close to the network as possible so as to provide 
services in a quicker fashion.

The data accumulation layer holds the responsibility that is well established in its 
name. The data are stored and made available for access through different applica-
tions at any time, preferably. The data here is at a resting state and can be used to 
gather information or any other purpose that befits the need. The data abstraction 
layer deals with arranging the data in a format such that it is easily accessed by 
applications. With a hoard of devices at device level, the amount of data that is cre-
ated is very high. For any application, looking up any particular piece of data might 
be a problem. The range of data that is created might not be an ideal precedent for 
data accessing without having the data aligned in a manner that allows globalized 
data access. This data abstraction layer makes accessing the data for the applica-
tions simpler and more efficient. The application layer is the layer that allows us to 
access the data at the data accumulation and abstraction layer. The applications 
could differ based on the type of service we intend to incur from the devices or just 
plainly from the data that is gathered. The application layer gives us the ability to 
interpret data and interact with the devices at the first level, thus letting us to decide 
what the device should do based on its functions. The last layer is the collaboration 
and processes layer. It lies outside, in many senses, of the machine realm that 
encompasses the IoT. This layer brings the people and their ability to make some-
thing out of raw data.

In [29], the IoT Network is divided into 4 layers. This approach helps us simplify 
the understanding of the network while allowing us to deeply understand the func-
tions, features, and security aspects respective to each layer. This architecture is a 
cloud-based approach to the IoT. Not only is it easy but also the overall distinction 
helps us grab the vitality of IoT working, so we can have a better look at its weak-
nesses. Figure 13.2 shows the layered architecture of IoT.

4.1  Perception Layer

This layer consists of devices such as sensors and actuators that are responsible for 
data creation. The devices create the data that is necessary for the working of IoT. In 
an IoT network, things are used in order to gain some benefit or service from their 
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functioning. The devices could be anything such as environmental sensors, cameras, 
and smart meters. These devices are used to collect data and that data is sent to the 
layers above it. This layer encompasses all the devices that are used in an IoT net-
work, to create and send data. The devices need not necessarily be sensors that cre-
ate data, they can also be actuators that are supposed to carry out any specific 
operation such as smart locking system. In a smart locking system, the smart lock 
can be used to remotely lock or unlock any piece of property, building, etc. based on 
the use case. Thus, this layer not only consists of the devices that create data, it also 
consists of the devices that help in interaction with the environment or any other 
entity, to carry out an action.

4.2  Network Layer

The network layer, in essence, connects all the entities of an IoT architecture. This 
layer deals with the transmission and transportation of the data packets between the 
devices, base stations, cloud storage, etc. The network layer is responsible for the 

Fig. 13.2 4-layered IoT 
architecture
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communication paradigm of the IoT. The network layers consist of devices, gate-
ways, base stations, etc. that are used for the seamless communication in the IoT 
architecture. The data that is created at the perception layer and needs to be pro-
cessed is transported to the upper layer by the network layer. This layer makes use 
of different technologies for data transmission such as Sigfox, BLE, MQTT, Wi-Fi, 
Zigbee, LTE-M, NB-IoT, etc. These technologies can provide different benefits 
based on the use case they are applied to.

4.3  Data Processing Layer

This layer is the one that is responsible for data storage and processing. The cloud 
aspect of IoT, which stores data in a manner that they are easily accessible to the 
user for different purposes, falls in this category. The data that is created at the per-
ception layer and transported by the network layer wound up in the data processing 
layer where it is stored on the cloud. The other purpose that this layer serves is data 
processing. The data that is assembled is properly accumulated in order to be 
accessed by the applications in a manner that is simple and effective. The data that 
is once collected is then processed to be filtered, analyzed, and prepared to be fit for 
application use. The raw data is essentially changed into meaningful data that suits 
the purpose.

4.4  Application Layer

This is the final layer in IoT architecture. The application layer in a simpler sense 
provides humans a medium to interact with the IoT network. The application layer 
allows the user to mingle with the cloud data to get information out of it. It helps in 
getting the services that we need from a user perspective. People also use this layer 
to control the perception layer devices, allowing them to procure desired services 
from them.

5  Layer-Based Threats

In Table 13.2, major threats pertaining to various layers are mentioned.

A. S. Koshy et al.



285

5.1  Attacks on Perception Layer

Physical damage to the hardware device: This attack deals with tampering of the 
perception layer devices. The attacker tends to physically harm the sensor, actua-
tor, camera, etc. that is responsible for the data creation. This way the network 
suffers loss even before the data is generated. This can be very costly for mainte-
nance, since hardware components can be very expensive. This type of attack can 
be countered by installing the devices at places that are not obvious for the 
attacker to pay attention to or simply putting up the devices at spots that can be 
very tricky to reach.

Eavesdropping: This is a very prominent issue and is actually a threat at other layers 
too. In this type of attack, the attacker intercepts the data that is exchanged by 
obstructing the network traffic. This way the unauthorized party is able to gain 
information illegally for them. This is a very prominent problem in Computer 
Networks. The isolation of the affected node could help control the damage due 
to this attack [30].

Impersonation: In this type of attack, the attacker uses a fake identity to pass off as 
a legitimate user. This allows the attacker to gain access to unauthorized data. 
Such attacks can be countered by putting up firewalls or adopting appropriate 
cryptographic algorithms.

Jamming: This attack refers to leading the devices into the state where they are 
unable to provide services to the legitimate user. Jamming can be countered by 
putting the jammed region of the IoT network to sleep by the help of detec-
tion [36].

Table 13.2 Major threats in various layers of IoT

Layer Type of threats

Perception layer Physical damage to hardware
Eavesdropping [30, 31]
Impersonation [31]
Jamming [30, 32]

Network layer Phishing [33]
Sybil [34]
Sinkhole [34, 35]
Black hole [30]
Wormhole

Data processing layer Malicious insider attack
DoS attack
Cloud malware injection [33]
Cloud Flooding Attack [33]

Application layer Malicious code injection [30, 31]
SQL injection [31–33]
Sniffing Attacks [33]
Data aggregation & distortion [30, 34]
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5.2  Attacks on Network Layer

Phishing attacks: Phishing is an attack that is used for stealing user data. In IoT, this 
attack can be used to compromise many devices in a single attack [33]. This type 
of attack can be countered with the help of detection algorithms based on machine 
learning.

Sybil attack: It is an attack in which the network is compromised due to a number 
of pseudo-users that infiltrate the network. The number of such users leads to 
degradation of services in the network [37]. One way to subvert such an attack is 
to verify the users that are part of the network to ensure their identity as a legiti-
mate user.

Sinkhole attack: In this attack, the attacker tends to offer a false destination node to 
other neighbouring nodes. This allows the attacker to send the data from other 
nodes to the node of its desire which causes the data packets to be compromised. 
This attack can be countered with the help of cryptographic algorithms [38].

Blackhole attack: In this attack, the attacker attracts the data from other nodes by 
pretending to be the shortest path to the receiver. This allows the attacker to con-
trol the data traffic in the network. Different mechanisms to thwart such attacks 
are discussed in [39].

Wormhole attacks: It is a routing attack that disrupts the data flow of the network by 
channelling data packets to different destinations in the network. This type of 
attack can be countered by employing different techniques of monitoring or by 
checking the network for the delays of different paths to the receiver. Wormhole 
detection mechanisms are discussed in [40].

5.3  Attacks on Data Processing Layer

Malicious insider attack: This attack deals with the legitimate user of the network 
who uses his authenticity or authorization to look up the data of other users. This 
allows the attacker to gain access to illegal data. To keep such attacks from hap-
pening it should be noted that the authorization may only be provided to the ethi-
cal people.

DoS attack: This is a very common attack. It involves sending huge amounts of data 
into the network, overloading the components, which keeps the users from get-
ting resources. The use of Artificial Intelligence (AI) in detecting such attacks is 
promising [41].

Cloud malware injection: This attack involves the injection of the cloud with mali-
cious code or malware that gives them access to the cloud data and services. 
Employing Hypervisor could help defend against such attacks [42].

Cloud flooding attack: This attack is focused on the cloud and disrupts its function 
by sending huge loads of data packets thus ‘flooding’ the cloud. It keeps the 
cloud from engaging with requests from valid users. Using firewalls could help 
in such situations [42].
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5.4  Attacks on Application Layer

Malicious code injection: In this type of attack, the application layer is injected with 
a piece of code that comes from untrustworthy elements. This makes the system 
vulnerable and easy for attackers to gain an opening to enter the system. 
 Cross- site scripting (XSS) is a common example. Regularly checking codes, 
avoiding vulnerable constructs in code, scanning the applications, etc. are a few 
ways in general to steer clear of such attacks [43].

SQL injection: This involves injecting suspicious SQL commands in the system that 
may lead to access of data the attacker is not authorized to gain. To thwart such 
attacks, few measures such as decompiling the source code of any weak apps 
could be taken to limit SQL injection success rate [44].

Sniffing attacks: Such attacks are used to intercept the data transfer over the network 
with help of applications called sniffer and gain illegal information. Using differ-
ent techniques and protocols to monitor and identify threats are suggested 
amongst other things in [45].

Data distortion and a: The data that is being exchanged can be collected and/or dis-
torted by an eavesdropper. This would compromise the entire data and system 
since the attacker could gain access to all the relevant information. Different 
mechanisms could be employed to ensure such things are kept from happening.

6  Transmission Technology-Based Threats

This section describes the common threats in two types of networking technologies, 
namely, short-range wireless communication and low power wide area network.

6.1  Short-Range Wireless Communications (Bluetooth, Wi-Fi, 
and Zigbee)

6.1.1  Bluetooth

Bluetooth is a very common technology in today’s date. It would be fair to assume 
that every smartphone today has this facility in it. Bluetooth is a short-range wire-
less technology that allows for the exchange of data. Smartphones, smart watches, 
wireless head/earphones, etc. are major devices in this century that utilize this tech-
nology for connectivity and data transmission.

Bluetooth operates at 2.4GHz unlicensed ISM (Industrial, Scientific, and 
Medical) spectrum. The range of Bluetooth varies between 10–100  m. The fre-
quency range of Bluetooth does become a problem since there are many appliances 
that operate at similar frequencies such as microwave and hence causes interfer-
ence [46].
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6.1.2  Main Security Threats

It is to be mentioned that security vulnerabilities in Bluetooth vary with the version 
of it. But there are still older versions that are present in relatively older devices that 
are being used today.

Man-in-the-middle attack: This is one of the prominent attacks that harm the 
Bluetooth technology. In this attack, if the attacker is aware of the passkey that 
has been used for pairing previously, then he can impersonate either of the par-
ties in future when they try to pair again [47].

Blue-tracking: In this attack, the attacker assumes a name that would seem harmless 
to the user Bluetooth and hence drives any suspicion away from the attacker, 
while monitoring the user’s address to track them [48].

Backdoor: In this attack, to gain access to the user’s device, the attacker exploits the 
pairing mechanism. This allows the attacker to use the device posing as a legiti-
mate user.

Worms and viruses: The Bluetooth is very much vulnerable to viruses and worms. 
Major example of worms that affect the Bluetooth are Lasco, which affects the 
Bluetooth devices that are set in discoverable mode [49].

DoS attacks: There are various DoS attacks that can be found in Bluetooth, such as 
BD_ADDR duplication attack, SCO/eSCO attack and L2CAP Guaranteed 
Service attack. They all affect the service capability of the Bluetooth.

Victim device cloning attack: In this type of attack, the attacker uses the address of 
the user and clones it and uses it to pose as the original user. This can be a very 
dangerous attack since it would allow the attacker to pose as a valid user. Different 
types of victim cloning attacks are MAC address spoofing, brute force attack, 
forced re-pairing attack, etc.

6.1.3  Wi-Fi

Wi-Fi, or 802.11, is a wireless protocol that is intended for data transmission and 
communication. This is a very popular technology since many households these 
days have a Wi-Fi router that provides for their internet connectivity. This technol-
ogy is also a prime player in IoT to bring together multiple devices providing them 
a means to interact with each other.

Wi-Fi since its inception has added up many frequency ranges at which it oper-
ates, such as: 900 MHz, 2.4 GHz, 3.6 GHz, 4.9 GHz, 5 GHz, 5.9 GHz, 6 GHz, and 
60  GHz bands [50]. Wi-Fi employs several security mechanisms such as WEP 
(Wired Equivalent Privacy), WPS (Wi-Fi Protection Systems), IEEE 802.11i [51], 
and several others. The initial WEP provided authentication, data integrity, and 
encryption but was found to have major weaknesses after which, IEEE 802.11i was 
introduced, it had two versions hence known as Wireless Protected Access (WPA) 
and the second one WPA2. This was followed by the arrival of WPS which enhanced 
security furthermore.
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6.1.4  Main Threats in Wi-Fi

The authors in [52], define various stacks prominent in Wi-Fi that can cause dam-
age, few of them are mentioned as follows:

Identity Spoofing: In this attack, the attacker copies the MAC address of any Wi-Fi 
device in order to be able to impersonate the device to gain access as a valid 
device and can pose a huge threat to the Wi-Fi network. Such attacks can gener-
ally be thwarted with the help of intrusion detection algorithms.

Packet Replay: In this type of attack, the attacker uses WEP packets from a previous 
exchange and replays it to gain access as a legitimate user. This may allow the 
attacker to be able to get vital information.

Physical attack: Many devices such as routers have vital security data printed on 
them which may leave the network in danger of getting hacked. This calls for 
installing such pieces of equipment in safer environments.

ICV tampering: Integrity Check Value (ICV) is a piece of information that is gener-
ated for the purpose of integrity of the network. According to [53], it is very 
much possible for an attacker to make any sort of modification in a message and 
tamper ICV too in order to make that message seem legit.

Device desynchronization: This is a type of attack that allows the attacker to meddle 
with the synchronization routine of the Wi-Fi Stations in a manner that causes 
the loss of power by disrupting the Power Saving mechanism.

Packet Trashing: This attack involves the attacker in a manner that they match the 
transmission time of a valid user in a network to send data packets at the same 
time, this causes collision of packets which is an utter waste of medium and 
resources.

Channel Jamming: This attack causes similar complications to packet trashing, in 
the sense that it wastes the resources of the channel. In this attack the attacker 
tends to send noise into the network in order to jam the communications.

Cryptanalysis Attacks: There are several attacks of this kind that involve cracking 
keys and passwords to break encryptions or other mechanisms. Few such attacks 
are: WPA cracking, online WPS cracking, and key reinstallation attack.

6.1.5  ZigBee

Zigbee is a short-range, low power communication technology that has garnered 
much attention over the years as an effective IoT transmission technology. It is 
majorly deployed in mesh topology, a network that is very well-suited for Home 
Automation. Its range is typically >100 m [54].

Zigbee is based on the IEEE 802.15.4 radio frequency standard and is deployed 
at an unlicensed 2.4GHz frequency. As mentioned, it finds its applications majorly 
in home automation and similar short-range networks that require low power con-
sumption and low data rate.
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6.1.6  Main Threats for Zigbee

Sink attack: This attack offers other nodes, the shortest path to their destination, thus 
gathering the network traffic towards it, which is not healthy for the network [55].

Neighbour attack: This attack is very good for discovering the neighbouring nodes 
that are present in a network. The infected node sends HELLO commands to 
other nodes which are not aware of the deceit and respond to it, which in turn 
causes waste of energy [56].

Physical layer attacks: Zigbee is also vulnerable to attacks such as collision attacks 
or attacks that focus on jamming the network [57].

Rogue acknowledgment: In this attack, the attacker spoofs any device and sends 
fake acknowledgment pretending to be a real valid device. This allows them to 
create establishments on the wrong grounds, yet successfully.

Same-Nonce attack: This type of attack occurs when a device sends two consecutive 
messages with the same NONCE and there is an eavesdropper listening in, then 
the eavesdropper would be able to decipher the message with XOR function, 
thus leaking the data [58].

Packet injection: This type of attack allows the attacker to inject any malicious con-
tent into a regular packet that’s part of the network.

6.2  Low Power Wide Area Networks (LoRaWAN, Sigfox, 
and NB-IoT)

6.2.1  LoRaWAN

The LoRaWAN or long-range wide area network is a low power wide area network 
that has proven to be effective in communicating over great distances with limited 
power consumption. LoRa is a radio technology that is very intuitive to the IoT 
application. It is deployed in unlicensed spectrum and is a MAC layer protocol. The 
LoRa has a channel bandwidth of 125–500 kHz and employs CSS modulation. It 
has found its application in many fields such as Glasgow, where the IoT network is 
held together with the help of LoRa for communication [57], Smart parking [58], 
Smart irrigation [59], and many more.

There are a few vulnerabilities and threats that surround LoRa:

Replay attack for ABP-activated nodes: This attack allows the attacker to use the 
messages from last session with larger counter values and use them in the current 
session. This type of attack is possible for ABP-activated devices [60].

Eavesdropping: The LoRa also suffers from eavesdropping. This is possible by the 
method of Key stream reuse. It also employs crib dragging to fully decrypt 
the text.

Bit-flipping attack: This attack takes place between the server of the network pro-
vider and the application server. Since the security in this region is not so strong 
it is very easy to steal packets or reroute them [60].
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ACK spoofing: Due to the implementation of spread spectrum technology, the 
packet transmission takes a longer time in LoRa which gives the attacker oppor-
tunity to monetize the situation and block the acknowledgment signal from 
reaching a device, and use the ACK to spoof [60].

6.2.2  Sigfox

Sigfox is a narrowband technology that is a part of the LPWAN family. Sigfox is 
deployed in unlicensed spectrum and makes use of BPSK modulation. It has a band-
width of 100 Hz.

It is used for long-range communications and is well-suited for IoT applications 
that require low data rates. It is being employed all over the world for different IoT 
purposes and more.

6.2.3  Security Threats for Sigfox

Wide-band and Selective jamming: This is possible in Sigfox [61].
Eavesdropping: Given its unique structure it is hard but an attacker who is aware of 

sigfox technology can easily commit eavesdropping.
Traffic analysis: This is a very prominent threat in Sigfox when Phase-shift keying 

(PSK) is compromised.
Replay attacks: This might be the biggest vulnerability of Sigfox. The Sequence 

number that is used in Sigfox is checked only at the backhaul network, leaving 
room for replay attacks [61].

DoS attack: Due to the limit on sequence number, the system can get DoSed all by 
itself [62].

6.2.4  NB-IoT

This is another type of LPWAN technology that was developed by the Third 
Generation Partnership Project (3GPP). It is a radio technology that is heavily 
inspired from Long Term Evolution (LTE). It works at a bandwidth of 180 kHz and 
is a cellular technology. NB-IoT has a wide range and is known for its higher data 
rates, lower latency, and better QoS amongst other LPWANs. It has numerous appli-
cations such as smart parking [63], tracking [64], and Smart bikes [65].

6.2.5  Security Vulnerabilities

Port scanning: The attacker uses this attack to conduct a scan in order to find open 
ports and services that are provided in the network [62].
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ARP spoofing: In this type of attack, the attacker sends fake Address Resource 
Protocol (ARP) packets into the network in order to gain a connection with the 
devices of the network [66].

DNS spoofing: In this attack, the attacker puts up false and fraudulent Domain 
Name System (DNS) records into the network which compels the server to revert 
corrupted DNS information.

Hacking into network using UE: A malicious Federal Intelligent Transportation 
Systems (UE) could be used to hack into the network by sending in malicious 
data into a port that was created by other UE to gain access to the Packet Data 
Gateway, which gives further access to the network services.

DoS attack: This attack can come as a consequence of the abovementioned hacking, 
by engaging nodes in a repeated packet transfer.

7  Smart Applications

Today, more than half of the globe’s population lives in urban areas, and this will 
rise significantly over time. Therefore, cities are facing issues brought by this popu-
lation growth, which are air pollution, scarcity of resources, and unmanaged traffic. 
So smart city applications are introduced for a smoother flow of resources in cities 
that will allow for real-time response to people in society. In order to do that, a smart 
city needs to prepare itself to respond to any kind of threat and attack while transi-
tionally maintaining relationships with every person in the nation. Some of the 
smart city applications are discussed in this section:

 1. Smart energy: Smart city’s main objective is to efficiently control the resources 
and consumption of energy to promote the utilization of renewable energy for 
strategic management of available resources and for better planning. Smart cities 
are in charge of creating eco-friendly and liveable environments for every indi-
vidual, for pioneering development so that citizens can live comfortably and 
adapt to novel changes in their surroundings. Smart energy depends on resil-
ience, sustainable energy solutions, agile end users, and renewable resources. In 
recent times for consumption and energy generation, sensor nodes are estab-
lished to check for any failure that occurs in supply of electricity it can leverage 
and check [67].

 2. Smart infrastructure: The main motive is to make sure how resources can be 
utilized to their full extent and in what way performance can be improved so that 
it can be blended well with different intelligent infrastructures like smart people, 
smart energy, smart economy, and smart environment. As a considered fact while 
setting up smart infrastructure, environment-friendly infrastructure should be set 
up which guarantees privacy and security of every individual and that their data 
is safe from any unauthorized access [68].

 3. Smart governance: For productively managing cities, smart governance is 
needed. In the present scenario, information and communication technology 
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plays a vital role in every individual’s life. Without its presence, urbanization is 
not possible. Mobile application, website, and online accessibility are helping 
the public to directly access portals while permitting them to give any sugges-
tions and feedback to the government. To enable this, some models have been 
proposed in smart governance: Government to Citizen Model(G2C), Government 
to Business Model(G2B) as well as sustainable development are all mandatory 
for smart governance. However, for the creation of digital platforms funds are 
needed and as a known fact developing nations face difficulty with respect to 
funds, they are at a crunch. Lack of interest of individuals as they do not want to 
participate as not everyone is literate. Therefore, these are some challenges faced 
by the government in setting up Smart governance [69].

 4. Smart healthcare: Healthcare [70] is a significant sector in every person’s life. 
The main elements are patients, medical practitioners, pharmacists, etc. along 
with monitoring their health, detection of disease, treating them with the help of 
advanced technological developments [71], and algorithms for remote patient 
monitoring and smart techniques. Researchers collected ample amount of data 
that can be used to investigate the behaviour of individuals and how much they 
are aware of healthcare.

 5. Smart traffic: In smart cities, major issues are managing traffic fuel saving, acci-
dent detection, traffic violators [72], etc. Thus, Intelligent Traffic Management 
Systems (ITMS) [73] is the need of the hour. Smart traffic makes use of data 
gathered through sensing devices and vehicles’ licence plates, along with the 
help of machine learning approaches to know the best route for traffic mobiliza-
tion, to collect information on road accidents and to address time wastage and 
fuel scarcity issues. Also, green corridors are built for emergency services to 
avoid traffic blocking.

Some of the applications of smart cities with threats and solutions are reviewed 
in Table 13.3 [74–80]:

7.1  Threats to Smart City

With the emergence of Internet of Things (IoT), so many connected devices are 
positioned in cities all around the globe, but with this technological advancement 
IoT possesses some threats as cyber criminals, malicious attackers, and intruders 
may take advantage of it which results in harming the security and privacy of citi-
zens when it is neglected [79]. Some of the common threats are:

 1. Man-in-the-middle: It is an eavesdropping attack in which a conversation is 
interrupted by an attacker who positions themself in the middle of the  conversation 
and acts like an authorized entrant. This data is hacked by the attacker which is 
then transferred by any party, and any malicious activity by an intruder is 
detected behind time [81].
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Table 13.3  Smart Applications–based Threats

Serial 
no. Application Threats Solutions

1 Smart energy •  Distributed denial of 
service (DDoS)

• Spoofing
•  Unauthorized aAccess
•  Denial of Service (DoS)
•  Phishing
•  Security Breaches

•  Cybercrime intelligence.
•  Encroachment detection and 

prevention mechanism 
implementation.

•  Analysis of risk.
•  Capitalisation on resilient 

resource system.
•  Regulatory policies and planning.
•  Rules and regulations guiding 

data.
•  Data policy confidentiality.

2 Smart 
infrastructure

•  Man-in-the-middle
•  Denial of Service (DoS)
•  Security breaches
•  Untrusted service providers
•  Malware infection
•  Failure of system

•  Interoperable security
•  Secure middleware
•  Implementation of application 

security control methods
•  Two factor authentication process
•  Risk assessment

3 Smart 
healthcare

•  Eavesdropping
•  Jamming attack
•  Denial of service (DoS)
•  Fingerprint and Timing 

based Snooping (FATS)
•  Sensor attack
•  Select Forwarding Attack 

(SF)

•  Intrusion detection and 
prevention mechanism

•  Routing monitoring
•  Detection of node failure at 

earliest to done replacement 
timely

•  Secure suthorization
•  Data confidentiality

4 Smart traffic •  Malicious actors
•  Security Gaps in Controller 

Area Network (CAN bus)
•  Technical and 

environmental challenges
•  Network attack
•  Data breaches
•  Malware attack
•  Distributed Denial of 

Service (DDoS)
•  Man-in-the-middle
•  Jamming
•  Eavesdropping
•  Sybil attack
•  Spoofing

•   Policy enforcement technique
•  Secure middleware
•  Authorized authentication
•  Encipherment
•  Control mechanism monitoring
•  Proper monitoring of routes
•  Enabling sensing techniques
•  Implementation of data 

encryption techniques like and 
AES

•  Inappropriate behaviour detection 
mechanism

•  Smart traffic controllers 
implementation

•  Utilizing non-repudiation
5 Smart 

governance
•  Digital security breach
•  Mirai botnet attack
•  Malicious actor
•  Distributed Denial of 

Service (DDoS)
•  Networking attack
•  Failure of system
•  Data leakage
•  Malware infection

•  Authentication and confidently
•  Resilience
•  Lightweight intrusion detection 

prediction at earliest
•  Following privacy preserving 

data mining techniques
•  Homomorphic encryption
•  Two-level authentication
•  Regulatory policies and planning
•  Interoperable security
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 2. Data and identity theft: It is a type of phishing attack where data are stolen by 
cyber criminals and they ingress details by unauthorized data similar to access 
details about bank, digital life, and credit card information. Susceptible informa-
tion is collected by them side by side from account access, information about 
social circles and family members. Identity theft is done by them to gain wealth 
and to cause damage which is not rectifiable, such as harming the reputation of 
individuals. Cyber criminals can easily gather data as online portals always 
require an email address that can be easily hacked by them; through it they enter 
another account detail as they are more vulnerable to data and identity theft [82].

 3. Device hijacking: In this, intruders hijack systems and devices by attacking net-
work security of network. Device Hijacking is also known as cyber hijacking 
and computer hijacking. Several kinds of hijacking attacks are browser  hijacking, 
session hijacking, page hijacking, domain name system hijacking, and internet 
protocol hijacking [83]. This intruder takes control over the session which is 
between client and server and man-in-the-middle enters between session by 
kicking off the client out of session which disturbs all the networking and by the 
time this issue is addressed it is too late [84].

 4. Distributed Denial of Service (DDoS): In this normal traffic is distributed by a 
malicious actor of a server network by forwarding suspicious amounts of traffic 
over the web. Botnet lays its foundation for establishment, intruder gets access 
to send instructions to each bot and it requests to gain access over IP address but 
this normal traffic is flooded with internet traffic which results in denial of 
Service. Distributed Denial of Service attack can be known if website connec-
tion slows down or page is not responding. Also with the help of traffic analytics 
tools, DDoS attacks can be spotted. Other forms of Distributed Denial of Service 
are SYN flood, HTTP flood, and DNS Amplification. If network experts are able 
to differentiate between normal traffic and traffic forwarded by an intruder, the 
Distributed Denial of Service attack can be stopped in time [85].

 5. Permanent Denial of Service (PDoS): It is also referred to as phlashing, in which 
Permanent Denial of Service occurs, through disruption in hardware as more 
data are getting stored or moving to cloud computing in present time, this attack 
disturbs and damages the ongoing work. In PDoS intruder attacks, system and 
devices are destroyed by the intruder by entering corrupt firmware pictures, so 
the person who suffers is left with no other choice than to get it repaired or to buy 
a new system. It causes loss which is irreplaceable as attack is irreversible and as 
organizations are always ready to pay a hefty amount to prevent it. Attacker’s 
purpose is to wreak havoc. Permanent Denial of Service attack saves malicious 
actor’s time when compared to Distributed Denial of Service attack where in 
DDoS attack exists till the time permitted by intruder which is not the case in 
PDoS. In the Internet of Things (IoT) connected devices with greater financial 
gains are more vulnerable to Permanent Denial of Service attack. While keeping 
the system upgraded Permanent Denial of Service attack risk can be minimized 
and by keeping security check all round the day too [86].
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8  Conclusion

Internet of things (IoT) devices are capable of connecting with almost all real-world 
things for information sharing. IoT uses sensors which collect data over the web, 
which provides knowledge that helps in improving the lives of citizens by creating 
novel applications. IoT architecture is required for the successful implementation of 
devices and for enhancing the quality of life but privacy, security, and threat issues 
are major challenges that are faced by IoT environment in present time. Moreover, 
safety should be considered as it plays a major role in safeguarding systems as well 
as providing a reliable method for protection of IoT components from any kind of 
threat and attack. As IoT devices work on rules and policies, proper ethics and pro-
tocols should be guided. In this chapter, review of privacy, security, and threats were 
presented in addition to layers of IoT, attack types, and major security threats which 
were also discussed. Respectively, it highlights smart city applications with their 
solutions. Besides, previously done work is reviewed and examined which focuses 
on security requirements. Lastly, many issues and threats are identified that open the 
way for eminent research in future.
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Chapter 14
Efficacy of Bio-absorbent Concept 
in Textile Effluent Treatment Technology 
Using Low-Cost Materials 
by Implementing Banana Bark 
and Orange Peel

A. Arivoli and X. Agnello J. Naveen

Abstract Textile Effluents include dyes that have color variation, though this is 
considered as a physical parameter of water. Due to their hazardous nature, dyes are 
considered to have devastating chemical effects on the bio-ecological system. The 
elimination of dye-color from the industrial wastewater assimilation process gives a 
classification in treatment technology, mainly if the adsorbent is cost-effective and 
naturally available. Banana bark and orange peel were used as adsorbent materials 
in this pilot research. The outcomes of the research shows a variation in potential of 
Hydrogen, contact of materials in time and specific concentration, assimilation of 
the  adsorbent materials  indicated the removal of pollutants present in the textile 
effluent. This investigation revealed that there is a significant difference between the 
use of orange peels which were more essential than when compared to the banana 
bark for the assimilation of pollutants from the textile wastewater. In this paper, 
attempts have been made to remove color, pH, TS, TDS, TSS, COD, and BOD by 
using two adsorbents. The highest color removal competence has been noticed as 
65% and 75% for banana bark and orange peel, respectively. It result concludes a 
variation in the parameter like pH has decreased from 8.02 to 8.4. The TDS has 
observed the maximum percent removal of 50 and 85%. The investigational out-
come shows the efficacy of the materials that have superior capability to eliminate 
color from wastewater and act as cost-effective adsorbent materials.

Keywords Bio-adsorbent material · Textile industry effluent · Banana bark · 
Orange peels · Efficacy of color change

A. Arivoli (*) 
Department of Environmental Science, Government Arts College, Ariyalur, Tamil Nadu, India 

X. A. J. Naveen 
Department of Environmental Science, Thanthai Roever Institute of Agriculture and Rural 
Development (TRIARD), Perambalur, Tamil Nadu, India

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-89554-9_14&domain=pdf
https://doi.org/10.1007/978-3-030-89554-9_14#DOI


302

1  Introduction

The environmental issues for textile effluent treatment were enforced by the 
Pollution committee board in 1989, mainly on releases of wastewater by nonpoint 
sources of the environment. Textile firms use kiloliters of water for operation and 
production; the waste has been classified into organic and inorganic chemicals by 
classifying goods manufactured from the outsourcing of vast quantities of wastewa-
ter discharged into the environment [33]. The water is used in synthetic dye prepara-
tion The amount, quality and assessment of wastewater changes from firm to firm 
by its production capacity, directly affecting the water input and output usage. The 
primary principal of textile wastewater evaluation is to evaluate physical parameters 
such as pH, color, temperature, electrical conductivity, and total dissolved solids 
and assess chemical parameters such as organic and inorganic chemicals, chemical 
oxygen demand, chloride, sulfate, salinity, and heavy metals [20]. The effluent pro-
duced from the classification of the manufacturing process in a textile firm is de- 
sizing, scouring, bleaching, mercerizing, dyeing, printing, and packing discharging 
of inorganic material [34]. Many synthetic dyes used are toxic/hazardous; have 
genotoxic, mutagenic, and carcinogenic effects; and cause biomagnification in 
aquatic life and human health [5, 9]. Wastewater from textile industries contain 
contaminants/toxic elements above the permissible levels or standards given by the 
pollution committee for discharge into point sources. Correct effluent treatment 
should be done by mechanical, chemical, phytoremediation, or bioremediation treat-
ment process before being discharged into the ecosystem, to match a permissible 
limit (standards) of wastewater norms. Several technologies have to reduce water 
consumption by recycling the wastewater that comes from the textile industries. 
Bio-adsorption is one of the cost-effective techniques [17]. Different adsorbents are 
functional for removing dyes from aqueous solutions, such as alumina, crushed 
bricks, peat, sand, charcoal bentonite silica, and apricot [19, 21, 32]. Several non-
conventional low-cost adsorbents used for dye removal (natural ingredients) contain 
fruit waste of Prosopis juliflora, wood, orange peel, banana pith, maize cobs, barley 
husk, bagasse pith, etc. The utilization of agricultural waste as a cost-cutting adsor-
bent has enormous significance in India, with more than 200,000 tons of dyes 
deposited into agriculture irrigation by kiloliters per annum [35]. This study is to 
advocate the efficacy, feasibility, viability, assimilation and concentration of using 
orange peel and banana bark as cost-cutting adsorbents.

Natural adsorbent is used to estimate the assessment of different physicochemi-
cal parameters such as color adsorbent capacity and concentration of material with 
varying intervals of time (dosage initial and final). This study is conducted on a 
laboratory-scale, and if the  research has good potential for the removal of color 
from effluent, it can be used on a kiloliters per day.
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2  Materials and Methods

2.1  Sample Parameter Collection

The effluent is collected from the end-operation processing unit of the dye industry 
in Tirupur for physicochemical analysis in a storage bottle. Figure 14.1 describes 
methods used for the preparation of absorbent methods used for the treatment of 
textile effluent.

2.2  Methods of Analysis (Table 14.1)

2.3  Principal of Bio-adsorption Experiment

The experiment principal involves mixing chemical reagents in five beakers. A vol-
ume of 150  ml textile effluent in operational process with two banana bark and 
orange peel adsorbent dosages (100, 200, 300, 400, and 500 mg/l), with varying 

Fig. 14.1 Methods of Preparation adsorbent methods to treat textile effluent
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time intervals of 2, 4, 6, 10,12, and 24 hours in room temperature and centrifuged or 
agitator speed of 4000 rotations per minutes. Fix the conical flask tightly. These 
processes requires 24 hours for stable settlement, the homogeneous mixture has to 
settle for 24 hours. The adsorption methods used is isothermal reaction based on 
mathematical models inference to the complex binding substance between mois-
ture, liquid, and solid relationship to a complexity between homogeneous and het-
erogeneous solid molecules. The adsorption process efficacy has been calculated by 
using the mathematical formula given below. [22, 30] C0 and Ct, are essential fac-
tors required in all the physical and chemical parameters determine the oxidation 
and reduction process depending on reagent usage and dosage. Two factors are 
introduced in the process kinetic operation (2) for pseudo-first-order (PFO), (3) for 
pseudo-second-order (PSO) [15, 24]. The Langmuir isotherm explains an envisage 
approach on the adsorptions phenomenon at specific homogeneous (holistic mix-
ture combination) at an adsorbent surface tension changes, which gives a (4) result 
of the equation shows variable  give the expression on KL, Langmuir constant 
(L·mg−1) [25]. The Freundlich variable expression in nonuniform and multilayer 
adsorption on heterogeneous surfaces is shown in Eq. (14.5).
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Table 14.1 Describe the method of analysis the textile effluent samples

S. no Parameters Methods References

1 Temperature Thermometer [18]
2 pH Redox potential method [14]
3 EC Electrochemical method [18]
4 TS Gravimetric method [27]
5 TDS Gravimetric method [4]
6 TSS Gravimetric method [2]
7 Alkalinity Acid–base titration [3]
8 Total hardness Complexometric titration [11]
9 Chloride Argentometric titration [2]
11 Dissolved oxygen Winkler method [8]
12 COD Closed reflux method [38]
13 BOD5 Winkler method – 5 days incubation at 20°C [2]
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3  Results and Discussion

3.1  Physicochemical Elements of Textile Waste Water:

The elements of textile wastewater are collected from the Tirupur district, as pre-
sented in Table 14.2. The present study explores the feasibility of orange peel and 
banana bark as a cost-cutting natural adsorbent material concerning various param-
eters, such as the color adsorbent capability of elements  in a lab conditon dos-
age system and tested for physico- chemical parameter [10].

4  Influence of Temperature

The textile effluents output is higher temperatures after passing through which bio- 
absorption process. The ambient weather system is taken into a consideration on the 
bio-absorption to understand there is any change of or variation in dyes tempera-
ture which varies from initial 26.2°C respectively (Fig. 14.2). The textile wastewa-
ter from the absorbent banana bark and orange peel had a mean temperature of 
26.1°C and 25.8°C, respectively, and control mean temperature  is 26.4°C during 
samples testing in lab condition for 24 hours at room temperature adsorption of pol-
lutants on plants. A similar result showed examples. This concept of bio-absorption 
explains the feeble interaction forces into Van der Waals Forces, and hydrogen 
bonding reaction has involved due to increase in temperature results in which result 

Table 14.2 Quality assessment of physico-chemical parameters of textile industrial wastewater

S. no Quality of physico-chemical variables Unit Textile effluent BIS standard (17)

1 pH* – 8.39 7 to 8.5
2 EC* µS/cm 6.79 NA*
3 Temperature °C 26.2 NA
4 TS* Mgl−1 7999 NA
5 TDS* Mgl−1 7000 500
6 TSS* Mgl−1 1000 NA
7 TA* Mgl−1 200 NA
8 Chloride Mgl−1 662.02 200
9 DO* Mgl−1 2.43 6
10 TH* Mgl−1 106 300
11 COD* Mgl−1 680 250
12 BOD* Mgl−1 120 NA

Note: NA – not available, mgl-1 – milligram per liter, µS/cm
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in decrease the temperature of the addition in dye due to the reduction process at 
higher temperature concentration due to organic matter [16]. Asgher and Bhatti [13] 
also set-up to  reduce  the  dyes color  change used in bio-adsorption  respectively 
with temperature variations.

4.1  Influence of Potential of Hydrogen (pH*)

Hydrogen is an essential parameter to estimate the water status. The difference from 
the water having potential of hydrogen below 6.5 and above 8.5 is below the permis-
sible limits. The potential of hydrogen of textile effluent is 8.39; the alkaline nature 
is due to colors, dyes, chemicals, etc. The textile wastewater from Fig. 14.3 shows 
the bio-absorbent banana bark and orange peel had a mean potential of hydrogen 
8.18 and 7.39, and control had a mean pH of 8.02 during a contact time of 24 hours, 
respectively. pH factor is very critical in adsorption studies, especially for dyes in 
bio-adsorption. The pH of a medium controls the magnitude of electrostatic charges, 
which are stated both by the ionized dye molecules and the directions on the surface 
of the adsorbent. As a result, the rate of adsorption will vary with the pH of an aque-
ous medium [12, 29].

4.2  Impact on Electric Conductivity (EC *)

Electrical conductivity (EC) is an essential water status parameter which reveals the 
difference between soluble salts by bio-absorption reaction, which explains that 
bio-absorption is efficient in treating textile effluents. Electrical conductivity from 
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the experimental setup has been noted at 6.79 µS/cm. The effluent from the absor-
bent banana bark and orange peel absorbents had a mean EC of 6.52 µS/cm and 
6.89 µS/cm, respectively, and control had a mean EC of 6.82 µS/cm during 24-hour 
contact time (Fig. 14.4).
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4.3  Impact on (TS *)

TS of textile wastewater has been observed to be 8000 mgl−1. The banana bark and 
orange peel absorbents had mean TS of 4500 and 1500 mgl−1, respectively, and 
control had a TS of 7000 mgl−1 during 24-hour contact time (Fig. 14.5).
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4.4  Effect of TDS

The total dissolved solids (TDS) of textile effluents have been observed to be 7000 
mgl−1. The effluent from the banana bark and orange peel absorbents had a mean 
TDS of 3500 and 1000 mgl−1, respectively, control had an indicated TDS of 6000 
mgl−1 during 24–hour contact time (Fig. 14.6). TDS has insoluble minerals like salts 
and metals cations and anions undissolved in water.

4.5  Impact on (TSS*)

The observed result from TSS is 1000 mgl−1. This flow into banana bark and orange 
peel works has a bio-absorbent were, industrial wastewater had a mean TSS of 1000 
and 500 mgl−1. Control TSS had a value of 1000 mgl−1 during contact of time inter-
val 24 hours (Fig. 14.7).

4.6  Impact on Chloride

The value of chloride parameter in effluent has been observed at 662.02 mgl−1. The 
effluent using the bio-absorbent banana bark and orange peel reduction had a mean 
Chloride 481.23 and 18.61 mgl−1, control had a mean value of Chloride 550.5 mgl−1 
during passing time 24 hour respectively (Fig. 14.8).
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4.7  Effect of Dissolved Oxygen (DO *)

The amount of dissolved oxygen (DO) has been observed at 2.43 mgl−1. The efflu-
ent passed through the bio-absorbent banana bark and orange peel had a mean DO 
of 5.43 and 10.13 mgl−1, respectively. The control treatment  for a average mean 
value is calculated for DO value is 8.5 mgl−1 during treatment time 24 hour respec-
tively (Fig. 14.9).
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4.8  Effect of Total Hardness (TH *)

The total hardness (TH) has been observed to be 106 mgl−1. The wastewater passed 
through the absorbent banana bark and orange peel had a total mean hardness of 70 
and 80 mgl−1, respectively, and control treatment mean value of total hardness of 80 
mgl−1 treatment time 24 hour (Fig. 14.10).
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4.9  Effect of Total Alkalinity

The total alkalinity (TA) of the effluent has been observed to be 200 mgl−1. 
Wastewater was passed through the bio-absorbent banana bark and orange peel for 
a mean total alkalinity of 75 and 50 mgl−1, respectively, and control after the reduc-
tion treatment, the mean value is 100 mgl−1 during contact time 24 hour is notified 
(Fig. 14.11).

4.10  Effect of COD*

The Chemical Oxygen Demand (COD) of textile wastewater has been observed to 
be 680 mgl−1. The effluent from the absorbent banana bark and orange peel had a 
mean COD of 380 mgl-1 and 320 mgl−1, respectively, and control had a mean COD 
of 420 mgl−1 during contact time of 24 hours. Figure 14.12 shows that decrease in 
adsorbent particle size results in an increase of percent removal of COD, which may 
be due to the rise in the available surface area for the adsorption process. Patel and 
Vashi (2010) also worked on the treatment technology of textile wastewater through 
adsorption. While outcomes are the effect of bio-adsorbent dose, they found similar 
trends in increasing dye adsorption by amplifying the adsorbent dose.
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4.11  Effect of BOD5*

The Biological Oxygen Demand (BOD5) from the textile effluent has been observed 
to be 120 mgl−1. The effluent from the absorbent banana bark and orange peel had a 
mean BOD5 of 68 mgl-1 and 55.2 mgl−1, respectively, and control had a mean BOD5 
of 90 mgl−1 during contact time of 24 hours (Fig. 14.13). Table 14.3 gives the per-
formance of banana bark and orange peel adsorption using textile effluent.
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Table 14.3 Performance of banana bark and orange peel adsorption using textile effluent

Physicochemical 
parameters

Percentage removal efficiency
Banana bark 
(absorption)

Orange peel 
(adsorption)

Control 
(without)

TS 25 31 12
TDS 50 85 14
TSS NIL NIL 20
TA 62 75 NIL
Chloride 27 32 16
DO NIL NIL NIL
Hardness 33 26 12
COD 44 52 39
BOD5 43 54 25
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4.12  Comparative Study on the Performance by Literature 
Using Past Study

The removal efficiency  using banana bark and orange peel treatment  has a bio- 
adsorbent material used on textile wastewater shows according to literature sources 
from Table 14.2. The outcome of the study explains that the condition between the 
two natural technology treatments should be established in view of comparisons. 
Table  14.4 classifies the natural assimilation of treatment of textile using 
bio-adsorbents.

5  Future Scope

Wastewater treatment and management in India has a higher demand to reuse and 
recycle  by a high superior  technology (green and clean) and cost-benefit effects 
towards technologies for development and future projections of wastewater treat-
ment. The use of bio-adsorbents in wastewater treatment reduced expenditure on the 
processing of costly chemicals. This treatment process is very economical for devel-
oping countries. These treated water can be used in  garden 

Table 14.4 Shows the  Classification of different  concentration  for  natural 
assimilation  between  treatment technologies  for  textile  effluent treatment using 
bio-adsorbent materials

Bio-adsorbent 
material Coagulant used

Textile 
effluent

Removal of 
parameters References

Bentonite 
adsorbent

Adsorbents Yes pH
COD – 76%

[37]

Sawdust Adsorbents Yes Colour [1]
Alum Using activated carbon Yes COD – 90% [6]

Using graphene oxide Yes Turbidity – 85%
Colour – 60%

[28]

Using activated carbon Yes Nil [7]
Sawdust Adsorbent Yes pH – 45.50%

TDS,
TSS – 27%
Color

[23]

Moringa Oleifera Coagulant Yes pH –
Color – 99.9%

[36]

Water lily bark Coagulant and aquatic Yes pH –
TDS – 43.38%
Colour –

[2]

Orange and 
banana peel

Synthetic compounds based on 
iron/aluminum

Yes pH – 68% [26]
Yes COD – 60.0% [39]

Adsorbent Activated charcoal Yes COD – 100% [31]
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areas for irrigation purposes, particularly in cities, will have to make use of better 
and new methods. Industrial wastewater treatment processes are designed to mini-
mize wastewater inflow into the environment for long-term ecological sustainability 
and recycling of natural and economic resources. The study evaluated energy con-
sumption, operating costs, environmental emissions, and land usage, leading to pro-
cess optimization and economic development. There are different types of state of 
the art innovations behind science and engineering technology [15, 40–43].

6  Conclusion

The pilot research has given a lot of insight on the removal of color dyes in the efflu-
ent using bio-adsorption material using orange skin (peel) and banana bark on 
reduction of physical parameters like color bio-adsorption and reduction for removal 
of higher capacity the retention time should be improved towards increase in the 
surface tension density mechanically increase the volume with time optimization 
from 24, 48, 72 hours on concordant basis were the increase in the rate flow can be 
calculated treatment technology. This can be used as cost-benefit technology (ben-
efit means environmental sustainability), but the demand for raw material can be 
higher; still, the efficacy has to be tested up to 1000 kiloliters per day so we can find 
the average actual cost-benefit that can be understood, and also specific design, 
optimization, operation, maintenance, management, any other technology that has 
to be used on an add-on process has to be research-checked for sustainability on the 
dye removal process.
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