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Foreword

Research and development efforts in Software Defined Networks (SDNs) have
continued to increase in popularity over recent years, providing the ability to
improve network management, support fine-grained control of network elements,
enable high speed data exchange and provide the basis for network scalability.
Initially, SDN was expected to replace the static architecture of “traditional”
decentralized networks by the use of a centralized approach, enabling support for
more complex network usage and management. This separation and decoupling
of control logic and data path/forwarding logic has also been facilitated with a
parallel increase in interest in machine learning and AI, with availability of specialist
hardware platforms that can be used to execute ML/AI algorithms. An SDN
controller remains a major component in such a decoupled network environment,
with significant number of implementations now available, ranging from C++
(NOX) to Java (Floodlight, Beacon, OpenDayLight, ONOS) and Python (POX,
Ryu). Although the OpenFlow protocol was a key standard and implementation
initially, a number of other vendors have adapted the approach within their
own products—e.g. Cisco Systems’ Open Network Environment, VMWare NSX,
Juniper Network’s OpenContrail, VortiQa from NSX semiconductors and Nicira’s
network virtualization platform. Compatibility of these with OpenFlow varies.

The integration of programmable networks within wider smart cities and Indus-
trial Internet of things environments also opens up a number of possibilities—from
more active management of assets within such environments to more effec-
tive mechanisms to provide protection against cyberattacks (from DDoS to ran-
somware). Combining SDN with virtual network functions also offers possibilities
to support user-supported functions and combining these with services used to
manage the network core.

This book brings together a number of chapters that address both core concepts
and emerging themes in SDN technologies, systems and applications. It provides
a useful reference for those new to the area to get a better insight into this
rapidly developing area, but also provides more in-depth material for those who
already make use of SDN approaches in their work. The “Internet of Everything”
perspective adopted in this book enables a wider consideration of SDN and
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vi Foreword

programmable network technologies, supporting aspects such as backup/recovery
policies, load balancing and traffic filtering. It is also useful to see that coverage
includes both data centre-based adoption of SDN along with use of these in edge
computing.

It is also good to see the editors of this book originating from three different
regions in the world: Canada, Singapore and the UK. I am certain that this
geographic spread of research context and background will also provide a more
holistic perspective on this emerging area.

Professor of Performance Engineering Omer F. Rana
School of Computer Science and Informatics
Cardiff University, UK
July 2021



Preface

Nowadays, the global landscape is shifting towards a digitized and autonomous
cyber-physical world. Internet of Things (IoT) came up as a revolution and overtook
the entire global landscape with its presence in almost every sector like smart cities,
smart grids, and intelligent transportation. Even more, the technological revolution
moved to the machines and systems also, converting them into intelligent commutes
that can take real-time decisions and communicate with each other forming an
Internet of Systems/Machines. Now, in the above global revolution, we have come
up with a new paradigm called the Internet of Everything wherein anything that
becomes a part has sufficient computing and communication resources. In such
an environment where everything can communicate with each other based on the
application requirement, the data generated, and data transmitted, is so huge that it
cannot be handled by traditional network infrastructure with the same efficiency.
The traditional networking based on the TCP/IP model has limitations such as
tightly coupled planes, distributed architecture, manual configuration, inconsistent
network policies, fallibility, security, and inability to scale. In traditional networks,
the control and the packet forwarding parts are integrated at the same place and
embedded on the hardware devices. The strongly coupled nature makes it difficult
to modify the network policies. Moreover, the distributed architecture is vulnerable
to various types of security threats. So, it becomes extremely complicated to
troubleshoot the network. Next comes the difficulty to maintain consistency while
modifying the network policies. With a substantial increase in the workloads in
smart applications, the demand for the increased bandwidth is also expected. The
traditional networking domain is statically arranged in such a manner that the
growing bandwidth demands of the IT infrastructure end up in the redesigning of
the complete topology.

To overcome these issues of traditional networks, a prominent technology named
Software Defined Networking (SDN), which works on the ideas of Open Flow
architecture, is being widely deployed in different network domains. It is logically
centralized software capable of controlling the entire network. It advocates the
concept of software-based networking and can be termed as a “softwarization"
solution that provides network programmability. It solves the issues of the tradi-
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viii Preface

tional network architecture to accommodate the increased workloads of modern
networking. SDN architecture provides better services to manage enterprise, wide
area, and data center networks. The control (or network brain) and the data
forwarding plane are decoupled in SDN architecture. So, the forwarding nodes
become control-free and perform only packet forwarding functionality. Rather than
manual configurations of all the network devices by an administrator, SDN allows
program-based software control to automate the tasks and increases the flexibility in
modifying the network policies dynamically. Another feature of SDN architecture is
its centralized architecture which helps to assign, modify, and audit policies with a
global network view. These centralized policies are used for routing, maintaining
consistency among physical and virtual workloads, load balancing, and global
monitoring of the entire network.

The current advances in the industry require an adaptable and dynamic network
architecture that provides global visibility and does not require manual reconfig-
uration. As Industry 4.0 empowers the connected factories and everything, so a
restricted policy or limited functionality-oriented network architecture will create a
bottleneck in front of the modern era vision of connected things. Thus, SDN can be
a suitable solution for handling massive data generated in the Internet of Everything
applications. These applications cover almost every domain where networking is
partially or fully required, so the future of this area is bright. The current level
of research and literature in this area of focus is limited to specific and smaller
segments, so this book provides an understanding of the applicability of SDN in a
wide range of applications that drive their life’s routine. This book provides ample
knowledge and a roadmap for academia, researchers, and industry functioning in
this area. This book provides a comprehensive discussion on some key topics related
to the usage or deployment of SDN in the Internet of Everything applications (like
data centers, edge-cloud computing, vehicular networks, healthcare, smart cities).
It discusses diverse solutions to overcome the challenges of conventional network
binding in various Internet of Everything applications where there is a strong need
for an adaptive, agile, and flexible network backbone. This book showcases different
deployment models, algorithms, and implementations related to the usage of SDN
in the Internet of Everything applications along with the pros and cons of the
same. Even more, this book provides deep insights into the architecture of SDN
specifically about the layered architecture and different network planes, logical
interfaces, and programmable operations. The need for network virtualization and
the deployment models for network function virtualization is also a part of this book
with an aim towards the design of interoperable network architectures by researchers
in the future.

This book is divided into five parts. The first part provides the background
about the Internet of Everything and the smart city’s ecosystem. The second
part focuses on SDN, including the challenges of traditional networks and the
development of programmable networks. This part also covers the SDN deployment
models, protocols, APIs, layers, network policies, load balancing techniques, and
energy optimization approaches. This part ends up with a brief discussion on
network function virtualization. The third part discusses the applications of SDN
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in cloud computing, specifically in data centers and the edge-cloud ecosystem.
The associated technologies, design challenges, underlying architectures, and future
challenges are discussed. The fourth part entails the security and trust solutions for
SDN. The last part provides the application use cases of SDN concerning various
problems like high-speed road networks and image processing in industrial IoT.

Durham, UK Gagangeet Singh Aujla

Montreal, QC, Canada Sahil Garg

Montreal, QC, Canada Kuljeet Kaur

Singapore, Singapore Biplab Sikdar
June 2021



Contents

Part I Internet of Everything and Smart City

1 Internet of Everything: Background and Challenges . . . . . . . . . . . . . . . . . . 3
Rajan Kumar Dudeja, Rasmeet Singh Bali, and Gagangeet Singh
Aujla

2 Smart Cities, Connected World, and Internet of Things . . . . . . . . . . . . . . . 17
Rafael S. Salles and Paulo F. Ribeiro

Part II Software-Defined Networking

3 Challenges of Traditional Networks and Development of
Programmable Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Fanglin Liu, Godfrey Kibalya, S. V. N. Santhosh Kumar, and Peiying
Zhang

4 Architecture and Deployment Models-SDN Protocols, APIs,
and Layers, Applications and Implementations . . . . . . . . . . . . . . . . . . . . . . . . . 63
Bhawana Rudra and Thanmayee S.

5 Network Policies in Software Defined Internet of Everything . . . . . . . . . 79
Rashid Amin, Mudassar Hussain, and Muhammad Bilal

6 Analysis of Load Balancing Techniques in Software-Defined
Networking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Gurpinder Singh, Amritpal Singh, and Rohit Bajaj

7 Analysis of Energy Optimization Approaches in Internet of
Everything: An SDN Prospective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Gurpinder Singh, Amritpal Singh, and Rohit Bajaj

8 Network Function Virtualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Haotong Cao

xi



xii Contents

Part III Application of Software-Defined Networking in Cloud
Computing

9 Prospective on Technical Considerations for Edge–Cloud
Cooperation Using Software-Defined Networking . . . . . . . . . . . . . . . . . . . . . . 147
Amritpal Singh, Rasmeet Singh Bali, and Gagangeet Singh Aujla

10 Software-Defined Networking in Data Centers . . . . . . . . . . . . . . . . . . . . . . . . . 177
Priyanka Kamboj and Sujata Pal

11 QoS-Aware Dynamic FlowManagement in Software-Defined
Data Center Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
Ayan Mondal and Sudip Misra

Part IV Security and Trust Applications for Software-Defined
Networking

12 Trusted Mechanism Using Artificial Neural Networks in
Healthcare Software-Defined Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
Geetanjali Rathee

13 Stealthy Verification Mechanism to Defend SDN Against
Topology Poisoning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
Bakht Zamin Khan, Anwar Ghani, Imran Khan, Muazzam Ali Khan,
and Muhammad Bilal

14 Implementation of Protection Protocols for Security Threats
in SDN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
Amanpreet Singh Dhanoa

Part V Application Use Cases of Software-Defined Networking

15 SDVN-Based Smart Data Dissemination Model for
High-Speed Road Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
Deepanshu Garg, Neeraj Garg, Rasmeet Singh Bali, and Shubham
Rawat

16 Advanced Deep Learning for Image Processing in Industrial
Internet of Things Under Software-Defined Network . . . . . . . . . . . . . . . . . . 271
Zhihan Lv, Liang Qiao, Jingyi Wu, and Haibin Lv

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295



Contributors

Rashid Amin University of Engineering and Technology, Taxila, Pakistan

Gagangeet Singh Aujla Department of Computer Science, Durham University,
Durham, UK

Rohit Bajaj Department of Computer Science and Engineering, Chandigarh Uni-
versity, Mohali, India

Rasmeet Singh Bali Department of Computer Science and Engineering, Chandi-
garh University, Mohali, India

Muhammad Bilal Department of Computer Engineering, Hankuk University of
Foreign Studies, Yongin-si, Gyeonggi-do, South Korea

Haotong Cao Jiangsu Key Laboratory of Wireless Communications, Nanjing
University of Posts and Telecommunications Nanjing, Nanjing, China
Department of Computing, The Hong Kong Polytechnic University, Hong Kong
SAR, China

Amanpreet Singh Dhanoa Department of Computer Science and Engineering,
Chandigarh University, Mohali, India

Rajan Kumar Dudeja Department of Computer Science and Engineering,
Chandigarh University, Mohali, India

Deepanshu Garg Department of Computer Science and Engineering, Chandigarh
University, Mohali, India

Neeraj Garg Department of Computer Science and Engineering, Chandigarh
University, Mohali, India

Anwar Ghani Department of Computer Science & Software Engineering, Interna-
tional Islamic University Islamabad, Islamabad, Pakistan

Mudassar Hussain University of Wah,Wah Cantt, Pakistan

xiii



xiv Contributors

Priyanka Kamboj Department of Computer Science and Engineering, Indian
Institute of Technology Ropar, Punjab, India

Godfrey Kibalya Department of Network Engineering, Universitat, Politecnica de
Catalunya, Barcelona, Spain

Bakht Zamin Khan Department of Computer Science & Software Engineering,
International Islamic University Islamabad, Islamabad, Pakistan

Imran Khan Department of Computer Science & Software Engineering, Interna-
tional Islamic University Islamabad, Islamabad, Pakistan

Muazzam Ali Khan Department of Computer Science, Quaid-e-Azam University,
Islamabad, Pakistan

S. V. N. Santhosh Kumar School of Information Technology and Engineering,
Vellore Institute of Technology, Vellore, India

Fanglin Liu College of Computer Science and Technology, China University of
Petroleum (East China), Qingdao, PR China

Haibin Lv North China Sea Offshore Engineering Survey Institute, Ministry of
Natural Resources NorthSea Bureau, Qingdao, China

Zhihan Lv College of Computer Science and Technology, Qingdao University,
Qingdao, China

Sudip Misra Department of Computer Science and Engineering, Indian Institute
of Technology Kharagpur, Kharagpur, India

Ayan Mondal Department of Computer Science, University of Rennes 1, INRIA,
CNRS, IRISA, Rennes, France

Sujata Pal Department of Computer Science and Engineering, Indian Institute of
Technology Ropar, Punjab, India

Liang Qiao College of Computer Science and Technology, Qingdao University,
Qingdao, China

Geetanjali Rathee Department of Computer Science and Engineering, Netaji
Subhas University of Technology, New Delhi, India

Shubham Rawat Department of Computer Science and Engineering, Chandigarh
University, Mohali, India

Paulo F. Ribeiro Institute of Electrical and Energy Systems, Federal University of
Itajuba, Itajuba, Brazil

Bhawana Rudra Department of Information Technology, National Institute of
Technology, Mangalore, Karnataka, India

Thanmayee S. Department of Information Technology, National Institute of Tech-
nology, Mangalore, Karnataka, India



Contributors xv

Rafael S. Salles Institute of Electrical and Energy Systems, Federal University of
Itajuba, Itajuba, Brazil

Amritpal Singh Department of Computer Science and Engineering, Chandigarh
University, Mohali, India

Gurpinder Singh Department of Computer Science and Engineering, Chandigarh
University, Mohali, India

Jingyi Wu College of Computer Science and Technology, Qingdao University,
Qingdao, China

Peiying Zhang College of Computer Science and Technology, China University of
Petroleum (East China), Qingdao, PR China



Part I
Internet of Everything and Smart City



Chapter 1
Internet of Everything: Background
and Challenges

Rajan Kumar Dudeja, Rasmeet Singh Bali, and Gagangeet Singh Aujla

1.1 Introduction

The exponential growth in fields of embedded systems and their computing and
communication power leads to the generation of a new era of Internet Technologies.
It leads to the generation of the field named the Internet of Things (IoT). The
term was first given by Kevin Aston in 1999. IoT is a collection of objects called
Things that have sensing capability. These objects also have limited computational
power. They can communicate the sensed data using standard protocols. The data
on network could be used for further processing and analysis purposes. In simple
terms, it is a network of smart objects having sensing and computational capacity.
With the advancement in embedded technologies, the production capacity of these
smart objects has increased exponentially. Along with its production, the digital
transformation era has brought about huge demand for IoT based application. As
per an estimate [1], there were 5.8 billion IoT endpoints were there in the market
and the demand continues to surge in coming years.

1.1.1 Working of IoT

IoT works on a principle of Connect, Communicate, Compute, and Action. It
consists of various IoT sensors that connect through wired or wireless manner to the
Internet through a gateway node. Sensors measure the state of the environment and

R. K. Dudeja · R. S. Bali
Department of Computer Science and Engineering, Chandigarh University, Mohali, India

G. S. Aujla (�)
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4 R. K. Dudeja et al.

Fig. 1.1 Working of Internet of Things

other measurements and communicate data to the Internet cloud. The Internet uses
its huge computational power to perform the required processing on the received
data and converts it into useful information. The end-user through the interface
application analyzes the information and performs action accordingly [2].

For example, smart homes may have a temperature sensor and air conditioner
relay switch connected to IoT controller using standard IoT procedure. It is further
connected to the Internet that receives the sensor data. Homeowner acting as
end-user continuously monitors the temperature of his home and gives a remote
command to control air conditioner as and when required. Figure 1.1 describes
the complete working of IoT. It consists of four basic components for its complete
working procedure. Following are the description of the components.

1.1.1.1 Sensors

The sensors are electronic components having sense and digital measurement
capabilities. These are fitted into the devices called smart objects. A smart object
is an electronic component that consists of one or more sensors to monitor
the surrounding environmental conditions such as mobile phone. A smart object
consists of multiple sensors like an accelerometer, camera, and location tracker.
These sensors are majorly playing the role of collecting the data. These objects
are working in large number of fields such as healthcare, agriculture, medicine,
manufacturing, logistics delivery, smart home, smart cities, etc. Figure 1.2 shows
some prominent application areas that employ the IoT for more effective operating.
These objects are continuously measuring the surrounding environmental conditions
and generate data regularly. This leads to the generation of a huge volume of
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Fig. 1.2 Smart objects used in Internet of Things

data. As the smart objects work in different application areas, the data generated
by them are multidisciplinary. These objects are further connected to a controller
device called the IoT Gateway node. So the huge volume of multidisciplinary
data is also communicated to cloud or edge through gateway node in certain IoT
architectures [2].

1.1.1.2 Gateway Node

The gateway node acts as an entry/exit point for IoT devices with the rest of the
network. The devices are connected to gateway nodes using standard IoT protocols.
It plays a major role of communicating the data. It uses standard protocols like
Bluetooth, Wi-Fi, 6LoWPAN, Zigbee, RF Link, Z wave, etc. These protocols
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work on the different capacity for parameters like topology, range, bandwidth,
power consumption, bit rate, etc. The other techniques like RFID and NFC are
used for connecting IoT objects. Table 1.1 depicts these parameters for different
protocols. Based on a comparison of protocols, different techniques are used to
connect different IoT objects. The gateway node has to support multiple ports having
different mechanisms if they have to connect multiple functional devices. Other than
connecting devices, it connects to the Internet on the other side using standard IP-
based protocols.

In an ideal scenario, gateway node transfers the multifunctional data received
from connected devices. The huge volume of data generated by the sensors is
transferred to the Internet cloud through these gateways. But with the evolution
of new paradigms like edge and fog computing, there are gateway nodes that
provide additional computational power other than connectivity of smart objects [3].
Handling of this huge volume of data by sensors at source end has been receiving
a lot of attention from the research community. This has also led to development of
intelligent system that can be integrated with traditional gateway nodes to achieve
efficient information dissemination. In such integrated scenarios compute along with
communication of data is performed [4].

1.1.1.3 Data Processing and Analysis

The Data transmitted from sensors through gateways should be received by the
devices having enough computational power. Since the amount of data is very
large and also multidimensional, it requires intelligent systems that can process
the data. The application running on IoT based systems is basically processing the
data and converting it into useful information. The data processing techniques have
to perform a number of basic functions like denoising of data, feature extraction
from data, data fusion, and data aggregation. These processing techniques should
be lightweight to implement so that these functions are performed efficiently. The
requirement for the type of processing algorithm depends upon the nature of data
generated by sensors. The resulted processed data turns out to be information for
further course of actions [5].

The resulted information can be analyzed using various Artificial Intelligence
(AI) based techniques. It also employs the other techniques like machine learning
and deep learning to analyze the data without human involvement. The output
produced by above intelligent techniques should be able to produce the correct and
useful information required for decision-making and knowledge generation [6]. The
decision-making process then results in certain values that are then converted into
some physical actions performed by actuators. This knowledge is also stored for
further behavioral study of the sensor. The above-discussed process could also get
elaborated by Fig. 1.3

The data processing and analysis are generally performed on cloud-centric
applications. This leads to generation of huge amount of data on networks that
needs to be transferred from the gateway to the cloud. With the advancement in
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Fig. 1.3 Data processing and analysis

the computing field, edge/fog computing has also been integrated with traditional
IoT. They support lightweight data processing and analysis at the source end. This
results in an efficient architecture where huge processing is performed on devices
connected with sensors results in the transfer of only the required data to the cloud.
There is lots of research going in fields on cloud/edge/fog interplay that results in
the selection of data processing and analysis at the required end [7, 8].

1.1.1.4 End-User

IoT users are receiving the information through the application interface. There
are several different categories for each user. These categories include expert users
like healthcare experts, doctors, weather forecasters, engineers, and data scientists.
These experts get the analyzed data and perform an action accordingly thereby
helping to improve their productivity. The other categories of users are generic
persons such as family members, friends, and community services. They have access
to data generated by the sensor that they can monitor regularly like a person keeping
his home under camera surveillance. The last category includes emergency services
like ambulance, fire fighters, and police. These users will get activated by emergency
events relevant to their respective domains [9, 10].

1.1.2 Internet of Everything

The key components of IoT are the objects that can form the communication chan-
nel. The evolution of distributed computing helps in grater processing capabilities
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Fig. 1.4 Evolution of Internet of Everything

at the distributed end. The gaining trend of distributed computing has also resulted
in emergence of a new field. This leads to the generation of a new Internet era called
the Internet of Everything (IoE). The term was first used by Cisco in 2013 [11]. The
field is also a result of further advancements in dynamic information handling at
the source end. The integration of Fog and Edge computing results in decentralized
processing capacity, providing increased computing power for these kinds of hybrid
IoE networks. The primary aim of IoE is to connect anything with the Internet with
enough information provided at right time in this digitally driven modern era [12].
Figure 1.4 shows the evolution of IoE from machine-to-machine communication
through IoT.

As an intelligent network of people and objects, the scope of IoE is exponentially
increasing in multidisciplinary domains across the globe. It is the fusion of advance-
ments in technologies in multiple fields like Information technology, environmental,
and biotechnology. It has emerged as the main player for future market growth. The
overall growth in IoE will lead to millions of internetworked devices that could
result in having increased processing capacity, intelligent decision-making, and
improved sensing capacity. This has resulted in development of specialized products
based on IoE for organizations that are helping them in improving their operations.
It also impacts the interaction methods with the physical environment [13].

IoE can be considered as much broader system than IoT. It is considered to
be a superset of IoT along with its variants like Internet of Drone, Internet of
Healthcare. It evolves from machine-to-machine communication that is prevalent
in IoT to people and people to machine communication formats. The evolvement
of IoE results in a better network having better capacity to turn information into
actions. It gives rise to new and exciting opportunities with richer experiences for
individuals and organizations. It evolves from one pillar called things in IoT to four
pillars called People, Process, Data, and Things. IoE is primarily concerned with
bringing these pillars in an efficient manner. In simple terms, IoE can be thought as
an intelligent network of People, Process, Data, and Things. Figure 1.5 shows the
all four components and communication among them in IoE [14].

• People: IoE is responsible for making connections among the peoples in a more
effective and relevant manner. The people are the main concern to interact with
the Internet.

• Process: It consists of an efficient collection of processes that converts the col-
lected information into the appropriate actions. It delivers accurate information
to the concerned person or object at the appropriate time.
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Fig. 1.5 Internet of Everything components

• Data: The data is generated during interaction with objects and peoples in
multiple forms. There is a requirement of efficient processing and handling
of data that could further support the decision-making process and knowledge
generation.

• Things: These are physical objects having sensing and processing capabilities
connected to the Internet. These could also be termed as smart objects.

Recently a broad spectrum of application domains has undergone revolutionary
changes globally and produced exciting opportunities due to IoE. IoE has seen the
evolution from a smart application in IoT to connecting applications with the user
in a much more efficient manner. For example, in smart vehicle management and
smart healthcare based IoE systems are helping to connect roads with hospitals
for real-time monitoring to save lives. It integrates the people with objects and
intelligent processes more efficiently and efficiently such as connecting homes for
more comfortable living, connecting food and peoples in supply chain management,
and connecting elderly population and their monitoring with healthcare experts. In
general, applications of IoE have touched a number of different domains such as
healthcare, digital transformation, home automation, energy conservation, security,
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information exchange and communication, and environmental monitoring[15].
Some of its major applications domains have been discussed in later sections.

1.2 Applications of Internet of Everything

The IoE is touching all aspects of life and it has numerous applications in all of
domains . Some of the applications are discussed below.

• Smart Healthcare: In the healthcare support, IoE has significant application
ranging from in-hospital support to smart wearable devices. There are IoE
based techniques available for diagnosis purpose for various diseases. It also has
application to assist patients for their regular activities like assisting Alzheimer
patients. There are also trackers like smart watch to keep track of routine health
related parameters like blood pressure, distance covered [16].

• Smart Home: The IoE based number of equipment are into the market that are
related to household things. These devices are making a home connected with
Internet. These devices can operate autonomously according to environment like
air conditioner will get automatically on/off based on set temperature. Other than
this there are basic electronic things in house like fan, fridge, washing machine,
TV, lights that have to operate autonomously [17].

• Smart City: The IoE has huge potential to develop the infrastructure in more
organized and efficient manner. There are applications available to upgrade a city
to smart city. These applications could help in smart garbage collection, smart
parking system, and smart street lights [18].

• Smart Vehicular Technology: There are vehicles equipped with sensors and
connected with internet are making the drive more safer and comfortable. Even
there are vehicles in development process that can run on roads without driver
support. The vehicles can use numerous sensor that can help them in judgment
of road conditions and traffic [19].

• Smart Industry: IOE has brings a revolutionary change in Industry like man-
ufacturing, food and logistics, and packaging. It brings a new era of sensor
fitted robots that can replace the humans in the factories. They can work more
efficiently and accurately than the human beings. IoE based systems are also
used for delivery of logistics in lesser time like Drones [8].

• Smart Agriculture: This is one of the major applications of IoE for agriculture
based countries. It helps the farmers to check their soil moisture and other
parameters digitally on regular basis. It also helps in developing latest equipment
that can help the farmer to grow and sell their crops [20].
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1.3 Challenges of Internet of Everything

With the growth in the field of IoE and to meet expectations of people and
organizations, a number of opportunities have opened up in domains like research
and business. However, this also brings some huge challenges along with it in its
implementation at a large scale. These challenges are discussed below.

• Device Security: It is one of the major concerns for the IoE field. As it encourages
the decentralization of each process, we need security at the device level.
There are still some design challenges available with many embedded devices.
These make them more vulnerable to many security threats. This needs to be
incorporated by manufacturers. Other than this, the increase in the computational
capacity of devices makes them available for many processes and data for
computational purposes. This makes the devices more vulnerable. It leads to
attracting several cyberattacks. This points to the need for the generation of a
mechanism to provide the security at device level [21].

• Data Security: As the data generated by the devices are multidimensional, the
requirement for encryptions or any other data security techniques is also different
for the type of data streams. The continuous data generation by the objects leads
to the generation of a huge volume of multidimensional data. It gives rise to
the need for computational mechanisms that are capable enough to provide data
security when they are executed them on source end devices. These mechanisms
should also be based on lightweight techniques as well as apply data security at
the fog level along with other hierarchical levels of computing [21].

• Scalability: The data generated by the objects are continuously increasing with
time frame. The cloud or edge devices that are going to process and analyze
the data should be scalable. There is enough buffer support available with these
computing paradigms to support the large volume of data. There should be
flexibility to add a new device that generates data with new parameters that does
not hamper the computing and analysis process for that data [22].

• Privacy Issues: As IoE is touching each domain of personal as well as
professional life of a humans, maintaining privacy of data is a major concern.
This is especially true for the fields such as healthcare and other domains that
manage personalized data. The data generated by the sensors attached to the
patient like blood pressure, heartbeat, etc. are critical. So there is the requirement
of an efficient privacy policy for such type of healthcare data [22].

• Need of Standards: The goal of IoE is to connect anything with the Internet which
leads to connecting different types of devices with the Internet. There is also the
decentralization of processes to control the overall mechanism. This brings a
new challenge in creating the standards to govern the full mechanisms. These
standards should be developed by some well-established organizations or open
communities. The standards should find the solution to streamline the various
protocols and techniques used at the central level as well as distributed level to
control the various process involved in implementation as well communication
of all objects [23].
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• Device Heterogeneity: The aim of IoE to connect anything to the Internet will
bring a challenge to connect devices having different operating methods to
connect. The working method to generate the data by different types of devices
like electrical, electrochemical, and electromagnetic is different [23].

• Compatibility Issues: There are many heterogeneous devices available in market
and the basic connecting mechanism of each of the devices is different. For
example, creating an intelligent home system requires different types of IoE
devices, based on disparate technologies like Bluetooth, Zigbee, Z-wave, etc.
To incorporate these devices with each other on common platforms lead to the
generation of huge compatibility issues [24].

• Bandwidth Issues : As the size of the market going to increase exponentially, the
number of devices is also going to increase. The data transfer by these devices is
also huge. Like there is the option to continuous live streaming of video camera
of smart home on the mobile phone. These kinds of applications lead to huge
bandwidth requirements at the network level to transfer this volume of data.

• Intelligent Analysis: The aim of this digital transformation is to ease life with an
intelligent decision-making system without human involvement. For the same,
there is the requirement of intelligent data analysis techniques deployed on any of
the computing platforms. The accuracy of the decision-making depends upon the
intelligence of the data analysis techniques. these techniques should be enough
capable to handle the unpredictable behaviors of objects that are generating the
data [25].

• Cloud-Edge-Fog Interplay:As the decentralization of work is increasing in fields
like IoE, still many mechanisms need to be handled at a centralized level. Other
than this, the availability of computational power at different platforms is not
homogeneous. So there should be a smart selection of platforms like cloud, edge,
or fog for specific data for its analysis and process to its execution [26].

• Authentication Mechanism: As the number of devices is going to increase
exponentially, the authentication of such a huge number of devices from different
manufacturers is a challenging task. Other than its number, the devices are
also heterogeneous. This leads to a requirement of a standard authentication
mechanism to tackle the above-discussed issues [24].

1.4 Conclusion

The advancement in embedded technologies has brought about a new era of smart
devices that communicate and connect with Internet. Internet of Things has been one
of the main technologies that has emerged as a result of this advancement. The inte-
gration of distributed computing and decentralization of processing capabilities has
resulted in further development of Internet of Things field. However, heterogeneity
of devices and application has been a major bottleneck in adaptability of Internet
of Things. This leads to development of a new field called Internet of Things that
connects people, process, data, and things in effective and efficient manner. With



14 R. K. Dudeja et al.

its evolvement and applicability in number of vital domains also brings number of
challenges. Efficient handling of huge amount of multidimensional data generated
by heterogeneous devices as well as need of standard process and protocols to
define Internet of Everything are the major challenges. There is also a need to tackle
security at device level as well as data level. So this chapter has discussed the above
challenges and highlighted their importance for future models of IoE.
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Chapter 2
Smart Cities, Connected World, and
Internet of Things

Rafael S. Salles and Paulo F. Ribeiro

2.1 Introduction

The world has undergone constant transformations in several society areas, char-
acterized by a wide digitalization and modernization. Urban environments play
a vital role in this process, as these spaces contain concentrations of population,
activities, services, and technological advances. More efforts are being made to
create models of cities that can adequately absorb cutting-edge technologies and
solutions combined with well-being and sustainability [6]. This concern with the
quality of life and the environment is a consequence of the problems created so
far, such as emission of greenhouse gases, global warming, energy poverty, social
inequality in urban centers, among other issues. Those are being faced by new
concepts that are linked to a more modern and connected world.

Smart cities are based on this attempt to incorporate different aspects through a
technological and holistic perspective [20]. The development of smart cities is sup-
ported by the revolution and massive penetration of information and communication
technology (ICT), computerization and automation of urban infrastructures. These
technologies play a critical factor in this city model’s success. With the increase
in applications aimed at networked devices, increased use of sensing, applications
demand greater importance of information within this giant data flow in urban
centers. In this way, it is possible to observe that initiatives and applications based
on the internet and ICTs are increasingly emerging in a connected city, focused on
modern solutions based on the latest technology and cutting-edge software [25].

The organizational structure that incorporates this concept of smart brings a
direction in technological advances, mainly the network structure formed in urban
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spaces, with innovation in the use of the internet in different infrastructures.
It is an effect that culminates in the various components of a city inserted in
this context. That includes applications aimed at smart grids, intelligent mobility,
universal public health, transparent and people-centered governance, effective and
sustainable management of resources and waste, in addition to crucial points such
as education, safety, and economy. Such applications focused on a connected world
approach are characterized by the protagonism of information, data management,
and communication between smart devices through ICTs. That is why the Internet of
Things (IoT) emerges as a solution that encompasses all these concepts and allows
the establishment of these advances to strengthen smart cities [3]. Below are some
established definitions that describe the main concept behind the smart cities.

• “A city well performing in a forward-looking way in economy, people, gov-
ernance, mobility, environment, and living, built on the smart combination of
endowments and activities of self-decisive, independent, and aware citizens.
Smart city refers to implementation of intelligent solutions that allow modern
cities to enhance the quality of citizens’ services” [17];

• “Smart cities connect the physical infrastructure, the IT infrastructure, the social
infrastructure, and the business infrastructure to leverage the city’s collective
intelligence” [18];

• “Smart Cities initiatives try to improve urban performance by using data,
information, and ICTs to provide more efficient services, monitor and optimize
existing infrastructure, increase collaboration among different economic actors,
and encourage innovative business models in private and public sectors” [27];

• “A city is smart when investments in human and social capital, traditional
infrastructure, and disruptive technologies fuel sustainable economic growth
and high quality of life, with a wise management of natural resources, through
participatory governance” [12];

• “Smart cities can be defined as a technologically advanced and modernized
territory with a specific intellectual ability that deals with different social,
technical, economic aspects of growth based on smart computing methods to
develop robust infrastructures and services” [31].

The wide-scale use of sensor technology creates huge volumes of data that smart
systems can use to optimize the use of infrastructure and resources. The IoT refers to
the enormous implementation of advanced sensors and wireless communication in
all kinds of physical objects [12]. In this era of transformations, the connected world
allows connections between people, things, devices, applications, and processes.
IoT tracking is a modern evolution of the internet that allows massive numbers
of devices to connect and interact with people and machines in a networked
environment [23]. In addition to supporting these important aspects, it also brings
greater flexibility and reliability to the systems, providing adequate solutions to
face the complexity that the advances of intelligent cities bring. The IoT is one of
the critical elements of smart sustainable cities’ ICT infrastructure as an emerging
urban development approach due to its great potential to advance environmental
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sustainability, which is associated with big data analytics and becoming more
important in many urban domains [8].

This technological sphere is completed with diverse applications and disrup-
tive technologies such as renewable energy sources, electric vehicles, artificial
intelligence (AI) applied to different segments, green technologies, cybersecurity
innovations, and many others. These are the results of this evolution applied to
smart cities’ infrastructures, mainly the so-called critical ones. With the increase
in complexity with these various interconnected systems, these technologies help
overcome technical barriers and promote the possibility of creating an atmosphere
geared towards innovation, sustainability, cooperation, education, and research.

Therefore, this chapter will explore the main concepts of smart cities. It will also
address the technological aspects, the holistic and social side, the infrastructures,
and how IoT provides these urban spaces’ evolution. Lastly, some initiatives that
are already being put in place to improve life quality in some cities will be pointed
out.

2.2 Smart City Integrated Perspective

The integrated perspective about the smart cities with respect to different factors is
comprehensively discussed in this section.

2.2.1 Smart City Overview

Given the starting point of contextualization and definitions raised about smart
cities, it is possible to delve into important aspects for understanding the phe-
nomenon as a whole. Smart cities’ inherent complexity can be divided into
three main aspects: technology, governance, and community. These are interlaced
to promote a dynamic system that supports an increase in the performance of
infrastructure and well-being through disruptive technologies. Philosophical con-
siderations are also crucial for a complete vision with a sustainable and balanced
development [32, 40]. From this set, it is possible to establish a development where
the population and all stakeholders appropriate a modern city’s benefits. Figure 2.1
illustrates the complexity division of smart cities.

These complexities go back to the objectives, challenges, and the role of
each attribute of this system. It is complex because it is necessary to adapt
several subsystems to provide a profitable integration that promotes a modern and
sustainable city’s basic requirement. The literature reports several key components
that constitute a smart city. Some of these components, such as smart people, smart
economy, smart governance, smart mobility, smart environment, and smart living,
are great to describe the features as a role.
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Fig. 2.1 Smart city complexity aspects

The concept of “Smart People” addresses an attempt to modify how citizens
interact with services, with the public and private sectors, and with the community,
for a more connected way through information and technologies. For this to happen,
there must be a framework that promotes individuals’ social and digital inclusion so
that there is effective participation of the population, which is the biggest beneficiary
of the whole process. People in smart cities should connect and communicate with
each other to interact online and share physical space with users [38, 39]. Smart
people should not only interact with each other via services, but they should also
provide data for these services [22]. This data could be critical for decision making
and planning by smart city agents, like traffic information, infrastructure expansion,
programmable events, services improvements, etc.

Another important point regarding this component is the promotion of intelligent
methods in the educational process, which should generate more opportunities,
training, professional qualification, and a solid education plan at different levels.
It benefits all sectors of society, as qualified and adequately educated citizens make
the city develop intelligently. Cities cannot achieve smartness without creativity,
education, knowledge, and learning [2]. Within this context, as already mentioned,
inclusion plays a significant role. Combined with technological development and
advances in infrastructure, it is also necessary that urban centers promote social
inclusion, as there is no intelligence in a city with social inequality [35].
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“Smart Economy” refers to initiatives and measures to improve the city’s
local economy, making it strong, making it attractive for innovation and start-
ups, making it attractive for investors and new businesses, and creating a business
ecosystem and competitiveness. The use of technology in this field must permeate
through alternatives that reduce costs and increase productivity, feed the universe
of discourse in the economic sector with valuable information with ICTs, promote
sustainability for the commercial and industrial segments, and create more jobs.

“Smart Governance” is about changing how the government interacts and
connects with stakeholders in a city context. Government actions should reconsider
the quality, impact, and scope of services for citizens and civil society organizations.
Traditionally governance is “as regimes of laws, administrative rules, judicial
rulings, and practices that constrain, prescribe, and enable government activity,
where such activity is broadly defined as the production and delivery of publicly
supported goods and services” [26]. With the widespread of ICTs, all governance
activities which are based on technology are also “Smart Governance” [2]. It
improves innovative policies that use information, technology, and business model
to serve the city better.

Another point that must be considered is transparency. Within the context of
smart cities, public institutions in government must promote data transparency
and access to information. It encourages greater participation and accountability
concerning society, in addition to inhibiting corruption and political irresponsibility.
With data and information available, it is possible to study different ways to apply
methods and research to promote better services.

The “Smart Mobility” corresponds to the effort to improve urban transport’s
performance and quality by adopting innovative mobility solutions, intelligent
mobility management, and investment in infrastructure. Managing traffic networks
and congestion has been one of the major challenges facing agents in large
urban centers. The use of technology and IoT appears as a viable solution for
implementation by the monitoring centers. An urban transport network that contains
several options and modes, both public and private, will present a more excellent
resource to mitigate traffic and mobility problems. Therefore, the smart city must
also promote new forms of transport, especially sustainable ones. Some examples
are electric vehicles, self-driving cars, shared vehicles (bicycles, scooters, car-
sharing, etc.), and infrastructure expansion measures, such as special roads, cycle
paths, among others. Every investment and program must contain a people-centered
directive to improve people’s flow and community mobility.

Focused on the environment, the “Smart Environment” is concerned with better
use of resources and sustainability. The city must act on environmental infrastruc-
tures like waterways, sewers, and green spaces, and it should also be based on using
natural and green energy resources to increase sustainability [10]. For example,
electric power systems also go through a transformation phenomenon called smart
grids, which seeks to make the system more reliable, sustainable, and robust through
ICTs, automation, and renewable energy sources. Another essential point is basic
sanitation and waste treatment, which increasingly needs to be managed and used
correctly through services that use the technological potential to improve these
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Fig. 2.2 Smart city key components

critical infrastructures. The smart city’s objectives are to reduce waste production,
control pollution, reduce greenhouse gas emissions, energy efficiency, and ensure
water quality and availability.

Lastly, “Smart Living” is focused on improving citizens’ quality of life, whether
residents or visitors. Smart buildings for education, tourism, healthcare, and public
safety comprise the framework. The promotion of civic engagement and the use of
IoT-based technologies drive the improvement of individuals’ practice in different
areas [22]. Public safety is a big concern, for example, affecting the growing
urbanization in developing countries [1]. In addition to ensuring that these essential
services are served, smart cities must also promote solutions and initiatives that
improve the community’s daily life. Figure 2.2 illustrates the smart city components,
highlighting the key points.

2.2.2 Smart Cities Goals and Barriers

The approach of smart cities is shaped by the concepts mentioned above, which
allows to detail and highlight some objectives of this proposal to transform urban
centers. The focus developed in smart cities is to familiarize the union between
the technological environment and the citizen’s interfaces with the city so that
innovative solutions are generated. Among the objectives of this development is:
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• Focus on Citizen: improvement on inclusiveness, services, and life quality for
people;

• Resilience and Robustness of Infrastructure: Modernization of critical infras-
tructures through IoT, ICT, automation, data processing, etc. Thus increasing
performance, efficiency, and also resilient to catastrophes and crises;

• Huge data processing: The potential to process and direct data and information
in real-time to feed the universe of services discourse, support in city operations,
within a context of immersion of data with huge volumes of information.

• Optimization of Energy and Resources: Increased energy efficiency, develop-
ment of smart electrical networks, use of renewable energy sources, measures for
decarbonization, waste management, sustainability as priority, and a guarantee of
a recycling level;

• Promote development: Create a favorable environment for research and devel-
opment, innovation, economic competitiveness, and modernization of different
sectors.

• Connected Applications: Use of smart applications in the urban environment,
greater user participation in services and processes, AI use to improve experi-
ences, and transparency.

The objectives alone refer to the benefits generated by this intelligent approach.
However, a series of challenges arises regarding the complexity of this set of con-
cepts and practices described. It is also important to highlight that every evolution,
social, and technological transformation, with disruptive structures, is accompanied
by barriers and roadmaps. The barriers placed in the face of advancement are
associated with a concern with changes and losses in jobs, security and data privacy,
rampant innovation, social reality in different regions, scarcity of resources, etc.
Some reports [12, 24] describe these challenges well, which are illustrated in
Fig. 2.3.

It is important to affirm that several municipalities in the world have already
reached or are searching for the status of smart cities. Despite the difficulties,
these cities serve as an example of leadership in the subject for emerging cities.
Also, several solutions appear and are used to mitigate barriers and increase cities’
performance, mainly based on technologies.

2.2.3 Digitalization and Connected World

The connected, digitized, and computerized world is a powerful feature of smart
cities as has been highlighted so far. It is noticeable that this is the character
that underlies the smart city concept and even brings technical feasibility to this
proposed approach. In this context of connection, some technologies are driving
development and have a significant role in guaranteeing the objectives and aspects
mentioned in the previous sections.
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Fig. 2.3 Smart city challenges and barriers

In smart cities, IoT is presented as a tool that provides many particular services
that give low-level support to citizens’ different applications [28]. This already
points out something important within these systems, precisely the variability of
devices, equipment, or computers connecting to the same network. These networks
are composed of heterogeneous connection loops, communicating through common
technologies and protocols, with specific standards. IoT could be explained as a
paradigm that allows things to communicate in people’s environment through the
Internet as if they were computers [34]. Or as objects such as devices, sensors,
actuators, and smartphones capable of interacting with each other and cooperating
with smart elements to achieve common goals [44]. It is part of this concept
that physical objects along with cutting-edge sensors and connectivity transform
into smart components and generate a massive amount of data/information. The
IoT basis technology implemented at the physical layer is Wireless Sensor Net-
works. But other technologies, such as Power Line Communications, Bluetooth
Low Energy, Radio Frequency Identification (RFID), Digital Enhanced Cordless
Telecommunications, Ultra-Wide Bandwidth, and Near Field Communication, are
also substantial for IoT applications [41].

In this panorama of increasing the amount of data circulating in the urban
environment, Big Data emerges to address solutions precisely to deal with this
massive flow. Big data are large and complex datasets that new technologies are
necessary before we can use to their full potential [19]. In the document at [14, 45],
some key features to define Big Data are listed. The first aspect that can highlight
is that machine data production is larger than traditional formats. A smart meter or
industrial equipment can produce terabytes in minutes. The second feature is speed,
which means that the analysis and treatment transfer solutions must be significantly
fast to ensure consistent performance with the smart model. The variety of data types
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Fig. 2.4 Sensor as services model

is another crucial point, and platforms or applications must be prepared to meet the
different types of data possible in intelligent and computerized systems. Finally, the
value attribute is presented to differentiate the information in the datasets, that is, in
a large universe of data, which are actually representative for a given purpose.

The use of sensors as services also complements these technological biases of
the connected city, which may say that the sensor mesh is the glue that unites
these different points, parallel with ICTs. Each device connected in a smart city can
contain several sensors measuring different variables simultaneously. The sensor
as services model is described in some literature [11, 29], and it consists of four
conceptual layers: sensors and sensor owners, sensor publishers, extended service
providers, and sensor data consumers. Figure 2.4 illustrates this model arrangement.
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Table 2.1 Core aspects for Cybersecurity Frameworka

Core Description

Digital trust platform A platform that allows reliable untied connections and manages
identities and relationships within the connected system. This approach
should help cities to identify, authenticate and authorize people and
devices through security mechanisms.

Privacy-by-design It is a concept that aims to protect people’s privacy through the
insertion of these concepts in the design process of technologies,
processes, and infrastructure.

Cyberthreat
intelligence and
analysis platform

A platform that identifies the aspects that improve the treatment of data
to increase performance. Using AI techniques, this platform can
provide high performance from less explicit parameters and better feed
the universe of discourse in planning and decision making.

Cyber response and
resiliency

It is about being prepared for cyberattacks. It also includes developing a
cybernetic investigation resource to inform the identification, treatment,
containment, and prevention of organized attacks on different smart city
systems.

Cyber competencies
and awareness
program

This core is about the need for skilled cybersecurity labor. The
organizations should maintain concern with training, programs, and
task forces, including restructuring traditional teams and infrastructures.

aSource: Adapted from “Making smart cities cybersecure” report, 2019 [13]

In this connected world of smart cities, with such complexity and massive
information exchange, the cybersecurity concern is growing. The number of devices
connected in a network or cloud, with internet access, means that there is more
access point, increasing the vulnerability. As pointed out in the challenges section,
there is a concern with the misuse of private or security data or even criminal inva-
sions to attack critical infrastructures. It is necessary to spare no effort to structure a
framework to solve cybernetic risks to guarantee confidentiality, integrity, reliability,
safety, and robustness. It also includes the use of standards, protocols, regulatory
policies aimed at greater cybernetic security. In the technical report prepared by
Deloitte [13], the primary nuclei for a cybersecurity approach are detailed. Table 2.1
shows the detail described on Deloitte for each vacancy.

These commented aspects form the critical points of the digitized and connected
world of smart cities. In this way, it is possible to understand better how the IoT
provides technological and social development in urban spaces.

2.3 IoT Enabling Smart Cities

When observing the entire panorama of smart cities, it is noticeable that technolog-
ical development and the connected framework are enablers of the smart proposal’s
objectives and benefits. With IoT as a backbone, smart cities can use information
resources at a high level of integration and interoperability to provide key urban
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development elements [23]. IoT’s influence leads to a new era of applications and
services, and the key components are sensors, mobile phones, RFID tags, etc. [7].

Combining different types of devices with smart devices and ICs, mainly wireless
communication, the possibility of new applications and solutions based on adaptive
systems, cloud intelligent systems, and innovative products and services in different
areas is created. One of the disruptive effects of the IoT is the fusion of information
technology with other technologies, like consumer technology, medical devices,
or vehicles [12]. It allows the people and things to be interconnected anytime,
anywhere, anyplace, anything, and anytime using any pathway or any service [33].

Among the various areas with applications for IoT, the following can be
highlighted in the context of smart cities:

1. Smart Grid: Electrical Power grids have also undergone transitions and modern-
ization to a more sustainable and robust format. The smart grid uses innovative
technologies such as intelligent and autonomous controllers, advanced software
for data management, and two-way communications between power utilities
and consumers to create an automated and distributed advanced energy delivery
network [15, 21]. IoT has shown to be a key technology and with outstanding
suitability for applications to face the challenges. In addition to supporting
the expansion of distributed generation, mainly with the increase in renewable
sources penetration, smart meters and advanced monitoring and communication
technologies bring many benefits. Such as demand response programs, high
network performance management, greater participation of the consumer in oper-
ation, increase in energy efficiency, and increase in power systems’ reliability in
general.

2. Environment Monitoring: Concern about climate change means that organi-
zations and governments are continually monitoring these environment factors.
Smart cities use a range of sensors to collect climatic data and various parts of
the urban space to assess pollution, air quality and observe climatic disturbances.
Through IoT, these sensors bring a range of information that feeds the universe
of research discourse and applications associated with entities that promote
sustainability and combat problems related to the environment.

3. Smart Water Supply: The IoT is applied to the network of sensors and smart
meters to monitor the network of water supply within cities. With this, it is
possible to increase the performance of the supply operation, more leak detection,
reduce water waste, and help the correct and efficient use of this resource together
with better consumption management.

4. Waste Management System: One important feature in waste management is
environmental sustainability [9]. The use of IoT is in the implantation of sensors
in garbage bins. This way, the collection centers, and recycling entities can
have information on the waste. It can assist in directing recycling, selective and
efficient collectors, better management of the collection and the staff involved,
and re-education of the population about waste disposal.

5. Smart Traffic: Strategy widely used in large urban centers and smart cities
consists of adaptive traffic management, provided with real-time data and
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information through traffic sensors and cameras [5]. The objective is to avoid
congestion and also improve urban mobility [4]. These devices can also help
manage public transport and bring forecasts or aid in decision making for
planning. The advances lead to communication between vehicles and information
derived from them, which can also increase the range of applications and increase
urban traffic performance.

6. Smart Parking: The implementation of IoT in this area consists of monitoring
parking spaces, so that city users have access to information about parking
location and available spots, in addition to benefits such as greater ease for online
payments. It is a significant bottleneck in municipalities, especially in large
centers. I also offer re-education and an intelligent solution to avoid traditional
measures such as fines-only control.

7. Smart Healthcare: Intelligent medical treatment involves the use of devices
that provide information on patients in real-time and monitor hospital beds and
organize the care structure. A Wireless Body Area Network, which is based on a
low-cost wireless sensor network technology, could benefit patient monitoring
systems in hospitals, residential, and work environments [30]. The sensors
have the capability of measuring blood flow, respiratory rate, blood pressure,
blood PH, body temperature, among others, which are collected and analyzed
by remote servers [43]. Citizens of smart cities can benefit from personalized
treatment, better medical care, disease prevention, improved prescription of
medicines, etc.

8. Smart Factory: This concept is widespread as Industria 4.0, and it is the
information revolution within the industrial environment of several segments.
Through IoT, the phenomenon involves a de-verticalization of the means of
production. The information is not contained only in the field of management but
extends to the factory floor. It allows better management of resources, allocation
of employees, reliability, and security. Advanced ICT solutions in all industry
layers allow a more excellent and better exchange of information, characterized
by equipment and intelligent devices. For example, a flow control valve in the
field traditionally is only a final control element. However, in Industry 4.0, it
may also have another role based on the information generated by intelligent
valves that have smart control embedded, health monitoring, data management
for providing valuable data for the company.

Figure 2.5 illustrates the roles of the IoT in enabling smart cities. These concepts
are of paramount importance to understand how Software-Defined Networks is a
solution in IoT and the connected world due to its complexity. Software-Defined
Networking (SDN) emerges as one of the noteworthy forms of networking concepts,
which helps in lubricating a convenient and efficient network control flow that
facilitates the cost of investment, which avails a considerable number of users [36].
SDN can be used as the overlay for the implementation of IoT into the real world
[7]. It will be discussed intensely further in this book.
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Fig. 2.5 IoT applications for smart cities

2.4 Case Studies

Some case studies will exemplify how smart cities, the IoT, and the connected world
are developing in real municipalities to consolidate the concepts discussed in this
chapter. This visualization is important to indicate that certain places in the world
are reaching important status and with applications that impact society.

• Harnessing City Data—Singapore [42]: Singapore has used data and infor-
mation to improve services and create economic value. Several applications are
benefiting from this approach, with emphasis on the health area. The city-state
has an elderly population that needs assistance to have an independent life and
quality of care. ConnectedLife is an example of an application in the healthcare
industry. By combining medical-grade sensor technology, and cutting-edge AI,
the ConnectedLife solution facilitates early detection and intervention of various
common chronic conditions. It enables continuous monitoring and personalized
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treatment to improve the quality of life and clinical outcomes of people living
with chronic conditions. Real-time information and insurance companies with
better data and allows families to protect their elderly members.

• Water-Conscious Urban Development—Fukuoka, Japan [16, 42]: Use of
IoT and ICT for water supply programs. The city has developed a system that
can monitor and control the water flow and supply pressure employing specific
sensors. It helps in identifying intervention of water leaks. The information
generated by the sensors makes it possible, based on more faithful models, to
reconnect forecasts of water demand and effective distribution in the supply. It is
also possible to observe a re-education process to not spare efforts for efficient
water management.

• Cubes for Smart Recycling—Seoul, South Korea [37]: In one of the world’s
largest urban areas, there was a problem with the frequency of garbage collection
and insufficient public waste bins. Presenting overflow of waste bins and also low
recycling rates. In partnership with the Ecube Labs company, they installed 85
Clean Cubes for common and recyclable waste in the city center to resolve the
issues. With this, they were able to monitor the status and level of filling of the
Clean Cubes in real-time and observe and report the efficiency of the collection
in the capital. As a result, there was also an improvement in the performance
of route management for collection. The associated benefits are eliminating
overflow of waste bins, 66% reduction in the frequency of collection, cleaner
public areas, and reduction of collection costs by 83%.

• Using data to predict and mitigate floods—Calgary, Canada [37]: The city
of Calgary is experiencing seasonal flood problems, and these events are regular
but unpredictable. Seasonal floods usually bring water quality issues and can
also cause costly damage, around millions of dollars. The first players in this
type of service to contain this problem did not directly access the data, which
slowed the response time and increased costs. The solution was to use and expand
Plant Information (PI) systems that collect upstream river flows and rainfall
data. The PI system also allows for a high-performance report of water quality.
And the front line for responses to these types of events began to access data
and information directly. The problems were mitigated, thus presenting high
performance in forecasting, response, and monitoring.

• Envision Charlotte’s Smart Energy Now—Charlotte, USA [37]: The city of
Charlotte, approximately in 2016, was looking for an expansion and a boost
in urban growth and development. As a result, the challenges of large cities’
evolution arise, which even come up against energy consumption. With that,
Duke Energy invited Verizon Wireless to run an innovative project focused on
educating office workers about changes in habits and ways of working that
can collectively impact energy use in the city. Envision’s smart grid captured
information from 61 buildings using smart meters. This information fed into the
program’s central office and also provided payment for the individual buildings.
Thus were raised tools and directions in the use of energy, such as: turning off
unused lights, adjusting thermostats for different situations, and reducing hours
with the light-on. Envision Charlotte has reduced energy consumption by 8.4%,
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an estimated USD 10 million in savings. The case study also spurred other
similar programs serving different pillars, such as water consumption and waste
management.

Thus, the chapter concludes the contextualization of smart cities in the context of
the IoT and the connected world, going through all the key points and ending with
examples that illustrate the application of contexts in different regions.
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Chapter 3
Challenges of Traditional Networks and
Development of Programmable Networks

Fanglin Liu, Godfrey Kibalya, S. V. N. Santhosh Kumar, and Peiying Zhang

3.1 Introduction

The increasing development of science and technology is gradually changing our
lives. Among them, the most closely connected with people’s lives is the Internet
[18, 20]. The emergence and development of the Internet has not only subverted
the traditional media industry but also has a revolutionary impact on the basic
structure and standards of the entire society and economy [8, 19]. The Internet is the
abbreviation of Computer Interactive Network, which is a huge network formed by
the series connection between the network and the network [15, 22]. These networks
are connected by a set of common protocols to form a logically single and huge
global network. Computer network is the foundation of the information society. It
connects multiple computer systems that are scattered in different locations and have
independent functions with communication equipment and lines, communicates
with each other under the support of network protocols and software, and finally
realizes the sharing of network resources and real-time interaction of information
[13, 14, 24]. However, although the existing design principles of simple and easy
access to the Internet have brought convenience to its development, it exposes
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inherent drawbacks in the face of massive data transmission requirements and large-
scale business application environments [10, 23, 25]. For example, in a traditional
network architecture, in order to meet a specific application requirement, it usually
needs to include a large number of hardware devices. However, a noteworthy
problem is that network devices produced by different manufacturers usually
require different ways to debug and configure, and the command-line debugging
interfaces used to manage the devices are also different. Therefore, in a network
that mixes equipment from multiple different vendors, managing and deploying
the network is a very big challenge [12, 16]. Moreover, in a typical distributed
architecture, information is transmitted between devices in the form of a “baton,”
which will lead to the emergence of redundant data traffic. In addition, with the
development of various technologies, the volume of network traffic continues to
increase, and the volume of the network gradually increases, which leads to the
gradual increase of the time for transmitting information between nodes, which
is obviously not reasonable. In addition, the inability to perform intelligent flow
control and visualized network status monitoring based on network conditions is
also a problem that hinders further development.

In general, the problems that the traditional network architecture may face can
be summarized as follows: (1) The traditional network lacks a global concept and
cannot control traffic from a macro level; (2) The traditional network structure is
difficult to deploy and manage; (3) The way of information exchange between
current routing equipment will cause unnecessary bandwidth occupation. In general,
the core problem is that there is a contradiction between the diverse and changeable
network upper-layer applications and business needs and the current stable and rigid
traditional network architecture, and an appropriate solution is urgently needed [27–
31, 34, 36, 38]. Based on the above problems, Software-Defined Network (SDN) is
a better solution [5, 6]. The predecessor of SDN was a project called Ethane, which
allowed network administrators to easily define security control strategies based on
network traffic through a centralized controller [3]. In addition, by applying these
security policies to network devices, the security control of node communication in
the entire network is realized. Based on the inspiration of this project, the concept
of OpenFlow was born. In this concept, the switch does not have an independent
computing center but only has the forwarding function, and all path calculations,
security policies, and other tasks are all done by the controller [9]. Generally
speaking, SDN is not a specific technology, but an idea and a framework. As long as
the hardware in the network can be managed and controlled through centralized
software, and the network has programmability, and the control and forwarding
levels in the hardware devices are separated, the network can be considered an
SDN network [4, 21]. Therefore, SDN in the narrow sense refers to software-
defined networking, while the concept of SDN in the broad sense has extensions
in more areas [1]. In general, SDN has the following three advantages: (1) SDN
can change the tightly coupled architecture of applications and networks under
traditional networks and improve the level of network resource pooling; (2) SDN
networks can realize automatic network deployment and configuration and support
rapid business launches and flexible expansion; (3) By introducing programmable
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features, automated network services and protocol scheduling can be realized
[11, 17, 26]. At present, the market share of SDN is increasing year by year, and
the trend is improving, and it has applications in many fields. However, due to some
known challenges, although some feasible solutions are slowly available, SDN is
still far from large-scale deployment [2, 7]. These challenges include some technical
challenges and non-technical challenges, which will be analyzed in detail later.

Starting from the traditional Internet architecture, this article first reviews the
development history of the Internet and hardware devices in the network and gives
examples of four common network architectures to analyze and summarize the
problems existing in the traditional Internet architecture. Secondly, we introduced
the future network architecture-SDN, including determining the definition of SDN,
analyzing the necessity of its emergence and the advantages of the architecture,
explaining the core technologies it includes, and analyzing the changes and
development of the industrial chain under the influence of the architecture. In
addition, we further introduced its feasible application scenarios and introduced
some existing solutions to reflect the advantages of the SDN architecture compared
with the traditional architecture. Finally, we analyzed and summarized the threats
and challenges that the SDN architecture may face and looked forward to its
future development. This article comprehensively introduces and compares the
advantages and disadvantages of the two different architectures and analyzes them
with examples, which can lay the foundation for the follow-up research of SDN.

3.2 Traditional Network Architecture

This section discusses the evolution and architecture of network.

3.2.1 Internet Development History

In the 1960s, the US Department of Defense decided to study a distributed command
system, the core value of which is that even if several nodes are destroyed, other
nodes can still maintain communication. In 1966, Robert Taylor, the third director
of IPTO, believed that a compatible protocol should be established to allow all
terminals to communicate with each other. In the same year, the new communication
network project (named ARPANET) completed the internal project, and since then,
the entire project was actually initiated. In the first phase of the project, a network
of four nodes was established, and its geographic location is shown in Table 3.1.

The packet switching technology is adopted between the four nodes, and they
are connected through a special IMP device and a communication line with a rate
of 50kbps. Among them, the role of IMP includes connection, scheduling, and
management and is generally regarded as the prototype of a router. Two years later,
the original communication protocol, also known as the Network Control Protocol
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Table 3.1 The table of the geographic location of the four nodes

Node Place Host OS

Node 1 Network Measurement Center, UCLA SDS
SIGMA 7

SEX

Node 2 The Network Information Center at SRI SDS 940 Genie

Node 3 The Culler-Fried Interactive Mathematics Center at the UCSB IBM
360/75

OS/MVT

Node 4 The School of Computing at UTAH DEC PDP
- 10

Tenex

(NCP), was born. However, with the continuous increase of network nodes, it has
brought a lot of pressure to the NCP protocol, and further optimization is urgently
needed. For this reason, in the end, a stable (fourth generation) TCP/IP protocol was
born under continuous development and gradually became the mainstream.

In the next phase, ARPANET was replaced by NSFnet and became the con-
nection between the new supercomputer research centers, and its speed was more
than 25 times that of the ARPANET network. In the late 1980s, the number of
computers connected to NSFnet far exceeded ARPANET. Therefore, in the early
1990s, ARPANET was formally dismantled. Then, concepts and technologies such
as the World Wide Web, Hypertext Transfer Protocol (HTTP), Hypertext Markup
Language (HTML), and web browsers were proposed and developed. Since then,
the Internet has truly has become the global Internet and has begun to enter people’s
lives.

The development of the network is inseparable from the upgrade of hardware.
With the appearance of personal computers, smart phones, and the development
of mobile communication technology, the Internet has gradually entered a new
stage of development, namely the era of mobile Internet. Mobile Internet is the
product of the integration of mobile and Internet, inheriting the advantages of
mobile anytime, anywhere, portable and Internet open, sharing, and interactive.
It is a new generation of open telecommunications infrastructure network with
high-quality telecommunications services. Compared with the traditional Internet,
the mobile Internet emphasizes that it can be used anytime, anywhere and can
access the Internet and use application services in a high-speed mobile state.
Mobile Internet related technologies are generally divided into three parts, namely
mobile Internet terminal technology, mobile Internet communication technology,
and mobile Internet application technology. The advantages of mobile Internet,
such as interactivity, portability, privacy, positioning, and entertainment, have led
to rapid growth in people’s demand for the Internet. At this stage, user experience
has gradually become the supreme pursuit of the development of terminal oper-
ating systems. In addition, with the rapid development of mobile communication
technology, unlike the previous technologies that only provide bandwidth mobile
communication between people, 5G, as a mobile communication system for the
needs of human information society after 2020, will penetrate more Fields, such as
the Internet of Things, industrial networks, medical and rescue, transportation, etc.,
to achieve a comprehensive interconnection of all things. Therefore, in the future,
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the Internet will penetrate into all areas of social life and will be more closely related
to people’s lives.

3.2.2 Equipment Development History

Network cable, network card, and protocol cable are the three elements that make
up the smallest unit network. Among them, the network cable provides the physical
medium, carries the bit stream and electrical signals, the network card performs
data processing, and the protocol cable can realize data analysis, addressing, flow
control, etc. in the communication process. However, once the distance between the
terminals is too far, exceeding the upper limit of the physical transmission distance
of the network cable, data will begin to be lost. For this reason, a repeater is born.
The repeater can relay and amplify information, and its appearance enables long-
distance transmission between devices. After that, considering the limitation of the
repeater interface, in order to solve the problem that it could not realize the long-
distance data communication between multiple hosts, the hub was born. The hub
can be described as a multi-interface repeater. Data received from any interface can
be transmitted to all other interfaces by flooding.

However, because the hub cannot identify the addressing information and upper-
layer content of the data packet, it cannot isolate the end host. This will lead to a
reduction in bandwidth utilization if multiple hosts are in the same collision domain.
Based on this problem, the bridge provides a solution. The bridge is a link layer
product. By recording the MAC address of the terminal host and generating a MAC
table, the data flow between the hosts can be forwarded on this basis. The bridge can
isolate the conflict domain, and because the data between different interfaces will
not conflict with each other, this will improve the bandwidth utilization. However,
the limited interface of the bridge made its ability to isolate network conflicts
relatively limited, so the switch was born. The switch has been extended and
upgraded on the basis of the network bridge. Compared with the network bridge,
it has several main advantages, such as: (1) The number of interfaces is more
dense, and the bandwidth utilization rate is greatly improved. (2) Adopt dedicated
ASIC hardware chip to realize high-speed forwarding. (3) Not only can the conflict
domain be isolated, but also the broadcast domain can be isolated through VLAN.
On the basis of the switch, in order to solve the long-distance wide area network
communication problem, the router was born.

The router has the function of judging the network address and selecting the
IP path. It can construct a flexible link system in multiple network environments,
and link each subnet through different data packets and media access methods. In
addition, in order to solve the shortcomings of limited communication, wireless
AC/AP came into being. And, in order to further improve network security and
performance, firewalls and flow control devices were born. To sum up, in order to
achieve different goals and solve different problems, there are a large number of
different types of devices in the network. In the next section, we will introduce
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Fig. 3.1 The diagram of a typical home network architecture

several common network architectures and analyze the architectures, technologies
used, and the equipment involved.

3.2.3 Typical Architecture

The typical network architecture is discussed in the subsequent sections.

3.2.3.1 Home Network

Figure 3.1 shows a typical home network that provides WiFi hotspot access through
a wireless router and connects to the external network through a router, which
usually includes a wireless router. The technologies used include WiFi, NAT,
PPPOE, DHCP, etc.

3.2.3.2 Campus Network

Figure 3.2 shows the most common campus network architectures such as large
and medium-sized enterprise networks or campus networks, which usually use
access layer, aggregation, core layer three-layer architecture, and dual-core network.
According to different needs, it is usually divided into user area, internal server,
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Fig. 3.2 The diagram of a typical campus network architecture

external service area, management area, Internet area, etc., and they are connected
and isolated through core switches and firewalls. In addition, the Internet uses multi-
outlet connections, dial-up and NAT through routers, and load balancing through
flow control products.

In the campus network architecture, the core layer usually does not include any
processing of data packets/frames, because this will reduce the speed of packet
switching. The main function of the core layer is to provide high-speed connections
between the various convergence layer devices in the campus network. The function
of the convergence layer is to define the boundaries of the network, and the
processing of data packets/frames is also completed at this layer. In addition, in
the campus network environment, the access layer usually includes the following
functions: shared bandwidth; exchange bandwidth; MAC layer filtering; and micro-
segmentation. This type of architecture usually includes routers, switches, wireless
AC/AP, firewalls, load balancers, and servers. The technologies involved usually
include VLAN, TRUNK, MSTP, HSRP/VRRP, Etherchannel, WLAN, NAI, ACL,
SNMP, etc.

3.2.3.3 Government Affairs Network

The government network usually includes the government, electric power, public
security, etc., adopts the metropolitan area network architecture, and is designed
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through MPLS technology. Different regions and cities are connected to the CE
through the convergent PE and divided into different VRFs. The core equipment
acts as a P/PE for high-speed forwarding. In addition, VRF is used to isolate access
between different regions and cities. When it is necessary to access the Internet,
government extranet, servers, etc., moderate mutual visits can be achieved through
the design of RD/RT. The equipment it contains usually includes routers, switches,
load balancers, firewalls, intrusion prevention, DDOS attack prevention equipment,
etc. And the technologies involved usually include VLAN, TRUNK, OSPF, BGP,
MPLS, QoS, AVL, NAT, SNMP, and security.

3.2.3.4 Data Center Network

In traditional large-scale data centers, the network is usually a three-tier structure,
including the access layer, the convergence layer, and the core layer. The access
layer is sometimes called Edge Layer. Access switches are usually located at the
top of the rack, so they are also called ToR (Top of Rack) switches, and they
are physically connected to the server. Aggregation Layer is sometimes called
Distribution Layer. The aggregation switch connects to the Access switch and
provides other services, such as firewall, SSL offload, intrusion detection, network
analysis, etc. The core switch of the Core Layer provides high-speed forwarding for
packets entering and leaving the data center and provides connectivity for multiple
aggregation layers. The core switch provides a flexible L3 routing network that
usually provides the entire network. In addition, in the early data centers, most of
the traffic was north-south traffic. However, with the development of technology,
the content and form of data have also changed. For example, most of the traffic
in a traditional data center is communication between clients and servers. However,
with the gradual rise of technologies such as distributed computing and big data,
some applications will generate a large amount of traffic between servers in the data
center. Therefore, the east-west traffic is increasing significantly. In addition, the
software-defined data center requires that the computing storage network of the data
center can be software-defined, while the traditional three-tier network architecture
did not consider SDN at the beginning of the design. In general, technological
development requires new data centers to have smaller over-subscription and needs
to provide higher east-west traffic bandwidth and support for SDN. In addition, the
largest data center corresponds to the network equipment with the largest volume
and the highest performance. Not all network equipment vendors can provide
equipment of this scale, and the corresponding capital costs and operation and
maintenance costs are also high. Therefore, the use of traditional three-tier network
architecture makes enterprises face the dilemma of cost and scalability. This means
that we need a new way to resolve this contradiction.
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3.2.4 Conclusion of Issues

The life cycle of a network system usually includes four stages: demand investi-
gation, planning and design, deployment and implementation, and operation and
maintenance. Based on this cycle, a huge network architecture has now been
formed, effectively realizing multiple applications between people and people
and data, which has played an important role in promoting economic and social
development. However, with the vigorous rise of technologies such as big data,
cloud computing, Internet of Things, and mobile Internet, Internet applications are
becoming increasingly diversified and business volumes are increasing. Therefore,
the current network architecture is gradually unable to meet the demand, and the
existing problems are becoming more prominent. For example, (1) The traditional
network lacks a global concept and cannot control traffic from a macro perspective.
Each router calculates the next hop according to its own dynamic routing protocol,
but due to the lack of a global concept, it will cause a lot of waste of resources;
(2) Due to many network equipment manufacturers, equipment types, inconsistent
control commands, etc., the traditional network structure is difficult to deploy and
manage; (3) The current information exchange between routing devices is carried
out layer by layer, which will cause unnecessary bandwidth occupation. In general,
the core problem is that there is a contradiction between the diverse and changeable
upper-layer applications and business needs of the network and the current stable
and rigid traditional network architecture, and an appropriate solution is urgently
needed, as shown in Fig. 3.3.

3.3 SDN Network Architecture

3.3.1 Development Path

In 2007, Dr. Martin Casado, a member of the Clean Slate project team led by
Professor Nick McKeown of Stanford University, proposed a solution and network
architecture for decoupling the control plane and the data forwarding plane, which
is considered to be the prototype of today’s SDN technology. In 2008, Professor
Nick McKeown and others published a paper “OpenFlow: Enabling Innovation in
Campus Networks” at the SIGCOMM conference, and first proposed the OpenFlow
protocol based on the SDN architecture. In the same year, his team released
the first open source SDN controller NOX-Classic. In 2011, Internet companies
such as Google, Facebook, and Yahoo initiated the establishment of the Open
Networking Foundation (ONF) to promote the standardization and development of
SDN architecture and technology. In 2013, network vendors such as Cisco, Juniper,
Broadcom, and IBM initiated the open source platform project OpenDaylight
(ODL), with the goal of launching a universal enterprise-level SDN controller. In
2014, ONOS was born. Facebook openly released the details of the Wedge switch
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Fig. 3.3 The diagram of
problems in the traditional
network architecture

design in the OCP project, and the white box switch became the main theme of the
year. Cavium acquired SDN startup Xpliant, and Broadcom released the OF-DPA
framework compatible with the OpenFlow protocol. In 2015, ONF released an open
source SDN project community, and SD-WAN became the second mature SDN
application market. The integration of SDN and NFV has become a trend, and this
year is a hot year for NFV. In 2016, SDN startups VeloCloud, Plexxi, Cumulus, and
BigSwitch received a new round of financing, IEEE held the NFV-SDN conference,
and the research on network programming language received the focus of academic
circles. The SDN-IoT academic seminar was successfully held.

Since then, with the increase in attention, research is no longer limited to the
traditional narrow SDN, and more and more projects tend to move from the original
narrow SDN to the broad SDN. That is, it supports rich southbound protocols, which
can realize flexible programmability and flexible deployment, as well as intelligent
analysis and scheduling. Broad SDN has more powerful vitality, especially with
the rapid development of cloud computing and big data. In the future, SDN-based
cloud network integration will become one of the main demands of the development
of SDN, a new generation of data centers and backbone network infrastructure.
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Fig. 3.4 The diagram of problems in the basic architecture of SDN

Refactoring and how to better support applications will be an important area of
SDN development.

3.3.2 Definition and Architecture

The core idea of SDN is to separate the control plane and the data plane and use
a centralized controller to complete the programmable tasks of the network. The
controller interacts with the upper-layer application and the lower layer forwarding
device through the northbound interface and the southbound interface protocol,
respectively. It is this characteristic of separation (decoupling) of centralized
control and data control that SDN has powerful programmability. This powerful
programmability enables the network to be truly defined by software, which in
turn makes network operation, maintenance, management, and scheduling easier.
At the same time, in order to enable SDN to achieve large-scale deployment, it
is necessary to support the collaboration between multiple controllers through the
east-west interface protocol. Figure 3.4 shows the basic architecture of SDN.

In the SDN architecture, the control plane centrally controls the network
equipment through the control-forward communication interface. This part of the
traffic occurs between the controller and the network equipment, independent of
the data traffic generated by the communication between the terminals. In addition,
the network device generates a forwarding table by receiving the control signaling
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Fig. 3.5 The diagram of data forwarding process between devices

and determines the processing method of the traffic accordingly. Therefore, in this
mode, it is no longer necessary to use a complex distributed network protocol for
data forwarding, as shown in Fig. 3.5.

3.3.3 Core Technology and Advantages

3.3.3.1 Core Technology

The SDN architecture includes four planes and two interfaces, as shown below:

1. Data plane: It consists of several network elements, and each network element
can contain one or more SDN Datapaths. Each SDN Datapath is a logical
network device. It has no control capability and is only used to forward and
process data. It logically represents all or part of the physical resources. An
SDNDatapath includes three parts: control data plane interface agent, forwarding
engine table, and processing function.

2. Control plane: The SDN controller is a logically centralized entity. It is mainly
responsible for two tasks. One is to convert SDN application layer requests to
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SDN Datapath, and the other is to provide SDN applications with an abstract
model of the underlying network (which can be states, events). An SDN
controller includes three parts: northbound interface agent, SDN control logic,
and control data plane interface driver. The SDN controller is only required to
be logically complete, so it can be composed of multiple controller instances
or a hierarchical controller cluster; geographically speaking, it can be that all
controller instances are in the same location, or it can be Multiple instances are
scattered in different locations.

3. Application plane: This plane consists of several SDN applications. It can
interact with the SDN controller through the northbound interface, that is, these
applications can submit the requested network behavior to the controller in a
programmable manner. An SDN application can contain multiple northbound
interface drivers (using multiple different northbound APIs). In addition, SDN
applications can also abstract and encapsulate their own functions to provide a
northbound proxy interface to the outside, and the encapsulated interface forms
a more advanced northbound interface.

4. Management plane: Responsible for a series of static tasks, which are more
suitable for implementation outside the application, control, and data planes,
such as configuring network elements, specifying SDN Datapath controllers,
and at the same time defining the SDN controller and the control scope of SDN
application.

5. SDN control data plane interface (CDPI): SDN CDPI is the interface between the
control plane and the data plane. The main functions it provides include: control
of all forwarding behaviors, device performance inquiries, statistical reports, and
event notifications.

6. SDN Northbound Interface (NBI) SDN NBI is a series of interfaces between the
application plane and the control plane. It is mainly responsible for providing an
abstract network view and enabling applications to directly control the behavior
of the network, which includes abstraction of the network and functions from
different layers.

3.3.3.2 The Main Advantages

The emergence of SDN has promoted the transformation of traditional network
construction and operation methods, which will effectively improve the service
efficiency of cloud service providers, Internet applications, and cloud enterprises,
and reduces the cost and complexity of operation and maintenance. The main
advantages of SDN can be summarized as the following four:

1. The SDN architecture allows application development, cloud service provision,
and network service teams to collaborate on a common platform. In addition, the
open interface can provide users with self-service capabilities, which will greatly
reduce the time spent on manual processes.
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2. With the help of SDN, data centers, cloud providers, and network providers will
significantly improve efficiency in many areas. SDN can provide centralized and
visualized operation and maintenance of network resource usage, and elastically
expand resources when resource usage is high or there are sudden business
needs. In addition, when the resource utilization rate is low, idle resources can be
released, thereby improving the overall utilization of resources.

3. Combined with the open interface API, the centralized control of SDN and
the unified strategy deployment method makes end-to-end application guar-
antee possible. The original connection-oriented IP network is upgraded to a
connection-oriented network service, which can increase new SLA services such
as end-to-end application delay and resource availability.

4. Based on the SDN architecture, end users or application providers can customize
and adjust network resources according to their needs and can pay according
to actual use, and what you see is what you get; data centers or cloud service
providers can simplify network deployment The complexity of the network
improves the utilization of network resources and reduces the proportion of
network costs; network service providers can provide new network connection
services, iteratively design new network operation models, and attract and
increase potential customers.

In general, the introduction of SDN is not only a promotion of technological
development but also an inevitable trend to replace traditional networks. It will bring
changes that cannot be underestimated in the communication circle, the Internet
circle, and the IT circle.

3.3.4 Industry Chain Analysis

At present, the SDN industry chain can be temporarily divided into six camps, as
follows:

1. Traditional equipment vendors: Because the switch function is simple and
homogeneous under the SDN architecture, it lacks market value. Therefore, for
traditional equipment vendors, the emergence of SDN will make their current
dominant position face huge challenges. At the same time, since SDN represents
the inevitable trend of network virtualization, traditional equipment vendors
cannot refuse or avoid it. Therefore, they often adopt the “walking on two
legs” approach: on the one hand, they closely follow the development of SDN
by acquiring SDN startups and upgrading their original equipment; on the
other hand, they actively launch their own SDN strategy and try to use the
existing dominant position to grasp the dominant power of SDN development
and integrate it into the existing network architecture.

2. Startups: For startups headed by Nicira (VMware) and Big Switch, the emer-
gence of SDN has created a rare opportunity for them to subvert Cisco’s dom-
inance and enter the network equipment industry. In order to save development
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costs and enhance versatility at the same time, they are active promoters in the
development of a common SDN architecture based on the OpenFlow protocol.
At present, these companies are mainly focusing on combining OpenFlow and
virtualization technology in a certain field to provide customers with network
virtualization solutions.

3. IT service provider: The emergence of SDN also allows IT service providers
such as IBM and Hewlett-Packard to see the possibility of entering the network
equipment industry and creating new business models. Therefore, they are
basically the same as startups in their attitude towards SDN. The difference
is that IT service providers also use customized hardware equipment and self-
developed SDN operating system to quickly provide a full set of solutions to
seize the market space of traditional network equipment manufacturers.

4. Chip manufacturers: Since the SDN architecture has changed the traditional traf-
fic processing method, standardized SDN equipment requires a new generation
of SDN-oriented communication switching chips. At present, major international
chip manufacturers are actively introducing network processing chip solutions
that implement SDN.

5. Internet content providers: For Internet content providers such as Google,
Facebook, and Tencent, they pay more attention to the tight coupling between
applications and network control brought about by the openness of SDN. If the
northbound interface of the SDN controller is fully opened, the Internet company
will indirectly gain the dominance of network control, thereby enabling it to
integrate the operation and maintenance of its own application network with the
operation and maintenance of the underlying transmission network.

6. Operator: Compared with Internet companies, operators are more cautious about
SDN. On the one hand, some related technologies are not yet mature enough;
on the other hand, although the introduction of SDN may reduce the cost
of operators, it may also weaken their profit margins. Therefore, at present,
operators are mainly exploring and experimenting with SDN in their data centers.

3.4 Application Scenario Analysis

3.4.1 Application of SDN in Data Center Network

In recent years, with the rapid development of the Internet, more and more
applications and data have been concentrated in cloud data centers for processing.
Nearly two-thirds of the world’s total workload will be processed in the cloud, and
data centers will become the source or destination of most Internet traffic. Among
all the traffic generated by the data center, internal traffic accounted for 76% of the
total traffic in the data center, mainly for data exchange between storage and virtual
machines. Therefore, the future Internet will be a network with cloud computing
data centers as its core.
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Table 3.2 The table of the respective functions and requirements of the five-layer network

Level Functional Requirements

Network 1 The interconnection network between
VMs of the same server

The access switch can perceive the
virtual machine situation in the server

Network 2 The interconnection network between
VM and storage

The business network and storage
network need to be integrated

Network 3 The interconnection network between
different servers within the DC site

Non-blocking network, support virtual
machine drift and network configuration
migration, and high horizontal expansion
capability

Network 4 The interconnection network between
servers across DCs

Support virtual machine drift

Network 5 The interconnection network between
DC and Client

According to business needs, build a
proprietary virtual transport network

Under this trend, the data center has entered the peak of development. However,
the traditional data center network architecture has become increasingly difficult to
meet the needs of market development. As mentioned in the previous section, in a
traditional data center, each business occupies resources independently of each other
and has no resource mobility requirements. The internal traffic of the data center
is basically north-south. Therefore, each business network is physically isolated,
self-contained, and cannot be reused. The network built in this way has limited
scalability and can only be replaced vertically but cannot be extended horizontally.
In order to solve the problem of low resource utilization, virtualization technology
was created. The data center is mainly composed of three types of resources:
computing, storage, and network. At present, only network resources have not
yet been virtualized, which has become a bottleneck restricting the efficiency
improvement of data centers. According to different communication subjects, the
data center network can be divided into five layers. Communication between
different subjects has different requirements for the network, as shown in Table 3.2.

According to Table 3.2, the current data center network usage requirements can
be summarized as follows: (1) Non-blocking network, and possesses approximately
unlimited high scalability; (2) Able to perceive virtual machines, and support
the drift of virtual machines within a single data center and between multiple
data centers, and ensure that related network policies are migrated accordingly;
(3) Support multi-service and multi-tenant. On the same physical network, freely
construct a business network according to business requirements and ensure network
security; (4) Unified network operation and maintenance, highly automated, and
intelligent management.

In order to meet the above requirements, a variety of technical solutions have
emerged, such as Trill and SPB technologies, which are mainly aimed at multi-
path forwarding and flexible deployment requirements of data centers. However,
this technology has problems such as low link utilization, poor network stability,
and complicated deployment of Layer 3 paths. In addition, the introduction of
EVB technology meets the needs of virtual machine deployment and migration but
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Fig. 3.6 The diagram of the future data center network deployment plan based on SDN

cannot meet the needs of centralized management, multi-path forwarding, virtual
multi-tenancy, and IaaS in the data center. On top of this, NVGRE technology uses
GRE encapsulation to achieve virtual multi-tenancy, but the considerations are still
not comprehensive enough. It can be seen that the current mainstream data center
network technology is mainly designed for a specific requirement of the data center,
and there is still room for improvement.

In contrast, the SDN architecture has the characteristics of separation of for-
warding and control, centralized control logic, network virtualization, and open
network capabilities. Therefore, SDN technology can better meet the requirements
of centralized management of data center networks, flexible multi-path forwarding,
virtual machine deployment, and intelligent migration. The future data center
network deployment plan based on SDN is shown in Fig. 3.6.

Among them, the architecture in this solution is mainly composed of three
parts, namely the SDN controller, the VM manager, and the DC manager. Among
them, the SDN controller is mainly used to implement centralized management and
control of network devices, and the VM manager is mainly used to implement VM
management, including creation, deployment, and migration. The DC manager is
used to achieve overall coordination and control. In general, separation of control
and forwarding, centralized logic control, and open network programming API are
regarded as the three main characteristics of SDN that distinguish it from traditional
network technologies. It is these characteristics that enable SDN to well meet the
needs of data center networks.
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Fig. 3.7 The diagram of application of SDN in telecom operator network

3.4.2 Application of SDN in Government and Enterprise
Networks

There are many types of services in government and enterprise networks, and the
functions and types of network equipment are complex, which require high network
security. Moreover, in this environment, the need for centralized management
and control is even more urgent. In addition, there is also a certain demand for
network flexibility and customization. However, after the network in the traditional
architecture is deployed and launched, if the business requirements change, it is
very cumbersome to re-modify the network device configuration. With the gradual
development of the Internet, it can no longer meet the needs. However, SDN
makes up for this very well. As shown in Fig. 3.7, on the basis of resource support
provided by the SDN software and hardware providers, the SDN controller performs
unified management, planning, and operation of resources. This method realizes
not only centralized control but also the needs of network service providers in an
open platform. It can be seen that the software-defined model significantly reduces
the difficulty of network maintenance, shortens the network deployment cycle,
and saves operation and maintenance costs. Moreover, with the help of existing
network resources, by transforming traditional application development service
providers into SDN service providers, it is also effective, feasible, and beneficial
to provide large government enterprises with exclusive SDN network construction
and maintenance services.

SDN strips out complex business functions, which not only reduces equipment
hardware costs but also makes enterprise networks more simplified and clearer. At
the same time, the logical concentration of SDN control can realize the centralized
management and control of the enterprise network, the centralized deployment
and management of enterprise security policies, and the flexible customization of
network functions in the controller or upper-layer application to better meet the
needs of the enterprise network.
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3.4.3 Application of SDN in Telecom Operator Network

The separation of forwarding and control of SDN can effectively realize the
gradual integration of equipment and reduce the cost of equipment hardware. In
addition, the centralized feature page of SDN’s control logic can gradually realize
centralized management and global optimization of the network and effectively
improve operational efficiency. In addition, providing end-to-end network services
is also conducive to the intelligent and open development of telecom operators’
networks, and the development of richer network services can increase revenue.

Nowadays, both NTT and Deutsche Telekom have begun to test deployment
of SDN. NTT has set up test environments in Japan and the United States, while
Deutsche Telekom has tried to use SDN in cloud data center, wireless, and fixed
access environments. However, because SDN technology is not yet mature enough,
the degree of standardization is not high enough. In addition, the management issues
of a wide range of network equipment, the security and stability issues of ultra-
large-scale SDN controllers, the coordination and interoperability issues of multiple
vendors, and the coordination and docking issues of different network levels or
standards all need to be resolved as soon as possible. Therefore, the current large-
scale application of SDN technology in telecom operator networks is still difficult
to achieve, but it can be gradually used in local networks or specific application
scenarios, such as mobile backhaul network scenarios, packet and optical network
collaboration scenarios, etc.

3.4.4 Application of SDN in Network Virtualization
Technology

Network virtualization is an important network technology that can virtualize
multiple isolated virtual networks on a physical network, so that different users
can use independent network resource slices, thereby improving network resource
utilization and realizing network flexibility [32, 33, 35, 37, 39–41]. The emergence
of SDN makes the realization of network virtualization more flexible and efficient.
At the same time, network virtualization has also become a heavyweight application
in the SDN architecture.

It should be noted that SDN is not equivalent to network virtualization. SDN
is a centralized control architecture, while network virtualization is a network
technology. Traditional network virtualization requires manual configuration (such
as VLAN) one by one, with high efficiency and low cost. In today’s DC scenarios, in
order to achieve rapid and flexible deployment and dynamic adjustment, automated
deployment solutions must be used. The emergence of SDN has brought new solu-
tions to network virtualization. Through the separation of forwarding and control,
the deployment of automated services has been realized, and the deployment time
of services has been significantly shortened.



56 F. Liu et al.

Generally speaking, network virtualization through SDN includes the following
four parts:

1. Network virtualization platform: an agent between the control plane and the data
plane to realize the creation and management of virtual networks.

2. Network resource virtualization: including topology virtualization, node virtual-
ization, and link resource virtualization.

3. Network isolation: including control plane isolation (so that tenant controllers do
not affect each other), and data plane isolation (isolation of nodes’ CPU, flow
table, link bandwidth and other resources).

4. Address isolation: ensure that tenants can use any address space to achieve
address isolation, mainly through address mapping. In a physical network, by
using different physical addresses, address isolation can be achieved.

SDN changes the control mode of the traditional network architecture and divides
the network into a control plane and a data plane. The network management
authority is handed over to the controller software of the control layer, and
commands are uniformly issued to the data layer devices through the OpenFlow
transmission channel. Data layer equipment only relies on control layer commands
to forward data packets. Due to the openness of SDN, third parties can also develop
corresponding applications and place them in the control layer, which can make the
deployment of network resources more flexible. In contrast, network administrators
only need to issue commands to data layer devices through the controller, without
logging in to the devices one by one, which saves labor costs and improves
efficiency. It can be said that SDN technology has greatly promoted the development
of network virtualization.

3.5 Future and Challenges

3.5.1 Existing Challenges

3.5.1.1 Security Issues

Today, when network security is receiving increasing attention, SDN technology
cannot actually meet this demand. For traditional router switch firewalls, the
operating system is a highly embedded Unix system, which has passed various
tests and tests by manufacturers to ensure its security. Despite this, equipment is
still not secure enough. For example, many manufacturers regularly release security
patches or risk warnings for network equipment. However, when SDN really arrives,
security issues will rely more on application-level prevention. Therefore, if the SDN
controller as the core of the network greatly enriches the open interfaces for network
customization, it also opens more doors for illegal access and malicious attacks.
Therefore, the existence of the SDN controller may expose the network to more
security risks.



3 Challenges of Traditional Networks and Development of Programmable Networks 57

3.5.1.2 Standardization Issues

At present, ONF only defines the southbound interface between the controller and
the switch, but has not yet defined the interface between the controllers and the
northbound interface that the controller opens to applications. The reason is that
the organization believes that it is too early to standardize these interfaces and
may stifle innovation in key components of the network infrastructure. But this
has undoubtedly increased the difficulty of intercommunication among devices of
various manufacturers and has delayed the commercialization of SDN to a certain
extent.

3.5.1.3 Performance Issues

Under the SDN architecture, the controller needs to formulate an optimized routing
strategy for each flow. The computational pressure can be imagined, and this
pressure will increase geometrically as the number of control network elements
increases. In addition, because different applications will establish different logical
networks in the SDN system, each application will hinder each other’s func-
tions, and resource competition will be very fierce. From the perspective of the
development history of computer programs, in order to coordinate the operation
of various programs and improve resource utilization efficiency, the complexity
and computational complexity of resource allocation algorithms often increase
exponentially, which may become a system bottleneck. At the same time, in order
to achieve the programmability of the network, applications will be given a lot of
control over the environment, which can easily lead to system crashes. Therefore,
how to strike a balance between software complexity and computing efficiency is a
major challenge facing SDN.

3.5.2 Future Development

With the continuous development and transformation of science and technology,
the current SDN technology has become a hot technology leading the network
transformation. Many companies in the world have also made in-depth research and
predictions on the commercial process of SDN. In the future, narrow SDNwill move
towards broad SDN, and broad SDN has more powerful vitality, especially with
the rapid development of cloud computing and big data, cloud-network integration
based on SDN will become one of the main demands of the development of
SDN, a new generation of data restructuring of the center and backbone network
infrastructure and how to better support applications will be important areas for the
development of SDN. In addition, SDN may simplify the exchange of traffic in the
data center, thereby enabling traffic to be routed and forwarded more efficiently.
SDN allows traffic processing policies to follow virtual machines and containers, so
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that this information can be moved within the data center to minimize traffic and
deal with bandwidth bottlenecks.

In addition, the main experience in the development of SDN in the past two
years has been continuous attempts to integrate commercial deployment of its
applications, mostly in the field of data centers. Most large-scale and ultra-large-
scale data centers have adopted flat architecture, SDN and storage management,
and adopted SDN / NFV (Network Function Virtualization), and they are developing
very rapidly. By 2021, more than two-thirds of data centers will adopt SDN in whole
or in part. As part of the traffic in the data center, SDN/NFV is already transmitting
23% of the data, which will increase to 44% by 2021. SDN technology will
gradually develop towards network infrastructure and will experience a long process
of change and development. However, due to the traditional SDN technology
deployment problems such as complex management, long configuration cycles,
difficult business migration, low quality, reliability, etc., in the future development,
the problems existing in the SDN architecture should also be solved one by one.

3.6 Conclusion

With the joint development of multiple technologies, the Internet has become
inseparable from people’s lives. However, although the existing distributed network
architecture has the advantages of anti-attack, simple, and easy access, it still
exposes some problems in the face of massive data transmission needs. For example,
network devices produced by different manufacturers usually require different ways
to debug and configure. Therefore, it is a very big challenge to manage and deploy
a network with multiple devices. In addition, with the increase in QoS and security
requirements, the inability to customize network services according to customer
needs, and the inability to perform intelligent flow control and status supervision
based on network conditions are also problems that hinder further development.
In addition, the current way of information exchange between routing devices will
also cause unnecessary bandwidth occupation. Based on the above problems, the
introduction of SDN architecture is a better solution. In general, SDN architecture
has the following three advantages: (1) SDN can change the tightly coupled
architecture of applications and networks under traditional networks and improve
the level of network resource pooling; (2) SDN networks can realize automatic
network deployment and configuration, and support fast business Go online and
expand flexibly; (3) By introducing programmable features, automated network
services and protocol orchestration can be realized. At present, the market share
of SDN is increasing year by year, and the trend is improving.

This article analyzes and summarizes the problems existing in the traditional
Internet architecture by giving examples of four common network architectures.
Secondly, we introduced the SDN architecture and analyzed its necessity and
advantages of the architecture. And, we further introduced its feasible application
scenarios and existing solutions. Finally, we analyzed and summarized the threats
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and challenges that the SDN architecture may face, laying the foundation for the
follow-up research of SDN.
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Chapter 4
Architecture and Deployment
Models-SDN Protocols, APIs, and Layers,
Applications and Implementations

Bhawana Rudra and Thanmayee S.

4.1 Introduction

SDN has emerged recently as it addresses the lack of programmability issues in the
existing network and promotes network management [6, 35]. The programmable
term is used to make the network management and the reconfiguration concept as
simple. This allows the encapsulation of the wider ideas by focusing on different
planes and achieving the goal for various means. The concept of Programmability
emerged in the mid-90s, when the Internet was successful for its use by users all
over the world. As the spread was large, experts were interested to experiment
with new ideas and protocols that can provide various services [8, 23, 36]. For the
support of wide networks, the support for the specific protocols was important for
the better outputs without vendor interoperability. The modification of the control
logic in the network devices is not possible, restricting the evolution of the network
[9, 17, 37, 45]. Many researchers have focused to find open, flexible, extensible, and
programmable network devices. OpenSignaling (OpenSig) and Active Networking
were the two initiatives that were developed for handling the underlying hardware
issues and provide an open interface for the control and management of the network
[12, 41, 42]. Open Signaling was emerged in 1995 by focusing on the concept of
programmability in the networks. The main idea is to separate the control plane and
data plane in the network allowing the open interfaces to interact between them. It is
easy to control and program the switches remotely, making the entire network into
a distributed platform by simplifying the deployment of new services. Towards the
direction of research, Tempest framework allowed multiple switches to control and
manage the multiple partitions of the switch, allowing multiple architectures to run
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over the physical ATM network [1, 10, 14]. This gave much freedom to the network
operators to define the Unified control architecture by controlling the requirements
of future services provided by the network.

Another architecture that came into existence was DCAN (Devolved Control
of ATM networks) [14]. The main focus was to control and manage the network
switches and assign the work to the external workstations. The networks are
distributed inherently, allocate resources across the network to provide QoS.
Minimalistic protocols like OpenFlow were designed to manage the communication
between the network and the management entity. This allows to add the functionality
of synchronization streams in the management domain. The main goal was to
develop programmable networks and promote innovations. The network nodes
are introduced through network APIs and allow network providers to actively
participate in controlling the nodes by executing some arbitrary code. This allowed
the development of customized services along with dynamic configuration at run
time. This architecture consists of a three layer stack on the active nodes. The bottom
layer is on an operating system (NodeOS) which multiplexes the communication
between the nodes. The next layer is the execution environment and allows the
writing environment for the active network applications like ANTS [43], PLAN
[21]. At the top layer, the applications that are actively executed where the code was
developed by the network providers.

The demand for more flexible and dynamic services allows us to add more
new features into the network. Two models fall into this category and they are
Capsule model and Programmable switch model. In the capsule model, the code
is included in the data packets itself. In the switch model, the code is executed
at the network nodes through out-of-band mechanism. Capsule model allows for
more innovation and is associated with active networking as it offers a different
approach for network management and provides a simple installation for the new
data plane across the network paths [16, 29, 31]. The concept of various approaches
was envisioned for the programmable networks that can allow innovation and
open networking experimental environments. None of them was successful and not
widespread due to the lack of compelling problems. Out of all these, OpenSignaling
and Active networking were not successful as they focused on the wrong user
group [31, 40]. One more reason behind the programmable network failure is due
to their focus on innovative architectures, models and not concentrating on the
issues like security and performance of the network. Although there are many
theoretical advantages, the reasons like network performance and security did not
allow for adoption into the network. The attempts were clearly defined that the
networks can be perceived towards the research ideas for the development of
flexible programmable architectures. These shortcomings have high significance
and addressed the deficiencies and paved a path to the development of the accepted
path of SDN [5, 24, 39, 44].
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4.2 SDN Architecture

In the traditional network architecture shown in Fig. 4.1, SDN Architecture
comprises two major components: Control Plane and Data Plane. The control plane
is where the decisions about traffic flow take place. The data plane is where the
forwarding of traffic takes place and is bound together in the underlying network
devices. The data plane is also called the forwarding plane. The decision about
forwarding happens at the network switches based on their configured routing
tables. Any update to the control plane requires the network engineer/administrator
to program the network switches individually with required network policies. This
results in a monotonous job that can be impractical in some applications, for
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NETWORK DEVICES

Control Plane

Data Plane

Control Plane

Data Plane

Control Plane

Data Plane

Fig. 4.1 Traditional network architecture
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Fig. 4.2 SDN architecture

example, IoT environments [15, 20, 27, 34]. To waive away the challenges involved
in traditional network architecture, SDN has plotted down a captivating technique;
that is, SDN separates the control plane and data plane illustrated in Fig. 4.2.
Thus, the system that makes decisions about where the traffic has to flow and is
separated from the system that actually forwards traffic to the desired destination.
This introduces flexibility, manageability, adaptability, scalability, agility features as
an added advantage for IoT network management [2, 11, 19, 22].

Infrastructure Layer
It is the lowest layer in the SDN architecture. It comprises switching devices. These
devices are interconnected to form a network. They could be connected through a
wired or wireless transmission media. It is important to make switching devices
operate efficiently and also make good utilization of transmission media at the
Infrastructure layer. This will result in improved performance of the Infrastructure
layer. Switching devices have a control plane and data plane. In the data plane,
the switching devices perform data forwarding with the help of its processors.
Some of the examples of network processors include XLP processor family
(MIPS64 architecture) from Broadcom, XScale processor (ARM architecture)
from Intel, NP-x NPUs from EZChip, PowerQUICC Communications Processors
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(Power architecture) from freescale, NFP series processors (ARM architecture)
from Netronome, Xelerated HX family from Marvell, OCTEON series processors
(MIPS64 architecture) form Cavium and general purpose CPUs from Intel and
AMD. The responsibility of the control plane is to receive rules such as packet
forwarding rules from the control layer and link it with the rules in the data link
layer. It then stores this rule in the local memory. This new design for switching
devices shows how the operations of these devices have been simplified to gain
advantages in various application areas [20, 21, 38].

There are wide varieties of transmission media that are used to connect the
switching devices. There can be wired connection or wireless connections, resulting
in heterogeneous connectivity between the devices. Each transmission media
will have their own characteristics and thus there must be specific configuration
and management technologies. These technologies must be integrated with SDN
controllers in order to have good control over the network. Software Defined
Radio is one of the advanced wireless transmission technologies. It allows software
controlled wireless transmission. Thus it is easy to integrate SDR and SDN.
Another well known transmission media is Optical Fiber which is known for its
high capacity and low power consumption. The technology, called Reconfigurable
Optical Add/Drop Multiplexers (ROADMs), enables the integration of optical fiber
connectivity technology into SDN control planes [20, 21, 38].

Control Layer
Control Layer connects the application layer and the infrastructure layer. Its working
principle or strategy can directly affect the overall SDN network performance. It
provides an abstract view of the network infrastructure. It simplifies the task of
applying custom policies/protocols on the network hardware. The network operating
system (NOX) controller is the most common controller that is used widely. SDN
controllers have to do network controlling and network monitoring [28, 30]. It is
responsible to translate the application policy into the infrastructure layer’s packet
forwarding rules. As we can see in Fig. 4.2 that SDN controller is having interfaces
with the application layer and the infrastructure layer. The interface between the
controller and the interface is called south-bound interface. This interface collects
network status, updates rules for packet forwarding at the switching devices in the
infrastructure layer. The interface between controller and application layer is called
north-bound interface. It helps in providing an overall view of the network status. It
takes policies defined in high-level languages from the application layer and uses it
to define rules at the infrastructure layer. This basically translates the requirements
of any SDN applications into packet forwarding rules [3, 4, 20, 21, 38].

4.3 SDN Protocols

The SDN concept was emerged in 2005, when the experts came up with a 4D
approach for network control. Later, Ethane architecture was developed to control
the network using centralized policies for the control flow of routing. Ethane
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switches were used to forward the packets from controller to the destination based
on the instructions. DATALOG language was used to design the policies based on
the security. An experiment was conducted by installing the Ethane in the Stanford
computer science lab to serve 300 systems and for a small business of 30 systems
This was to derive the working of the network management and proved that a single
controller can handle 10,000 flow requests per second for small business and set
of distributed controllers can be deployed for larger topologies [8, 18, 32, 33, 39].
Ethane is not suitable for the present traditional networks techniques as it requires
to know about the users and the nodes along with the control over the routing.
These limitations were addressed by NOX by allowing access to the source and
destination for each and every event that occurs. This architecture will allow to
build a scalable network with flexible control as it uses the intermediate granularity
in the flow [19, 31, 39].

4.4 Principles of SDN Architecture

SDN applications can be network aware or we can say as the network application
aware. Traditional applications describe the network requirements indirectly for the
implementation by involving the several processing steps to negotiate and support
the execution of the applications based on policy controls. They will not support
the dynamic user requirements like throughput, delay, or availability [7, 13, 31]. In
this, the network service providers will not trust the users for traffic markings for
the priority based packet headers. So in order to overcome this, some networks will
try to support the user requirements by incurring some additional cost which may
lead to misclassification. These networks do not allow the user to know about the
information and the state of the network SDN will allow the user to specify the need
in a trusted environment which can be monitored. SDN applications can monitor and
adapt accordingly [25, 26, 40]. The use of controllers will allow the summarization
of the network state and translates the requirements towards the lower level rules.
Logically centralized SDN is distributed for the corporation between the physical
controllers to achieve better performance, scalability, and reliability. The control
decisions are up-to-date on a global view instead of on each distributed network
so that the behavior should not change in network hops. Control plane acts as a
single centralized network operating system for scheduling and solving the resource
conflicts [2, 11, 26, 31].

The controller will control the Data paths with limited capabilities by not
competing with other control elements that simplify the scheduling of the jobs and
resource allocation. The SDN networks will run with network resource utilization
based on the complex and follow the specified policies based on the information
model that is defined by OpenFlow. In the traditional network architecture, the
control plane, where the decisions about traffic flow take place, and the data plane
also called a forwarding plane, where the forwarding of traffic takes place, are
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bound together in the underlying network devices. The decision about forwarding
happens at the network switches based on their configured routing tables. Any
update to the control plane requires the network engineer/administrator to program
the network switches individually with required network policies. This results in
a monotonous job that can be impractical in an IoT environment. To waive away
the challenges involved in traditional network architecture, SDN has plotted down
a captivating technique; that is, SDN separates the control plane and data plane.
Thus, the system that makes decisions about where the traffic has to flow and is
separated from the system that actually forwards traffic to the desired destination.
This introduces flexibility, manageability, adaptability, scalability, agility features
as an added advantage for IoT network management. In the near future SDN is
expected to become a crucial part of IoT the agile and flexible architecture that it
provides [18, 20, 21, 44].

4.5 SDN Tools and Languages

Various tools and languages were being used to implement and monitor the archi-
tecture of SDN. Many focused on the platform like Onix for the implementation of
the controllers in distributed networks and its management. Veriflow is capable of
finding the errors in the application rules by avoiding the disruption of the network
performance. Routeflow is another routing architecture that was designed based
on the SDN concepts, used to provide the interaction between hardware and the
open source routing stacks. This paved a path for the migration towards SDN from
Traditional IP. Later, physical SDN prototypes were introduced which paved a path
for the SDN innovation like Mininet. It is a virtual emulator that allows any SDN
prototype evaluation. If the evaluation is positive, the SDN services are deployed for
the general and research purpose else again the prototypes are developed and tested.
Mininets performance is poor at high loads and its lightweight virtualization is also
not suitable. Another design is Frenetic, high-level programming for OpenFlow
architecture. It uses the SQL syntax for the queries, stream processing language,
and a specific language for packet forwarding. These three languages will make the
programmers task as simple by allowing them to produce the high-level forwarding
policies. It addresses some issues related to consistency and synchronization
between the arrival of the packet time and the installation of the rule time. It consists
of two abstraction levels, i.e., one for traffic control and the other for installation of
the rules in the switches. Other programming languages like ProceraNettle came
into existence for the reactive programming and facilitate the management of the
network along the event-driven networks. A list of simulators and emulators like
Mininet, NS-3, and so on that are supported by for the real time experiments are as
follows [18, 33, 39].
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Mininet
It is based on the OF protocol which runs the end hosts, routers, and related links
on the Linux kernel using a lightweight virtual network. The components present in
Mininet act as real network components and allow us to check possible bandwidth,
node connectivity, and deepest nodes along with speed. It supports various tools and
real view of the network traffic. This is being used by researchers and developers due
to its easy interaction with the network using API and CLI features and also allows
for the development of the various real hardware. This is mainly used because it
is fast, supporting, allowing packet forwarding, running real programs available on
laptops, servers, open source and active. It does not allow huge amounts of data in
a single system, support OF controllers, support only Linux platform, NAT is out of
box, shares host file system and virtual time notion absence.

NS-3
It is a simulator suited for research and educators. The library is split into
modules. The OF is switchNet which acts as a switch. The objects present in
NS-3 implement the flow table for the packets received, give a connection, and
behave like a controller as in SDN. DropController and Learning Controller are
the two controllers which are available in the package. This allows the addition
of new protocols, distance between real and simulated networks reduced with the
integration and customizable simulator. The disadvantages of this simulator are loss
of models, creation of interfacing topology, and loss of visible capability.

EstiNet
This is a simulator and an emulator that support OF and switches. In the simulation
of EstiNet, POX, NOX, and so on controllers act as SDN controllers. Controllers
will run on external machines in emulation mode. It allows the controller with a
dedicated hardware using an Ethernet cable resulting in remote controlling of the
device. The other advantages include accuracy, repetitions, fast, and scalability. This
allows “Kernel-reentering simulation Methodology” for testing whether the novelty
of the controller programs by the researcher is effective and simple to adopt or not.

4.6 SDN Benefits and Application Domains

The inheritance of the decoupling of the control plane and data plane will offer a
great control over the network with the help of programming. This combined feature
can benefit the system by improving the configuration, performance and encourage
the innovation for the network architecture and its operations. SDN allows a
real time centralized control due to its ability to fetch the status of the network
instantaneously as well the user defined policies. This helps in network optimization
thus allows improving the network performance. SDN offers the platforms for the
innovations and experimentation of the new techniques for the network design and
has the ability to define the isolated network which is virtual through a control plane
[40, 44].
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Enhanced Configuration
Configuration plays a major role when the new equipment is added to the existing
network which is required to achieve the coherent network operations. Manual
processing is required at a certain level due to the heterogeneity of the device
manufacturers and also the interface configuration. The manual processing is prone
to errors and tedious as well it requires some troubleshoot for the configuration
errors. The unification of the control plane will allow all kinds of network devices,
which include switches, routers, firewalls, and load balancers, to configure network
devices from a single point of failure automatically. The entire program can
be configured and optimized dynamically based on network status. Performance
Improvement: The key objective is to maximize the utilization of the network
infrastructure. The existence of various technologies and the stakeholders in the
network optimization of the network is a difficult task. The approaches which are
available focus on performance optimizations of subnets for the quality experience
of the user towards the network services. This optimization will be performed
based on the local information of the network. SDN provides the optimization
globally as it allows the centralized control with the global network along with
a feedback control that has the information which is being exchanged within the
layers of the architecture. With the centralized algorithms, the optimizations issues
are manageable. It can deal with traffic scheduling, end-to-end congestion, energy
efficient operations, and Quality of service which can be easily deployed and tested
for effectiveness in the network.

Encourage Innovation
The architecture must be able to continue the evolution of the network applications
in terms of innovation rather than only to predict the requirements of the future. The
main problem will arise due to the proprietary hardware used in the conventional
networks widely. When new services are developed, tested on separate testbed
rather than on the network, it will not provide confidence for the adoption of
the technology by the industry. The community like PlanetLab and GENI was
enabled for experiments, those efforts did not solve the issue completely. SDN
provides a programmable network by enabling the platform for innovation in terms
of new revenue generation, deployment of new ideas, flexibility, and so on. This
architecture provides a clear separation between the virtual and real environment.

SDN Applications
SDN is applied in a wide range of networks which includes Data centers, WLANs
and heterogeneous networks, Optical Networks, Cellular and Internet of Things [18,
19, 31, 33, 40].

Data Centers
Data centers need to scaleup for the support of servers and the virtual machines
that exist in the entire large network. From the network point of view, scaling up
of these devices is an issue. The forwarding table size will increase as the number
of servers increases, raising the requirement of sophisticated forwarding devices.
With this increment of devices, traffic management and policy enforcement will
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become critical as data centers need to achieve high levels of performance. With
careful design and configuration, the aforementioned requirements can be met in the
traditional networks. In most of the cases this will be achieved using the preferred
routes and by placing the middleboxes at choke points on the physical network.
This concept will be contradictory for the requirement of scalability as the manual
configuration will lead to error prone as the network size increases and it will not be
able to adapt to the application requirements. The aforementioned gaps were filled
with SDN with the help of decoupling concept which made the forwarding of the
services from device to device much simpler. The control logic was delegated to one
control entity which is centralized by allowing the dynamic management of the flow
of packets, balance of the traffic, and allocation of the resources by adjusting the
data center operations. This concept will increase the performance of the network
and eliminate the concept of middleboxes in the network.

Cellular Networks
There is an increase in the rise of cellular devices from the decade and pushed
cellular networks to their limits. The interest of integrating the SDN into the cellular
networks raised the development of 3G and 4G communications which we are
using today. The main issue with the cellular architecture was the centralized data
flow, allowing the traffic through specialized equipment with multiple network
functions from the routing and billing increasing the architectural cost because
of the complexity of the devices. The cell size tends to become small in order
to cover the demands of the ever increasing traffic over the network. This leads
to the interference in the neighboring base stations, rendering the allocation of
the resources statistically no longer adequate. SDN in cellular networks will solve
some of the aforementioned deficiencies. The decoupling of the control plane and
data plane introduces the centralized controller which has a complete view of the
network thus allowing equipment to be simpler by recusing the architectural cost.
The operations like routing, mobility management, policy enforcement are assigned
to various cooperating controllers by making them more flexible and manageable.
The centralized controller simplifies the various operations of the load as well as
the noise management and does not require any direct interaction and coordination
among the base stations. Controller makes the decision and instructs the dataplane to
operate for various services. Introducing the virtual operators using SDN is simple
and easy into the telecommunication market. Providers will be responsible for the
management of the flow of the subscribers and the controllers without paying extra
amounts.

4.7 Research Challenges

SDN is a promising technology for the communication between the IT and
cloud providers and its enterprises; some challenges are still unsolved like the
performance of the cloud in the wireless networks, security challenges raised due



4 Architecture and Deployment Models-SDN Protocols, APIs, and Layers,. . . 73

to the introduction of the programmable concept. The dynamics of the network will
change with the attacks like DDoS, spam, Malware, phishing, and so on which need
to be addressed for the development of secure SDN. Mobile networks are more
vulnerable as the broadcast channels allow the eavesdropping and injection attack.
The common challenges that arise with the SDN are listed below [7, 13].

1. Reliability: Network topologies need to be configured intelligently for the
prevention of the errors by increasing the network availability that may occur
manually. There is a possibility of single point failure because of brain-split
problem. Networks need to be routed to alternative nodes when the network
devices fail for the flow of continuation. Controller will be responsible for the
failure of the entire network in the absence of a stand-by-controller. To overcome
this issue, many organizations have come forward with many solutions like
the implementation of the multipaths for the reroute of the traffic towards the
active links, support of various technologies like Virtual Router Redundancy
Protocol (VRRP), Multi-Chassis Link Aggregation Group (MC-LAG) for the
development of network availability. The concept of clustering has emerged in
order to overcome the network failure with the help of stand by controllers.
Memory synchronization needs to be maintained between the active and stand
by controllers. Many have proved that the centralized controller concept will
interrupt the traffic flow in the network and may lead to network failure. Many
have suggested various solutions but still the problem exists as a research
challenge.

2. Scalability: SDN is distinguished with traditional networks with the decoupling
of the data plane and control plane from the architecture. The planes can
evolve independently until unless APIs are connecting them. The changes are
accelerated in the control plan with the help of the centralized view of the
network. Although SDN supports decoupling, it has its own disadvantages like
standard APIS need to be defined which may arise the scalability issue. It has
been noted that the number of switches in the network increases along with the
end hosts then the controller will become a key bottleneck to be considered.
When the bandwidth is increased, the end users will increase and more requests
will be queued towards the controller which will fail to handle. The flow-setup
process contains some limitations that lead to scalability issues. SDN network
causes limited visibility of the traffic which does not allow troubleshooting on
this platform. When the network team will find the network slowdown, they will
immediately reschedule the backup.

3. Performance under Latency Constraints: SDN performance is measured on flow-
setup time and the number of flows that occurs per second where the controller
can handle. The flow setup will be proactive and reactive whereas the proactive
will occur before the packet arrival, so the switch will understand how to deal
with it. This will help in removing the limit of the number of flows per second
which will be handled by the controller. Reactive mode will come into existence
when the packet arriving the switch does not match with the existing entries of the
flow table. Here, the controller will decide how to process the packet and those
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related instructions will be cached onto that switch. This will consume more time
compared to the proactive mode as it is the sum of the time taken to process at the
controller and the updation of the switch about the change of flow. This reactive
mode will introduce an overhead that can be used to limit network scalability and
introduce the flow-setup delay. Many experts have suggested solutions but still
remain an issue. Some solutions based on DevoFlow and McNettle architectures
are used to overcome this issue.

4. Use of Low-level Interfaces between the controller and Network Device:
Although Network management is made easy with the help of simple interfaces
and the control applications which determines the high-level network policies.
The SDN has to translate these policies to low-level configurations present on
the switch. The current available controllers support the event-driven model,
imperative. When the network packet flows, the interfaces will react to the
arrival of the packet and for the link status updates with the installation or the
uninstallation of the individual packet processing rules specified in the low-level
interfaces along with rule-by-rule and switch by switch. The programmers
continuously need to uninstall or install the policies which will affect the
future events which will be monitored by the controller. The interfaces need
to coordinate continuously between the multiple asynchronous events to perform
a simple task. This will increase the burden on the controller and may generate
time-absorption issues and may slow down the entire network. Solutions were
suggested based on a high-level programming language that contains operators
which can allow or deny the flows maintaining QoS.

5. Controller Placement Problem: This problem arises from the decoupling of the
control and data plane to the flow-setup latency towards the reliability, fault
tolerance to the performance of the system. We can consider an example of delay
due to the use of wide area networks (WANs), availability limit of the network.
The practical implications with this are from the software design, which affects
the controller’s response towards the events in the real time. This even includes
the network topology and the number of controllers required for the smooth
communication.

6. Security: The studies performed by the IT professional on the security challenges
are the lack of integration with the available technologies that are unable to poke
around each and every packet. The controller vulnerability will increase with the
increase of intelligence of the controllers. Once the hacker or the attacker gains
the controller access, they can damage part or full network. The SDN has to
incorporate the authentication and authorization services for the various classes
of the network administrators. The system should be able to alert the network
providers in case of sudden attack and limit the communication of the controller.

SDN is a promising technology but lacks the standard policies. The current
architecture still lacks the standard topology, delay, and loss of packets in the
network. It does not even support horizontal communications among the nodes and
collaborating devices. It still has experience with the absence of OpenFlow drivers
and a standard high-level programming language. The other concerns include



4 Architecture and Deployment Models-SDN Protocols, APIs, and Layers,. . . 75

interoperability, performance and privacy concerns, and lack of technical experts
for the support. It gained popularity due to the proposed prototypes, development of
the tools and a particular language for the OpenFlow and for Controllers along with
the Cloud computing networks [25, 26, 31, 40].
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Chapter 5
Network Policies in Software Defined
Internet of Everything

Rashid Amin, Mudassar Hussain, and Muhammad Bilal

5.1 Introduction

Software Defined Network [5, 8, 9] is an emerging concept that has been deployed
in various domains. There are several mechanisms for network policy management
that exist in the literature [6].

5.1.1 What are the Network Policies?

Network policies are the set of rules which instruct network devices to function as
per requirements of users, applications, and/or organizations. The network managers
implement these policies to restrict/allow specific communication to a certain
resource or group of users. The correct implementation of network policies helps
to protect the integrity, confidentiality, and availability of precious data while pro-
viding efficient and effective access to information systems. The scope the network
policies depend upon the category of networks, i.e., Local Area Network (LAN),
Metropolitan Area Network (MAN), and Wide area Network (WAN). Network
policies in LAN consist of a collection of goals for an organization regarding
rules for users/administrators and system/management requirements to achieve a
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certain access level. Network policy is a “living document” that is continuously
updated as per the requirements of users or evolution in technology [38]. In this
way, the network policy can be configured that assigns users to a Virtual Local Area
Network (VLAN). When VLANs are configured by using internetworking devices,
e.g., routers, switches, bridges, etc., then the network policy restricts communication
between different VLAN users or severs. Moreover, VLANs help to cluster multiple
network resources logically which is quite beneficial to design , implement, and
manage networks. Similarly, all remote access to the MAN and WAN shall be
authenticated, logged, and restricted to minimize the risk to the valuable assets.
The access control in this case normally implemented by using layer 3 or layer 4
devices, for example, routers and firewalls.

Internet of Everything (IoE) is the superset of Internet of Things (IoT) introduced
by Cisco and is appeared as an innovation in IoT. In IoE, people, processes, data,
and things are being connected to the Internet that comprises the wider concepts
in the field of connectivity. So, this connection would be producing a massive
data volume. There are wide application areas of IoE and such kind of networks
can be implemented in healthcare, construction, factories, agriculture, logistics,
etc. It enables network connectivity between diverse kind of devices for automatic
processing without human intervention. Recently, the efforts are being carried out
to interconnect IoE infrastructure and cloud computing platforms. It is increasing
the complexity of networks which results in various security problems. In such
environment, where there are involved numerous actors for data communication, the
implementation of policies for an effective data flow is quite difficult to implement
[22].

In traditional computer networks, the routers/firewalls are configured based on
network policies to filter network traffic. Although, these networks are broadly
adopted, however, these are complex and hard to manage due to the distributed
nature where network control and management are implemented in every device
[13]. In addition, network policy implementation in these networks is also quite
tedious and often takes weeks to months to translate and configure the policies at
the networking devices. The network policies are sequential collection of permit
and deny conditions that state a router or firewall to forward/permit packets or
drop/deny. The data communication is controlled by the routing protocols or by
installing network policies on the interfaces of internetworking devices. In addition,
the network policies are configured manually using device specific commands.
Moreover, the network policies are normally implemented based on destination
IP addresses or in tuple form that comprises source IP, destination IP addresses,
ports, and protocol. The below Access List 112 shows that the network traffic
from network 192.168.12.0 is allowed for communication to network 10.10.1.0
and otherwise denied. Similarly, Access List 122 shows that TCP traffic for telnet
application is allowed from host 192.168.13.1 to host 10.10.1.2.

Access List 112 Permit IP 192.168.12.0 0.0.0.255 10.10.1.0 0.0.0.255
Access List 112 Deny IP Any
Access List 122 Permit TCP Host 192.168.13.1 Host 10.10.1.2 Eq Telnet
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Fig. 5.1 Network policy implementation in SDN

Software Defined Networking (SDN) [3, 18, 33, 37, 45] is an emerging network
architecture which helps to solve limitations of traditional networking by separating
data plane from network control and management planes of forwarding devices.
In SDN, the network policies are configured at the control plane which computes
best path between source and destination for data flow as shown in Fig. 5.1. Based
on specified network policies, the controller computes flow rules and installs at the
switches along the path between source and destination.

For example, a network policy based on destination IP address is represented
via pyretic language [35] as (Match (Switch = SW1) and Match (Dest_IP =
‘192.168.1.3’) >> FWD(2)). This policy states that when a packet is received at
Switch-1 (SW1) whose destination IP address is 192.168.1.3 will be forwarded to
Port 2 of switch-1. Similarly, a complex network policy that is expressed as Employ-
ees (Faculty and Staff) has access to the Servers via Transmission Control Protocol
(TCP) and Destination Port Numbers 20, 25, 80. This policy is more complex than
the destination IP address based policy, as it includes multiple parameters, like
Source Employees, Destination Servers, Protocol TCP, Port Numbers 20, 25, 80.
Such policies are implemented at the central controller which computes best path
between source and destination in addition to installing flow rules at the along the
best path as per policy. This centralized policy implementation mechanism helps to
reduce complexity and network management in SDN.
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5.1.2 Role and Importance of Network Policies

The network policies in communication networks play a vital role with respect to
the effective flow of data between a valid source and destination. A communication
network in which network policies are implemented can be automated more easily
and can react quicker in case of any change in the policies of an organization. In such
networks the internetworking devices, users, and applications need to follow the
instruction from defined network policies. In IoEs, the access privileges are provided
to all stakeholders, i.e., users, devices, and applications and updated as networks
expand. The access rights enable users to perform certain actions and can get more
access to the information resources. In this way, more devices, users, applications
can be added in the network for information exchange. In addition, network policies
help to implement access control to the resources in order to protect the sensitive
data. It helps to provide consistent services and make performance dependable
and verifiable. The following are very important benefits of implementing network
policies in communication networks, such as, IoTs and IoEs.

5.1.2.1 Business Intent and Agility

Network policies are building block of any organization and implemented in a way
to reflect the business intent to achieve the desired business outcomes. The policies
are implemented at the internetworking equipment for accessing a certain data and
without implementation of policies, the organizations fail to deliver the output in an
optimal way.

5.1.2.2 Consistent Services

The well implemented network policies offer consistent services throughout the
network and provide seamless mobility, fault tolerance, and predictable data
delivery. So, the users and things can access the network resources remotely without
affecting the access privileges while maintaining quality of services [7].

5.1.2.3 Network Automation

Network automation is the process in which internetworking devices are configured
by implementing security and management policies. It helps to increase network
performance and efficiency. Network virtualization is often helpful to automate
communication networks.
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5.1.2.4 Performance Monitoring

Performance monitoring is an important aspect which reveals that the implementa-
tion of policies, goals, and metrics are meeting the organization requirements or not
[15]. It helps to measure the network performance and ensures that the policies are
meeting the goals and objectives of an organization.

5.1.2.5 Network Security

With policies in place, any violations can be easier to detect. Security is more easily
enforced, threats more quickly contained, and risk rapidly reduced with security-
related policies [10, 11, 16].

5.2 Types of Network Policies for IoE

There are several types of network policies, i.e., access control, load balancing,
archiving, failover, quality of service, traffic engineering, etc. [47]. Some common
network policies are depicted in Fig. 5.2. Since network policies specify how the
network must function in different circumstances, there is no set list of policies
[17, 54]. A network’s policies depend on what is necessary to achieve business
objectives. These network policies manage different types of services, applications,
and tasks in the IoE network.

Fig. 5.2 Type of network policies in IoE
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5.2.1 Security and Access Control

This policy determines when a user or object can join the network and what services
they can access. Since data and application protection is based on access and
security policies, they may be the most critical types of policies.

5.2.2 Application and QoS

These policies determine the relative priority of different applications and how
traffic can be prioritized for each. Hackers can gain access to your networking
environment from any computer or software product you use. As a result, it is
important to keep all systems up to date and fixed in order to avoid cyberattackers
from manipulating bugs to gain access to confidential data [28]. The mixture of
hardware, applications, and best practices you use to track problems and close holes
in your protection coverage are referred to as application security and it enhances
the QOS.

5.2.3 Traffic Routing and Service Insertion

These policies specify how traffic from specific groups of users or hosts, such
as guest traffic, can be routed via a firewall and other security modules. Routing
protection guarantees that the routing protocol is working properly . It involves
putting in place mechanisms to ensure that state modifications on devices and
network elements are monitored, whether they are dependent on external or internal
inputs (physical security of the device itself and parameters maintained by the
device, including, e.g., clock) [51].

5.2.4 IP-Based Versus Group- or Role-Based

Policies may be specified at the IP address or function stage. Role-based policies
are more complex, flexible, and easy to automate, and they promote consumer
and system mobility. IP-based policies are inflexible, do not scale, and are ideally
tailored to a stable climate.

A network that adheres to the well-defined policy will quickly fulfill the market
requirements for which it was built. The network cannot be set up to deliver
optimally without specific targets, and its efficiency cannot be calculated without
priorities. Network policies can also be classified as follows:
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5.2.5 Standard Usage Policy

Employees who request access to a network must sign a nondisclosure document
prior to being given access. They have to promise not to use it for non-work-related
purposes, such as sharing copyrighted content, watching pornography, or social
networking. The arrangement is referred to as an Appropriate Usage Policy [46]. It
relieves the company from worry over responsibility for the network use. The result
is that an organization may legitimately terminate anyone who uses the network for
work-related reasons but only with a prior warning about what will occur.

5.2.6 Disaster Recovery Policy

There is a possibility that both of the networks would go down in flames. This may
be anything from a building containing a network on fire or flooding to malicious
destruction caused by an intruder or a dissatisfied employee. When a tragedy strikes,
an organization’s network must be restored as soon as possible or risk going out of
business [14]. A disaster management strategy is a written plan that seeks to get
administrators in a company to think ahead of what they intend to do in the case of
a disaster. Companies would realize what to do easily and calmly in the case of a
major situation if they plan accordingly to prepare for the worst.

5.2.7 Backup Policy

In all moments, all information is at risk because of a number of reasons; an
intruder or a dissatisfied employee can erase data, a fire may occur, data may be
compromised by software or an update, a piece of machinery such as a hard disc
may malfunction, an earthquake or other natural catastrophe may occur, or a device
containing data may be stolen, and so on. Regular backups are conducted to ensure
the data can be retrieved [30].

5.2.8 Archiving Policy

One does not like to keep all the files on the system, however, may not be able to
erase them. For example, after a year group graduate, you no longer need to have
them on the school’s admin system. It is doubtful that the tax office would use these
reports again because the corporation has done with them (companies have to keep
tax records for seven years by law). After a plane accident, they would have to
consult the archives for parts [55]. They do not want to know the latest machine
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specifications but might want to include them in the future. So, in all these cases,
archiving policies help to manage the entire system smoothly.

5.2.9 Failover Policy

In the event that the system fails, businesses often have replacement systems for
essential network infrastructure. If the first system fails, these replacement systems
are programmed to start automatically [31]. It shows that the IoE network is
not having some “down period.” “Down time” happens anytime a corporation is
reluctant to use the network, considering the reality that it is vital to its activities.
When an IoE network was offline for even a few hours, it might cost them
thousands, if not millions, of pounds. Servers and routers are common examples
of infrastructure that is duplicated in this way [39]. A written protocol is known as
a Failover policy, which specifies which items of equipment can be duplicated, how
they will be set up, and how long customers can anticipate downtime to be, among
other things.

5.3 Automation of Network Policies

The automation of network policies is extremely important to increase the network
performance. The high-level programming languages, such as, Pyretic [35], Frenetic
[19], and Maple [53] help to specify these policies as per the application environ-
ment. These languages provide parallel and sequential composition operators for
effective implementation of policies. These help to implement multiple policies
via composition operators to process network packets in series or parallel. These
languages provide network programmers a platform where they can build network
applications based of network policies to test the behavior of whole network.

In [24, 25], the problem of changing or modifying the network policies at
controller is discussed in SDN. This changing or modification of network policies
leads to packet violations due to already installed flow rules at switches. They solve
this problem by detecting network policy change with the help of matrices and
multi-attributed graphs. After detection of policy change the proposed approaches
detect policy conflicts/overlapping and the conflicting flow rules are deleted from
the switches. In addition, the controller computes best path and new flow rules
which are cached at controller and installed along the path. In this way the proposed
approaches automate network policy change which improves network performance
and efficiency. In research work [52], the authors detect irregularities in the network
policies before the implementation in the network. It means that the anomalies are
fixed before the installation of flow rules at switches. To achieve the desired goal,
the forwarding policies are formally represented and set of anomalies are detected
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against set of flow rules for the respective policies. In addition, it also provides
provision for network administrators to specify their own anomalies.

In [43], SDN based proactive flow rules installation approach is proposed for
efficient communication in Internet of Things (IoT). It resolves the problem of flow
installation delay as well as congestion due to packet-in messages. This saves energy
and other potential resources of network nodes. The results reveal that the proposed
mechanism reduces congestion between controller and network nodes and reduces
average flow rule installation delay by 90%. In SDN, flow rules are installed in
switches on the basis of exact matching [43] or wildcard-based matching [34]. The
wildcard-based matching improves reusability of flow rules and reduces packet-in
messages. This improves scalability both at data and control planes. However, in
case of exact matching almost every flow passing the switch will generate a packet-
in message to the controller which exhausts precious resources. To resolve this
problem, some researchers suggest using load balancing mechanism by installing
proactive flow rules on multiple switches [36] or reactive caching flow rules in each
switch. In [56], SDN based wildcard rule caching mechanism namely CAching
in Buckets (CAB) is proposed for efficient flow rules placement during network
policy implementation process. It suggests partitioning the field space into logical
structures called “buckets” and cache buckets along with all the associated flow
rules. The CAB helps to solve the flow rule dependency problem with quite less
overhead. In addition, it significantly reduces flow setup time, saves bandwidth and
flow setup requests. There are different other research works which are helpful
to debug networks [1, 32] and ensure network consistency [42]. These are quite
effective to automate network policies as during automation; network consistency is
really important, and testing/debugging ensures efficient implementation process.

5.4 Network Policies in SDN

SDN is a networking model in which a single software program called a controller
dictates the actual network activity. SDN transforms network equipment into basic
packet forwarding devices (data plane), with the controller operating as the “brain”
or control logic (control plane) [57] . As opposed to traditional network approaches,
this paradigm change has many advantages. First, utilizing a software program to
bring innovative concepts into the network management is far simpler than using
a preset series of commands in proprietary network devices because the software
is far easier to modify and control. Second, SDN introduces the advantages of a
centralized approach to network design over distributed management: instead of
needing to customize all network equipment separately to alter network behavior,
operators may make networkwide traffic forwarding policies in a theoretically single
location, the dispatcher, who has global awareness of the network state.

Network policies are defined and implemented in an enterprise network for
achieving better network management, ensuring network security and access to
resources [44]. In a traditional network, network policies are implemented on
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devices interfaces using low-level commands as follows, (i) all switches are
identified where network policies are to be implemented. (ii) Then the respective
interfaces of switches are selected manually and policies are configured using
specific commands. Moreover, these network device control and management
commands vary from one forwarding device manufacturing company to another. For
example, to check the current device configurations, HP uses command as display
current-configuration, Cisco uses command show running-config, and Juniper uses
command as show configuration/display set. Variation of these commands creates
many problems for the network administrator and requires skills according to
multiple operating systems to smoothly manage the entire network.

In an SDN network, network policies are implemented at the controller, and
according to these policies, the controller installs rules on the switches and IoE
devices. However, there is a need to identify the switches where the policies are
to be implemented [4]. For example, creating a network policy that does not allow
traffic from a source node to the destination on router “R3”, it can be done in pyretic
language as follows: match(switch = R3, inport = 2, srcip =′ 10.0.1.1′)[drop]
In addition to this, high-level names can be added to the corresponding ranges
of end-user IP addresses, a communication application, protocols, and/or port
number, as shown below. match(Faculty, LMS, T CP, 20)[Permit] NOX SDN
controller provides the following format for policy implementation: Install <

switch, pattern, priority, timeout, actions >. The above command deploys a
network policy by specifying pattern, priority, timeout, and actions. This informa-
tion is passed to the flow table of an OpenFlow switch. There are three attributes
in the OpenDayLight controller: i.e., Type, ID, Permissions (actions) for a network
policy. Type refers to the user or group for which NETWORK is being created, ID
is the unique identity of the user and Permissions are the operations/actions to be
performed.

5.5 Conflict and Overlapping Among the Network Policies

The network policies need to be composed in an effective manner to avoid conflicts
and overlapping. The conflicts and overlapping in network policy implementation
process normally occur due to the misconfiguration within a single policy or
between policies in different devices. To avoid such conflicts, the in-depth under-
standing of the causes of these conflicts, automated inspection of policy rules and
minimum manual implementation is desired.

Consider an example of three network policies (P1, P2, P3) and discuss conflicts
and overlapping in these policies. It is noted that in IoEs and IOTs, where there
are different kinds of devices, tenants, and connectivity parameters, such conflicts
and overlapping may increase. In SDN based networking environment where these
policies are configured at control plane are explained below:
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Policy 1 (P1) states that:
Faculty can communicate with Learning Management System (LMS) Server
through TCP Port
Policy 2 (P2) states that:
Employees (Faculty and Management) can communicate with Servers through
TCP Ports 20, 25, 80
Policy 3 (P3) states that:
Faculty and Management can communicate with each other through
TCP Ports 20, 25, 80, 587, 993
The network policies (P1, P2, P3) in tuple form are represented below:
P1 = “Faculty, LMS, TCP, 20, Permit”
P2 = “Employees, Servers, TCP, (20, 25, 80), Permit”
P3 = “Faculty, Management, TCP, (20, 25, 80, 587, 993), Permit”

The policies P1 and P2 have conflict with each other because P1 says that only
Faculty is permitted to communicate with LMS Server and others access is denied.
However, policy P2 states that Employees can communicate with all Servers. So,
there is a conflict in network policies (P1 and P2), because P1 is denying access of
Management to LMS and policy P2 is permitting access of all Employees including
Management to all servers which also includes LMS as well. In addition there is
an overlapping in network policies (P1 and P2), as P1 is permitting access to LMS
through TCP Port 20 and P2 states that Employees can access LMS including all
Servers through TCP Ports 20, 25, 80 in which access of Faculty to LMS is again
permitted, because Employees also include Faculty. The third policy P3, however,
has no conflict and no overlapping. These policies can be correctly implemented
with the help of human operator who can manually compose these policies into a
composite policy. This composition can be done through any programming language
in IF-THEN-ELSE program as follows:

If_Match (SOURCE = “Faculty”, DESTINATION = “LMS”, PROTOCOL =
“TCP”, PORT = 20)

PERMIT
Else If_match (DESTINATION = “LMS”)

DENY
Else If_Match (SOURCE = “Employees”, DESTINATION = “Servers”, PROTO-
COL = “TCP”, PORT = “20,25,80”)

PERMIT
Else If_Match (SOURCE = “Faculty”, DESTINATION =”Management”, PROTO-
COL = “TCP”, PORT = “20,25,80,587,993”)

PERMIT

These network policies can also be sketched with the help of Policy Whiteboard-
ing and Set Operator [29] which is shown in Fig. 5.3. It shows that Faculty is part
of Employees and LMS is part of Servers. So, Faculty is subset of Employees and
LMS is subset of Servers.



90 R. Amin et al.

Fig. 5.3 Network policy whiteboarding

Fig. 5.4 Graph composition of network policies

The network policies (P1, P2, P3) can be composed correctly with the help
of graph composition as shown in Fig. 5.4. It presents that the faculty can
communicate with LMS server via TCP port 20. We can observe that because there
is no relationship between Management and LMS, so graph composition reflects
exclusive access of faculty to LMS which is the intent of network policy P1. In
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addition, the remaining Servers excluding LMS are represented by Difference (‘-’)
Set Operator that allows desired communication of Servers with the Employees as
well as the Faculty.

It means that graph composition is quite helpful to present conflict free network
policies and play a vital role in automatic policy composition process. Policy Graph
Abstraction (PGA) [41] presents a very interesting research work that helps users to
easily specify and implement conflict free network policies automatically. With the
help of PGA, users, tenants, admins, and applications can produce network policies
as graphs which are forwarded to the graph composer through a PGA User Interface
(UI) that can collect further information from external sources for the effective
policy implementation. Afterwards, the graph composer offers conflict free graph
by fixing all Errors.

5.6 Network Policies Optimization

A large number of network policies, i.e., monitoring, load balancing, routing,
security, are deployed in the IoE to manage and control the devices. Network
policies optimization is a set of best practices used to improve network performance.
A variety of algorithms and techniques can monitor and improve network perfor-
mance, such as: global load balancing, minimize latency, packet loss monitoring,
bandwidth management, etc. For the efficient functioning of IoE networks, a
variety of network management strategies, i.e., data management, routing, network
mobility, heterogeneous node interoperability, and data protection, become crucial
concerns.

An IoE network has strategic design objectives; policy execution is typically
broken down into several parts in the form of policy artifacts. Each policy object
handles a particular form of setup, such as IPsec for all machines, or fine-tunes
a policy for a specific category of individuals, such as setting the network proxy
server for all salespeople. As the decision management system progresses, the
policy to manage gets more complex [21]. Administrators must configure with
a range of configurations in current networks, including access control, program
installation, device choice, and so on. As a result, creating a comprehensive strategy
that covers anything is difficult, if not impossible. Instead, constructing decomposed
and specialized regulation artifacts is far more achievable, enabling the management
burden to be spread among several managers.

While today’s IoE policy management systems still depend on the definition and
incorporation of policy artifacts, this methodology has a range of drawbacks: (1)
When several options are open, conflict mediation is a process that decides the
final policy. While this is a general policy management problem, it is especially
important to use policy artifacts since policy setups in separate objects that conflict,
necessitating a resolution method. (2) When many objects work together to achieve
a policy design objective, a transactional update is required. Such objects must be
changed atomically without disclosing intermediate states to reflect a design shift.
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Some analysis [49, 50] has centered on business networks in particular. They
use the oversimplified “divide-and-conquer” approach, and network architecture
is performed step by stage. Although these studies have an advanced state of the
art in systematic network architecture, their models may result in overly complex
configurations. Zhang et al. [58] investigate how to build effective, shared data
structures for multiple packet filters, such as the HyperCuts decision tree. They
discovered various important factors that can impact the efficiency of the mutual
HyperCuts trees they created. Delignated is an innovative solution to clustering
packet filters into joint HyperCuts decision trees. Memory use can be significantly
decreased by allowing several packet filters to share HyperCuts decision trees,
according to the assessment using both actual and synthetic packet filters.

5.6.1 Detection and Settlement of Policy Variations

Policy disagreement is a common phenomenon that involves all policy languages.
According to [48], there are two kinds of policy disputes: intra-policy conflicts and
inter-policy conflicts, with the former being exacerbated by an ill-defined policy and
the latter by several rules being implemented, resulting in contradictory behavior.
When the requirements of two or more laws are fulfilled simultaneously, but policy
compliance cannot conduct their acts in these policies at the same time [40], an
intra-policy dispute arises. For example, in an access management situation, one
application policy accepts the access request and the other rejects it. These two
policies cause intra-policy tension. Furthermore, an inter-policy dispute occurs
when two or more relevant regulations produce opposing configuration commands
and mechanisms for networked devices. The opposing policies in the inter-policy
dispute situation do not conflict objectively, but they do conflict when allocated to
framework elements at run time [23].

As a consequence, there are two approaches to resolving this problem: the first
is to prevent setting competing rules for a network or device in advance, which is
a static strategy of avoiding intra-policy conflicts; the second is to select a result
or merge different outcomes when the policy deployment encounters disagreement
results at run time. This is a complex approach for dealing with intra-policy and
inter-policy disputes. The first proposal, above all, could immediately detect policy
clashes. To this end, proposals should take the shape of a formal phrase or be
able to be converted into one. ASL, for example, is a first-order logic language
[20], while PDL can be converted into logic programs indirectly . When in logical
representation, techniques for dispute checking that have already been established
in this field can be conveniently extended. Policymakers may prevent setting
competing rules by changing policy requirements and/or behavior before adding
policies to the mechanism using this dispute detection [27].
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5.6.2 Fine-Tuning of Goal Policies

High-level policies, which are mainly goal policies from the usage case perspective,
and low-level policies, which are mostly action policies, are the two types of
network policies. To finally realize management in action policy-driven processes,
a mapping is needed to delegate behavior to specific artifacts and machines [2].
However, in goal policy-driven schemes, an additional refining phase is required
before mapping into the actual framework components. A Target policy does not
have detailed instructions as low-level system behavior, so the goal policy must be
simplified to low-level ones about how to achieve the aim. Goal policy refinement’s
key challenges include determining how to dynamically extract low-level policies
from a high-level policy and ensuring that they are compatible with the initial high-
level policy [26]. Two foundations are needed to address these issues: a formal
foundation for both the structure and the policy model and several refinement
techniques to align the target priorities and concrete system behaviors.

Bandara et al. [12] propose a policy refinement strategy focused on the EC and
goal-based criteria elaboration (Event Calculus). This approach aims to minimize
high-level Goal policies to low-level Goal policies, which can then be mapped to
concrete framework components. First and foremost, the UML-modeled framework
should be converted into EC, a standardized language for representing the system.
Abductive logic is then used to refine high-level objectives to low-level organi-
zational policies, picking suitable methods to elaborate operations goals. Finally,
the device artifacts are delegated to these operations for enforcement. It is worth
noting that the term “strategy” applies to the process through which a device will
accomplish a certain objective. Abductive logic may be used to infer methods
because both the scheme and the target have a structured definition.

5.7 Conclusion

Network policies play a vital role in communication networks to implement access
control. In traditional networking as the network expands in size then administration
and management challenges also increase with the increase in complexity. However,
SDN offers a promising approach to resolve these challenges by implementing
network policies at the central controller. In this chapter, we have discussed network
policies in detail along with the types, roles, and importance in IoTs and IoEs.
In addition, we discussed the network policies with respect to the automation and
implementation of conflict free polices. Finally, we discuss optimization of network
policies for effective communication in IoTs and IoEs.
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Chapter 6
Analysis of Load Balancing Techniques
in Software-Defined Networking

Gurpinder Singh, Amritpal Singh, and Rohit Bajaj

6.1 Introduction

To introduce the needs of the current and future architecture for the computer
network-like high speed routing, centralized control of the network, managing QoS,
end-to-end user connectivity, load balancing, centralized security control, cloud
computing, a concept has been introduced as by name of SDN [1–3]. SDN is
a simple concept that is used to separate the control group from the forwarding
group of networking devices. This feature allows separation of control plane (e.g.,
SDN controller) on computer platforms from network equipment software (e.g.,
switches/routers) [4, 5]. Another feather in the cap is that it is providing security
to the main SDN controller of the network because forwarding a packet is only
controlled by the network equipment and all controlling commands of the network
are written on SDN controller plane. This chapter is written to discuss the various
load balancing and routing techniques of SDN to optimize the available resources
in an efficient manner [6].

6.2 Software-Defined Network

The configured network consist of various routers, switches, mainframe computers,
servers, and other components to establish communication. Basically, the routers
and switches are backbone of the computer network. These components are used for
end-to-end user communication, routing the data with maximum quality of service.
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Fig. 6.1 Architecture of Software-Defined Networking (SDN)

However, all these devices are placed over the different geographical locations and
act independently to establish the communication. Therefore, the maintenance of
such kind of the network is quite difficult without centralized control because each
device is making its decision according to their environment without considering
the whole network. Therefore, a new concept is introduced, i.e., SDN to control the
network traffic. A centralized software-defined control unit is connected to all the
available network devices as shown in Fig. 6.1.

As the block diagram depicts, the whole network is divided into two planes. The
first part is the control plane, which is a centralized unit to change, configure, and
manage the network via software. The second plane is the data plane, which acts as
per the directions directed by the control plane and forwarding the data accordingly.
Most of the routers act as a forwarding device, and however, the routing decisions
are made by SDN controller [7]. The various interfaces of the network are discussed
below:

• Northbound Interface: It provides an interface between the SDN controller
and the various executing applications. Applications can be used by the end
users to control the network; however, the issue with the approach is lack of
standardization. Therefore, it is called as API-based network.

• Southbound Interface: This interface helps to communicate with the lower
defined layers, i.e., forwarding layer via different protocols, e.g., OpenFlow and
Network Configuration Protocol. The defined protocols are used to instruct the
forwarding plane with the help of various commands of the SDN controller.
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• Eastbound Interface: It is used to connect conventional IP networks with
the SDN-enabled networks. By using this interface, the SDN domain can
communicate to the routing protocol through the messages for different activities.

• Westbound Interface: This interface provisioned the SDN controller to com-
municate with different configured domain controllers in the network for better
performance and data exchange in the geo-distributed environment [8–10].

6.2.1 Types of Software-Defined Network

Typically, three types of Software-Defined Network architecture are used. All the
different categorized SDN architectures are defined as per their functionality as
compared to the existing network devices. The existing devices cannot replace at
once with the SDN controllers due to the compatibility issues of the network. In the
below section, the various architectures of the SDN controllers are highlighted with
proper details.

6.2.1.1 Centralized SDN

The working of the centralized Software-Defined Network (SDN) is clear by its
name only as one Software-Defined Network controller is used to manage all
networking devices in the network. It is the model of Open Networking Foundation
(ONF) that uses OpenFlow protocol for instructing the forwarding or data plane
devices. It is very easy to manage as all the instructions are flowing from one
point/controller as shown in Fig. 6.2.

The centralized SDN collects all the networking information from all the
configured network devices for efficient load balancing, routing, fault tolerance, and
security. However, there are few disadvantages of using this category of architecture
as discussed below:

• Frequent Updation: All the networking devices are connected to the centralized
network controller, and therefore, for smooth functionality of the network, an
abrupt updation at each connected devices is required.

• Simplicity Comes at a Greater Cost: A single controller manages the entire
network, and therefore, a larger storage space, computation power, and extra
energy are required. An extra cost is required to scale up the network; otherwise,
the entire network can be crashed.

• Introducing New Flow Entry: During updation of the new entry in the flow
table, the following steps are followed:

1. PACKET_IN message forwarded to the controller.
2. New flow rule generated by the controller.
3. PACKET_OUT message updation on each connected switch in the network.
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Fig. 6.2 Architecture of Centralized Software-Defined Networking (CSDN)

The abovementioned steps will be followed for each entry, and it will be time
consuming for the bigger networks [8, 11].

6.2.1.2 Distributed SDN

In case of Distributed Software-Defined Network (SDN), more than one Software-
Defined Network controllers is connected to manage all the configured networking
devices in the network. This kind of architecture is more reactive than centralized
controller because for each domain there is a dedicated Software-Defined Network
controller, and in the similar manner, there are numerous of domain controllers
connected to each other as shown in Fig. 6.3.

There can be more than two Software-Defined Network controllers for two
domains, and it can be more than two as per the requirements. The Distributed
Software-Defined Network quickly updates the changes and makes the network
more robust in nature. There are three scenarios of distributed SDN: the first one
is parallelism between different switches to send the packets to the controller. The
second one is used when synchronization is required between the controllers of
different domains. The third scenario is used where at-least two layers are present,
the controllers are at the second layer containing different switches/devices as one
domain, and other domains also exist at the other layer. At the first layer, controllers
of different domains are connected to the dedicated centralized controller [8, 12].

The main disadvantages of Distributed Software-Defined Networking (DSDN)
are discussed below:
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Fig. 6.3 Architecture of Distributed Software-Defined Networking (DSDN)

• Consistency for Global View: The network is not controlled by a single
controller, and therefore, the knowledge of the entire network is required to make
the network consistent.

• Synchronization at Regular Intervals: All the configured controllers required
synchronization with each other to update the information of each and every
connected device to make the network more robust.

6.2.1.3 Hybrid SDN

Hybrid SDN architecture is the combination of traditional infrastructure and SDN-
enabled network and communicates together to manage the entire network. As
shown in Fig. 6.4, devices of the traditional and SDN-enabled network of data and
control planes are visible. The devices of both of the networks conditionally com-
municate with each other. The SDN-enabled and traditional network switches are
present at the data plane, and they can communicate with each other without any bar
with the help of LLDP (link layer discovery protocol), etc. of a traditional switch.
Communication at the control plane is feasible by considering the advertisements
of OSPF (open shortest path first) in order to discover the network topology or to
improve the routing performance by SDN controller [13–16].
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Fig. 6.4 Architecture of Hybrid Software-Defined Networking (DSDN)

6.3 Techniques for Load Balancing in Software-Defined
Network

Software-Defined Networking framework is used to manage the network traffic in an
efficient manner by using the programmable interface. However, a heavy workload
can be noticed on some of the resources available in the network, resulting into
usage of extra energy and delay. To overcome this issue, a framework is required to
balance the workload on the available nodes in the network. In the following section,
the techniques used to manage the workload on the nodes are discussed.

6.3.1 Balance the Load by Filtering the Load Based on TCP
and UDP [17]

This approach filters the incoming traffic by identifying the header of the used
protocol like, TCP or UDP. The proposed algorithm captures the incoming packets
and then analyzes the type of protocol, i.e., TCP or UDP. If the packet is using
TCP protocol, it is forwarded to the CT (TCP load balancer controller) and discards
the flow of UDP protocol. Furthermore, if the packet belongs to the UDP, then it
is forwarded to the CU (UDP load balancer controller) and discards the flow of
TCP. The controller follows the standard policies, and they can use the reverse path
to avoid the congestion situation. The TCP and UDP controllers also have backup
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or secondary controllers in case of failure. The ARP_REQ packets are forwarded
from secondary to primary controllers and receive ARP_REP for aliveness after a
specified interval of time. The secondary controller can act as primary controller
when the attempt time fail (Maxf) is greater than the specified timeout of fail
(N). Despite the failure of primary, the active controller uses ARP_SYN to send
ARP_REQ to check the availability and health of non-available controller. At the
end, the collected flow is forwarded to the back-end servers for reliability purpose.

6.3.2 Stable the Network by Shifting the Workload from
Overloaded Controller to the Underloaded Controllers
[18]

This approach is used whenever a controller is at idle state and it receives the
data flow events from the overloaded controller without migration of the switches.
However, in a situation where the processing time is more than the threshold time
to relieve the overloaded controller, the switches of the overloaded controller are
migrated to the underloaded controller. In the case of heavy traffic, the cooperation
between controllers is the best option rather to migrate the switches for handling
the temporary traffic. The idle controller usually considers the nearby controller as
a target; however, if the nearby controller is not accepting the steal request, then it
is forwarded to the second nearby controller and this iteration continues for three
times. After the third attempt, the controller recalculates the status of its resources
and then decides whether to go for stealing or not. The flowchart of flow-stealing
method is shown in Fig. 6.5.

The switch migration is the case when cooperation between controllers are not
able to handle the load, each controller has its network region containing a number
of switches, and regions are further divided into zones, a subset of switches of
region without intersection. The subsets of the switches (zones) are configured for
alternative controllers near to the zone. The region that belongs to the overloaded
controller is named as overloaded region (OR). If a switch in the zone is overloaded,
it is migrated to alternate controller by considering the minimum distance condition.
The unique thread is created to serve each switch in the controller. In case of
overloading scenario in a zone, more than one thread in a controller can be
overloaded. Each overloaded switch is considered as per the maximum hit time
condition. The list of zones is collected by considering the numbers of hits in
each zone and arranged in the ascending order. A zone with maximum hit time
is prioritized and selected for migrating the load of the switch to the alternative
controller, and the same process continues as per the stored list. Following are the
three conditions in case of switch migration.

∑

iεPk

ai <= cT , ∀kεZ, (6.1)
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Fig. 6.5 Flowchart of flow-stealing method

∑

iεPk

bi <= mT , ∀kεZ, (6.2)

diT <= distanceMax, ∀iεPk,∀kεZ, (6.3)

where ai is the computing requirement of ith switch, bi is the memory requirement
of ith switch, cT is the computing resources for T th controller, mT is the memory
resources for T th controller, diT is the distance between ith switch and T th
controller, Pk is the migrated switches in kth zone, and distanceMax is the
maximum allowed distance between a switch and a controller.

6.3.3 Balancing of Load by Authentication, Monitoring Load,
and Switch Migration [19]

This approach consist of three layers, cooperative, controllers, network region
consist of different switches as shown in Fig. 6.6.

Authentication module of the cooperative platform is used to secure the con-
trollers from hacking with the help of hash function. The hash function key is shared
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Fig. 6.6 Architecture of load by authentication, monitoring load, and switch migration

Fig. 6.7 Flowchart of data collection approach

with all the controllers and cooperative platforms. To authenticate, each sender
controller is verified by the cooperative platform. The sender controller generates
a unique hash message and forwards the message to the cooperative platform. The
cooperative platform generates hash from the same message and compared it with
the received hash message for authentication. The data collection module stores
the load information of each controller from packet-in message received by the
controller. The time interval for collection of load information depends upon the
traffic’s frequency. If the traffic is normal, then the time interval may be longer.
However, in case of heavy traffic, lesser time interval can be observed as shown in
Fig. 6.7.

Load balancing and recovery is done by migration of switch of overloaded
controller to alternate controller. The pseudo-code of load balancing algorithm is
shown in Fig. 6.8.
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Fig. 6.8 Pseudo-code of load balancing algorithm

Fig. 6.9 Architecture of scalable network

6.3.4 Different Services Provided by Supervisor Controller to
Local Controller for Load Sharing in Scalable Network
[20]

This approach discussed about scalable network with uneven load. The supervisor
controller which acts as an SDN controller for data collection of the routes leads to
other controller’s network and some other services. Afterward, there are different
area controllers for different switches used to handle the packets from the switches.
The controllers attached to the supervisor controller except area controllers are
contributory controllers to handle the specific services and connected with the
eastbound API and westbound API to the supervisor controller as shown in Fig. 6.9.

Initially, the supervisor controller starts by pre-deciding the number of specific
services of the contributory controllers. This collected information is installed
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on each area controller with the id of contributory controllers. To initiate the
communication, a new packet is created and forwarded to the area controller. The
packet is matched with the flow table entries for further action, and in case no entry
is matched, PACKET _IN message is forwarded to the supervisor controller and
then to a particular contributory controller to create new flow entry. The supervisor
controller does not open the packet as unique id of the contributory controller, which
is mentioned on the header of the packet. In another scenario, same new entry packet
is created and forwarded to the area controller and to the supervisor. It is handled
by supervisor, and the entry is stored in the flow table for further reference. In case,
the threshold value crosses the handling request capacity of supervisor, and then it
activates the contributory controllers for load balancing.

6.3.5 Load Balancing by Making Cluster of Controller by
Super Controller [21]

It contains three layers, an extended version of two-tier architecture. The super
controller is at the top layer and other controllers are placed into a different cluster.
To collect and manage the data/load of all the clusters, super controller uses cluster
vector for each cluster to get address of every controller in the cluster. The cluster
vector provides the facility to the controllers in the cluster to share their load
with respective controller. To migrate the load among various controllers, all the
controllers are synchronized to know the status of the underloaded and overloaded
controllers, and accordingly the load is migrated from overloaded to underloaded
controllers. A super controller (SC) handles the load among all the controllers in
the cluster. The master controllers share the cluster load of each controller to the
super controller, and by using the details, the SC decides the master controller.
Parallelly, the master controller handles the process of load balancing in the cluster.
The super controller handles the load balancing in clusters by collecting the data:
(i) minimum differences in the load of clusters are considered as a target and (ii)
minimum distance is considered between the controllers in the cluster to reduce the
traffic transfer time in case of overloaded nodes. The process of master controller
is known as reassignment where load balancing is done in the cluster by sharing
load of different switches under the controllers in the cluster. Y is the matrix used
by SC to gather information about placement of each controller in which cluster
Cj represents the controller where j =1,2,3. . . and Gi represents the cluster where
i=1,2,3. . .

Y (t)ij =
{
0 : Cj ε Gi

1 : else

The above equation represents that if Cj belongs to the Gi , then 0, else 1.
Calculation of Cluster’s Load Difference:
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Load of cluster [θ(t)i] = Sum of controllers’ average load

M∑

j=1

l(t)jY (t)ij (6.4)

Difference between a cluster load and other clusters’ load [Avg]

M∑

j=1

l(t)j/k (6.5)

Distance:

ϑ(t)j = |θ(t)l − Avg| (6.6)

Total load difference between clusters’ load:

δ(t) =
∑

i

= 1kϑ(t)i/K (6.7)

Calculation of Distance Between Controllers in a Cluster The distance between
the controllers needs to be minimum to reduce the data travel time in case of
overloading, and the group of switches needs to be connected with the nearby
controller. The maximal distance between the controllers in the same cluster
(compare to all clusters) is given by η(t).

maxDistance[η(t) = maxl<=c<=kmaxl<=i,j<=MdijY (t)ic], (6.8)

where c is the cluster number and i and j are the controllers in the c cluster.
η(t) needs to be minimal but not too narrow, i.e., minMaxDistance (Cnt). If the
distance is too narrow, then the selection of alternate controller is a difficult scenario.
To avoid such situation, an offset value is added to the calculated distance.

Cnt = maxDistance + offset. (6.9)

6.3.6 Lighten Up the Overloaded Controller by Migration of
the Switches to Lightly Load by Broadcasting Load
Between Controllers [22]

This approach is used to migrate the load of the switches of the overloaded controller
to the underloaded controllers. The controllers communicate with each other after a
regular interval of time to collect the load information. The main components of the
approach are discussed in the following sections:
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Fig. 6.10 Flowchart of load broadcasting

1. Load Measurement Component: Measurement of each controller’s Load in
network (CLi).

2. Load Broadcast Component: Broadcasting of load to the different controllers
in the network as shown in Fig. 6.10.

3. Load Balancing Component: Used to evaluate the different load balancing
conditions under various load balancing scenarios in the network as shown in
Fig. 6.11.

4. LoadMigration Component:Used to migrate the load of the switch from heavy
loaded controller to lightly loaded controller as shown in Fig. 6.12. The migration
of Sk from Ci to Cj , where SkεSCi , CiεHLC and CjεLLC

The flowchart of migration of Sk from Ci to Cj is shown in Fig. 6.13. The
migration approach reduce the bandwidth utilization and traffic frequency as the
migration of the load of various switches saturating the network by migrating the
load of the controllers.

5. Link Reset Component: It is used to reset the link from (Sk , Cj ) to (Sk , Ci) after
completing the migration of the overloaded data. This process usually starts at a
particular time in a day, and if the network is still overloaded, then the process of
reset is postponed till the network is not stable.

6.3.7 Tenant Controllers Are Finding Best Paths by
Calculating the Maximum Throughput [23]

This approach uses network hypervisor (NH) for dividing the network into multiple
virtual isolated networks that plays an important role between the tenant controllers
and physical switches where NH acts as a controller to physical switches and
switches to the virtual networks. Whenever a physical switch receives any request
and the flow entry is not available in the flow table, then it is forwarded to the
NH. The NH translates the address to virtual address and sends it to the tenant
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Fig. 6.11 Flowchart of load balancing

Fig. 6.12 Flowchart of load migration

controller of SDN. The tenant controller finds a suitable path by using the virtual
switches and reverts back to the NH. The NH translates the path to physical address
and forwards it to the physical switch. This process helps the tenant controller to
achieve the required bandwidth to connect the required virtual switch. It is followed
by calculating the path/paths of required throughput and finalizing the path/paths
accordingly. The above discussed steps are explained as follows:

1. Selection of the path according to the requirement of throughput by calculating
the bandwidth:

a. LinkManager and Throughput RequirementManager: The main purpose
of the link manager is to collect the information of maximum allocated
bandwidth to the physical links, the tenant controllers, and the switches. SDN
usually collects the information when the switches are activated in the network
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Fig. 6.13 Flowchart of migration of Sk from Ci to Cj

through their ports. The purpose of the throughput requirement manager is to
note down the throughput requirement of the tenant and store the same in the
forms of tables using hashing method.

b. Path Extractor: After getting route from the tenant controller, it is used to
create new path. If the flow entry is already exist in the flow table rules
otherwise send the message to the controller. After finalizing the path, it is
shared with the throughput requirement manager.

c. Throughput Allocator: After getting the main path from the tenant using
path extractor, it calculates the remaining capacity of the path (CR). If the
calculated path satisfy the requirements, finalized as a main path otherwise
sub-paths created by other tenants from the main path is deallocated and the
complete main path is available for the tenants. Still, the main path is not
able to satisfy the new requests of the tenant, and the path splitting task is
activated to divide the traffic of tenant through different created paths to fulfill
the requirement.

2. Path Splitting: This method is used to handle the incoming traffic from various
end devices. In this approach, the rule of flow for traffic is divided into three
categories.

a. Ingress Rule: The incoming traffic is controlled by directing the flow from
one in-port to multiple out-ports.

b. Egress Rule: The traffic is controlled by forwarding the flow from multiple
in-ports to a single out-port.

c. Core Rule: This rule is used not to change or split the flow of traffic, and it
acts as intermediate rules of flow of Ingress and Egress. It worked with the
flow from single in-port to single out-port.

The flowchart to define the flow and group rules in case of splitting the traffic to
main path (MP) and sub-path (SP) is shown in Fig. 6.14:



112 G. Singh et al.

Fig. 6.14 Flowchart of splitting main path (MP) and sub-path (SP)

6.3.8 Balance the Flow of User’s Load by a Different Method
of Sharing Resources [24]

In SDN-enabled network, the main purpose is to handle the user requests in
an efficient manner to improve the processing of the network. An efficient load
balancing and high traffic in the network can be managed by transmitting the user
requests to the pool of servers according to their requirements. In this approach, a
load balancer (OpenFlow Switch) is used with the controller of the SDN. The load
balancer has virtual IP address that helps to reroute the traffic of a different user
to various connected servers. The user forwards the request to the load balancer,
further, it check the flow table to direct the request as per the flow rule with the help
of the request header. If the flow entry is not matched as per the load balancer’s
entry, then, the request is forwarded to the controller to create a path between the
user and the server. The load balancer mostly uses two methods to send the request:
random and round robin. The flowchart of both the methods is shown in Figs. 6.15
and 6.16.
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Fig. 6.15 Flowchart of random method

Fig. 6.16 Flowchart of round-robin method

The controller selects one of the available servers from the cluster of servers.
The round-robin approach uses the circular method, i.e., the request containing the
load of each client is forwarded to the server one by one, e.g., if there are four
clients and two servers, then, the first client request is sent to server_1, the second
client’s request to the server_2, the third client’s request to the server_1, and the
forth client’s request to the server_2 (servers 1 and 2 are of the same specification).
In this manner, the load of the different devices is balanced among the different
connected devices.

6.3.9 Finding Best Path by Considering Bandwidth and Delay
for Cloud Data Centers [18]

The load balancing mechanism is used to manage the traffic of the source and
destination data centers. The flowchart of the modules is shown in Fig. 6.17.
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Fig. 6.17 Flowchart of modules of approach

Fig. 6.18 Flowchart of flow demand

1. Network Discovery: This module is managed by the SDN controller to calculate
the shortest path (m) without any loop and fat-tree topology. The SDN creates
two tables; the first table contains m shortest path, and the second contains path
except m. Both tables help to provide the links at the time of failure of network
links.

2. Flow Demand: This module creates fat-free topologies. The source (Sr) and
destinations (Dest) are used to configure links the by following intermediate
devices and lead to the point of convergence, as explained in the form of
flowchart in Fig. 6.18.

3. Network Monitoring: This module is used to calculate the bandwidth and link
delay between the source and the destination. The bandwidth and delay are
calculated to evaluate the load to avoid all the congestion.

Latency = Source’s Latency − Destination’s Latency (6.10)

Netlatency = ReplayDelay − Latency (6.11)

Maximum Link Delay = (RequestDelay + Netlatency)/2. (6.12)
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Table 6.1 Notations table

Notation Description

n Number of controllers

LB Load balancing threshold value

FL Floating parameters

CPi Load of controllers (i = 1, 2, 3. . . )

m Ratio between AVG CP and MAX CP

SPJ Packet-in produced by switches connected to the controller

T Starting time of load data collection

t Time interval

numi Packet-in received by each controller (i = 1, 2,. . . )

CPTi Average rate of packet-in received by each controller in the last collection (i = 1,
2,..)

F Average data fluctuation

w Packet-in receiving rate to control the message flows by controller

M & K Number of controllers & Number of clusters

Cj j th controller

l(t)j Load of controller at average flow of request at the j th controller/second in t

time intervals

P Capacity of a controller to handle a number of requests/second

dij Minimum numbers of hops/hop at a distance between Ci and Cj

Sj Set of switches (j = 1, 2, 3 . . . . . . m)

SCi Set of switches to ith controller

SLi Load of ith switch

CLi Load of ith controllers

PLi Previous load of ith controllers

BTi Base threshold of an ith controller

LLC Lightly loaded controller [C/HLC]

dik Shortest distance between Ci and Sk

D Maximum allowable distance between migrated switch and alternate controller

4. Rescheduling: This module comes into existence after collecting the details
from the abovementioned three modules.

The notations used throughout the chapter are summarized in Table 6.1.

6.4 Conclusion and Future Work

The goal of this chapter is to highlight the use of various SDN networks as per
their requirements. The increase in workload is the major concern in this pandemic
period. To handle this, a centralized controller is required to manage the workload
in an efficient manner. The distribution of the workload on the various nodes is
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uneven due to lack of intelligent load distribution techniques. To balance the load
on the various nodes, the different load balancing approaches are discussed in
the SDN-enabled environment. The load balancing approaches are discussed with
the flowchart to improve the readability. The optimal path selection methods are
highlighted to avoid the congestion in the network.
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Chapter 7
Analysis of Energy Optimization
Approaches in Internet of Everything: An
SDN Prospective

Gurpinder Singh, Amritpal Singh, and Rohit Bajaj

7.1 Introduction

The Internet of Things (IoT) concept has been used from 1999 to provide efficient
communication between different connected devices through the Internet connec-
tivity. Medical, Industry, Sports and Social Networking fields are availing several
benefits using IoT with the support of networking solutions. Numerous devices
are connected with one another using different technologies, like, IoT (Internet of
Things), Global Positioning System (GPS), etc. It has been estimated in one of the
surveys that by 2025, around 75 billion devices are expected to be connected with
the web services [1]. With the increase in the number of connected devices, an
evolution in IoT can be observed in the form of Internet of Everything (IoE), which
includes people, devices and storage. The revolutionary change from Internet of
Things to Internet of Everything is shown in Fig. 7.1. The numerous sensors/devices
and people are connected via Internet, generating an abundant amount of data
for processing, storage or transmission using networking solutions. IoT devices
forward a huge amount of data at various geographical locations for processing.
To handle this elephant-like data, an abundance of energy is required to process the
forwarded data from connected IoT devices. There is a need to provide the required
amount of energy to the processing nodes; otherwise, the nodes can crash and the
agreed service-level agreement (SLA) can be affected. To manage the workload, an
energy-efficient and latency-free approach is required to meet the requirements of
the end users by using the existing infrastructure. A revolutionary approach of the
networking, i.e., software-defined network, is introduced to manage the network in
an efficient manner to maintain the QoS and reduce the energy level as compared
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Fig. 7.1 Internet of Things to Internet of Everything

to the traditional networking approaches. The incorporation of IoE/IoT and SDN
using cloud/fog computing platform provides a maximum throughput and latency-
free platform for data transmission and processing. The incorporated platform is the
requirement of today’s scenario to connect everything via Internet to maintain the
QoS [2–6].

7.1.1 Applications and Types of IoT

The concept of IoT is used in every aspect of life by connecting to the Internet using
various IoT devices [1, 7]. The types of IoT are highlighted in Fig. 7.2.

1. End User IoT: Each digital device that is used by different users to monitor and
control things in the house is called end user IoT, e.g., digital watches, health
monitoring devices, smart houses, etc.

2. Infrastructure IoT: In organizations and educational institutions, numerous
infrastructure IoT devices are configured to manage the resources efficiently,
e.g., smart cities traffic management, garbage disposal, CCTV data, healthcare
system, patient information, accommodation availability, environmental studies
to check the level of pollutants, biodiversity in particular areas, are the various
tasks managed by IoT.

3. Industrial IoT: The IoT devices are configured to manage the resources effi-
ciently at various organizations and educational institutions. Traffic management
in smart cities, garbage disposal, CCTV data, healthcare system, patient infor-
mation, accommodation availability, environmental studies to check the level of
pollutants, and biodiversity in particular areas are the various tasks managed by
IoT.

4. Emergencies and Defense Structure: The emergency scenarios like natural
disasters can be tackled by using various sensors connected to the Internet.
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Fig. 7.2 Categories of IoT

The collected data are filtered and further used to predict any disaster in the
environment. The defense sector also benefited from the IoT-enabled sensors by
collecting real-time data with the help of drones, surveillance sensors, planes and
battle machines for effective decision-making.

The application areas and types are not limited as any device connected to the
internet is considered in the same category. The industrial IoT type requires large
computational power, storage and networking capabilities to monitor and process
the data generated from the various IoT sensors, automation and robotics devices
and wearable devices. To handle the large amount of data, the concept of Big
Data Analytics is used by following the approach of Concentric Computing Model
(CCM) via cloud infrastructure as shown in Fig. 7.3. The benefits of the used
approach are bandwidth utilization, security, less energy consumption, resource
optimization and economical for industries. The steps used by the approach are
discussed below:

1. Sensing Systems: Industrial IoT is configured with heterogeneous nature of
sensors to collect the data. It also incorporated normal sensors like temperature,
pressure measuring sensors. The configured devices generate a huge amount
of data, and later the data are monitored and processed for effective decision-
making in the industry.

2. Outer Gateway Processors: They are the servers configured for various applica-
tions, edge nodes along with the networking devices that are one hop away from
the sensors. The main principle of this method is to reduce and filter the data as
per the format of the input data for different processors. This method helps to
control the flow of data in the network and reduce the consumption of energy by
using less bandwidth.

3. Inner Gateway Processors: The servers at this level are integrated for computa-
tional power, and they are two to four hops apart from the sensors and considered
as cloudlets. This method can reduce the latency and provide demanded services
to the end users.
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Fig. 7.3 Steps of concentric computing model

4. Outer Central Processor: To manage and process the data at large scale, powerful
resources are required. To provide the limitless services to the end users, cloud
platform is required. The computing nature servers are used to manage the data,
route data between different cloud infrastructures and control the mechanism of
services.

5. Inner Central Processor: This infrastructure is used to provide processing,
storage and networking services to the large stream of data. The distance of the
infrastructure is farthest from the IIoT. The data flow at this level is handled by
one or more cloud platforms.

7.2 Software-Defined Networking

In this digital era, numerous service providers are trying to meet the requirements
of the end users due to the configuration of a large number of IoT devices. To
fulfill the requirements of the configured devices, various networking and other
related services are required, e.g., storage, processing power, networking services,
etc. [8, 9]. The management policies of the different services changed according
to the geographical location of the end users. The service providers can meet
their requirements in two manners like economically or virtually. Considering the
economical factor, the service provider gets the network services on rent basis and
in another way scales in and scales out the services as per the requirements of the
end users. To achieve this, software-defined network (SDN) provides an interface
to manage the configured devices in the network through the centralized controller
[10–13].

The controller can be used as an individual unit to manage the network traffic at
a specific scenario and can be used as a cluster of different controllers to provide
the services in the cloud environment [14]. The detailed three-layered architecture
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Fig. 7.4 SDN architecture for IoT devices

of the SDN approach, management, controller, and data layer and IoT devices is
shown in Fig. 7.4.

All the configured IoT devices, like networking devices (switches, storage space
and Virtual machines), are residing at the data layer and are monitored/managed
by the management layer via APIs using hypervisor configured on the controller
by using the network operating system to handle the network from single point
of control. Hence, this approach can reduce the energy consumption along with
economically beneficial for service provider [15–17].

The different managing and monitoring policies are directed by the controller
to the connected devices. Whenever, a device is connected to the network, the
health and monitoring activities are managed by the controller, e.g., energy level.
The threshold value of the energy consumption of the various connected devices is
adjusted by the controller. If the energy level of any device/node recorded lesser
than the threshold value, then the alternate device is considered for defined role
under the guidance of the controller. This approach is extended for security purpose
according to the behaviour of the configured node, if the communicated node is not
able to prove its authenticity, pushed to the blacklist for further actions. Overall, this
approach improves the reliability of the system by avoiding the congestion of the
network [18–20].
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7.3 Analysis of Various Energy-Efficient Techniques
in SDN-Based Environment

The energy-efficient approaches are divided into three categories as depicted in
Fig. 7.5. The analysis of various energy-efficient approaches is highlighted in detail
to identify the major findings of the different authors and is discussed below:

Due to an increase in the number of the IoT-based devices/sensors and an
introduction of new application during this pandemic period, the workload manifold
has been observed in the network. By using the standard resource allocation
mechanism, the allocation of the resources to the requests generated by various
end users is not justifiable. It can be seen that few nodes are above the threshold
value (overloaded), and the rest of the nodes are almost free. Due to this reason,
overloaded nodes require more energy to process and manage the workload. In
other way, every time same path (port) will be selected to forward the incoming
traffic from one node to another node, resulting into bottleneck in the network.
To reconfigure/rerun the nodes, an extra amount of energy is required to restart
all the nodes in the network. The load of controller is measured by the rate of
packets transmitted by the switches to the controller, queries generated for flow
table and round trip time between the switches and the controller. The load of
each node is monitored by the centralized controller, and whenever the load of the
certain node exceeds the limit of threshold set by centralized controller, immediately
load balancing process comes into existence. To avoid the congestion, firstly, the
overloaded path is identified on the particular switch. Onwards, alternative paths to
reach the same destination are identified to reduce the load on the same port. In
case the identified path goes through different controllers in the network, then, a
switch is targeted whose load is less than or equal to half of the difference of the
load of the overloaded controller and target controller. This mechanism is named as
Dynamic Load Balancing using Alternate Path (DALBP). The approach to shift the
stream of data on another path consumes less energy during processing the workload
as compared to transmitting the switch [21]. Hence, this approach integrates the
edge platform to handle a large amount of data to provide with Quality of Service.
This approach can be enhanced by using software-defined networking by providing
various benefits over traditional networking [22].

Fig. 7.5 Energy-efficient approaches
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Conventional networking approaches are not able to handle the heavy workload,
resulting into degradation of Quality of Service in IoT-based scenarios. Despite
the traditional networking approach, flow establishment between devices can be
provided by software-defined network by utilizing minimum devices and selected
ports of the devices according to the rate of flow of data. In case the flow rate is
minimal, use only minimal nodes and put other nodes on sleep mode. SDN-enabled
network can monitor and control the devices to make the network more energy-
efficient. The approach used to achieve the defined objective is Green Abstraction
Layer (GAL), which is integrated with the controller for optimization of energy at
different levels. Onwards, the current state of each network device is measured,
and accordingly the entries are updated into the flow table. The health of the
connected nodes is monitored at regular intervals of time to check the level of energy
consumption. In the second approach, an extended version of the fair share route
selection method, named as exclusive routing, is used to manage the data flow in the
network. The proposed approach is able to minimize the load on the switches, and
however, the 55% resources of the switches are used. To handle the over utilization
of the resources of the switches, an exclusive routing approach is introduced to
manage the active and suspended flow on priority basis. For every incoming flow,
the controller checks the free paths from the flow table entries to send the active
flow over the network; otherwise, it checks alternate paths with suspended flow with
priority value less than the current calculated value and forwards the current flow on
the selected path. In case more than one condition is available to forward the flow,
then, the controller checks the available of the switches to constitute a path. Though
the provided solution is not suitable for the current flow, therefore, the flow is shifted
to the suspended list. In another approach, the routing is processed to turn off the
active devices to select the shortest path from the pool of paths except deactivated
paths. The approach is extended by selecting the active paths with minimum active
nodes as compared to other available paths. In a similar manner, the rule placement
and TCAM-based energy-aware concept is used for optimal utilization of little
memory of the switches. The heuristic method is used to select the suitable route
by considering the link parameters. One port is selected to consider as a default port
to handle the requests without installation of rules multiple times, and further low
traffic on paths is diverted to other active ports to put the ports on sleep mode for
optimal utilization of the energy [23].

Energy consumption can be reduced by incorporating the SDN platform in the
existing network for intelligent decision-making. The multiple-layered architecture
(control plane and data plane) of SDN helped the system to segregate the data
for effective decision-making. One reason is that in the case of SDN, the control
plane and data plane/forwarding plane are used to manage the network. The devices
(switches and routers) considered in the category of data plane/forwarding plane
and all the controlling functions (like change, update and manage the network
topologies) are managed by the controller via different applications. In case of
traditional networking, the decision-making is done by the single device which may
be the cause of congestion in the network. It has been proved by the authors that
in a topology of three routers and five switches, the total energy consumption by



126 G. Singh et al.

the network devices as compared to the traditional network is 6974W. In SDN-
enabled network, considering the same topology, the energy consumption is 1500W.
Therefore, it is clear that the difference of energy consumption in both cases is
5474W [24].

The major contributors of the energy consumption are data processing, data
forwarding, etc. The mobility issues in the mobile network and change in the
services from one node to another are the major concerns of workload overloading
on the nodes. To overcome the problem, SDN architecture with root switch can be
used to update the location of the users by directly interacting with them. There is a
mobile terminal (user) that moves in the cluster or from one cluster to another. Every
cluster has its own location to manage to avoid the overloading of workload. In the
SDN architecture, the main components are first hop switch (receive packets from
the sender, i.e., mobile terminal), root switch (receive packet from first hop switch
to establish route), controller (used to create new entries for particular sender), leaf
switch (forward the packets to the receiver) and intermediate switch (send packets
from source to destination). In the root-based approach, the packet is forwarded
from mobile terminal to the first hop switch, onwards the packet to the root switch.
The root switch matches the packet for suitable path selection with route table and
forwards the packet to the next hop switch, if the path of the packet is identified
successfully; otherwise, it forwards the packet to the controller for necessary action.
Furthermore, the controller processes the header of packet, updates the route table
by selecting a suitable path that leads to the destination and installs the new entry to
intermediate switches and sends packet to the next hop switch. In this manner, the
packet reaches to the destination by following the intermediate switches and leaf
switch [25].

In resource sharing approaches like IoT and Big Data applications, data centre
networks by using cloud infrastructure can provide virtual resources at a minimum
cost. An elephant-like data is generated by various devices that affect the QoS. The
SDN manages the workload in an efficient manner with the help of control plane
by using either a single controller or multiple controllers as per the size of the
network. To achieve the fault tolerance at various data centres, mirror controller
is used. In case of scalable network, adequate numbers of switches are handled by
one controller and follow the same approach for other switches to avoid overloading
on different nodes. To reduce the latency in the network, the distance between the
controller and switches needs to be minimum. The problem of energy consumption
in data centre networks is divided into three sections as in Fig. 7.6.

In the first scenario, the cloud-based data centres required to run all the times
to fulfill the requirements of the clients; however, an ample amount of energy
is consumed for this purpose. In the second scenario, there is a restriction on
the number of controllers to minimize the energy consumption. The numbers of
controllers are decided according to the load on the switches and the load threshold
value of each controller. In the third scenario, the main focus is to manage the QoS
parameters (fault tolerance, route optimization throughput, energy consumption,
etc.) in the network using management/control plane policies at the controller. The
solution of all problems is provided in the following sections:
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Fig. 7.6 Energy consumption problem

• Use the multi-core processors at data centre networks to process applications in
a parallel manner.

• Controllers that consume lesser energy can be used frequently to process the
network. The controllers with lesser frequency of processor can also save energy.
Another way for the reduction of energy consumption is to relax the load of the
controllers by shifting the flow to other controllers [26].

The data processing and other activities related to the management of the data are
configured at virtual machines via cloud environment for various applications like
IoT, Big Data and virtual resource optimization by organizations, etc. The QoS
and energy optimization are the promising parameters that need to be considered
to increase the performance of the network. Mostly, the overloading of the virtual
machines is managed by transmitting the load of overloaded one to other machine
using cold and hot data transfer approaches. The cold migration approach is one
of the safest approach in terms of cost during turn off the Virtual machine then
transmitting the data that causes delay in the network. The hot migration approach
is complex but helps to reduce the processing time by transmitting the data in
different chunks to handle the dirty pages during active and inactive mode of the
machine. The dynamic flow approach can be considered for migration of data that
is suitable for hot migration approach but may be used for cold migration approach.
The migration time (T) for the hot approach is as follows:

T = M ∗
⎡

⎢⎣

(
1 − R

L

)n(
1 − R

L

)

L

⎤

⎥⎦ , (7.1)

where M is the memory size of the virtual machine, L is the available bandwidth,
R is the frequency of produced dirty pages and n is the number of pre-copy stages.

The dynamic flow algorithm for data migration between source and destination
virtual machines (VMs) with the help of their IPs starts by retrieving the topology
table from SDN controller. The extracted information from the topology table and
the shortest path between the source and destination VMs are selected by using
breadth-first search algorithm. In the cloud environment, the network configuration
settings between the data centres do not change frequently, and the shortest path
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between the various VMs pair is calculated initially and use as per requirement.
Furthermore, the shortest path is selected according to the maximum availability of
the bandwidth during processing the workload along with the link of the path which
could provide maximum byte rate of flow (frequently used). To find the shortest path
according to the flow rate of the VM migration, the flow rate of the VM migration
is deducted from the link flow rate where the value of the flow rate is equal to the
byte rate. The calculated value is compared with the link of the maximum byte rate,
and the link with more value as compared to the link’s byte rate is selected. In the
last stage, the shortest path with link’s byte rate, i.e., less than or equal to the path’s
maximum residual bandwidth, is selected [27].

The wireless body area networks are frequently adopted in the area of medical,
sports, industrial research, etc. Therefore, the sensors are connected to the body of
the host and transmit the data via nodes. Each node is connected to the multiple
sensors. The main objective of this type of network is to enable communication
between the nodes by considering the QoS in terms of SNR (source-to-noise
ratio), numbers of hops and energy level using infrastructure of software-defined
networking. The process starts with node which is trying to send data. If the
flow entries (route) are available and updated in the node memory, then data can
be transferred or otherwise forwarded to the controller by route request (RREQ)
message for further action and policies. The other condition concerned to the flow
entries could be used when the route has one or more deactivated nodes, in that case
route request (RREQ) message is being sent to the controller for alternate route.
Whenever the controllers receive the RREQ, it broadcasts the topology request
message (TREQ) to all the nodes of the network and collects the information related
to QoS from different nodes (related to their neighbours and itself) in the form of
message name topology response message (TREQ) and updates the information
of the topology. In the next stage, the best shortest path is calculated along with
reserve in case of failure and stores all the collected details for further use. The
Dijkstra algorithm with fuzzy logic approach is considered to maintain the QoS.
Then, the route reply message is generated by the controller against the route
request of node to clarify the suggested route. The energy-efficient and SDN-
enabled routing algorithm is used for wireless body area networks (ESR-W) to
achieve the mentioned objectives [28].

Fog computing is the best platform to optimize the utilization of the resources
in the network. The configured devices can be of heterogeneous nature and get the
benefits of the characteristics of the fog computing platform as shown in Fig. 7.7.

A novel approach of SDN-based fog computing is another milestone to manage
the network pragmatically by using the defined APIs, e.g., topology management,
energy optimization, security at control level and services of fog computing are
at data plane. The fog computing services are managed by cooperative and non-
cooperative approaches along with the methodology of selection of appropriate
servers on the platform. The name clears the functionality of the cooperative fog
computing as it starts communicating the nodes as one is overloaded and the other
one is underloaded. The non-coopertive fog computing servers communicate with
each other, further, the devices/users wait in the queue for the servers to acquire the
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Fig. 7.7 SDN-based fog computing approach

resources. This approach reduces the complexity during load migration from one
server to other in the cost of delay. At last, the cooperative approach balances the
load by optimizing the resource with less power consumption as compared to the
non-cooperative approach. The servers in the fog computing platform are selected
on the basis of geographical distance. The server near to the user will serve the first
as per the requirements. In case the resources are not available, then queuing policies
are used considering different QoS parameters, e.g. FIFO, fair/weighted fair queue,
priority queue, etc. [29].

The IoT-based platform incorporated with SDN provides the flexibility to
manage the network centrally. The generated traffic from the various IoT devices
is the major reason of network congestion. Usually, HTTP is used for transfer-
ring the messages between devices via Internet, but Message Queue Telemetry
Transport (MQTT) protocol can provide better result as compared to HTTP in
terms of load and energy consumption. The Raspberry pi 3 is considered as host
(broker/publisher) for MQTT and connected to IoT devices/sensors, e.g., bulb to
provide communication between publisher and subscriber. Despite using the client–
server architecture of HTTP, the publisher–subscriber approach of MQTT provides
the independent environment between the connected devices. The ON message is
communicated by subscriber to Raspberry pi 3 which is directly connected to the
bulb. The result of this scenario using MQTT and HTTP represents that MQTT is
delivering less bytes/min as compared to HTTP by consuming less energy [30].

A comparative analysis of energy-efficient approaches in SDN-enabled environ-
ment is provided in Table 7.1.
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Table 7.1 Analysis of various energy-efficient approaches in SDN-enabled environment

Authors Approach Description

Abbas Yazdinejad
et al. [18]

Policy to send packets
based on the energy level

This approach is being used to handle
communication of packets by considering
the energy level of each node

Suchismita Rout
and S. P. Nayak
[21]

This approach is being
used to find the alternate
path when the existing path
is overloaded while using
the SDN to transfer stream
of data

Dynamic Load Balancing using Alternate
Path (DALBP) is used to find the
overloaded path by accessing the
information of controller. Controller
frequently uses the shortest path to
transfer data, which is the reason of
overload. To overcome this problem,
DALBP uses alternate path to balance the
network by utilizing most of the resources

Mamdouh
Alenezi, 2018

Architecture of IoT
network by using cloud
computing resource
utilization approach and
using SDN

IoT devices like networking devices,
storage spaces and computational
resources are monitored and managed
using SDN by cloud infrastructure

Muhammad
Habib ur Rehman
et al. [22]

Managing and processing
large stream of data as Big
Data of Industrial IoT
(IIoT) by getting help of
cloud and fog computing

Limited resource requirement is handled
in IIoT by the concept of fog and for
computational power at large is provided
by cloud infrastructure

Péter András Agg
and Z. C.
Johanyák [23]

Energy saving methods of
SDN

Green abstraction layer, executive routing
and route placement approaches for
energy optimization

Suada Hadzovic
et al. [24]

Comparing traditional
network approach with
SDN for energy
consumption

Use SDN’s devices instead of traditional
network’s devices. Comparison shows
reduction in energy consumption while
using SDN

Nurul Hazrina
Shahba binti
Mohammad
Shah-run, 2018

Location awareness of
mobile nodes and route
management for newly
connected nodes by SDN
for power efficiency

Root switch is added to SDN
infrastructure for this approach

Tadeu F. Oliveira
and L. F. Q.
Silveria [26]

Effectively spread the
controller in the network to
handle load and consume
less energy

Multiprocessors core for parallel
processing and use controllers which need
less energy along with flow migration
between controllers in case of overloading

Adel Nadjaran
Toosi, 2018

The method of transferring
instance of virtual machine
(VM) from one server to
other VM using SDN
network by installing
different flow paths
between servers and handle
other network parameters

It uses dynamic data flow method for
scheduling the VMs by effectively using
the bandwidth available and decreasing
migrate time

(continued)
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Table 7.1 (continued)

Authors Approach Description

Murtaza Cicioğlu
and A. Çalhan
[28]

Effective routing approach
(ESR-W) by using SDN for
wireless body area network
by optimizing energy
consumption

Routing method using Dijkstra with fuzzy
logic by following SNR (source-to-noise
ratio), numbers of hops and energy level

Adnan
Akhunzada et al.
[29]

Fog computing using SDN
for handling user’s data

Cooperative and non-cooperative
approaches by selecting suitable fog
server for comparing energy consumption
along with response and processing time
where cooperative outperforms than other

Meenaxi M
Raikar, 2020

IoT model using SDN by
using Message Queue
Telemetry Transport

Compare scenario by using HTTP and
MQTT and find that MQTT is better in
case of less load producing and energy
consuming

7.4 Conclusion

In the IoT-based environment, numerous sensors with limited battery power are
configured. Due to limited power, energy consumption is the major issue that needs
to tackle. SDN-enabled platform can manage the network traffic in an efficient
manner and can be the reason of reduction in energy consumption during processing
the workload. The increased energy utilization can be a reason in the degradation
of QoS in terms of different services provided to the end users. In this chapter,
various SDN-based approaches are discussed with proper facts and figured to handle
the increased rate of energy consumption in the network. In future, the analysis of
various energy-efficient approaches can help identify the gaps, and a novel approach
can be introduced to minimize the effect of energy utilization in the network.
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Chapter 8
Network Function Virtualization

Haotong Cao

8.1 What Is Network Function Virtualization

Network function virtualization, abbreviated as NFV [1], is an emerging network
technology for the next generation network. NFV enables network functions,
usually implemented in software, to run on top of the general-purpose hardware.
In addition, NFV can build many types of network equipment, such as servers,
switches, and storage, into a data center (DC) network [2]. That is to say, dedicated
hardware, such as the middleboxes, can be virtualized into virtual network functions
(VNFs). These VNFs can be managed and operated to implement a specific service,
in the way of software.

8.2 NFV Architecture and Model

The high-level overview of the NFV architecture [3] is shown in Fig. 8.1. Generally
speaking, the NFV architecture is made up of three main components: NFV
infrastructure (NFVI), virtual network functions (VNFs), and NFV management
and orchestration (MANO).

With respect to the NFVI, it includes the virtualization layer (hypervisor, con-
tainer management system, such as Docker, and vSwitch) and physical resources,
such as COTS servers, switches, storage devices, etc. NFVI can be seen as a general
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Fig. 8.1 High-level overview of NFV architecture

virtualization layer. All virtual resources should be in a unified and shared resource
pool. In the resource pool, certain VNFs will run on top of it.

With respect to the VNFs, they refer to specific virtual network functions, such
as the firewall function. These specific functions can constitute the network service,
such as the remote video. VNFs are software that is usually deployed in virtual
machines, containers, or bare-metal physical machines using the infrastructure
provided by NFVI. Compared with VNF, traditional hardware-based network
elements can be called as PNF. VNF and PNF can be networked separately or
combined to form another so-called service chain to provide end-to-end (E2E)
network services required in specific scenarios [4].

With respect to the NFV MANO, it aims at providing the overall management
and orchestration of NFV. MANO is also connected to OSS/BSS upward. MANO
is usually composed of NFVO (NFV orchestrator), VNFM (VNF manager), and



8 Network Function Virtualization 137

VIM (virtualized infrastructure manager). The original meaning of orchestration is
an orchestra. While in the NFV architecture, all components must have a certain
choreography effect. All VNFs, PNFs, and other various resources can only be
properly choreographed so as to do the right thing at the right time. NFVI is
managed by VIM. VIM controls the allocation of virtual resources of VNF, such as
virtual computing, virtual storage, and virtual network. Both OpenStack and virtual
machine can be used as VIM. The OpenStack is open source while the latter is
commercial. VNFM manages the life cycle of VNF, such as online and offline,
status monitoring, image onboard. VNFM is based on VNFD (VNF description)
to manage VNF. NFVO has the function of managing the life cycle of NS (network
service, network business) and coordinating the management of NS life cycle. In
addition, VNFM can coordinate the management of VNF life cycle. The life circle
needs to be supported by the VNF manager VNFM. VNFM can coordinate the
management of various resources of NFVI so as to ensure the optimal configuration
of various resources and connections required. Onboard new network business,
VNF forwarding table, VNF package, and NFVO run based on the NSD (network
service description). NSD usually includes the service chaining, NFV description,
and performance goal.

The future evolution of NFV will undergo two main stages [2, 3]: Initial Stage
and Advanced Stage. In the Initial Stage, NFV will be used as a new method
of implementing traditional services. NFV mainly aims at completing the one-
to-one conversion of the traditional software execution environment based on
dedicated hardware into a dedicated virtualization environment based on general-
purpose hardware VMs. In the Advance Stage, NFV will be used as a new
method to implement new services. It includes decomposing VNFs into micro-
services and even single-function VNFs, then recombining them, using container
technology to slice a single VM into smaller containers, and implementing software-
programmable data models.

8.3 NFV Applications and Implementations

This part firstly talks about the benefits of NFV applications. With adopting NFV
technology, service providers can deploy network functions on top of standard
hardware instead of deploying dedicated hardware. In addition, the network func-
tions can be fully virtualized. That is to say, multiple functions can run on the
corresponding servers. This means that the required physical hardware is reduced as
much as possible. More required resources can be integrated so as to reduce physical
space consumption and overall costs [3].

NFV allows service providers to run VNFs on different servers flexibly or move
VNFs as needed when service requirements change. This approach can speed up
the delivery of services and applications by service providers. For example, if a
customer requests a new network function, he (she) can start a new virtual machine
to handle the request. When the function is no longer needed, this virtual machine
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[4] can be replaced. This is also a low-risk way to test the value of potential new
services.

As discussed above, service providers can earn benefits by doing NFV appli-
cations. However, some key flaws exist in NFV, limiting NFV implementations.
The first key flaw is the high software maintenance cost. The second flaw is that the
integration of NFV is not streamlined enough. Although NFV can eliminate the need
of proprietary hardware, it will only transfer proprietary hardware from different
vendors to proprietary software from different vendors. Therefore, the deployment
of NFV is difficult to manage and very complicated. Due to the complex types of
equipment [4], the chaotic combination and the lack of general and conventional
ways are impossible to manage them on a large scale. NFV cannot provide scalable
and automated capabilities. In order to make matters worse, many software licenses
are attached to the mixed dedicated software package, which causes the above-
mentioned cost problem.

In general, the lack of standardization, complex and incoherent deployment mod-
els, and high deployment cost restrict the NFV applications and implementations.

8.4 Resource Allocation in NFV-Enabled Networks

Multiple technical issues exist in NFV. One key technical issue is the resource
allocation problem in NFV (RA-NFV) [5–7]. In NFV, the virtual network service
(NS) is modeled as an ordered set of chained virtual network functions (VNFs), also
called as service function chain (SFC). The SFC is required to be deployed into the
physical network efficiently. During the deployment, the specific function orders and
resource demands (e.g. computing, storage resource) of the SFC must be fulfilled.
In the NFV-enabled networks, the RA-NFV is called as SFC [6, 7] problem.

Researchers from the academia and industry have paid much effort so as to push
SFC research ahead [7–9]. According to [5], SFC problem is usually conducted in
four stages: SFC description (SFC-D), SFC composition (SFC-C), SFC embedding
(SFC-E), and SFC scheduling (SFC-S). With respect to the first two stages, the
industry is mainly responsible for developing NS description languages and VNF
concatenating methods. With respect to the last two stages, the academia mainly
focuses on proposing and developing SFC embedding and scheduling algorithms.
The SFC embedding and scheduling issues are researched in this chapter.

Since the optimal SFC embedding and scheduling solution [10–19] are required
to be achieved, the chapter concentrates on researching this optimal solution.

In the first place, it is the introduction of model for SFC problem. The model
for SFC embedding and scheduling research consists of two sub-models: physical
network model and SFC model.

In NFV-enabled networks, the underlying physical network must support the
virtualization scheme. That is to say, the network functions and resources of
networks are fully virtualized and isolated. The physical network is modeled
by undirected weighted graph [20] PNetwork = (PNode, PLink). PNode
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represents the physical nodes set, while PLink represents the physical links set.
With respect to certain physical node MP in PNode, specific functions that run
on it can be represented by Func1(MP ), Func2(MP ), and so on. Take note that
Func1( ) refers to one specific network function, such as firewall. NAT network
function can be represented by Func2( ). With respect to resources of MP , the
computing Computing(MP ) and storage resources Storage(MP ) are considered
in this chapter. In addition, the node deployment (deployment) time of MP is
represented by Deploy(MP ), revealing the scheduling delay of embedding one
virtual node ontoMP . With respect to certain one physical linkMNP , its bandwidth
is represented by Band(MNP ). In this chapter, the link deployment time that can
serve as the SFC scheduling delay is not considered. In addition, the spectrum and
backhaul resource are not taken into account in this chapter.

In NFV research, multiple NSs are usually requested and arrive independently.
Hence, there will exist multiple NSs. Each NS is represented by SFC. With
respect to ith SFC, it can be modeled by using directed weighted graph SFCV

i =
(V NFsV

i , V LinksV
i ). V NFsV

i and |V NFsV
i | represent the VNF set and a number

of VNFs, respectively. With respect to j th VNF in SFCV
i , it is labeled by V NFV

ij .

As usual, each VNF in its SFC just has one specific function demand. The V NFV
ij

is selected as the example. V NFV
ij needs the Func1( ) function, thus labeling as

Func1(V NFV
ij ). With respect to the resource demands of V NFV

ij , the computing

Computing(V NFV
ij ) and storage resources Storage(V NFV

ij ) are considered in
this chapter. In addition, the maximum allowed node deployment (scheduling)
time of V NFV

ij is represented by MaxDeploy(V NFV
ij ). In this chapter, the total

deployment time of SFC to represent its QoS performance is considered. When a
service is requested, implementing and deploying the service quickly will enhance
the user experience. With respect to certain one virtual link V NFV

ij V NFV
i(j+1), its

required bandwidth is represented by Band(V NFV
ij V NFV

i(j+1)). In addition, ith

SFC has its maximum allowed waiting time MaxWait (SFCV
i ). That means the

SFCV
i must be embedded and scheduled successfully within MaxWait (SFCV

i ).
In order to assist readers to understand model for SFC embedding and schedul-

ing, Fig. 8.2 is plotted. Figure 8.2 consists of one physical network and one SFC.
Physical attributes (functions and resources) and virtual attributes (functions and
resources) are highlighted. The deployment time attributes that play a vital role in
SFC rescheduling example description are plotted, as well. The network scale of
physical work is set to be small in Fig. 8.2, having six physical nodes. The initial
SFC deployment results are plotted, as well: V NF1 embedded onto B, V NF2
embedded onto C, and V NF3 embedded onto D. V NF1V NF2 is embedded
onto BC, while V NF2V NF3 is embedded onto CD. In Fig. 8.2, the function and
resources demands of the SFC are fulfilled successfully.

In the second place, it is the formulation details of exact and optimal SFC
embedding and scheduling algorithm (SFC-Optimal). The SFC-Optimal is based
on the known integer linear programming (ILP) [21, 22] method, which is widely
accepted as the optimal approach in virtual resource allocation era [5].
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Fig. 8.2 Resource allocation model for NFV-enabled networks

Firstly, two kinds of binary variables are defined. The first type of binary
variables is X , indicating the relationship between virtual nodes and physical nodes.
The other type of binary variables is Y , indicating the relationship between virtual
links between physical paths (links).

Secondly, it is the objective function. In this chapter, the aim is minimizing
the consumed physical resources for accommodating one SFC (e.g., ith SFC
SFCV

i ). This is in accordance with the goal of TSP. Minimizing the consumed
resources enables to leave more space for accommodating more virtual networks,
thus improving the profit in the long run. The objective function of SFC-Optimal is
formulated in Expression 8.1. With respect to other objects, such as balancing the
network loading, it can be realized by setting the proper objective functions.

Obj : Cost
(
SFCV

i

)
=

α(cost) ·
∑

V NFV
ij ∈V NFsV

i

Computing
(
V NFV

ij

)

+ β(cost) ·
∑

V NFV
ij ∈V NFsV

i

Storage
(
V NFV

ij

)

+ γ (cost) ·
∑

V NFV
ij V NFV

i(j+1)∈V LinksV
i

∑

pathP ∈PathP

Num
pathP

V NFV
ij V NFV

i(j+1)
· Band(

V NFV
ij V NFV

i(j+1)

)
(8.1)
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where Num
pathP

V NFV
ij V NFV

i(j+1)
records the number of physical links in the selected

physical path that accommodates the virtual link V NFV
ij V NFV

i(j+1). α(cost),
β(cost), and γ (cost) are three different kinds of weighting factors. This weighting
method aims at balancing different types of virtual resources.

Thirdly, it is the constraints that must be fulfilled, while the service provider tries
to accommodate the ith SFCV

i , ranging from Expressions 8.2 to 8.8.

∀V NFV
ij ∈ V NFsV

i ,
∑

PNode

X
V NFV

ij

MP = 1 (8.2)

where Expression 8.2 aims at ensuring each virtual NF in the virtual SFC embedded
onto only one physical node.

∀MP ∈ PNode,
∑

V NFsV
i

X
V NFV

ij

MP ≤ 1 (8.3)

where Expression 8.3 aims at ensuring that at least one virtual NF is embedded onto
one corresponding physical node while doing the SFC embedding and scheduling.
In both Expressions 8.22 and 8.3, the relationship between each virtual NF and each
physical node can be achieved.

∀V NFV
ij V NFV

i(j+1), ∃pathP ∈ PathP ,

∑

pathP

(
Y

V NFV
ij V NFV

i(j+1)

pathP

)
= 1 (8.4)

where Expression 8.4 indicates that there must exist one isolated physical path
pathP for accommodating the virtual link V NFV

ij V NFV
i(j+1). Take note that two

end nodes (NFs) of virtual link V NFV
ij V NFV

i(j+1) are embedded onto correspond-
ing physical nodes ahead.

∀V NFV
ij ∈ V NFsV

i ,
∑

MP

X
V NFV

ij

MP · Computing
(
V NFV

ij

)

≤ Computing
(
MP

)
(8.5)

∀V NFV
ij ∈ V NFsV

i ,
∑

MP

X
V NFV

ij

MP · Storage
(
V NFV

ij

)

≤ Storage
(
MP

)
(8.6)
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∀V NFV
ij ∈ V NFsV

i ,
∑

MP

X
V NFV

ij

MP · Deploy
(
MP

)

≤ MaxDeploy
(
V NFV

ij

)
(8.7)

where Expressions 8.5, 8.6, and 8.7 indicate the VNF constraint (e.g., V NFV
ij ).

When certain physical node accommodates the VNF, the physical node must reserve
enough computing and storage resources for accommodating the VNF. In addition,
its deployment time must be within the maximum allowed deployment time of
V NFV

ij .

∀V NFV
ij V NFV

i(j+1) ∈ V LinksV
i , ∃pathP ∈ PathP ,

∑

pathP

Y
V NFV

ij V NFV
i(j+1)

pathP · Band
(
V NFV

ij V NFV
i(j+1)

)

≤ Band
(
pathP

)
(8.8)

where Expression 8.8 indicates that the accommodated physical path pathP must
have available bandwidth resource for accommodating the embedded virtual link
V NFV

ij V NFV
i(j+1).

After formulating the integer linear programming model of SFC-Optimal, service
provider can use the professional optimization software tool, such as GPLK [23], to
achieve the optimal SFC embedding and scheduling of SFCV

i . However, the fact
that the programming model method has the flaw of high time complexity. The
complexity of directly solving ILP model is usually approaching the exponential
level [24]. When the network scale is large, no matter physical or virtual, the number
of binary variables increases, thus further increasing the time complexity. That is
why the heuristics and the meta-heuristics [25, 26] are fully developed in SFC
research.
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Chapter 9
Prospective on Technical Considerations
for Edge–Cloud Cooperation Using
Software-Defined Networking

Amritpal Singh, Rasmeet Singh Bali, and Gagangeet Singh Aujla

9.1 Introduction

In our daily life, many devices are connected wirelessly with the other devices
using radio frequency identification (RFID), Electronic Product Code (EPC), Global
Positioning System (GPS) and mobile devices using sensors, embedded devices, and
cloud. It has been estimated that by 2025, 75 billion devices will be connected to
the web to access the services [64]. This inflation in connected devices introduced
one technology, known as Internet of Things (IoT) [48]. According to a survey,
93% of organizations adopted IoT platform, 80% of companies moved toward IoT
technology, and 90% of vehicles connected with the IoT platform in 2020 [64]. IoT
can be integrated with a different application as shown in Fig. 9.1. The different
versions of IoT are discussed below:

• Consumer IoT: In this, numerous devices are connected to the Internet, like home
assistant appliances and voice recognition devices.

• Commercial IoT: Different applications including healthcare services and
vehicle-to-vehicle communication services are considered under this category.

• Industrial Internet of Things (IIoT): It considered smart agriculture appliances
and industrial big data services.

• Infrastructure IoT: It included smart cities sensors and user-friendly applica-
tions.
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Fig. 9.1 Different versions of IoT

IoT contribution can be analyzed in different eras in daily routine, like ambient
intelligence, smart homes, and smart cites. The major issue during configuration
of IoT devices is data privacy and security. In this concern, many infrastructure
organizations, like CISCO, AT&T, IBM, Intel, etc., introduced new intelligent
devices to handle the data. The most commonly used architectures based on different
operations in IoT are mentioned below [53]:

• Event-Based Architecture: The operational data are collected and analyzed for
particular applications in this category.

• Time-Based Architecture: In this category, the data are collected in a specified
interval of time from certain devices.

In our daily routine, IoT platform is used for regularly used applications for
specific tasks. A scenario integrating various applications is shown in Fig. 9.2, where
different sensors are configured in the smart city to collect the data. The collected
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Fig. 9.2 Smart city

data are analyzed and further used to administer the city services and resources
[9]. In the similar manner, the data from people, buildings, and other devices
are analyzed to manage the transportation system, hospitals, smart organizations,
agriculture, banking, libraries, and other services. The defined concept helps to
improve the efficiency of the operations related to the citizens of the city. The
generated information is used by the administrator officials to communicate with
the citizens of the smart city to manage the effective usage of the infrastructure and
services.

According to a survey [22], 90% of organizations are using cloud services for
various routine activities. Cloud computing provides hardware- and software-based
services to the end users through Internet. The services offered by the cloud service
provider are highlighted below:

• Software-as-a-Service (SAAS): Instead to install software on your personal
systems, the required software can be used by the client on the basis of pay-
per-use module.
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Fig. 9.3 Percentage increase in cloud services

• Infrastructure-as-a-Service (IAAS): On-demand storage and network usage are
provided in this service to the end clients.

• Platform-as-a-Service (PAAS): Provide platform to run the applications as per
requirement.

During this pandemic period, the increase in cloud services by various organizations
is shown in Fig. 9.3. The improved flexibility and reliability in the cloud services
increase the popularity in organizations and academia. However, with the increase
in demand of IoT sensors, there is an abrupt inflation in the usage of cloud services.
With the increase in the workload on the cloud, the different challenges that need to
be addressed are mentioned below:

• Lack of resources: Organizations rely on cloud resources for storage and even
computational power to process their workloads. This leads to an increase in
the load on cloud resources that may further lead to a scarcity of the required
resources.

• Latency: Cloud servers are deployed at a remote location at far-off locations
across the globe. So, the round trip delay between the end users and the remote
cloud services often leads to degradation in the performance.

• Degradation in QoS: With the increase in the latency, the agreement of the
service provider with the user to provide continuous service hampers.

• Interoperability: In case of cloud computing, the application running on one
platform can incorporate the services from another platform using web services
only. However, developing such type of platform is very complex and cannot
handle the interoperability of the services.
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• Computing performance:Very high bandwidth is required to process the requests
of the users. However, with an increase in the workload, the bandwidth is divided
resulting into degradation in the computing performance.

9.2 Edge Computing

The IoT devices collect the data at local networks, and after monitoring the data,
again, it is required at the same local network to make further decisions. However,
it is not efficient to send the data to the centralized servers to process the data, as
it increases the latency in the network. A solution is provided in the form of “Edge
Computing” to process the data near the ground rather to forward it to the located
servers [6]. Edge devices are located closer to the location of the IoT devices in
contrast to the cloud data centers (located at remote locations) in order to provide
improved availability and scalability [13, 55]. The evolution of the computing
architecture is shown in Fig. 9.4.

There are applications in the IoT platform that require quick response from the
data centers, and the other application may require to upload large workload on
the network to process the task. Cloud computing is not a compatible solution
for certain scenarios. Thus, real-time applications (like smart vehicles, intelligent
transportation systems, etc.) require a suitable platform (like edge computing)
that is delay sensitive in nature. Therefore, the cloud computing environment
does not provide required QoS to such applications. The basic architecture of

Fig. 9.4 Evolution of computing architecture
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Fig. 9.5 Edge computing architecture in IoT

the edge computing considering IoT platform is shown in Fig. 9.5. The device
having a sufficient computational power and required storage space, like mobiles,
routers, gateway, etc., can be considered as edge device. The benefits of using edge
computing platform as compared to cloud computing are mentioned below:

• Better computing and network communication: As the computation devices are
near to the IoT devices, improve the response time and minimize the latency
in the network. The approach is more effective in a scenario considering large
workload to process.

• Improved QoS: As per the priority or sensitivity of the task, it can be processed
either on edge devices or on cloud platform to maintain the QoS between service
provider and end user.

• Interoperability between modern devices and end users: It is easier to switch the
application from one platform to another using edge devices or merge another
platform to the executing task to maintain the service-level agreement (SLA).

• More reliable approach: The edge computing platform is more reliable even with
low bandwidth and during migration of services from one edge device to another.
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Cloud computing is an efficient approach to process the data having huge
computing processing power. However, the QoS is not maintained by the cloud data
centers and does not meet the required standards in terms of latency and breakage
of Internet connection due to requirement of high bandwidth. Edge computing is
the solution of all the challenges, as it processes the task near to the end users [11].
Due to close in the proximity of the edge devices, it reduces the level of bandwidth
requirement to process the task. Firstly, a task is recommended to the edge devices
for processing; if the required resources are not available, then it is forwarded to
the cloud platform. Before forwarding the workload to the cloud, a preprocessing is
done at the edge devices to improve the quality and reduce the overall response time
of the task. It is recommended to compress the workload on the edge platform before
forwarding to the cloud to reduce the size of the workload, resulting into reduction
in the level of bandwidth to upload the data to the destination servers. If the data
are analyzed at the edge level, only the required information is further passed to
the cloud to improve the efficiency of task. The architecture of edge computing
considering IoT devices and cloud platform is shown in Fig. 9.5. It is clear from
the figure that latency is reduced with the closeness of the edge devices to the IoT
devices and computation power is increased as the request is forwarded to the cloud
platform. For the clarity of the concept, the intercommunication between different
layers is highlighted in the figure.

9.2.1 Technical Challenges for Edge Computing

In this platform, data from various end users are forwarded to the layer with
availability of the resources for processing. The generic scheme is not efficient to
handle all the heterogeneous requests from the end users, and it is very difficult to
design an adoptable approach for efficient data handling. Following are the various
challenges of the edge computing:

• Generic purpose computing: As the resources at the edge level are very
restricted, therefore, computing is very generic at the platform. The platform
is not efficient to handle heavy workload and only specific applications are
processed.

• Discovery of edge nodes: The location of the edge devices is not static, every
time there is a need to discover the edge devices for processing the tasks. To
discover the edge devices, additional energy and time are required for the same.

• Partitioning and task offloading: The resources on the edge devices are
restricted, and therefore, it is required to partition the incoming task into different
available edge nodes for processing. Data offloading from one edge node to
another is not an energy-efficient approach. Additional time is required during
migrating the data from one edge node to another.

• Security measure: The selected edge nodes are selected randomly in the generic
scenario, and security is the major concern in this approach. As authentication of
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the edge nodes still requires more energy and time, therefore, it is not a viable
approach to implement in the proposed platform.

• Network congestion: The escalation in the number of IoT devices deployed
across different applications overloads the network resources and thus leads
towards the congestion in the network. A controller is required to handle the
congestion in the network for smooth processing of the allocated tasks.

9.3 Software-Defined Networking

In order to handle the defined computing scenario, a solution is required to dominate
all the mentioned challenges of the edge computing. Software-defined networking
(SDN) is a required solution for programmable network deployment and an efficient
network management [7, 12]. Due to an increase in the user demand and use of
IoT devices (in smart cities, smart transportation system, smart medical system,
smart buildings, etc.), the need of an intelligent network management approach
becomes essential to maintain the QoS committed to the end users. SDN provides
a programmable interface to manage the communication between the deployed
controller and configured devices on data plane. By using this interface, the
available resources are proactively managed and can be extended by controller
as per the requirement [70]. The SDN platform comprises different planes, which
helps the service provider to handle and upgrade the configuration of the resources
dynamically as per the requirement. The SDN controllers are configured centrally,
all the available resources at the specific network are accessed, and accordingly,
the network traffic can be managed. The centralized management approach of SDN
can decrease the implementation complexities of the edge computing platform and
improve the resource management scheme.

If at a certain instance, the requested resources are not available at the edge nodes,
then, the workload needs to be shifted toward cloud platform for processing. The
edge device can forward the workload from the same port, resulting into an increase
in congestion in the network. Therefore, an intelligent device is required to control
the traffic on the network. SDN directs the traffic to choose the suitable port for
workload forwarding to reach the destination device. To make communication with
the available devices in the network, OpenFlow switch protocol is used by the SDN
controller [47].

9.3.1 Architecture

The standard architecture of the SDN platform includes three basic layers, i.e., data,
control, and application layers. The detailed discussion on each layer depicted in
Fig. 9.6 is mentioned below:
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Fig. 9.6 SDN layer-wise
architecture

• Infrastructure Layer: The lowest layer in the architecture of SDN contains
various infrastructural devices to build a network, mainly switching devices (like
routers and switches). To connect the various infrastructural devices, different
transmission media are used as per the requirement of the organizations.

• Control Layer: This is the middle layer that provides communication between
the infrastructure layer and the application layer. The centralized controller is
considered as the brain of the SDN-enabled network that forwards the traffic
intelligently in the network.

• Application layer: This layer is the upper most layer, and the applications are
privileged to access global network view of the network and direct the changes
in the policies in the network to the SDN-enabled layer.

The incoming traffic is managed intelligently by the centralized controller by
configuring defined policies as per the end user. The following installation modes
are used in the controller:

• Proactive Mode: In this mode, the flow policies are configured on the available
switches in the data plane layer to manage the incoming traffic/packets in
the network. It makes the network to direct the incoming traffic without the
involvement of the controller.



156 A. Singh et al.

• Reactive Mode: In this mode, if a new packet arrives in the network, firstly,
it matches with the flow tables to forward it in a proper channel; otherwise,
PACKET-IN message is forwarded to the controller to make a new flow entry for
a particular packet, and PACKET-OUT message is updated on each data plane
switch flow table for further use.

• Hybrid Mode: This mode is the combination of the Proactive mode and Reactive
mode to make the network more intelligent and flexible.

In case of SDN, OpenFlow switches are used for forwarding the traffic from
source to destination. It comprises three main components, including flow tables,
OpenFlow protocol to set policies, and secure communication channel. Flow tables
keep the policies, and accordingly the incoming traffic is directed. They are updated
on each OpenFlow switch to improve the efficiency of the configured topology. In
flow table, three attribute values are stored, like “Rule,” “Action,” and “Status.” The
header information of each packet is defined in the Rule attribute, the directions to
forward the certain traffic are defined in the Action attribute, and the current status
of the traffic is defined in the Status attribute.

9.4 SDN-Edge Cooperation

The problems identified in the cloud platform related to the response time and
degradation in QoS, and the problems in the edge computing platform can be solved
by using a centralized controlling mechanism in the distributed environment. The
barriers in the performance of the edge computing platform can be removed by using
the programmable interface provided by the SDN in the network. The SDN interface
is transparent to the end user and can manage the data flow, service orchestration,
and other mandatory services.

9.4.1 Architecture

The architecture of the SDN-IoT-Edge-enabled is highlighted in Fig. 9.7. The
architecture comprises of different layers, like Infrastructure Layer, Edge Layer,
Control Layer, and finally Application Layer. At Infrastructure Layer, various IoT
devices request for the different services as per the behavior of the task. The
requested services list is forwarded to the edge layer for offloading, and further this
layer is managed by the controller configured at control layer to handle the network
traffic efficiently. The motivation of the SDN-IoT-Edge-enabled architecture is from
the limited resource constraints at the IoT devices. An inflation in the number of
the IoT devices has been observed, and therefore, an intelligent and manageable
platform is required to handle the network traffic more efficiently from source to
destination.
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Fig. 9.7 SDN-IoT-Edge
architecture

9.4.2 A Real Scenario of SDN-IoT-Edge Architecture

Let us consider an example of SDN-enabled edge computing system in daily life
scenario. The use of SDN-enabled network in various fields is discussed with
prospective to edge computing platform. A complete model with all the basic
components of the SDN-enabled network is highlighted in Fig. 9.8. In the defined
model, cloudlets are used in the edge computing technology. Cloudlets are defined
as small-scale mobility-enhanced data centers available at the edge devices. These
cloudlets are able to process the services requested by the end users that are close
to the ground as compared to the cloud data centers. The cloudlets are distributed
at various locations and are connected through the OpenFlow-enabled switches
to provide services. The configured switches are controlled by the centralized
controller (SDN) to provide communication in the network protocols like OF-
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Fig. 9.8 SDN-IoT-Edge example

Config [52]. The controller receives the requests from the end users, and according
to the defined policies the traffic is managed. The services at the northbound
provide the feedback periodically to the controller after analyzing the behavior of
the incoming traffic.

9.4.3 Benefits of Using SDN-IoT-Edge Platform

An inflation in the network traffic can be observed with the increase in the number of
IoT devices and requests from the end users. The challenge of constraint resources
can be managed by using the edge-enabled platform to provide the services at the
edge of the Internet and by integrating the centralized SDN controller to manage
the network more intelligently. Various components in the SDN-IoT-Edge platform
have their own benefits in the network. A proper discussion on the requirements and
benefits is discussed below:

• Management of IoT-Edge platform using SDN: The management of network
traffic is one of the core responsibilities of the service provider to maintain the
QoS [15]. The intelligent devices are required to forward, manage, and control
the incoming traffic in the network to overcome the network delay. There might
be a case where load balancing in the network is at higher stake, and therefore, an
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intelligent load balancing device is required. The solution of the abovementioned
issues is provided by the SDN controller to control the IoT-Edge platform.

• IoT-Edge authentication: With the increase of workload, a concept is required
to segregate the workload on different machines, and inter-operability is required
to make communication among all the allocated machines. While allocating the
workload on various machines, it is required to authenticate the systems in the
edge environment. An authenticated and trusted approach is the demand of the
network to guarantee the genuineness of the connected machines to provide
services to the end user. SDN provides an interface to manage the network and
the connected devices to ensure the authenticity centrally.

• Inter-operability among heterogeneous platform:With the potential increase in
the size of the organizations, the infrastructure cost also inflated. To optimize
the cost, inter-operability among the configured systems also escalated. While
managing the dependency among various systems, it raised the complexity in
the infrastructure. SDN is the one solution to reduce the complexity in the
infrastructure by providing the centralized infrastructure with defined policies
as per the end user requirements.

• Workload dispersion: In standard networks, the requests of the end users are
forwarded to the cloud data centers to process the tasks, and the result is returned
to the respective user. This mentioned scenario, resulting into the elephant-like
traffic in the network. To reduce the network congestion, initially workload is
preprocessed at the edge devices. There is a requirement of data dissemination
to reduce the energy consumption and bandwidth consumption to process the
workload. SDN has the report of all connected devices in the network, and by
using this, the raised workload can be dispersed among the available devices in
the network [7].

• Latency minimization: A different nature of workload is generated from the
data plane (like real-time data, video streaming, etc.), and they need response
without any delay in the response time. Again, security is the major issue
during transmission of data from source to destination, and it increases the
level of complexity in the infrastructure, resulting into an increase in latency in
the network. Applications, like self-driven cars, smart organizations, and real-
time applications, require services with no delay. Therefore, a fault-tolerant
infrastructure is required to reduce the overhead in the network.

• Flexibility in SDN-IoT-Edge platform: The standard networks are not able to
configure virtualization, and therefore, integration of new technologies is not
possible. The network programmable property nature of the SDN enhances the
dynamic configuration of the services on the distributed devices.

• Preprocessing on edge devices: The workload is increasing with the configura-
tion of smart devices in different fields. This bulk amount of workload creates
overhead and congestion in the network. Therefore, a layer is required to filter
the workload to reduce the level of energy utilization and latency in the network.
The workload generated at data plane is preprocessed at the edge layer before
forwarding to the cloud data centers.
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9.5 Technical Requirements of SDN-Edge vs Energy
Efficiency

A constant communication is required between the IoT devices and edge platform
to manage the incoming traffic in the network [9, 10]. Following are the services
that are required by the SDN-IoT-edge architecture to maintain the QoS:

• Discovery of services: The requested services have different nature, and accord-
ingly there is a need to discover the data centers at different locations to provide
the required resources. SDN handles the network centrally, and it has the details
of all the available resources in the network. Therefore, SDN can help to identify
the required resources to process the service by the end users.

• Service and data migration: There might be limited resources at various
cloudlets, and therefore, there is a need to migrate the services or data to the
different cloudlets to maintain the QoS. The defined model decides the migrated
cloudlets as per the requested services and locations.

• Resource provision: With the enhancement in the technology and resource
constraint at IoT devices, a platform is required to provide the resources at
all times. Edge devices provide the service near to the end users to improve
the efficiency of the configured network. Cloud platform is an abundance of
resources, and applications that can tolerate latency can request the resources
from the cloud directly.

• Lightweight algorithms for workload processing: The lightweight algorithms
are required to process the incoming workload to improve the throughput of
the platform with a limited number of resources. As it is already clear that IoT
devices and edge platform are short of resources, an approach is required to
optimize the utilization of the resources to provide QoS to the end user.

• Energy-efficient platform: With the inflation in workload, more filtration and
preprocessing are required at the edge level to improve the efficiency of the task.
The level of energy consumption is also increased at a great extent, and therefore
an energy-efficient approach is required to optimize the use of resources.

• Pay-per-use module for edge devices: As cloud services work with pay-per-
use module, similarly, standards are required to build a model for edge devices.
Applications that are sensitive with the latency can avail the services from the
edge devices; however, no policies are defined for the payment of the used
resources at edge nodes.

• One-point failure: The benefits of the SDN-enabled network are already dis-
cussed. However, the key challenge of the SDN-IoT-Edge platform is one-point
failure, which can degrade the performance of the configured network. To over-
come this challenge, distributed controllers are required rather than centralized
ones to build fault-tolerant networks.
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9.6 Stat of the Art

In the last few years, the authors proposed numerous load balancing approaches
to minimize the overhead on the DCs. In the current scenario, the major focus
of the service providers, like Facebook, Google, Amazon, Apple, and Microsoft,
concentrates toward the proposal of energy efficient DCs [1]. As per global survey
report [25], the major contribution for energy consumption in the DCs is cooling and
power provision servers. It can be noticed from the energy consumption breakup
that 43% is the energy consumption during power supply to the servers and cooling
the servers as shown in Fig. 9.9 [20]. The consumption of energy by the servers is
minimal when compared with cooling and powering the systems, i.e., 11%, and a
minute energy is used by the network for communication among the end devices.

In the same prospective, Fig. 9.10 highlights the classification of various existing
approaches for energy management of DCs. On the basis of the abovementioned
taxonomy, the reviews and discussions based on the proposed research are illustrated
in the below sections.

9.6.1 Cloud Computing

The main contribution to design an optimal solution for energy management of
DCs is to minimize the energy consumption. The key factors to reduce the energy
consumption by distributed DCs are analyzed first. In this direction, Dayarathna et
al. [20] recommended that energy modeling is a major parameter to develop energy-
efficient DCs. The authors studied numerous approaches related to the energy
efficiency of DCs. When a thorough study was done on energy consumption, it
has been observed that consumption is at different levels (hardware, server, and
system). There is a need to explore the levels of the energy consumption to propose

Fig. 9.9 Energy
consumption breakup for a
particular DC
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Fig. 9.10 Classification of existing proposals

an optimal solution. The consumption of energy at various levels, like servers,
processors, memory, storage, network, and software, is considered below.

The productive work is done by the servers available at various DCs. To process
the various tasks, a large amount of energy is consumed by the servers. For example,
Roy et al. [57] suggested an efficient model which focused on the components of
the server as central processing unit (CPU) and memory. Other authors, Jain et al.
[31], discussed a model by bifurcating the total energy consumption into data and
instruction of CPU and memory. In a similar manner, Tudor et al. [65] suggested a
conflux approach considering the above discussed power models with input/output
metrics. In a similar direction, Ge et al. [23] segregated the power model into
different components, like CPU, memory, etc., of the system. In the same direction,
Warkozek et al. [71] divided the operation of the CPU into two parts, the energy
consumption by the CPU for self-running application (virtual machine manager)
and the other part to consume the energy for providing services to the end users.
The power profile of different tasks was analyzed by Jaintilal et al. [30] to check the
dependency of the processor and consumption of energy.

Along with the CPU, the Memory is a major participant toward energy con-
sumption from the last few years. According to a survey, Memory stands second
in terms of energy consumption in different servers [19]. In a similar way, Malladi
et al. [46] proposed a power model considering the energy consumption by the
memory in a server. In the proposed model, the requested memory stream was
considered as a Poison process, and the energy consumption during power on
and power down of the server was depleted. Including CPU and memory, storage
systems contribute a hefty consumption of energy for permanent storage of the
data. In storage system, hard disk drive (HDD) is the major contributor of energy
consumer [33]. In a similar direction [74], the power consumption during storage
on HDD is divided into two classes: (1) static and (2) dynamic. Considering the
infrastructure of the network, optical fiber is installed for communication among
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Table 9.1 Energy models considering CPU, servers, memory, and storage systems

Authors Considered area Description

Ahn et al. [3] Routers Energy utilization based on the packet size and type of the
link used

Daya et al. [20] Energy model Discussed that energy is the major consideration to
develop energy-efficient DCs

Heller et al. [24] Network links Focused on the rate of energy consumption by a link

Lewis et al. [37] Memory
utilization

The rate of energy consumption is proportional to the
number of read/write operations

Mohan et al. [49] Solid state drive
(SSD)

Introduced an analytical energy model, i.e., FlashPower
used for two types of memory chip variants named as
single-level cell and two-bit multi-level cell

Roy et al. [57] Server Highlighted the consumption of energy including CPU
and memory

Heddeghem et al.
[66]

Optical type
network

Considered static and dynamic energy consumption in the
network

Vishwanath et al.
[68]

Entire network Energy consumption by all devices configured in the
network

Yao et al. [72] CPU utilization Energy utilization during performing various operations

Zhang et al. [74] Hard disk (HDD) Energy consumption is divided into two classes, i.e.,
dynamic and static

the servers. The energy consumption by the optical based network is minimal and
provides high throughput. In this direction, Heddeghem et al. [66] discussed the
energy consumption at different layers of an optical network. Table 9.1 highlights
the power models for CPU, servers, memory, storage systems, and network.

9.6.2 Edge Computing

With an increase in the number of IoT devices, the workload generated by these
devices also increased, thereby increasing the load on the existing resources and
infrastructure to a great extent. To forward the generated workload on the designated
data centers, the end users have to spend more in terms of energy and latency in the
network. Therefore, a terminology is required to optimize the energy consumption
and reduce the level of latency in the network. “Edge computing,” a new paradigm,
is introduced to overcome the said issues to maintain the QoS between the
service provider and the end users. A number of researchers are focusing on the
collaboration of IoT with edge platform to reduce the level of energy consumption.
Figure 9.11 shows the number of publications considering IoT and IoT cooperating
with the edge platform.

It can be clearly observed from the figure that the publications cooperating IoT
and edge platform are more in trend in the recent years. In a similar direction, a
unique bio-inspired clustering algorithm was introduced by Agbehadji et al. [2]
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Fig. 9.11 Year-wise publications of IoT and IoT cooperating with edge platform [27]

to reduce the energy consumption in IoT-Edge envisioned platform. A trade-off
between the network latency and energy consumption to process the workload
was defined by Cui et al. [18]. The authors considered it into a constrained
multi-objective optimization problem and introduced an identical solution by using
Nondominated Sorting Genetic Algorithm (NSGA-II). The performance of the
proposed scheme was enhanced by integrating problem-specific encoding scheme.
In the same manner, Zhan et al. [73] studied unmanned aerial vehicle (UAV) energy
optimization issue without considering the pre-determined completion time. The
authors decoupled the optimization algorithm into two portions using successive
convex approximation (SCA)-based algorithms. Another energy saving approach
was proposed by Sodhro et al. [62]. The authors considered the execution time of
various sensors and time taken to process in IoT devices using forward central
dynamic and available approach (FCDAA). A system model was designed to
evaluate the energy consumption in IoT devices, and an AI-based edge-IoT platform
was introduced to reduce the energy consumption during processing the tasks.

The authors, named Zhang et al. [75], discussed different computation strategies
for terminal devices. In the first approach, the authors defined a scenario where a
terminal device can compute the tasks by itself. In the second approach, terminal
devices can forward the task to the unmanned aerial vehicle for processing, and
in the final case, the tasks can be forwarded to the access points using unmanned
aerial vehicle by terminal devices. The authors proposed an optimized solution to
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reduce the overall energy consumption in all the defined scenarios. The window-
based rate control algorithm was proposed by Sodhro et al. [61] considering the
required network parameters to enhance the medical Quality of Service. The authors
considered peak-to-mean ratio, standard deviation, delay, and jitter to check and
improve the efficiency of the network. In a similar manner, Sitton et al. [60]
discussed the benefits of edge computing in terms of real-time data processing and
energy efficiency. The authors introduced Edge-IoT and social computing platform
to optimize the energy usage in smart cities and smart devices.

The authors, Li et al. [38], integrated deep learning approach with the IoT-
Edge platform to reduce the gap between the multilayered architecture. In the
same manner, Liu et al. [42] highlighted the long-term energy efficiency problem
using IoT-Edge platform. The authors incorporated reinforcement method to make
the IoT-Edge platform more intelligent to manage the incoming workload in the
network. The authors, Li et al. [40], discussed unmanned aerial vehicle used
as cloudlets to store and process the tasks forwarded by the end users. The
energy efficiency was improved by using nonconvex fractional programming, the
Dinkelbach algorithm, and the successive convex approximation (SCA) approach.
Liu et al. [41] proposed a triple-layer architecture, named edge device plane,
edge server plane, and cloud server plane, to optimize the energy consumption
in the network. To reduce the complexity due to heterogeneity nature of different
devices, tensor-based model was composed. In the similar direction, Chen et al. [17]
studied energy-efficient workload offloading scheme in mobile edge computing. The
authors introduced stochastic optimization approach and proposed a novel stochastic
optimization techniques (EEDOA) to optimize the energy consumption.

Table 9.2 summarizes the existing approaches for IoT-Edge platform.

9.6.3 SDN

The benefits of using IoT-Edge platform are highlighted in the abovementioned
section, including reduction in latency, improvement in QoS, etc. The IoT-Edge
platform is suitable for small networks, and however, with the increase in the
number of devices, the traffic level is also increased, resulting into congestion in
the network. Therefore, it becomes difficult to manage the configured infrastructure
with the standard policies. Therefore, a platform is required to manage the network
traffic intelligently for smooth processing of the incoming workload. To handle
all the abovementioned issues, researchers start proposing new techniques using
software-defined networking platform. The year-wise consideration of the SDN
platform is also highlighted in Fig. 9.12.

In the similar direction, Sezer et al. [58] discussed the importance of energy
efficiency and security in the daily networks. The authors used the dynamic
network functionality of SDN approach to improve to handle the elephant-like
traffic. The authors, named Rawat et al. [56], surveyed the various techniques
used to propose an energy-efficient platform in heterogeneous network using
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Table 9.2 Comparison analysis of existing approaches for IoT-Edge platform

Authors 1 2 3 4 5 6 7 8 9 10

Agbehadji et al.
[2]

Clustering approach was used to
optimize the energy consumption

� � × × × � � × ×

Cui et al. [18] Introduced an identical solution for
energy optimization using
Nondominated Sorting Genetic
Algorithm (NSGA-II)

� � × × × � � × ×

Zhan et al. [73] Decoupled the optimization algorithm
into two portions using Successive
Convex Approximation (SCA)-based
algorithms

� � × × � � × × ×

Sodhro et al. [62] AI-based edge-IoT platform was
introduced to reduce the energy
consumption during processing the
tasks

� � × × � × × × ×

Li et al. [38] Integrated deep learning approach with
the IoT-Edge platform to reduce the gap
between the multilayered architecture

� � × × × × × × �

Zhang et al. [75] An optimized solution to reduce the
overall energy consumption in all the
available scenarios

� � × × � � × × ×

Liu et al. [42] Incorporated reinforcement method to
make the IoT-Edge platform more
intelligent to manage the incoming
workload in the network

� � × � � × × × �

Sodhro et al. [61] Considering the required network
parameters to enhance the medical
Quality of Service

� � × � × � × × ×

Sitton et al. [60] Introduced edge-IoT and social
computing platform to optimize the
energy usage in smart cities and smart
devices

� � × × � × × × ×

Li et al. [40] Using nonconvex fractional
programming, the Dinkelbach
algorithm, and successive convex
approximation (SCA) approach

� � × × � × × × ×

Liu et al. [41] Proposed a triple-layer architecture,
named edge device plane, edge server
plane, and cloud server plane, to
optimize the energy consumption in the
network

� � × � � × × × ×

1: Description, 2: IoT + Edge, 3: Energy optimization, 4: Storage management, 5: Network
management, 6: Workload management, 7: QoS, 8: Latency , 9: Virtualization, 10: Deep learning
approach
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Fig. 9.12 Year-wise publications considering SDN platform [29]

SDN architecture. The authors focused on network security, energy efficiency, and
network virtualization concept. In the similar way, Jammal et al. [32] highlighted
the benefits of SDN platform in different environments, like data centers, enabled
networks, and Network-as-a-Service. The authors also focused on the various
challenges using the SDN platform in terms of scalability, reliability, and security.
Focusing on the same concept, Zhu et al. [77] highlighted the overflow of energy
consumption even when there is no traffic in the network. Therefore, the authors
discussed the routing strategies considering energy efficiency as one of the major
parameters during processing the tasks. Considering SDN architecture, Hsieh et al.
[26] proposed mobile edge computing environment using Container-as-a-Service
platform. The proposed IoT gateway reduces the network latency and improved
the overall network efficiency. In the similar way, Dorsch et al. [21] combined the
SDN platform with the Multi-Agent System to control the energy consumption and
handle the overloaded network and voltage stability in the network. The authors
configured a control agent to make direct connection with the SDN controller to
define the overall demand of the end users. The authors, Ranjan et al. [54], proposed
container-based virtualization to develop an energy-efficient scheme for scheduling
the resources in data centers. Container-based platform provides an interface to
allocate the resources as per the requirement. To access the available servers in the
developed infrastructure, doubly linked list was used to enhance the scalability.
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In the similar direction, Son et al. [63] studied various techniques of energy
optimization in distributed data centers, traffic system, virtualized networks, and
security. Ma et al. [45], proposed a load balancing approach in the SDN-enabled
environment to control the energy flow in the platform using various planes.
The lower plane collects the details of all the available resources and upper
layer to optimize the resources, resulting into avoidance of network bottleneck.
Moving ahead in the same direction, Zinner et al. [78] introduced a dynamic and
requirement-based resource allocation to various applications controlled by SDN-
enabled network. Kobo et al. [36] discussed the importance of software-defined
wireless sensor network (SDWSN) approach in wireless sensor networks. In this
work, the authors highlighted the issues of wireless network with prospective to
energy utilization and memory usage to process the workload. The authors proved
that the SDN-enabled network can control the wireless network in an efficient
manner to reduce the overall cost of the network.

To proceed in similar direction, Buyya et al. [14] defined architectural framework
and benefits of programmable behavior of the SDN-enabled network in the dis-
tributed environment. In this work, the authors focused on the resource scheduling
and provisioning to reduce the overall cost and maintain the service level agreement
between service provider and end users. In another work, Morabito et al. [50]
integrated two technologies to make the platform more intelligent. The authors
considered container-based virtualization and SDN-enabled controller to configure
an energy-efficient network. Cardoso et al. [16] proposed a scheme to activate
the on-demand resources for end users using containerization controlled by SDN-
enabled network. In another work, Zhao et al. [76] proposed a scheme to separate
the coupling property in the control plane and data plane layer to control and
increase the security during usage of the network resources. In a similar way, Kobo
et al. [35] focused on software-defined wireless sensor networks and provide a
fragmentation-based control system in distributed environment to control the energy
utilization. The authors configured two level controllers, first architecture contained
local controller and the other considered global controller to minimize the gap
between the resource elements and the controllers. Violettas et al. [67] achieved
Routing over Low Power and Lossy Networks (RPL) by using software-defined
networking (SDN) to improve the efficiency of the network. The authors focused
on routing control strategies for dynamic re-configuration of the network and link-
coloring technique for point-to-point communication in mobile networks.

Table 9.3 summarizes the existing approaches for SDN-enabled networks.

9.6.4 SDN-Edge Cooperation

The edge devices are close to the end devices and provide services with an
efficient manner and without any delay. According to the available resources at
edge platform, the specific application can be processed there only, and there is
no need to forward the requests to the centralized static data centers at cloud
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Table 9.3 Comparative analysis of existing approaches for SDN-enabled networks

Authors 1 2 3 4 5 6 7 8 9 10 11

Sezer et al.
[58]

Discussed the dynamic network
functionality of SDN approach to
improve the handle the elephant-like
traffic

� � × × � � × × × ×

Rawat et al.
[56]

Surveyed the various techniques used to
propose an energy-efficient platform in
heterogeneous network using SDN
architecture

� � � � × × � × × ×

Jammal et al.
[32]

Highlighted the benefits of SDN
platform in different environments, like
data centers, enabled networks, and
Network-as-a-Service

� � � � � × × × × ×

Zhu et al. [77] Discussed the routing strategies
considering energy-efficiency as one of
the major parameters during processing
the tasks

� � � � � × × × × ×

Hsieh et al.
[26]

Proposed mobile edge computing
environment using
Container-as-a-Service platform

� � � × � � × × × �

Dorsch et al.
[21]

Configured a control agent to make
direct connection with the SDN
controller to define the overall demand
of the end users

� � � � � × × × � ×

Ranjan et al.
[54]

Proposed container-based virtualization
to develop an energy-efficient scheme
for scheduling the resources in data
centers

� � � × � × � × × �

Son et al. [63] Studied various techniques of energy
optimization in distributed data centers,
traffic system, virtualized networks, and
security

� � � × � � � × × ×

Ma et al. [45] Proposed a load balancing approach in
the SDN-enabled environment to
control the energy flow in the platform
using various planes

� � � × � × × × × ×

1: Description, 2: SDN, 3: Energy efficiency, 4: Resource utilization, 5: Cost saving, 6: Workload
management, 7: QoS, 8: Virtualization, 9: Deep learning approach, 10: Gamemodel, 11: Container-
as-a-Service (CoaaS)

layer, resulting into reduction in latency and energy consumption during pushing
the workload onto the cloud layer. However, with the scalability of IoT devices,
there is an abrupt increase in the traffic and can create congestion in the network.
Therefore, a platform is required to control the traffic in an efficient manner to make
an acceptable platform for the end users. By using the programmed and centrally
controlled interface of the SDN, the configured network can work more intelligently
and efficiently by optimizing the available resources. To increase the efficiency
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Fig. 9.13 Year-wise
publications of SDN-Edge
cooperation [28]

and manage the incoming traffic of the network, SDN can be cooperated with
edge platform, known as “SDN-Edge cooperation” platform.Many researchers start
proposing various energy-efficient schemes considering “SDN-Edge” platform, and
the count is highlighted in Fig. 9.13.

In the similar direction, Aujla et al. [8] discussed that in edge–cloud environment,
there was a massive data migration, resulting into increase in computation cost. To
overcome the highlighted issue, the authors proposed an efficient workload slicing
scheme to manage the elephant-like data in the network using centralized controller,
i.e., “SDN”. In this work, the authors handled inter-datacenter data migration using
SDN to develop an energy-efficient platform. The authors, Sharma et al. [59],
highlighted the issue of intensive real-time data analysis at various data centers. To
handle this issue, the authors introduced a SoftEdgeNet model using SDN-enabled
network integrated with blockchain concept to improve the security concerns. The
authors also proposed an algorithm for data flow and resource allocation for resource
management. In another work, Liu et al. [43] introduced orchestrate data as a service
approach and to eliminate the data redundancy, and a data aggregation scheme was
integrated with the standard methods. To make the network more responsive, the
architecture was divided into three layers, namely data center layer, middle routing
layer, and vehicle network layer. In the same way, Munoz et al. [51] discussed that
collection and storage of large scale of information on the cloud was not a feasible
solution to maintain the integrity of the data. Therefore, the authors introduced a
scalable and energy-efficient solution by disseminate the data into edge layer and
cloud layer. In the work, the authors made efficient and dynamically configuration
of the available resources. The authors, Kaur et al. [34], highlighted the congestion
problem in the network due to a large number of migrations in the edge and
cloud devices. To manage the network traffic, authors introduced SDN-enabled
programmable and scalable paradigm. In the work, the authors proposed multi-
objective evolutionary algorithm based on Tchebycheff decomposition to manage
the data flow in the network. Assefa et al. [5] introduced a novel classification and
a comprehensive solution using SDN-enabled network to categorize the incoming
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Table 9.4 Comparative analysis of existing approaches for SDN-Edge cooperative network

Authors Description 1 2 3 4 5 6 7 8 9 10

Aujla et al. [8] Proposed an efficient workload slicing
scheme to manage the elephant-like
data in the network using centralized
controller

� � � � × × × × � �

Sharma et al.
[59]

Introduced a SoftEdgeNet model using
SDN-enabled network integrated with
blockchain concept to improve the
security concerns

� � � � × × × × � �

Liu et al. [43] Introduced orchestrate data as a service
approach and to eliminate the data
redundancy

� � � � × × × × × ×

Munoz et al. [51] Introduced a scalable and
energy-efficient solution by disseminate
the data into edge layer and cloud layer

� � � � × × × × × ×

Kaur et al. [34] Highlighted the congestion problem in
the network due to a large number of
migrations in the edge and cloud
devices

� � � � × × × × � �

Assefa et al. [5] Introduced a novel classification and
comprehensive solution using
SDN-enabled network to categorize the
incoming traffic into different classes

� � � � × � × × × �

Aujla et al. [13] Proposed EDCSuS: Sustainable EDC
as a service framework in SDN-enabled
network

� � � � × × × � �

Li et al. [39] Introduced an adaptive transmission
model by cooperating SDN with edge
envisioned devices in Industrial Internet
of Things (IIoT)

� � � � × � × × × �

Alnoman et al.
[4]

Introduced an energy-efficient approach
by configuring SDN-enabled network
to switch ON/OFF the edge nodes as
per the requirement of the end users

� � � � × × × × � �

Lv et al. [44] Proposed mobile edge computing
(MEC) framework integrating with
SDN and network function
virtualization (NFV)

� � � � × × × × � �

1: SDN, 2: Edge computing, 3:Energy efficiency, 4: Resource utilization, 5: Game model, 6: Deep
learning approach, 7: Container-as-a-Service (CoaaS), 8: Caching model, 9: SLA, 10: Latency
consideration

traffic into different classes. The authors provided an energy-efficient optimization
model by using objective function, sensitive parameters for defined models.

In a similar manner, Aujla et al. [13] highlighted the sensitive data requirements
like low latency and higher bandwidth to maintain the QoS. To handle the issue,
the authors proposed EDCSuS: Sustainable EDC as a service framework in SDN-
enabled network. In this work, the authors configured SDN platform for intelligently
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handling the traffic flow and direct the optimal path for the same. The authors
integrated Stackelberg game model for efficient resource allocation to the end
users, and finally, a cooperative model was used for resource utilization to improve
the efficiency of the proposed scheme. The authors, Li et al. [39], introduced an
adaptive transmission model by cooperating SDN with edge envisioned devices in
Industrial Internet of Things (IIoT). The authors classified the incoming requests
into two categories as per the priority of the task, i.e., ordinary and emergent
stream. Furthermore, the authors proposed an efficient approach to select an optimal
path for the incoming traffic to avoid the overhead in the network. Alnoman et al.
[4] introduced an energy-efficient approach by configuring SDN-enabled network
to switch ON/OFF the edge nodes as per the requirement of the end users. The
authors designed the topology by using the M/M/k queuing model, and a load
balancing approach was used for optimal utilization of the available resources in
the network. In the same direction, Lv et al. [44] discussed the service migration
platform to balance the load among various devices to provide the QoS to the end
users. Furthermore, the authors proposed mobile edge computing (MEC) framework
integrating with SDN and network function virtualization (NFV). Wang et al.
[69] proposed an energy-efficient routing approach on control plane for optimal
resource utilization. The authors used heuristic algorithm at control plane to select
the optimal route for incoming traffic. Furthermore, the authors integrated multi-
objective evolutionary approach for best route selection. Table 9.4 summarizes
various SDN-Edge cooperative energy management schemes.

9.7 Conclusion

In this chapter, the benefits and challenges of the IoT-Cloud platform have been
discussed with required facts. Afterward, the layered architecture of the edge
platform has been highlighted with pros and cons of the same. The challenges of the
edge platform are handled by the SDN to avoid the congestion in the network. In the
end, to define the benefits of the SDN envisioned platform, edge–cloud cooperation
platform has been discussed with layered architecture, and the complete analysis
has been highlighted considering the standard techniques.
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Chapter 10
Software-Defined Networking in Data
Centers

Priyanka Kamboj and Sujata Pal

10.1 Introduction

In the past years, cloud computing has attained huge attention as it processes a
large volume of data by using various computing cluster servers. Earlier web servers
were maintained by organizations at their place, but today many organizations are
hosting their web services on the cloud, as their infrastructure is not adequate to
meet the growing application’s needs. The major reasons for enterprises to shift
toward cloud computing because of its various characteristics that include economic
factors, scalability, security, rapid elasticity, and manageability. Further, the different
interaction mediums like social networking sites (such as Facebook, Instagram,
Twitter), the Internet of things, and research are generating a tremendous amount
of data each day [19, 20]. Due to a large-scale increase in cloud services and to
support scalability, the need for data centers has emerged [5, 17].

With the increase in real-time streaming applications, it demands high-speed
access networks with fast computation and storage. Traditional networking of
its complex architecture is inadequate to find optimal routing paths for these
applications. However, the data center network (DCN) does not comply with real-
time application demands and needs traffic monitoring to measure traffic loads.
Therefore, cloud service providers are adopting SDN technology in data centers
for effective traffic management.

SDN has gained attention because of the network programming paradigm
[6, 8, 35]. SDN detaches the data from the control plane to build and program
network architecture flexibly. Due to centralized control in SDN, it easily facilitates
transmission, processing, and storage of cloud applications [20]. Thus, we can say
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that combining cloud data centers and SDN enables efficient, scalable, dynamic, and
cost-effective platforms to support application deployments.

In this chapter, we highlight the challenges of data centers and the importance
of SDN. The chapter discusses the different routing and traffic engineering schemes
in data centers and how they manage network traffic for better resource utilization.
Section 10.2 presents the building blocks of SDN and its applications. Section 10.3
introduces cloud computing, its different service models, the importance of DCNs,
and its various challenges. Section 10.4 shows SDN in cloud data centers for flow
management, resource management, and energy management. This chapter empha-
sizes by presenting a unified view by combining technologies: cloud computing
and SDN. We wind up the chapter in Sect. 10.5 with a short description of SDN
that performs traffic engineering and energy-aware routing. SDN provides efficient
utilization of network resources and minimizes power consumption in DCNs. At
last, we have given references for various research articles and papers on SDN and
cloud data centers.

10.1.1 Software-Defined Networking: An Overview

SDN is a rising concept that has lighten the interest of researchers toward program-
ming network devices. It has gathered the interest of network researchers to build
and manage the network more innovatively and flexibly. SDN improves the network
performance and avoids the pitfalls of present Internet architecture [45].

With the growing number of mobile devices and advancements, in-network
service’s trends become complex to reconsider the current Internet architecture.
It has become difficult to effectively design and administer the present network
architecture because of its static nature. The coupling of the control layer (takes
decisions of traffic management) and the data layer (consists of network elements
for packet forwarding) [39]. It becomes a tedious, complex, and error-prone task
for network administrators to manually configure the network and apply access
control policies to the network devices. As the world is becoming network centric,
organizations need modern ways to add more flexibility to the network architecture.
SDN achieves the above functionality by decoupling the control and data functions
due to centralized network architecture [7, 35, 45].

SDN is a new technology that manages and controls the complete network with
the centralized logical entity [35, 45]. Due to its agile nature, it allows network
administrators to adjust traffic flows in the network. It also introduces the concept of
virtualization of network functions to perform load balancing and traffic forwarding
using standard architectures having generalized hardware in place of proprietary
hardware and software [39]. SDN enables enterprises to simplify the design and
management of network infrastructure. SDN also eliminates the need to understand
different protocol standards as it uses open standards or APIs.

The Open Networking Foundation (ONF) gives network operator’s privilege to
build and expand SDN in dynamic, secure, flexible, and cost-effective networks.
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It uses open APIs that comply with changing business objectives or landscape
[42]. Besides, SDN abstraction effectively implements applications such as routing,
bandwidth management, security, quality of service, access control policies, and
traffic engineering to meet the end-user requirements. Additionally, SDN leverages
IT to monitor and alter network functions in real time and scales down its burden to
deploy new applications in a few hours or days, while weeks or months are required
today.

OpenFlow is the primitive interface used for communications between the
control and the data plane in SDN [42]. OpenFlow identifies network traffic flows
using the flow table entries that are configured either statically or dynamically at the
SDN controller. The traffic flows are configured on a per-flow basis. It also enables
the network to adapt to the real-time fluctuations in the traffic patterns of end-
user applications. The SDN architecture addresses the change in the business needs
and reduces the operational costs of enterprises. The SDN architecture is shown in
Fig. 10.1.

1. Data layer: The forwarding layer or the data layer comprises network elements
like the OpenFlow switches for packet forwarding. The data layer communicates
with the controller layer using Southbound APIs such as OpenFlow, Open Virtual
Switch Database (OVSDB).

2. Controller layer: The controller layer consists of one or more controllers
for forwarding the data traffic. The controller receives and sends OpenFlow
messages between the network switches and the controller. This layer performs
communication with the application layer using Northbound APIs.

3. Application layer: This layer performs control functions according to the
end-user requirements. Applications such as routing, security, monitoring, and
topology discovery are deployed on the controller to monitor network resources.
The topology discovery module discovers the network topology using the Link
Layer Discovery Protocol (LLDP) [2]. This module provides the information
to the monitoring module. The monitoring module periodically monitors the
throughput, link delay of the links to gain the network status.

10.1.2 SDN Building Blocks

As mentioned earlier, the SDN provides an abstraction to the network by separating
the control from the data plane, thus simplifies the network management. In this
section, we will have an in-depth discussion of the building blocks of the SDN
architecture.
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Fig. 10.1 System architecture

10.1.2.1 SDN Switches

The network infrastructure is an essential part of the network architecture. The
data layer or bottom layer consists of the network devices that encapsulate all
the functionalities to operate the network. These devices are known as network
switches or routers, which constitute the forwarding tables to route the traffic flows.
These devices store forwarding rules in their ternary content-addressable memory
(TCAM) that is a costly hardware, size is limited, and also it requires high energy
consumption [55]. Each network device has limited TCAM and thus can only store
hundreds or thousands of flow rule entries. However, the changing traffic demands
due to the increasing number of devices generates tremendous forwarding rules.
Therefore, a shortage of TCAM affects the rule placement in SDN.

The OpenFlow switches comprise two main components: flow and group table.
We will discuss the flow table in detail where each of its entry has three main parts:
(1) matching rule details in a packet, (2) actions set that matches on packet header,
and (3) counter for packet statistics update. Further, the OpenFlow-based forwarding
devices maintain a pipeline of flow tables as shown in Fig. 10.2. A path through a
pipeline of flow tables inside the forwarding device defines how the packet will be
handled [55]. The lookup process begins as a new packet arrives with the first flow
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Fig. 10.2 OpenFlow-enabled devices and flow table in OpenFlow switches [35]

Table 10.1 Flow table components in OpenFlow

Match fields Priority Counters Instructions Timeouts Cookies

table in the forwarding device. The header fields of the incoming packet match the
entries in the flow table of the switches. The controller takes action to forward or
discard packets on the desired port. If the header fields do not match the entries in
the flow table, it results in a table miss. Thus, the switch forwards the incoming
packet to the controller. Now, we will briefly discuss the flow table and group table
entries.

Flow Table The entries in the flow table consist of the matched entities (or fields),
priority, counter, instructions, timeouts, and cookies as shown in Table 10.1.

• Match fields: This field comprises ingress port, Ethernet source, a destination
address, packet headers, and metadata laid out by preceding flow tables.

• Priority: This field indicates the matching precedence of the header fields of the
flow entries.

• Instructions: This field contains actions set for packet forwarding.
• Timeout: It represents the time-to-live for a packet before its expiry.
• Cookie: It represents an identifier defined by the controller for flow entry.

The instructions in a flow table contain actions that include packet forwarding,
modification, and pipeline processing. Finally, the controller decides to add, drop,
and delete the flow table’s flow entries. There exist various methods to delete the
entries from the flow table. First, the controller can explicitly request to remove the
entry. Second, a flow expiry approach exists at the switch that deletes entries from
the table after either the hard timeout expires or the entry does not match within a
certain period.

Group Table A group table comprises four group entries: group identifier, group
type, counter, and action buckets, which is shown in Table 10.2.

• Group identifier: It is an unsigned integer of 32 bits that uniquely provides the
identification to the group entry.
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Table 10.2 Group entry components present in the group table

Group identifier Group type Counter Action buckets

• Group type: This field facilitates to signify the semantics of a group.
• Counters: The value of counters is updated as the group handles the packet.
• Action buckets: It represents the ordered list of actions in the bucket where each

bucket comprises actions to be taken along with its parameters.

10.1.2.2 SDN Controllers

The network operating system has a responsibility to manage the network resources
and communicates with the applications deployed on the controller. The controller
acts as a logical entity and is known as brain of the network. It manages traffic
flows to enhance network management and simplifies to administer application
performance. The central entity controls architecture, and policy enforcement at the
network devices has become easy for the network administrator.

The controller receives the Packet-In messages from the switches and takes
actions such as add, modify, or drop as Packet-Out messages. The logical entity
controller regulates all the switches. There are several open-source options for
SDN controllers such as NOX, POX, Floodlight, OpenDaylight, OpenContrail, etc.
Although with advantages, the centralized approach suffers from the single point
of failure. This drawback gives rise to the attacks that are the Distributed Denial of
Service (DDoS) attacks. Therefore, to overcome these issues, multiple controllers
are connected to a switch, and the controller is used to handle such failures through
backup paths. Hence, all the controllers need to maintain consistency to avoid
discrepancies for the proper functioning of applications.

Another significant issue with SDN controllers is managing the incoming traffic
in the network. The decisions of routing the traffic have an impact on network
performance. Traffic management is an essential subject that dynamically monitors
network performance to analyze and regulate data transmission. Policy enforcement
by the controller on the network devices has affected traffic management [45]. It
has found that the number of devices over the Internet using various applications is
thriving each day at an alarming rate.

The increase in applications such as online gaming, surveillance, and video
conferencing results in abundant data generation. Today, these multimedia appli-
cations demand an underlying architecture to give responses to user requests in
real time. However, existing Internet architecture is not flexible and even scalable
to adapt to changes in traffic patterns. It has become a constraint for the network
administrator to provide QoS that ensures performance guarantees by ensuring
bandwidth, delay, and packet loss to applications. Therefore, highly scalable and
efficient network management enhances resource utilization based on the end-user
application demand.
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To develop QoS policy management, the Internet Engineering Task Force (IETF)
has come up with several QoS models—Integrated Services (IntServ) [15] and
Differentiated Services (DiffServ) [14], but neither was successful and globally
established. In DiffServ, the “class” of a packet is directly marked in the packet. It
is a scalable mechanism that classifies and manages network traffic to provide QoS.
However, IntServ uses “resource reservations” to maintain QoS for real-time traffic
applications. Both IntServ and DiffServ fail to provide a global view of resources in
the current Internet architecture.

10.2 SDN Applications

SDN builds the groundwork for scalable, flexible, and programmable networks. The
controller defines new ways to handle the traffic flows in the network. The flow rules
are installed in the flow table of the switches. The centralized network architecture
motivates the novel applications to program network functions. Thus, SDN has
become applicable in various networking domains such as cloud computing, the
Internet of things, data centers, cellular networks, wide area networks (WANs),
optical networks, etc. In this section, we will briefly discuss the major application
domains.

10.2.1 Internet of Things

In simple terms, in the Internet of things (IoT) technology, people, devices (such
as mobile phones, laptops, cars, sensors) are connected to the Internet to form the
network. With the rapid increment in the devices, an enormous amount of data is
getting generated. The data set tends to grow as more information is being collected
and gathered from sensors, mobile devices, microphones, and other devices. The
management and control of billions of connected objects is a complex task in the
traditional Internet architecture.

SDN supports vendor independence due to the separation of the control from the
data plane. Therefore, IoT leverages the benefits of SDN for supporting multiple
technologies. SDN introduces programmability to the network devices to forward
and control traffic flows in IoT architecture. SDN facilitates data transmission,
resource allocation, energy management, and mobility management, which meets
the growing user’s needs in IoT.
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10.2.2 Home Networks

Despite advancements in the transmission medium to offer high-speed services,
network bandwidth always remains a limited resource. Internet service provider
(ISP) serves users with limited bandwidth using a best-effort approach. We know
that the best-effort service does not give any assurance of data delivery and data
quality. Further, ISP provides services to several users in the local vicinity to
simplify bandwidth allocation. Consequently, the users do not get the desired
service, and their data quality is affected as they get the shared bandwidth from
the resource pool.

Nowadays, SDN can be of great use in home networks. With SDN, ISP can
enable dynamic bandwidth allocation by acknowledging the users to control their
bandwidth consumption and generate revenue [46]. ISP can monitor the bandwidth
usage of the users and assign or reassign the bandwidth as per the user demand in a
local area network. For example, the user can request ISP for additional bandwidth
for a finite time and pay according to the consumed bandwidth.

10.2.3 Cellular Networks

With the onset of mobile devices, cellular networks have become vital commu-
nication systems. The cellular networks support numerous applications with the
advancement in the wide range of technologies like the Internet of things (IoT), self-
driving cars, and Industry 4.0. The rapid upsurge in mobile devices with different
application requirements has driven cellular networks to their limit. The increasing
demands to improve the network performance of cellular devices have forced the
operators to think about the current network architecture.

SDN plays an important role in satisfying the application requirements to solve
the issues in cellular networks [38]. Initially, SDN decouples control functions
from the data plane in the network architecture. The controller acts as a centralized
logical entity for managing network resources and thus reduces infrastructure and
operational costs. Additionally, SDN provides key functionalities needed in the
core network (CN) of the cellular networks. Using SDN, it has become easy and
flexible to manage routing, mobility, policy enforcement, resource allocation, and
real-time monitoring in cellular networks. However, the SDN controller instructs
the forwarding layer (comprising base stations) for traffic routing and simplifies
its operation. It reduces load and interference during the coordination of the base
stations.



10 Software-Defined Networking in Data Centers 185

10.2.4 Optical Networks

Optical networks play a significant role in today’s network as it provides fast and
high transmission capability. It is a form of communication that uses signals in the
form of light to exchange information. It uses optical fiber cable to communicate
from one end point to another in various telecommunications networks. The
communication mainly depends on optical amplifiers, LEDs, and lasers to transmit
the information across metropolitan, regional areas through the optical fiber cable.

High bandwidth during data transmission achieved using packet switching
characteristics through wavelength channels has posed various challenges in optical
networks [59]. SDN provides network programmability to monitor and control
network infrastructure. Additionally, SDN controls physical layer components
of optical communication. The optical transmitters or receivers (also known as
transponders or transceivers) transmit or receive the optical signals using SDN.

10.3 Cloud Computing and Challenges

Since the past decade, cloud services have become a famous computing model
that processes a large volume of data by utilizing computing server clusters.
Conventionally, every organization used to maintain web servers and email servers
at their site. But, on a large scale, they do not meet the growing needs of applications.
One of the most popular services provided by the cloud is web hosting, as it
helps the small enterprises who cannot maintain their servers because of cost
factors. Furthermore, most enterprises shift toward cloud services due to scalability,
economic factors, manageability, and security [49]. Cloud also stores documents
such as images, videos, and files, and the user can share them with another end user.
Therefore, the cloud helps to provide storage, computation, and infrastructure based
on the application’s needs. The users find cloud services to be reliable, efficient, and
secure in their use.

10.3.1 Cloud Computing and Service Models

Cloud computing is known today for its five most essential characteristics. These
are as follows:

• On-demand self-service: The organizations have the provision to use the
resources such as computation, storage space, and virtual machines as per the
application’s needs. The organizations can use web interfaces to interact to have
provision or de-provision of the services as per their requirements.

• Resource pooling: By resource pooling, it represents that the resources are
shared within the customers using multi-tenancy. The resources—physical or
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virtual—are assigned or released dynamically based on the customer’s demands.
The resources can be storage space, memory, computation, and network band-
width. The customer will not know the exact location of the provision of
resources.

• Broad network access: The cloud provides network access capability to users
to connect and use the cloud services from anywhere and any time. The user can
access the data from or upload data to the cloud using any thick or thin client
mediums (such as mobile phones, laptops, tablets) and Internet connection.

• Rapid elasticity: It allows the scalable provisioning of resources automatically
to the users. The cloud providers can allocate or deallocate the resources based on
user requests. The user can very easily and quickly scale or descale the resources
as per their demands. It helps the users in their cost savings.

• Measured service: Cloud providers optimize the use of resources by using
metering capabilities based on the type of service. The cloud service providers
monitor resource usage and provide transparency to the customers. The organi-
zations use Pay As You Go model that states that the users have to pay based on
the actual consumption of the services.

Cloud computing offers various services using the different models: Infras-
tructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a
Service (SaaS). Each higher-level model provides an abstraction to the lower-level
models. The users use different client mediums (such as mobile phones, laptops,
workstations), and the enterprises can access the cloud services via the Internet
as shown in Fig. 10.3. The architecture represents the high-level abstraction of
interaction between the users and enterprises using the cloud data center. Now, we
will briefly discuss the above models as follows:

• Infrastructure as a Service (IaaS): The cloud provider provides computation,
storage, and network to the enterprises. IaaS provides physical machines or
workstations, virtual machines (VMs), and resources to the users from data
centers. The user either owns or manages the applications running on the
infrastructure and pays according to its usage.

• Platform as a Service (PaaS): It provides components like middleware, the
operating system to develop and test customer applications. This service provides
the environment for customers without buying or maintaining the hardware or
software to run their business applications. One of the famous examples of this
service is web hosting. The customers pay for the service based on the usage of
the platform.

• Software as a Service (SaaS): It provides software services that are hosted by
the cloud provider as per the need of the customers. The customers do not have
to buy the licenses for the software to use it. The users can very easily access the
software over the Internet based on its subscription.

Nowadays, cloud providers find it challenging to meet the proliferation of web
services for different business customers. The cloud providers offer various service
classes to the users based on their needs. Furthermore, the infrastructure of cloud
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Fig. 10.3 Architecture of
cloud computing

providers may not always be sufficient for all types of application needs. However, it
is to note that there arises the need for data centers to offer flexibility and scalability
to provide cloud services on a large scale. Thus, data center networks should have
ease of management with the scalability issues and also be fault tolerant.

10.3.2 Data Center Networks

The data center provides a better understanding of its requirements to address the
increase in cloud demands. It acts as a physical entity used by the organizations
to house their applications and critical data. The data center design is based
on a densely packed frame of workstations to provide computation and storage
facilities to host and share the business-critical applications. The data center’s main
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Fig. 10.4 A tree structure-based data center network’s topology

components comprise routers, switches, storage systems, servers, firewalls, and
delivery controllers. Over time, these data centers have served to host a large amount
of computation power to the applications in just a single room. The data centers
offer web hosting, SaaS, PaaS, and social networking services to form the network
backbone. Virtualization is the key factor that is broadly used in the cloud data
centers to provide different services and efficiently achieve scalability, flexibility,
and resource allocation [34]. Moreover, virtualization effectively manages proper
resource utilization and results in cost savings of power consumption and hardware.
The several reasons that lead to the increase in usage of virtualization are:

• scalability and flexibility
• load balancing
• hardware coupling
• to ease the backup, recovery, and migration tasks
• to run and operate legacy applications on new operating systems
• large cost savings

The data center networks (DCNs) play a vital role as it connects resources of
data centers. The DCN architecture is based on the layered approach that aims to
improve flexibility, scalability, resiliency, and performance [63]. The DCNs have a
tree structure as shown in Fig. 10.4. The fat-tree DCN architecture comprises three
tiers—core, edge, and aggregation switches. In the bottom layer, end or physical
hosts connect with the switches at the Top-of-Rack (TOR). The switches in the
TOR layer connect with the edge switches. Further, the edge switches on every row
interact with the aggregation switches. The aggregation switches perform the traffic
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aggregation of the data received from the edge switches. At last, the aggregation
switches communicate with single or multiple switches at the core layer. The core-
tier switches have a responsibility to interconnect intranetworks.

10.3.3 Challenges in Data Center Networks

With the increase in data center applications, it results in massive data sets. Real-
time streaming of data creates high demands on the physical infrastructure for its
computation and storage. Thus, a large amount of data streaming requires high-
speed access to low-latency networks. With the expansion in operating systems,
servers, and applications, data center management in real time has become compli-
cated.

Today, the deployment of hundreds of virtual machines (VMs) in data centers has
introduced new scalability challenges [12]. The DCNs find ways to how millions
of VMs connect to thousands of servers. It is through the sharing of computing
resources among multiple tenants, and hence it becomes uncertain to attain security.
Further, the migration of applications between the VMs imposes novel mobility
threats.

The tremendous increase in the devices puts pressure on the servers for delivery
in service for the user applications. However, traffic management has become a
critical concern in DCNs for better performance of network functions. In traditional
data center architecture, with the expansion in the network, the manual configuration
of the DCNs is a challenging task for the network administrators. Additionally, with
the upsurge in several devices, it becomes extensively difficult to operate DCNs
properly and hence cannot adapt to the dynamic end-user application requirements.

Today, modern data centers are facing challenges due to the scale of user requests
and the deployment of thousands of VMs. It includes recovery from failure, data
security, multi-tenant environment, traffic management, and energy management.
Now we will give an overview of some of the challenges of the data centers. These
are as follows:

• Failure Recovery:
The data centers have a fundamental role in the economic and operational

impact of cloud computing. With the virtualization in the cloud, the resource
pool sharing among multiple clients is prone to failures and faults. Today, scale
in data centers has become a critical task to recover from a failure and also leads
to further ramifications of recovery decisions as the size grows. A small fault or
dispossession in services in the cloud environment leads to severe economic and
functional impacts.

Google announced a financial loss of 20% to get the response time with an
additional delay of 500ms in an experiment [24]. Similarly, Amazon mentioned
a 10% reduction in sales because of an additional delay of 100ms in their
search result [24]. In another incident, a minor network failure in O2, a well-
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known cellular service provider, affected seven million customers in only 3 days
[13]. Besides, due to core switch failure in the network of Blackberry troubled
millions of people to access the Internet as it lost its connectivity for 3 days [13].
Additionally, due to the distributed protocols in the current network architecture,
it turns difficult to predict network behavior. The cloud environment should be
robust to deliver QoS to meet the service-level agreement (SLA) requirements
signed between the user and cloud provider despite any software or hardware
failure. Any violation in SLA by the cloud may result in enormous financial and
reputation loss. Therefore to ensure failure resiliency in a cloud environment is
of vital importance. Moreover, the cloud data centers need proper functioning to
deliver QoS even in the existence of failures.

• Multi-tenancy:
Previously, we discussed that multiple individuals share resources like storage

space, computation, and network in the data centers. The challenge arises how
to isolate and separate the individuals from one another. It is necessary for
the organizations that provide a multi-tenant environment to differentiate the
resources that have been assigned and belong to an individual client. Even in
network traffic, the data packets should be segregated and insulated for different
clients. This requirement is necessary to provide security as well as to guarantee
QoS for the applications.

• Traffic management:
Traffic management in today’s DCNs is a vital area of concern. In a multi-

tenant environment, resources such as network, computation, and storage space
are shared among multiple clients to run the applications. It enforces the cloud
service provider to monitor network traffic to optimize resource utilization.
Therefore, it has become essential to measure traffic loads and take suitable
actions to route traffic flows.

Now coming toward the state-of-the-art, link-state technology is used for route
calculation in the traditional networks. Each switch builds up a forwarding table
to direct traffic between the sources and the destinations in the network. The paths
taken by packets in a flow are determined by numerous protocols like shortest
path routing algorithm, spanning tree, and multipath routing. The shortest path
routing algorithm is used for path computation of the packets, not always finding
the optimal path since it does not consider vital factors like traffic load.

We can say that the increase in real-time traffic has gained a lot of attention
to traffic management in data centers. Therefore, cloud service providers need to
find novel ways to monitor and control traffic flows in the network.

10.3.4 SDN in Data Center Networks

We can say that SDN offers many advantages to fill the previously mentioned
gaps in the data centers. SDN controller makes optimal routing decisions for traffic
forwarding in the network. The controller regulates the respective forwarding tables
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Fig. 10.5 Example: interfaces of a software-defined network [31]

in network devices to have control over routing. The SouthBound Interface is used
for interaction between the control and data layer in SDN as shown in Fig. 10.5. The
traditional network architecture suffers from interoperability issue, whereas, on the
other hand, open interfaces in SDN allow the network to reach its full functionality
[31].

The controller acts as a centralized logical entity, which helps to simplify the
traffic management in the DCNs. SDN dynamically manages traffic flows and
performs traffic load balancing, resource allocation, and bandwidth provisioning
in data centers. It also improves network performance by adjusting the resources
according to the application needs in the data centers [3].

The various cloud providers such as Apple, Google, and Microsoft serve their
services to the customers using data centers that are distributed worldwide. Even
with the rise in demand for the services, the data centers achieve traffic exchange
between the interdata centers. Thus, SDN’s global network view leverages to carry
out centralized traffic and optimizes the use of network resources. Both Microsoft
and Google have developed SDN in their data centers and also published their
systems’ technicalities.

SDN offers many advantages as compared to the traditional networks that create
interests in the industry. SDN is a way to simplify network management or to
develop commercial solutions. One of the most popular use cases of SDN adoption
is in Google production networks. In Google networks, SDN is used to connect
its data centers over the wide-area network (WAN) and is Known as B4 [30]. It
is one of the prime and largest developments of SDN and OpenFlow. B4 carries
a large amount of traffic than Google’s WAN. In particular, the custom switches
are managed and controlled by OpenFlow in B4. Further, B4 can scale to fit
application demands efficiently and adapts network behavior to respond to failures.
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The centralized traffic engineering (TE) solution enables the SDN controller to
reallocate the bandwidth based on application demands and reroutes the traffic in
case of link failures.

The second use case of SDN adoption is software-driven WAN (SWAN) [28]
from Microsoft, which is a TE solution proposed to carry a significant amount
of traffic. The objective of SWAN is to meet policy rules to give preference to
high-priority traffic along with providing fairness among the same service class.
SDN’s global view helps to assign bandwidth to different paths in the network.
Further, the fine-grained control of traffic in SDN enforces bandwidth utilization on
an application basis [43]. Consequently, the overprovisioning of resources reduced
as SWAN decides the amount of traffic a service class can forward and configures
the data plane accordingly.

Other giant companies such as Facebook and Amazon are planning to build their
network infrastructure using SDN principles. The various networking companies
such as Cisco, Hewlett Packard (HP), VMware, Juniper, and Big Switch have also
shown keen interest in SDN to provide commercial solutions for their enterprises.

10.4 Routing and Traffic Engineering in Data Center
Networks

As per the discussion, we know that SDN uses a centralized approach that simplifies
traffic management in the network. The flow table at switches allows us to have fine-
grain level granularity. The granularity level depends on the size of the switch flow
table and how the controller wishes to enforce its control on the traffic flows. The
flow entries in a flow table are placed either in reactive or proactive manner. In the
reactive approach, the incoming first packet of traffic flows comes and the switch
sends it to the controller. The controller communicates with the switches to enter
the flow entries of the incoming packets in the flow table. However, in the proactive
approach, the flow entries are computed by the controller and entered in switches
timely. In addition, it ignores the flow setup time, and flow entries are inserted based
on wildcard rules. Further, in case of connection loss between switch and controller,
traffic moves independently in the network.

In this context, OpenFlow adopts two main routing options: flow based and
aggregated. In flow-based routing, the controller sets up during every flow individu-
ally packet header details that exactly match with the flow table entries. If any flow
rule entries do not match the forwarding device’s flow table, the packet is forwarded
to the controller and the flow entries are installed in the flow table of the routed
path. This method fits for fine-grain control only if switches have adequate capacity
to store all entries. However, ingress traffic at OpenFlow switches is increasing
and occurring frequently. It creates the overhead at the controller side and becomes
difficult to process all the requests. This routing approach does not fit for increasing
traffic flows.
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Table 10.3 Example of flow
entries in the switch flow
table

Entry Source Destination Action

1 0111 0000 To forward on Port 1

2 0111 0110 To forward on Port 2

3 1111 0110 To forward on Port 2

4 1100 1010 To forward on Port 1

5 $$$$ $$$$ Drop entry

Table 10.4 Example of
aggregated flow entries

Entry Source Destination Action

1 $111 0000 To forward on Port 1

2 0111 0110 To forward on Port 2

3 1111 0110 To forward on Port 2

5 $$$$ $$$$ Drop entry

The flow table implemented using TCAM memory is expensive and has high
energy consumption. A large number of flow rules need to be placed in the flow
table with the increase in traffic flows. As the network devices fit with small TCAM,
they can store only limited flow entries. However, we can say that the flow entries
get reduced in the switch flow table using an aggregated routing approach [68]. For
example, there can be a single entry for different traffic flows in OpenFlow switches
belonging to the same or particular IP prefix destination. The flow entries aggregate
at OpenFlow switches and associate a single path for a set of flows. For instance,
Table 10.3 shows the switch flow table entries. Similarly, in Table 10.4 flow entries
1 and 4 are aggregated in the flow table. The “$” in Table 10.3 represents a single
digit (0 or 1) in a specific position. The “$$$$” in Table 10.4 represents any four
digits (0 or 1) in the table.

10.4.1 Flow Management in Data Center Networks

SDN controller has control over all the routing and traffic forwarding decisions.
The network should prioritize business traffic over other applications. For example,
traffic from applications such as online gaming, v2x, virtual reality, and audio
streaming has higher priority than the best-effort traffic. These applications have
stringent requirements for latency, bandwidth, and QoS. A study [33] determines
that congestion was observed in 86% of data center links due to immense requests
arrived for large flows. Nowadays, the classification and scheduling of flows have
become substantial to utilize the available bandwidth in DCNs.

Several studies have categorized the traffic flows in data centers into two types:
elephant (long-lived) and mice flow [3, 18, 40]. With SDN-based data centers, the
controller has to choose an optimal path for individual traffic flow. Generally, the
controller computes the shortest path for forwarding traffic flows. But the end-to-
end path may have congestion in the links that result in delay, jitter, and packet loss.
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Thus, a solution is required to distribute and route the traffic flows on different paths
based on their bandwidth requirements [18]. Therefore, bandwidth requirement has
become a constraint to satisfy the QoS guarantee in the network. Further, the SDN
controller has to take into account various network parameters for routing decisions.

Some of the applications in DCNs demand higher throughput in elephant flows,
while delay-sensitive applications require lower latency [73]. The DCNs experience
congestion due to an imbalance in the distribution of the traffic flows in the network.
Therefore, some of the links are under-utilized, which leads to an upsurge in link
latency and low resource utilization. Thus, reducing link congestion of DCNs and
ensuring QoS guarantee are critical issues for cloud service providers. Therefore,
we can say that dynamic flow management has vital importance in data centers to
enhance QoS for the user applications [70].

10.4.2 Traffic Engineering in Data Center Networks

Traffic engineering (TE) has shown an advanced development to measure and
manage network traffic. TE states that network operators handle numerous data
flows in the network [26]. TE regulates network traffic to have better utilization of
network resources [53]. The objectives of TE include traffic load balancing, control
congestion, and minimizing network utilization.

The traditional TE approaches include IP-based TE and multi-protocol label
switching (MPLS). The IP-based technology optimizes the routing algorithm to
avoid network congestion by adjusting the traffic flows on multiple paths [25]. For
instance, this approach uses the Open Shortest Path First (OSPF) routing algorithm
and concept of link weights to compute multiple shortest routing paths to balance the
traffic load [22]. This technology suffers from many drawbacks: (1) while using the
concept of link weights in OSPF, it fails to split the traffic in a suitable proportion, so
network resources are not utilized; and (2) as the link weights in topology change,
the routing protocol takes a lot of time to converge to a novel state, which causes
congestion, packet loss, and delay in the network.

To avoid the issues in IP-based TE, different researchers proposed a new
method for sending the packets usingMulti-Protocol Label Switching (MPLS) [56].
However, the MPLS routing technique is considered very complicated and creates
difficulty for DCNs to satisfy the growing application demands. We have discussed
that in the traditional networks, fine-grain control over traffic is difficult to achieve.
Therefore, there is a need to develop a network architecture to solve the above
problems. Many organizations have shown keen interest in SDN as it decouples
network functions to introduce flexibility in architecture. TE can be applied easily
to SDN switches as it modifies flow tables in switches [1]. With SDN, traffic flows
dynamically change in data centers for easy management of workload.

The traffic engineering system architecture shown in Fig. 10.6 comprises three
main components: data center network (DCN), controller, and traffic engineering
manager. The DCN’s architecture uses layered approach and consists of the core,
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Fig. 10.6 Traffic engineering system architecture

aggregation, and edge switches. The DCN’s switches send the status information
to the controller using the SouthBound interface such as OpenFlow. The controller
collects and aggregates all the information received from the switches. The traffic
engineering manager takes all the aggregated information to make TE decisions and
sends the notification to the controller [26]. Therefore, traffic engineering plays an
essential role in reducing latency and balancing the traffic load in the network.

10.4.3 Load Balancing in Data Center Networks

The load balancing at the switch uses a routing scheme known as Equal-Cost
Multipath (ECMP), which adopts hashing techniques to split the traffic flows onto
multiple paths [47]. ECMP moves the traffic flow along the paths based on a
hash value computed from the packet headers [29]. In the example of per-Flow
technique, it balances the traffic load among multiple paths with an equal cost.
ECMP routing scheme faces congestion if a collision occurs at hash value, which
results in forwarding flows to the same port.



196 P. Kamboj and S. Pal

Fig. 10.7 DIFANE flow management architecture [69]

To address the bottleneck of the ECMP routing scheme, the researchers have
proposed various methods. Hedera [3] used flow scheduling scheme in data centers
for multi-stage switch topology. It gathers flow information from the network
and computes nonconflicting paths for the traffic flows. By the global view, the
scheduling system can see the bottleneck in paths and instruct the switches to reroute
the traffic flows accordingly. However, Mahout [21] is a traffic management system
that identifies the incoming flow as elephant flow. It deploys an in-band mechanism
to manage traffic flows between end hosts and the controller. Thus, it notifies the
controller about elephant flows and computes the routing paths.

Another approach used in switch load balancing is known as wildcard rule flow
forwarding. This approach suffers from latency issues due to the presence of a single
centralized controller. We will highlight some other proposed approaches to address
these latency issues. DevoFlow [44] scheme was designed to place the flow rules
at the OpenFlow switch to minimize the interaction with the controller. With this
approach, the controller can easily monitor and detect the elephant flows.

Furthermore, ReWiFlow [52] restricts the class of Openflow wildcard rules to
make it simple to use and overcome the previously defined issues. It reduces
programming complexity and manages the group of flows without loss in perfor-
mance. However, in the DIFANE [69] architecture the data plane switches use
wildcard rules. In this architecture, the controller allocates the switch rules known
as “authority switches” when rule-matching does not occur at ingress switches as
shown in Fig. 10.7. The controller divides the rule by the use of a partitioning
algorithm across authority switches. Further, the switches take action based on the
packet-matching occurs in the flow table.

We have already stated that SDN simplifies traffic management by separating
control functions in the network. Thus, we can say that SDN-based load balancing
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helps to deal with congestion and optimize link utilization in DCNs. SDN also helps
to distribute traffic load on multiple paths and efficiently handles the workload in
data centers.

10.4.4 Resource Management in Data Center Networks

The resource management in DCNs is found to be a crucial factor in cloud com-
puting. The resource requirements of cloud applications are drastically changing
in cloud data centers. Therefore, it is essential to maintain data center resources
to meet the SLA of different business applications. Some of the SLAs for the
desired cloud applications are response time, failure recovery, security, maintenance
time, and data loss [20]. Moreover, the technology drift toward cloud and big data
applications has created a lot of pressure on DCNs to enhance cloud services for
the users by improving flexibility, performance, and security. SDN greatly benefits
big data applications in different aspects that involve data delivery, scheduling, data
processing, and resource utilization.

Today, SDN-enabled data centers are widely applicable in big data applications.
An SDN-based OpenFlow bandwidth provisioning method for big data applications
is proposed [32]. Bandwidth provisioning is a necessary component to isolate
and separate the traffic flows of different users or service classes. The controller
aggregates information from the network switches to maintain and update the flow
table to allocate bandwidth for traffic flows. The switches receive the updates to run
the scheduling algorithm to allocate the bandwidth for big data applications. Hence,
resource allocation is done efficiently and reduces the power consumption in data
centers.

We can state that bandwidth has become one of the crucial resources as
shared between multiple network applications. Therefore, ensuring fairness among
different traffic flows along with QoS is also an important criterion for a network
manager [11]. The absence of a fairness policy leads to unfair allocation of resources
and traffic distribution in a network. Substantial work has been proposed for optimal
resource allocation [16] and to support different kinds of fairness in resource
allocation that mainly includes max–min fairness [41] and proportional fairness
[36].

The aim of resource allocation is to attain better SLAs between cloud service
providers and users. The resource allocation strategy plays an important role that
motivates clients to access the cloud services or make them reluctant to use their
services [51]. Thus, the SDN controller efficiently handles resource assignments
in virtual machines as per the user’s requests between the data centers. Further,
SDN also minimizes the cost incurred by the service provider while satisfying the
user’s requests. Hence, resource management is necessary to improve bandwidth
utilization and to guarantee QoS in a network.
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10.4.5 Energy Management in Data Center Networks

The DCNs allow enterprises to interact with the outside world and is called the
“backbone” for an enterprise. In data centers, requests can arrive at any period, so
it becomes necessary for the devices to function 24*7 to provide services to the
customers. The devices need a large amount of energy to function, thus lead to an
increase in the total power consumption cost in the data center. Additionally, in data
centers resources are found to be underutilized about 30–40% of the time [54, 71].

Energy efficiency is the primary area of interest in modern data centers because
of environmental factors. The inflation in energy cost is an immense threat to cloud
providers as it leads to an increase in Total Cost of Ownership (TCO) and a reduction
in Return of Investment (ROI) [10]. Further, high energy consumption causes carbon
emission that leads to environmental damage. Consequently, it is challenging to
reduce power consumption in DCNs. The high computation servers and storage are
required to process user requests and respond within a fixed time [10].

In the recent past, different multimedia applications using cloud services are
growing each day. Therefore, researchers have proposed several methods to maxi-
mize energy efficiency through traffic aggregation and scheduling. We have already
discussed the aggregation routing methods in Sect. 10.3. In this method [37, 50, 67]
the aggregated traffic is sent onto a few switch ports, whereas idle ports of switches
are kept in turn-off mode to save power [65]. Further, several schemes of power
saving have been proposed that leverages Energy-Efficient Routing (EER) strategy
that includes EAR [50] and ElasticTree [27]. The main idea behind EER is to
perform bandwidth scheduling along with flow consolidation to transmit flows only
on a subset of links to decrease energy consumption.

One of the main challenges of energy efficiency is the consumption of energy in
networks [4]. This problem creates difficulty in the traditional network architecture
because of its limited flexibility. SDN treats the network as a logical entity to support
enterprises to program, automate, and control data centers. Thus, SDN attempts to
solve this problem by adjusting energy consumption proportionate to the amount of
traffic.

Now, we will discuss the energy-efficient routing techniques that mainly include
energy saving at links and switches. Several methods exist in the state-of-the-art for
energy-aware routing in SDN. Some of the methods focus on energy consumption
on links [58, 62, 72], whereas others focus on switches [60, 61]. In addition, the
queue-based techniques to determine per-port energy requirement have also been
considered in [48, 57, 61, 66, 72]. Further, a few experiments show that distributing
the traffic flows on underutilized links results in more power saving than turning off
the links [23]. But this approach does not apply to all cases.

The controller in the OpenFlow network splits traffic flows onto multiple paths
based on the incoming traffic volume. The multipath flow routing using the SDN-
based network is more effective than traditional DCN architecture [3]. Besides,
bandwidth utilization is improved if traffic splits on multiple paths. A distributed
power-saving mathematical model for large-scale SDN-based DCNs is developed,
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which uses characteristics to optimize energy efficiency [64]. In this model, an
EER routing algorithm is used for intradomain traffic flows and power saving
using multiple controller architecture. Further, “green cloud computing” considers
achieving resource utilization as it efficiently manages the data center’s resources
by minimizing energy consumption.

We can say that SDN achieves energy-efficient routing in cloud data centers.
SDN technology not only minimizes energy consumption but also considers that
network performance should not have deteriorated in data centers. We know that we
have constrained energy resources and may not be easily attainable in the future [9].
Therefore, it becomes a concern to save the energy consumption of data centers.

10.5 Conclusions

In this chapter, we presented an outline of software-defined networking (SDN) and
cloud computing. In particular, we discuss the basic building blocks of SDN and its
various applications in different domains. Next, we have given an overview of cloud
computing and its various characteristics and service models. Subsequently, we
talked about the data center network (DCN), its different challenges that have arisen
due to the increase in data center applications, and how SDN plays an important role
in overcoming the challenges in data centers.

We then discussed different routing and traffic engineering schemes in DCNs,
how they manage network traffic to meet application QoS requirements, and
resource management. We also presented an overview of various proposed methods
of how resources are managed using SDN in DCNs. Furthermore, energy manage-
ment issues and SDN-based energy-efficient routing methods have been taken into
account to minimize power consumption in DCNs.
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Chapter 11
QoS-Aware Dynamic Flow Management
in Software-Defined Data Center
Networks

Ayan Mondal and Sudip Misra

11.1 Introduction

With technological advancement, the Internet of things (IoT) devices are capable of
generating a huge amount of data, which are to be stored in data centers or managed
by the backbone of the data center networks (DCNs) [4, 9]. Additionally, these IoT
devices are heterogeneous in terms of computation and memory capacity [37]. As
a result, these devices are capable of handling heterogeneous applications in terms
of datarate requirements. To handle these heterogeneous applications, we envision
using the fat-tree architecture-based DCN, which enables to reduce the single point
failure. On the other hand, we consider that software-defined networking (SDN) is
one of the promising technologies which can enable the fat-tree DCN for balanced
data traffic in the presence of heterogeneous applications. In SDN, due to having
a centralized overview of the network, the network failures also can be reduced
[7, 8, 10]. However, in the existing literature, the heterogeneity of the flows while
designing the schemes for software-defined DCNs is not considered.

Software-defined DCN is an integrating architecture of fat-tree DCN, which
follows a hierarchical architecture, and SDN. We envision that instead of having
a single controller for the overall network, each pod has a dedicated controller in
addition to the centralized controller. Thereby, it reduces the load on the centralized
controller and also helps in the efficient management of the network. In the existing
literature, researchers focused on designing schemes, viz. [22, 35] for the data
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management and flow rule placement. However, none of these schemes considers
the presence of heterogeneous flows in the network. Additionally, few works, viz.
[6, 27], focused on managing the heterogeneous flows in SDN. However, these
works are capable of providing a local solution and cannot ensure balanced traffic
distribution globally. On the other hand, few data transmission schemes, viz. [25],
for DCN are proposed by the researchers. However, none of the schemes considers
the heterogeneity among the switches and the presence of SDN architecture.
Therefore, we argue that we need a design of an efficient data flow management
scheme for software-defined DCN while considering the quality of service (QoS)
parameters such as per-flow throughput and delay, and overall network throughput
and delay [5, 11].

In this work, we design a QoS-aware flowmanagement scheme, named FASCES,
for software-defined DCN to ensure that heterogeneous applications generated by
the IoT devices are served efficiently while allocating the network resources dynam-
ically for each application. We use a single-leader-multiple-followers Stackelberg
game to design the scheme—FASCES. In FASCES, each controller acts as the
leader and decides the flow rule association among the incoming flows and the
available switches. On the other hand, the IoT applications are considered to be
the followers in FASCES. These followers aim to achieve a high datarate while
satisfying a delay bound, which depends on the type of applications. To summarize,
the contributions of this chapter are as follows:

1. We design a dynamic flow management scheme, named FASCES, for software-
defined DCN in the presence of mobile IoT devices, while ensuring high QoS in
terms of throughput and delay.

2. We use a single-leader-multiple-follower Stackelberg game to design the inter-
actions between the IoT applications and the controllers. We also evaluate
the existence of the Stackelberg equilibrium for FASCES. Using FASCES, we
eventually obtain an optimal distribution of flows in the software-defined DCN
and optimal datarate of the IoT applications.

3. We evaluate the performance of FASCES in terms of per-flow throughput and
delay, and overall network throughput and delay, while comparing with the
existing schemes.

The rest of the chapter is organized as follows. In Sect. 11.2, we briefly present
the related works in the area of resource management in SDN as well DCN and
identified the lacuna in the existing works. The system model and the proposed
FASCES scheme are described in Sects. 11.3 and 11.4, respectively. Thereafter, we
analyze the performance of FASCES in Sect. 11.5 while comparing with the existing
schemes through simulation. Finally, we conclude the chapter while citing a few
future directions in Sect. 11.6.
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11.2 Related Works

In this section, we survey the related literature on traffic engineering schemes for
DCNs and SDNs in detail. The existing literature related to traffic engineering
of SD-DCNs is divided into two categories—resource management in SDNs and
DCNs.

Resource Management in SDNs
In the existing literature, Bera et al. [13] studied different aspects of resource
allocation in SDN for IoT. Saha et al. [35] proposed a flow-rule aggregation scheme
for SDN, while focusing on the problem of over-subscription. The authors used
a key-based aggregation policy to reduce the number of flow rules. In another
work, Maity et al. [22] proposed a tensor-based flow-rule aggregation scheme in
SDN. Sadeh et al. [33] designed a flow-traffic aware rule placement scheme while
reducing the usage of TCAM space. On the other hand, an optimal multipath flow
management scheme is proposed by Rottenstreich et al. [32] while considering
network heterogeneity in terms of network path in SDN. Mondal et al. [28] modeled
a data traffic management scheme while considering that the data volume associated
with the flows is known a priori. An SDN-based network storage scheme is proposed
by Wang et al.[42] in the absence of any physical storage. For reducing the usage
of oversubscribed buffer, Li et al. [21] suggested not to store the entire packet at the
switch but only the packet header. Hayes et al. [20] studied the traffic-classification
in SDN. In another work, Saha et al. [34] proposed a QoS-aware routing scheme for
SDN, while maximizing end-to-end delay and considered different types of flows in
terms of delay- and loss-sensitivity. Bera et al. [12] studied a mobility-aware SDN
and attempted to maximize the overall network performance.

Having a centralized overview of the network in SDN, controller can reduce the
packet drop and delay while ensuring efficient data traffic management [1]. Tseng
et al. [40] designed a scheme for ensuring path stability in hybrid SDN. In this
work, initially, the paths are calculated distributively and locally while reducing
the computational complexity. Thereafter, the paths are re-evaluated centrally to
ensure high stability. Misra and Bera [23] proposed a task offloading scheme for
an SDN-based fog network. The authors minimized the delay in task offloading
and computation while selecting the optimal number of fog nodes. Singh et al. [38]
proposed a hash-based flow-table to reduce the flow-table lookups. In another work,
Aujla et al. [5] proposed a traffic flow management scheme in SDN. Moreover, a
traffic engineering scheme is proposed by Moradi et al. [30] for SDN-based ISP
networks in the presence of heterogeneous links and switches. A fair resource
allocation scheme is designed by Allybokus et al. [3] in multipath SDN. Sanvito
et al. [36] also proposed a flow-table reconfiguration scheme, while considering
overlapping data flow paths.

Resource Management in DCNs
In existing literature, researchers studied Fat-tree DCNs [2, 19]. The different
challenges of DCN such as generation, processing, and storage of data are studied
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by Chen et al. [18] in the presence of various applications such as social networks,
healthcare, smart grid, and managing enterprises. Similarly, Chakraborty et al.
designed schemes for provisioning sensor-based services in data center networks
while considering economic aspect [14, 16] and resource orchestration [15, 24, 26].
A network selection scheme for multimedia data delivery in ad-hoc networks
proposed by Trestian et al. [39]. Moreover, the optimal server positioning scheme is
proposed by Paul et al. [31] while minimizing the maintenance cost.

Synthesis
Based on the study of the existing works, we observe that a few schemes are pro-
posed for data traffic management in SDN as well as DCN. However, the researchers
have not considered the presence of heterogeneous applications and switches in the
existing literature. Additionally, efficient management of heterogeneous data traffic
in software-defined DCNwhile ensuring optimized QoS in terms of high throughput
and low delay is one of the important aspects which needs to be addressed.

11.3 System Model

We consider an SDN-enabled Fat-Tree architecture of DCN [25]. A general fat-tree
architecture is composed of three layers—edge, aggregation, and core layers, which
enables reducing the bottleneck in transmission as well as is capable of handling the
single point failures. Additionally, we consider a multi-tier SDN, where there is a
dedicated SDN controller for each pod at the aggregation layer. The switches at the
aggregation layer are connected with the switches at the core layers. We consider
that the switches at the core layer are managed by a single controller. Moreover,
in this work, we consider that the IoT devices at the edge layer are mobile and
are connected to the switches at the aggregation layer through the access points.
The system architecture is depicted in Fig. 11.1. The IoT devices are capable of
executing heterogeneous applications having different datarate.

Each application an of IoT devices n ∈ N , where N is the set of IoT devices at
the edge layer, denotes a separate flow1 and has a datarate ra and connected with
a switch s. These switches at the aggregation layers, where the set of switches is
denoted by S2, are connected with the set of switches at the core layer, which is
denoted by S1. We consider that each switch at the aggregation and core layers is
heterogeneous in terms of bandwidth and TCAM. Furthermore, in addition to the
IoT devices, we also consider the presence of servers at the edge layer.

To achieve a high throughput with an optimal delay, we need to ensure a balanced
data traffic in the network. Considering that each switch s has a limited capacity of
Bs and there are As set of flows associated with switch s, where ∀s ∈ S1 ∪ S2, the
following constraint needs to be satisfied:

1 For the rest of the chapter, we use an to denote flow or application a generated from IoT device
n, synonymously.
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Fig. 11.1 Schematic diagram of software-defined fat-tree DCN

Bs ≤
∑

an∈As

ra (11.1)

On the other hand, each application an has a delay threshold dth
a . Hence, while

allocating the flows to the switches, the following constraint also needs to be
satisfied.
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dth
a ≤

∑

s∈Pa

ds
a (11.2)

where Pa denotes the set of switches associated with the flow an; and ds
a represent

the delay at switch s for handling flow an. We consider that for handling each flow,
the switches follow first-in-first-out (FIFO) scheduling and require a fixed duration

. Hence, for processing a single packet, we get:

ds
a =

∑

s∈Pa

∑

an∈As


 (11.3)

Additionally, due to limited TCAM, the maximum number of flows can be
handled by each switch s is denoted byMs and must satisfy the following constraint:

Ms ≥ |As | (11.4)

Hence, to serve a high number of flows, the controllers can request to reduce the
associated datarate for each application an, however, each IoT device n needs to
ensure that minimum datarate rmin

a is achieved, i.e., ra ≥ rmin
a .

11.4 FASCES: QoS-Aware Dynamic Flow Management
Scheme

We propose a single-leader-multiple-followers Stackelberg game for studying the
interaction between the IoT applications and the controllers in software-defined data
center networks. The Stackelberg game is a non-cooperative game that deals with
the interaction among the leaders and followers. In FASCES, the controller acts as
the leader, and the IoT application act as the followers. In this work, the controllers
at the aggregation layer deal with the IoT applications directly. However, the
controller at the core layer needs to interact with the controllers at the aggregation
layer. Hence, the decision of each leader at the aggregation layer is always
influenced by the decision of the controllers at the core layer. In the proposed game,
the leaders aim to maximize their utility values while maximizing the bandwidth
utilization with optimal delay and maximizing the number of applications served.
On the other hand, the followers aim to maximize their utility while obtaining a high
datarate with less delay. Therefore, the components of FASCES are as follows:

1. Each controller acts as the leader. The utility of each controller at the aggregation
layer is influenced by the decision of the controller at the core layer. The
decision of the controllers is executed by the switches, hence the switches are
not considered active players in the proposed game.
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2. Each IoT application acts as the follower and decides the required datarate. The
maximum datarate can be achieved by each application depends on the hosted
IoT device.

3. The IoT applications run for a finite duration which is not known a priori.

11.4.1 Single-Leader-Multiple-Followers Stackelberg Game:
The Justification

The proposed system comprising of the fat-tree DCN and the SDN follows a
hierarchical architecture. The different entities, such as the controllers and IoT
applications, are non-cooperative and aim to maximize their payoff values. This
results in a “oligopolistic market” scenario [17]. On the other hand, Stackelberg
game is the most suitable game-theoretic approach to model a hierarchical system
with non-cooperative players. Hence, we propose to use the single-leader-multiple-
followers Stackelberg game for designing the FASCES scheme.

11.4.2 Game Formulation

To model the game-theoretic interactions in FASCES, we design two utility
functions for the controllers and the IoT applications, which are discussed as
follows.

Utility Function of Each IoT Application
The utility function Ua(·) of each IoT application signifies the satisfaction of the
end-users in data transmission. Each application an needs to finalize an optimal
datarate r∗

a to ensure that the associated flow rule is active. Considering that each
switch s ∈ Pa handles As set of applications, the optimal datarate of flow r∗

a

depends on r∗−a , where r∗−a = As \ {an}. This is because the IoT applications
are non-cooperative. Therefore, the utility function Ua(ra, r−a, As, Pa) of each IoT
application an of IoT device n needs to satisfy the following constraints:

1. Each IoT device aims to achieve the maximum datarate rmax
a , where ra ≤ rmax

a .
Therefore, the utility function Ua(ra, r−a, As, Pa) is a non-decreasing function.
Mathematically,

∂Ua(ra, r−a, As, Pa)

∂ra
≥ 0 (11.5)

2. The payoff value of Ua(ra, r−a, As, Pa) decreases on increasing the
datarate beyond the optimal value. Therefore, in the marginal condition,
Ua(ra, r−a, As, Pa) is considered to be a non-increasing function. Mathemati-
cally,
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∂2Ua(ra, r−a, As, Pa)

∂(ra)2
< 0 (11.6)

3. With the increase in the number of applications, i.e., |As | managed by each
switch s, the probability of flow rule replacement increases. Hence, the payoff
of the utility function Ua(ra, r−a, As, Pa) decreases with the increase in |As |.
Mathematically,

∂Ua(ra, r−a, As, Pa)

∂|As | < 0, ∀s ∈ Pa (11.7)

Therefore, motivated by the work of Tushar et al. [41], in FASCES, the utility
function Ua(ra, r−a, As, Pa) of IoT application an is represented as follows:

Ua(ra, r−a, As, Pa) = rmax
a ra −

(
rmin
a

rmax
a

)
ra

2 − ra

∑
s∈Pa

|As |
|Pa| (11.8)

In FASCES, each IoT application aims to maximize the payoff ofUa(ra, r−a, As,

Pa), while deciding an optimal datarate. Mathematically,

raUa(ra, r−a, As, Pa) (11.9)

while satisfying the constraints mentioned in Eqs. (11.1) and (11.2).

Utility Function of Each Controller
The utility function Bc(ra, r−a, As) of each controller c signifies the utilization of
the switch capacity Bs . The controllers aim to maximize the set of applications
served as well as maximize the bandwidth allocated to each application or flow.
Therefore, the utility function Bc(ra, r−a, As) of each controller c needs to satisfy
the following constraints:

1. Each controller tries to allocate high bandwidth possible to ensure high utilization
of its capacity. Mathematically,

∂Bc(ra, r−a, As)

∂ra
≥ 0 (11.10)

2. The overall objective of the controllers is to accommodate high number of flows,
while satisfying the physical limitations of the switches. Mathematically,

∂Bc(ra, r−a, As, Pa)

∂|As | > 0 (11.11)

Therefore, we design the utility function Bc(ra, r−a, As) of each controller c as
follows:
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∑
ra,As

Bc(ra, r−a, As) (11.12)

Each controller c aims to maximize the payoff ofBc(ra, r−a, As)while satisfying
the constraints in Eqs. (11.1) and (11.4).

11.4.3 Existence of Equilibrium

In this section, we evaluate the existence of the Stackelberg equilibrium, defined in
Definition 11.4.3, for FASCES in Theorem 11.4.3.

In FASCES, the Stackelberg equilibrium is denoted as a tuple of 〈r∗
a , A∗

s 〉, where
r∗
a and A∗

s represent the optimal datarate for application an and the optimal set of
flows associated with switch s ∈ S1 ∪ S2. The equilibrium condition also needs to
satisfy the following constraints:

Ua(r
∗
a , r∗−a, A

∗
s , P

∗
a ) ≥ Ua(ra, r

∗−a, A
∗
s , P

∗
a ) (11.13)

Bc(r
∗
a , r∗−a, A

∗
s ) ≥ Bc(r

∗
a , r∗−a, As) (11.14)

Given an optimal set of flows A∗
s for each switch s ∈ Pa , a Stackelberg

equilibrium exists for each IoT application an.

Proof The cumulative payoff obtained by the applications As associated with
switch s is represented as follows:

U s(·) =
∑

an∈As

Ua(ra, r−a, As, Pa) (11.15)

By considering the Karush–Kuhn–Tucker (KKT) conditions [29] on U s(·), we
get:

Ls = U s(·) + λ1(Bs −
∑

an∈As

ra) +
∑

an∈As

λa
2(d

th
a −

∑

s∈Pa

ds
a) (11.16)

where λ1 and λa
2 are the Lagrangian multipliers. By taking the derivative of Ls , we

obtain the Hessian matrix ∇2Ls is as follows:
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∇2Ls =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− rmin
1

rmax
1

· · · 0 · · · 0
...

. . .
...

. . .
...

0 · · · − rmin
a

rmax
a

· · · 0
...

. . .
...

. . .
...

0 · · · 0 · · · − rmin|As |
rmax|As |

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(11.17)

We observe that the obtained Hessian matrix is a negative diagonal matrix.
Hence, we conclude that there exists at least one Stackelberg equilibrium in
FASCES. �

11.4.4 Proposed Workflow

To obtain the optimal distribution of flows, FASCES follows the workflow as
shown in Fig. 11.2. Initially, each application informs about their minimum datarate
requirement to the controllers. On receiving the set of applications to be served, the
controllers allocate the flows optimally among the available switches at aggregation
and core layers. Thereafter, the controllers inform the path associated with each flow
to the IoT devices, and these devices try to find an optimal value of the datarate can
be achieved while interacting with the controllers.

11.5 Performance Evaluation

In this section, the performance of FASCES is analyzed through simulation with
varying the number of heterogeneous IoT applications. We simulated using the
MATLAB simulation platform considering a terrain of 10 × 10 m2 [25]. The
deployment of switches follows a grid pattern. On the other hand, IoT devices are
deployed randomly and follow random waypoint mobility model[25]. We consider
that there are 2 pods at the aggregation layer, where each pod is comprised of 4
switches and 2 switches at the core layer. We considered that the IoT applications
generate data in chunk having size 800Mb, as shown in Table 11.1. We consider the
datarate requirement distribution of IoT applications, as presented in Table 11.2.

The performance of FASCES is evaluated while comparing two of the existing
schemes—data flow management in SDN (FlowMan) [27] and data broadcasting
in fat-tree DCN (D2B) [25]. In FlowMan, the authors proposed a Nash bargaining
game-based data traffic management scheme for SDN. However, while allocating
resources, the authors only considered the flows within one-hop neighbors. In other
words, FlowMan is capable of ensuring a local optimum which is not sufficient for
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Fig. 11.2 Workflow of FASCES

a network with heterogeneous switches. On the other hand, in D2B, the authors
proposed a Stackelberg game-based data broadcasting scheme for DCN. However,
in D2B, only a single IoT source is considered. Additionally, the switches are
homogeneous and traditional without having any limitation on the set of applications
that can be handled by each switch. Using FASCES, we address these lacunae in the
existing literature while ensuring balanced data traffic in the network.
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Table 11.1 Simulation parameters

Parameter Value

Number of applications 1000–5000

Maximum datarate of IoT applications 128–5000Kbps

Velocity of IoT devices 6–10m/s

Maximum capacity of each switches 5–10Gbps

Chunk of data generated by each IoT applications 500–2000

Table 11.2 Maximum
datarate distribution [25]

Maximum datarate (Kbps) IoT applications (%)

5000 15

1000 25

1000 25

384 40

128 20
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Fig. 11.3 Per-flow throughput. (a) Velocity = 6m/s. (b) Velocity = 8m/s. (c) Velocity = 10m/s

We evaluate the performance of FASCES based on the following parameters—
(1) per-flow throughput, (2) per-flow delay, (3) network throughput, (4) network
delay, and (5) set of serviced IoT applications.

Figure 11.3 depicts that with the increase in the number of applications, the per-
flow throughput increases 15.37–26.91% using FASCES than using FlowMan and
D2B. However, with the increase in the velocity of IoT devices, the throughput
decreases as the applications need to be associated with new switches very often
and a few packets get dropped due to the delay constraint. On the other hand, the
delay for each flow also reduces by 27.78–36.67% using FASCES than that of using
FlowMan and D2B, as depicted in Fig. 11.4. Additionally, we observe that with the
increase in the number of applications, the increase in delay is not significant using
FASCES.
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Fig. 11.4 Per-flow delay. (a) Velocity = 6m/s. (b) Velocity = 8m/s. (c) Velocity = 10m/s
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Fig. 11.5 Network delay. (a) Velocity = 6m/s. (b) Velocity = 8m/s. (c) Velocity = 10m/s

Similarly, we observe that the network delay decreases by 16.67–19.45% and
the network throughput increases by 16.67–19.45% using FASCES than using
FlowMan and D2B, as depicted in Figs. 11.5 and 11.6, respectively. This is because
the flows are distributed efficiently among the switches at the aggregation and core
layers while ensuring efficient utilization of link capacity and TCAM space.

Furthermore, from Fig. 11.7, we observe that FASCES is capable of serving all
the applications with efficient data traffic distribution. However, with the increase in
the number of applications, FASCES cannot serve 100% application due to physical
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Fig. 11.6 Network throughput. (a) Velocity = 6m/s. (b) Velocity = 8m/s. (c) Velocity = 10m/s
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Fig. 11.7 Serviced IoT applications. (a) Velocity = 6m/s. (b) Velocity = 8m/s. (c) Velocity =
10m/s

limitations of the system. Using FASCES, we yield a 4.56–16.67% increase in
serviced application than using FlowMan and D2B.

11.6 Conclusion

In this work, we proposed a data traffic management scheme, named FASCES,
and modeled the interaction between the controllers and the SDN switches using a
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single-leader-multiple-followers Stackelberg game. FASCES is capable of ensuring
balanced data traffic in the presence of heterogeneous IoT flows and SDN switches.
We observed that FASCES reduces the per-flow delay as well as network delay at
least by 27.78 and 16.67%, respectively while ensuring an increase in both per-flow
throughput and network throughput. Through simulation, we yield that FASCES
ensures efficient flow distribution in software-defined DCN.

In future, this work can be extended while designing data traffic management for
the recursive architectures of DCN such as B-Cube and DCell. Additionally, we can
also explore this work while considering a multi-tier controller structure for each
layer in fat-tree DCN. Moreover, this work also can be extended while considering
the link and switch failure in software-defined DCN.
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Chapter 12
Trusted Mechanism Using Artificial
Neural Networks in Healthcare
Software-Defined Networks

Geetanjali Rathee

12.1 Introduction

Software-Defined Networks (SDN) is an architecture which provides the network
to behave intelligent and automated programmed and controlled using software
applications [4, 5, 7]. The SDN enables the network to behave holistically and
consistently regard-less of their technique. It provides centralized controlling using
software applications by implementing common SDN layers. In addition, SDN
provides abstracting of data plans by supporting the control plane isolation from
logical separations running at the network top using three different components
such as SDN applications, SDN controller, and SDN networking services consisting
of three different layers like infrastructure, control, and application layer. Along
with a centralized and automatic controlled system, SDN is vulnerable to many
security threats and issues such as (1) incomplete encryption where intruders may
sometimes access the information and modify it for their own benefits. Attackers
may manipulate the network by compromising some of the communicating nodes
by taking data plane and control plane on its own. The most severe threats in SDN
are denial-of-service, man-in-middle, and data alteration threats. Therefore, it is
needed to propose some security resilient mechanisms for SDN while transferring
the information in any IoT based applications such as healthcare systems. The
involvement of intelligent analyzing devices (IoT devices) in traditional healthcare
schemes improved the overall management and processing of huge amount of
information in an efficient and standardized way [2, 3]. The online storage systems
such as cloud services may further reduce the storage overhead and computation
of large data generated by smart devices. Though, embedding of IoT devices in
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various applications provides several benefits to the modern era, however, the
organizations are afraid to fully adopt this technique in current scenarios [9, 11, 15].
The involvement of intruders may not only affect the network performance but
also degrade the overall budget of the company. The intruder’s aim in network
system is to compromise the legal nodes by forging their identity for their own
benefits. In case of healthcare systems, intruders may drastically affect the overall
performance of network in several ways. During the recording of patient’s history,
manufacturing of medicines, patient’s medical records details can be easily forged
by the intruders after compromising the legitimate IoT devices and continuously
track their communication step. In order to fully adopt the smart technique by
various organizations, it is needed to make a system very secure and efficient.
Though researchers have proposed various cryptographic and hypothetical scenar-
ios, however, the amount of time and cost required legitimate the system may
further encourage the researchers to propose new security schemes [17–19]. Along
with several success stories in various biomedical fields, the Artificial Intelligence
(AI) assistance can be considered as a medium to conduct remote automation
of activities. The integration of AI technique with smart devices in healthcare
applications may further improve the managing and immediate services in the
network. The AI-based learning has been widely integrated in medical scenarios for
its unprecedented performance still the lack of reliable data sets to analyze malicious
activities of smart devices is researched at its early stages.

12.1.1 Contribution

The aim of this paper is to propose a secure and trusted communication mechanism
by identifying malicious behavior of nodes in healthcare systems. The proposed
mechanism generated an Artificial Neural Network (ANN) to process the inputs
from various devices. The generated output of ANN determines the legitimacy of
each node by analyzing their certain behavior. Further, a back propagation (BP)
algorithm is used that is responsible to generate an error free categorization of
devices in healthcare mechanisms. Further, the potential contribution of the paper is
discussed as follows:

• A trusted and secure ANN network is proposed where the devices category by
ANN is computed by analyzing their previous communication behavior.

• The BP algorithm is further used to improve the secrecy of system by generating
an error free computation.

• The proposed mechanism is analyzed over several numerical results against
conventional approach.

The remaining structure of the paper is organized as follows. The number of
security techniques proposed by several scientists/authors is discussed in section
two [6, 14]. The ANN with BP algorithm is used to ensure a secure communication
and error free categorization of smart devices in section three. Further, section four
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illustrates the verification of proposed phenomenon over various security measures
such as identification of trusted smart nodes and data alteration against conventional
mechanism. Finally, section five discusses the conclusion along with its future
directions.

12.2 Related Work

Trusted based schemes can be defined as one of the most promising security
schemes in various applications. This section discussed various security techniques
proposed by various scientists/researchers. Meng et al. [16] have focused on
identification of insider threats by surveying the stakeholders from 12 different
healthcare centers. The authors have developed a trusted mechanism using Bayesian
rules based on survey outcomes and searched the malicious nodes in healthcare
environments. The simulated result demonstrated the effectiveness and feasibility
of proposed mechanism for identifying the malicious activity of the nodes.

In addition, the authors claimed the identification of malicious devices much
faster as compared to existing schemes. Table 12.1 depicts a latest literature survey

Table 12.1 Literature survey on security schemes in Healthcare SDN

Authors Techniques Mechanism

Meng et al.
[16]

A trusted mechanism using
Bayesian rules

The simulated result demonstrated the
effectiveness and feasibility of proposed
mechanism for identifying the malicious
activity of the nodes.

Jiang et al.
[13]

Two blind signature symptom
matching schemes

The authors do not rely on any trusted third
party that can be realized for ensuring an
energy efficient privacy mechanism.

Alduailij et
al. [1]

developed the updated version
of opponent virtual machine

The authors have illustrated and developed
various healthcare applications for
monitoring the wellness and medical
conditions in the network.

Wu et al.
[20]

Fuzzy logic for evaluating and
defining the trusts

The authors have offered set of rules for
reasoning and analyzing the rules with a
certain level of uncertainty.

Hirtan et al
[10]

Blockchain based mechanism in
healthcare

The proposed mechanism involved public
and private chains to protect the
confidentiality of data.

Iqbal et al.
[12]

Introduction of software-defined
networks

The core issue is highlighted by unifying the
stakeholders with few outcomes on network
based security scheme.

Geng et al.
[8]

Security framework by
constructing the SDN

The authors have proposed various security
schemes to overcome the anti-tamper,
anti-forge, anti-replay, and anti-wormhole
issues.
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on security schemes in various applications. Jiang et al. [13] have proposed two
blind signature symptom matching schemes. In addition, the authors have achieved
coarse-grained and fine grained matching approaches for realizing the privacy
preserving in healthcare networks. The authors do not rely on any trusted third party
that can be realized for ensuring an energy efficient privacy mechanism. Further, a
comprehensive evaluation scheme is demonstrated to identify the practicality of the
proposed phenomenon. Alduailij et al. [1] have validated and developed the updated
version of opponent virtual machine that is capable of supporting and diversion
various sets of applications. The authors have illustrated and developed various
healthcare applications for monitoring the wellness and medical conditions in the
network. Wu et al. [20] have introduced a fuzzy logic for evaluating and defining
the trusts by providing formal representations of rules. The authors have offered set
of rules for reasoning and analyzing the rules with a certain level of uncertainty.
Applications of proposed model along with pervasive computing provided a novel
scheme to handle the trust management for pervasive and federated networks. Hirtan
et al. [10] have pro-posed a blockchain based mechanism in healthcare where the
information is analyzed and shared among medical clinics, hospitals, and research
institutes defined by patients. The proposed mechanism involved public and private
chains to protect the confidentiality of data. The proposed scheme is developed
over hyperledger platform to validate the results against amount of time required
to detect the malicious activity. Iqbal et al. [12] have illustrated the introduction of
software-defined networks along with its deployment models such as de-centralized
and centralized mechanism. In addition, the authors have illustrated a secure IoT
based SDN mechanisms by deter-mining its overview. Further, the core issue is
highlighted by unifying the stakeholders with few outcomes on network based
security scheme. The authors have also discussed some future directions of security
needs in IoT based SDN. Geng et al. [8] have proposed a security framework
by constructing the SDN using network architecture. The authors have proposed
various security schemes to overcome the anti-tamper, anti-forge, anti-replay, and
anti-wormhole issues. In addition, the authors have focused on various multi-service
and anti-replay security modules. Further, an NS2 simulator is analyzed to validate
the superiority of proposed scheme over end-to-end delay, packet deliver ratio, and
overhead metrics.

12.3 Proposed Approach

An ANN is defined as a computational mechanism inspired by various neurons
based on biological neural network concept. The neurons are generally defined
as the smallest cells that our brains made of. It is determined as an assortment
of billions of neurons considered as the base for modeling an AI in terms of
architecture designing and operations performed. The ANN is a mathematical model
for performing the non-linear function, data classification and regression approach.
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Fig. 12.1 Multi-layered ANN architecture

It is capable in generating the robotic decision modeling through multi-layered
perceptron.

The depicted Fig. 12.1 represents a multi-layered ANN architecture having input,
middle, and output layer. The network consists of n number of outputs, hm number
of hidden layers, and ix number of input nodes as expressed in Eq. (12.1).

pq(t) =
hm∑

p=1

W 2
qrF (.)

∑

a=1

ixW
1
pqpr(t)

0 + b1p,where, 1 <= q <= n (12.1)

where wpq and wqr represents the weight connection among input, hidden, and
output layer, respectively. F(.) defines the activation function which is considered as
sigmoid function.

Further, the number of values in wqr and wpq is determined through an
appropriate mechanism such as previous history behavior and BP. The BP algorithm
is generally used to generate an optimal value with an error-correction rule to
accurately categorize the smart devices according to their malicious behaviors.

12.3.1 Back Propagation (BP) Algorithm

BP is gradient descent method to generate derivation values by updating the weights
of learning parameters. It is a steepest method where weights between hidden qth
layer and pth input layers are according to Eq. (12.2).

wpq(t) = wpq(t − 1) + δwpq(t)
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bq(t) = bq(t − 1) + δbq(t)

In addition, the increments δbq(t) and δwpq(t) are illustrated as:

δwpq(t) = ηwhq(t)hp(t) + awpq(t − 1)

δbq(t) = ηbpq(t) + abδbq(t − 1) (12.2)

where w and b are defined as weights and threshold parameters, respectively. In
addition, ab and aw are momentum constants which represent the changes in earlier
metrics upon movement of directions in metric space. Further, ηb and ηw determine
learning values with hq (t) error signals propagation to the entire network. Since,
the output layer activation function is linear; therefore the error signal is computed
as Eq. (12.3).

hq(t) = qr(t) − q
′
r (t) (12.3)

where qr (t) is defined as expected output. However, the neurons at hidden layer are
represented at Eq. (12.4) as:

hq(t) = F
′
(hp(t))w2

qr (t − 1) (12.4)

Where, F
′
(hp(t)) denotes the first derivation function of F(hp(t)) with respect

to hp(t). Further, the number of attributes considered for analyzing the devices
category according to their behavior is detailed as:

• Node’s activation rate: It is defined as the amount of time a node remains active
inside the network to attract its neighboring nodes. The node having malicious
nature will be more active with respect to remaining nodes.

• Previous history interaction: The malicious behavior of a node can be further
analyzed by checking its previous communication history in the network.

12.4 Performance Evaluation

In order to validate the proposed phenomenon against conventional approach that
categorized the behavior of each node using cryptographic scheme, a synthesized
dataset is created. The proposed phenomenon is analyzed using BP scheme against
various security measures. Table 12.2 represents the analysis of simulated results
with their mentioned values.

The security measured used to analyze the proposed phenomenon is discussed as
follows:
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Table 12.2 Simulation
metrics

S. no. Traditional approach Blockchain approach

1 Number of nodes 100

2 Network area 500 × 500

3 Node’s behavior Ideal, malicious

4 Algorithm BP, ANN
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Fig. 12.2 Identification of trusted nodes (%)

• Identification of trusted nodes: It is defined as the number of node’s identified as
legitimate while analyzing their communication behavior.

• Message alteration: The information tried to be altered by the intruders upon
transmitting among devices. It is considered as one of the significant parameters
to detect the behavior of a node.

12.4.1 Results and Discussion

Before categorizing the IoT devices, the classification algorithm is analyzed using
two statistical measures as accuracy and timely. The accurate analysis of a system
within significant time may recognize the efficiency of a mechanism.

Figure 12.2 represents the identification of trusted nodes over proposed and
baseline method. The result shows the outperformance of proposed phenomenon
because of its accurate decision making and less delay using neural and BP algo-
rithms. Further, the data tried to alter by the proposed phenomenon is represented
in Fig. 12.3. The number of compromised nodes may try to forge the data and
do some modifications for their own benefits. In case of proposed approach, the
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Fig. 12.3 Altered data (%)
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data alteration rate is very less because of error-propagation scheme called BP as
compared to existing approach.

12.5 Conclusion

This paper goal is to categorize the smart devices according to their communica-
tional behavior using ANN and BP schemes. The proposed mechanism determines
the behavior of a node by analyzing its previous history and active nature in the
network. Further, to speed up the analysis process and efficiently categorize the
node’s behavior according to ANN can be analyzed through back propagation
schemes. The simulated simulation results validate the proposed phenomenon as
compared to existing scheme. Further, the dynamic pattern of attacks categorized
by malicious nodes during the communication process can be further traced using
various security measures. The dynamic analysis of patterns behavior can be
reported in future research.
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Chapter 13
Stealthy Verification Mechanism to
Defend SDN Against Topology Poisoning

Bakht Zamin Khan, Anwar Ghani, Imran Khan, Muazzam Ali Khan,
and Muhammad Bilal

13.1 Introduction

Traditional computer networks control plane and data plane are highly coupled.
Each plane has its own and fixed functionalities. Thus the whole architecture
is highly decentralized. Due to the decentralize nature it is difficult to extend
and modify network functionalities at run time. SDN has recently emerged as a
new network paradigm which decouples both control plane and data plane. SDNs
offer better network resource utilization, control, and management with minimal
operating cost [7, 9, 18, 21, 30]. Due to the simplicity and added features it got
attention in both academia and industry [17]. With centralized management SDN
simplifies network management and monitoring more easily and precisely. The
underlying network switches in the data plane ensure forwarding of packets to the
destination switches and provide their current status to the controller.

SDN controllers are responsible for the integrity, accuracy, and credibility of
the network topology. Network topology information is not use only for flow
table construction, data forwarding but is also essential for the efficient utilization
of network resources [5, 15]. Topology discovery mechanism mainly provides
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two key services, i.e., host tracking service and link discovery service [21, 28].
Due to lack of authentication mechanism, SDN controller cannot validate the
legitimacy of the received network topology information including hosts, switches,
and connecting links between network nodes. If an attacker performs malicious
activity and fabricates the network information. Consequently, the SDN controller
will get poisoned once it received the falsify topology information. By executing
topology poisoning attacks the attacker can easily diverts the intended traffic to a
malicious gateway or to black-hole to launch denial of services to the upper layer
applications [16, 20]. Maintaining of correct global view of the network topology
and identification of malicious activity is the two mainstream activities to be ensure
by SDN controllers [15].

Currently, OpenFlow Topology Discovery Protocol is used for SDN topology
discovery information by all well-known controllers (Floodlight, OpenDayLight,
Maestro, NOX, Rue, etc.) [16, 23]. Current implementation of OFDP is vulnerable
to two topology poisoning attacks, i.e., Host Hijacking and Link Fabrication attacks.
These two type of attacks are unique to SDN environment, which can cause man-
in-the-middle or Denial of Service (DOS) attacks [4, 8, 10, 14, 16, 20]. Host
hijacking attack injects fake host-generated packets in the network to blur the
controller that the generating host is being migrated to new location. Whereas link
fabrication attack announces a new malicious link in the network. By doing this the
attacker diverts the traffic to itself and network segments may suffer from denial of
service attack [19]. OpenFlow protocol [20] is the default communication protocol
widely used for communication between SDN switches and controllers. For smooth
operation of SDN and seamless provision of services at application layer, OpenFlow
implements TopoGuard [16] which significantly improves and secures the topology
discovery mechanism. An OF controller collects the whole network’s topology
information to form a global and shared view of the network. This global view is
used to ensure smooth and efficient networks operations [15]. Most services in the
application plane like routing, policy, live migration, virtualization, optimization,
etc. are highly dependent on the network topology information constructed and
monitored by the SDN controllers. Therefore, the correctness of the topology
information has critical importance [16, 20]. Maintaining of correct global view of
the network topology and identification of malicious activity is the two mainstream
activities to be ensured by SDN controllers [6, 15]. Figure 13.1 shows the structure
of SDN architecture.

To overcome the gape, we proposed a light weight Enhanced Stealthy Probing-
based Verification (ESPV) mechanism which fulfill the shortcoming of the existing
technique and provide a suitable solution for large data center networks as well
as resource limited networks. The contribution of our paper is summarized as
follows:

• A parametrized framework that considers other network parameters also
• A new topology verification mechanism based on SPV is proposed, which is

verified to cope with two loopholes
• Implementation and verification of the proposed scheme
• Through analysis of results for large 7 data center networks
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Fig. 13.1 SDN structure

Sect. 13.2 discusses related work on SDN security and feasibility of SDN anti-
topology poisoning techniques. Section 13.3 includes the problem statement and
Sect. 13.4 illustrates the proposed scheme. Section 13.5 is about implementation
and results are discussed in Sect. 13.6. Section 13.7 concludes the paper along with
future challenges.

13.2 Related Work

To protect SDN infrastructure from topology poisoning attacks and to verify
the legitimacy of topology information several authentication mechanisms are
developed. But due to their simplicity, open source authentication method and
nature of authentication mechanism that follow a predictable pattern an attacker
can evade the controller. In literature various types of techniques have already
been proposed to prevent SDN enable networks for two kinds of attacks. In [2],
mitigation technique is proposed to avoid link fabrication attack. The proposed
method adds a Message Authentication Code (MAC) to each Link Layer Discovery
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Protocol (LLDP) to validate each topology discovery packet’s integrity. Network
flow graphs are used by Dhawan et al. [13] to detect malicious traffic which
cross the learned acceptable level of graph patterns. Hong et al. [16] implement
a real time low-overhead defensive technique, which add some minor changes to
the topology discovery protocol of OpenFlow controller, called TopoGuard. The
technique provides effective way and high performance against the two types of
attacks. However, TopoGuard has limitation of formal verification for the host
that are migrating to new location. If attacker modifies his/her method of attack
he/she may easily evade the SDN controller. The proposed scheme in [3] uses
an active SPV approach for identifying malicious host and fake link established
by a compromised switch. This technique improved the identification mechanism,
however, due to its probing mechanism it may face scalability and bandwidth
consumption issues in case of large enterprise networks. Furthermore, in resource
constraint network like Wireless Sensor Networks (WSNs) the probe packets may
consume precious network bandwidth causing delay and loss of network resources.

13.3 Problem Statement

Maintaining of correct global view of the network topology and identification of
malicious activity are the two mainstream activities to be ensure by SDN controllers.
The SPV technique [3] sufficiently improved the identification mechanism, how-
ever, due to its probing mechanism it faces scalability and bandwidth consumption
issues in case of large enterprise networks. Furthermore, in resource constraint
network including Wireless Sensor Networks (WSNs) the probe packets may
consume precious network bandwidth causing delay and loss of precious network
resources.

13.4 Proposed Solution

The proposed solution is based on a light weight Enhanced Stealthy Probing-
based Verification (ESPV) mechanism which fulfill the shortcoming of the existing
technique and provide a suitable solution for large networks as well as resource
limited networks. The proposed solution includes to validate a newly added link
by using stealthy probing packet generation technique and to trigger the probing
packets only in the network segment from where the controller receives the topology
change packets. Thus, the probing packets are only initiated when the topology
change update messages are being received by the controller.
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13.4.1 Methodology

The proposed scheme is implemented and illustrated in Link Verification and
malicious node identification as Algorithms 1 and 2 depicted as below.

Algorithm 1 New link verification
Require: Topology_Update_newlink
Ensure: Updates_Topology
1: Check new_triggered_link_update
2: Function topo_update_check(network_segment)
3: if ID �= 1 then

4: DSTi,J ← Pi,j (d) ← piGiGj ∧2

(4π)2d2

5: end if
6: if 0 < DSTi,j < DSTtr then
7: push i to StackCNs.Top
8: StackCNs.T op ← StackCNs.T op + 1
9: end if

Algorithm 2 Example calculation of CNs for each node in the network
Require: Topology_view
Ensure: triggered_topolog_updates
1: Check new_triggered_link_update
2: StackCNs.top← 0
3: if ID �= 1 then

4: DSTi,J ← Pi,j (d) ← piGiGj ∧2

(4π)2d2

5: end if
6: if 0 < DSTi,j < DSTtr then
7: push i to StackCNs.Top
8: StackCNs.T op ← StackCNs.T op + 1
9: end if

Similar to the proposed work in [2, 11, 20, 21, 27], we assume that an attacker
may compromise one or more hosts or network switches connected to each other
in SDN. The attacker can send forged information of topology change message
by using one of the compromised hosts. By receiving this information SDN’s
controller modifies communication flows of the network nodes. The intruder can
distinguish control traffic and user traffic. He can sniff the control packets, modify
them accordingly, and re-transmit them in the network to perform his malicious
task. The attacker can also compromise the controller due to its vulnerabilities but
we assume that the SDN controller is secure against any attack and the channels
between data switches and SDN controller are trusted. Consequently, the attacker
attempts to isolate probing traffic from the normal traffic by their patterns. We also
assume that the probing packets will be only initiated when the topology change
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messages are received by the controller. The probing packets will be only flooded
after some specified time of interval to reduce the bandwidth consumption in large
enterprise and resource constrained wireless sensor networks.

13.5 Implementation

The proposed scheme is implemented by using two widely used open source tools
for simulating SDNs. SDN’s controller is implemented in OpenDayLigh (ODL) [12]
which is an open source platform for simulating and controlling large scale SDNs
[24]. Data plane switches, based on OpenFlow protocol, are implemented by using
Mininet network emulator [22, 31]. To compare and analyze the proposed and base
scheme proposed in [3], implementation parameters like type of SDN controller,
network topology, number of data switches, communication links, and virtual
machines are kept near similar. The performances of both schemes are compared
in terms of processing power, memory usage, and time required to identify any
malicious link or network node. To examine the accuracy and performance of
proposed scheme, 5000 links were established among all network nodes.

13.5.1 Software-Defined Network Setup

SDN controllers keep centralized global view the network topology to ensure
service accessibility to upper layer. SDN controller is implemented by using Open-
DayLight (ODL). ODL Carbon release including a virtual machine running Linux
Ubuntu Server 16.04 operating system with two Intel(R) E3-1271 v3 CPUs and
6 GB of processing memory. Data switches are programmed to forward packets as
per instructions of the controller and send relevant information to the controller back
for different operations performed by the controller, like updating and maintaining
of topological view. Link Layer Discovery Protocol (LLDP) Ethernet (0x88cc)
standard is used as network topology discovery mechanism. LLDP discovers newly
added switches and their placement in the SDN topology. To replicate the data plane
switches, Mininet 2.2.1 on Linux virtual machine running Ubuntu 16.4 Server with
two Intel(R) X eon (R) E3-1271 v3 and 6 GB of RAM were used. Latest version of
OpenFlow v1.3 is used for software based open vSwitchs [29] switches.

13.5.2 ESPV Implementation

Most modules of ESPV are implemented in Java. Open source packet generation
tool Scapy [26] is used for generation and manipulation of probing packets. The
scheme is implemented in both single-threading and multi-threading modes to
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analyze the performance of link verification mechanism in both methods. Both
schemes are simulated for large enterprise data center networks only, having huge
network traffic.

13.5.3 Network Topology

The Fate-tree topology [1] is used for simulating the data plane that is a network
architecture widely used for implementation of large data center [25]. The topology
or size of network depends upon the network switches used at access level to connect
end user systems and servers. To examine the performance of proposed scheme,
the number of data plane switches is increased gradually from five to 45. In small
topology there is one core, two aggregate switches, and two access level switches.
The largest topology has eight core switches, 12 aggregate switches, and 25 access
switches. The access switches can connect up to 600 servers which comply large
size data center requirements.

13.6 Results and Analysis

13.6.1 Performance Analysis

In performance analysis the time required to verify each newly established links is
analyzed for both schemes. The scheme proposed in [3] verifies each link of entire
topology. While our proposed scheme only verifies the network segment where new
link is established. Due to working methodology the proposed scheme significantly
reduces the amount of processing required to verify new links, and thus the number
of probing packets is significantly reduced. Thus overall performance of the system
is improved. The obtained results as shown in Figs. 13.2 and 13.3 show the time
required in milliseconds to verify a newly established links between two network
nodes in both single-threading and multi-threading modes. While increasing the
number of switches from 4 to 45 with a maximum of 106 connecting links among
data plane switches, average verification time to verify each link was 86ms. The
proposed scheme significantly reduces the time required to verify a new link and
most near to real time behavior. Figure 13.3 shows verification of a group of links
by increasing the number of switches from four to 45 data plane switches. In second
case the time taken to verify a set of links is 19.1 s. By applying multi-threading it
decreases the time interval to 8.2 s.

Now the proposed scheme is applied to the segment from where the topology
change messages were triggered and received by the SDN’s controller. By dividing
the network topology in segments the proposed scheme only takes 9.3ms in single-
threading and 3.3 s in case of multi-threading with same number of network links
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and switches as shown in Figs. 13.4 and 13.5. The results indicate significant
improvement as compared to the scheme proposed in [3]. The proposed scheme
produces linear results in case of increasing the number of data switches and
their connecting links. By limiting the probing packets to the time based and
by propagating the probing packets in specific network segment form where the
topology changes messages received by SDN controller. Our proposed scheme
significantly reduces the number of probing packets, results to avoid congestion of
probing packets in heavy traffic data centers. This phenomenon also consumes less
processing power, memory usage and communication bandwidth, make it candidate
scheme for resource constraints networks.

13.6.2 Resource Consumption by ESPV Scheme

The second part of ESPV performance is the amount of resources required to
execute complete process of verification mechanism. CPU processing, memory con-
sumption, and communication bandwidth parameters are analyzed and compared.
Figure 13.6 shows the CPU consumption for the experiments. The proposed scheme
only consumes 33% of CPU, reasonably reduce the CPU consumption as compared
to the previous scheme and make our proposed solution suitable to be used in
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Fig. 13.6 CPU usage
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WSNs. Figure 13.7 shows the memory consumption for the experiments. Due to
the segmented verification mechanism it consumes 42% less memory of the scheme
proposed in [3]. The proposed scheme produced better results in large enterprise
networks and data centers due to its verification methodology. The results indicate
that proposed scheme is more scalable solution for large data center network. Due to
less resource requirements the proposed scheme can be used as a candidate topology
verification mechanism in resource limited networks.
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Fig. 13.7 Memory usage
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Table 13.1 Details of experimental results with real SDN/cloud topology

Results SDN/cloud mesh Mininet fat-tree Mininet fat-tree [ESPV]

All links verification time (MT) 13.2052 s 10.6406 s 10.1031s

All links verification time (ST) 134.147 s 26.1725 s 25.5471 s

Single links verification time (ST) 100.306 s 94.8919 s 94.3245

CPU consumption (ST) 8.50294% 18.79099% 11.56421%

Memory consumption (ST) 1.81817% 1.81003% 1.23144%

13.6.3 Applicability of ESPV in Real SDN Cloud Topology

The performance of proposed scheme is also measured on real SDN topology.
OpenStak [25] cloud is one of the largest communication platforms that provides
different virtual network services. OpenStak scenario comprised of 23 communi-
cation nodes and each node consists of OpenFlow communication switches and
thousands of virtual machines. All 22 computing nodes are connected to each other
in a mesh topology with a total of 241 communication links. Table 13.1 illustrates
the comparison the proposed scheme results and real topology results. The results
of our proposed scheme indicate better results and applicability in large networks.

13.7 Conclusion and Future Work

Recently identified vulnerabilities in Open Flow Discovery Protocol reveal that
malicious hosts or switches can poison global view of the network topology and
an intruder can launch man-in-the-middle or denial of service attacks. Existing
solutions are based on passive approach which work only for known attacks types.
The scheme in [3] sufficiently improved the identification mechanism, however, due
to its probing mechanism it may face scalability and bandwidth consumption issues
in case of large enterprise networks and resource limited networks. The results of our
proposed scheme indicate that ESPV is the more scalable and suitable solution to
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detect and identify the fake links or malicious network hosts in both type networks.
It significantly reduces the probing traffic to consume less bandwidth and identify
malicious host in real time . In future the proposed scheme will be implemented and
evaluated in resource constrained networks.
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Chapter 14
Implementation of Protection Protocols
for Security Threats in SDN

Amanpreet Singh Dhanoa

14.1 Introduction

Traditional computer networks used dedicated devices like routers, switches, etc. to
manage the network payload. Software-defined network (SDN) generates and main-
tains the traffic using application programs virtually. Using virtualization, helps the
organizations to create a single physical network from the different virtual networks
and create single virtual networks where it connects the devices on the different
physical networks [1, 2]. According to the researchers, due to centralization, lots of
attacks are detected during the transmission of packets. Some packets are identified
but some not. With software-defined networking, administrators work through
central locations to configure network services and allocate virtual resources to
make real-time changes. This allows network administrators to optimize the flow of
data on the network and prioritize applications that require the highest availability
[3–6].

SDN provides visibility to the whole network, and it defines more clarity on
security threats. Using smart devices connected to the Internet, SDN has obvious
advantages over traditional networks. An administrator creates different spaces for
high-security devices, and if these devices are infected, then immediately isolated
all the infected devices to secure the other devices as well as the network in which
the devices are connected [7–9]. The structure of SDN architecture using OpenFlow
is shown in Fig. 14.1.
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Fig. 14.1 SDN structure using OpenFlow [10]

14.2 Security Issues

The main aim of this chapter is to protect the data plane and control plane from
hidden attacks like [11–13]:

Forwarding device attacks: Network traffic can be divided using routers or
switches, causing intruders to launch denial of service (DoS) attacks, resulting
in network outage or failure [14].
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Threats to the control plane: Using a central controller, the problem that occurs
in the network will cause to the failure of the central controller. The solution to
resolve this issue is to use a horizontal or hierarchical controller distribution.

Communication channel vulnerabilities: OpenFlow protocol of SDN south-
bound APIs uses TLS to ensure the security of data control channel com-
munication, but it is disabled by management and vulnerable to attacks from
intermediaries, so it is not secure for the channel safety.

Fake traffic: This is generated by the non-malicious attackers or faulty devices
or DoS attacks to consume resources on the forwarding device or controller.
Authenticity: It is the entity of the network that is the entities that claim. The
authenticity of forwarding equipment on SDWN networks is like traditional
networks; it can hamper network performance.

Confidentiality: It prevents the information from being leaked to unauthorized
users. If data is not guaranteed, then malicious users can use the information or
data on the network.

Availability: It provides the access to authorized users to access the data,
equipment, and services at any time.

Open programmable API: The openness of the API makes vulnerabilities more
transparent to attackers.

The main concern of security is to maintain integrity, availability, and confiden-
tiality, but some attacks affected these three parameters as shown in Table 14.1.

Attacks in SDN Control Layer DDoS Attacks: When the unauthorized users
generate the request to access the data, then it is difficult to control that as a
central data controller. These attacks increase the risk of network failure. The control
layer uses the methods to maintain the flow control including attacking controller,
northbound API, southbound API, westbound API, or eastbound API. For example,
different applications use different flow rules it creates conflicts for the control plane
may lead to DDoS attacks. In SDN operations, the data plane is not able to handle
the arrival of new packets. So, the data plane sends the request to the control plane
to maintain the flow. If the new flow does not match with the flow table, then two
options are used to handling such kinds of problems: either the complete packet
or a portion of the packet is transmitted to the controller to resolve the query. The

Table 14.1 Comparison of drone delivery cases

Threats Effected SDN layer Availability Confidentiality Integrity

Distributed
DoS attack

Control and data ×

DoS attack Control and data ×
Man-in-the
middle

Control, data, link between control
and data

× ×

Eavesdropping
Application

Control and data ×
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more packets consume the more bandwidth while sending the complete packet to
the controller [15].

Infrastructure Layer DDoS Attacks The two mechanisms create DDoS attacks
at the infrastructure layer: attack the switch or attack the southbound API. For
example, in the first mechanism, only the header information of the packet is passed
to the controller, and the data of the packet is stored in the memory of the node
itself until the table of flow does not return the value. In such a case, it makes it
easy for an authorized person to change the flow rule by generating the known and
unknown flows on the node by performing a DoS attack. The attackers sending lots
of unknown packets create the bottleneck and overload the switch memory. It makes
it difficult to maintain the normal data flows and violating the flow rules. It makes
the SDN flow very complex and causes packet flooding: lots of packets are to be
sent to the controller by the attackers, it is meant for invisible packets and uses
all the resources of the control plane. This flow creates an unpredictable state for
the controller. Control message operation: It provides communication between the
control plane and the data plane. Attackers modify the control messages like change
table flooding, switch spoofing, and malformed control messages [16].

OpenFlow enables the network controller to determine the path of network
packets through the switch network. The controller is different from the switch.
Compared with the use of access control lists (ACLs) and routing protocols, this
separation of control and forwarding allows for more complex traffic management.
In addition, OpenFlow allows the use of a single open protocol to remotely
manage switches from different vendors, usually each vendor has its own interface
and proprietary scripting language. OpenFlow can remotely manage the message
forwarding table of Layer 3 switches, add, modify, and delete message matching
rules and actions. In this way, the controller can make routing decisions periodically
or temporarily. It converts the decisions into rules and actions. The controller
implements the rules in the flow table of the switch and compares it with the
actual forwarding packets. The data packets that do not match with the switch table
can be forwarded to the controller. The controller takes a decision to modify the
existing flow table rules on one or more switches or implement new rules to prevent
structured traffic flow between the switch and the controller [17, 18].

14.3 Related Work

The protection of SDN layers is more important, but due to a centralized network, it
is more difficult to provide direct security to the layers of SDN and the devices
attached to the network. To protect the layers of SDN, several mechanisms are
developed, but some attacks are not identified due to the simplicity of these
mechanisms [19, 20]. These mechanisms are useful for the authentication to validate
each topology discovery packet’s integrity. The new scheme proposed in this
chapter is the FRESCO framework. The FRESCO framework is providing a new



14 Implementation of Protection Protocols for Security Threats in SDN 251

development environment for security applications. It works with the protocol
of SDN like OpenFlow that is used to separate the data plane and the control
plane. It provides a set of 7 new intelligent security actions, for example, block,
deny, allow, redirect, quarantine. The FRESCO works with the application layer
of SDN where all the protocols are generated. It divides the application layer into
two segments: development environment and resource controller. The development
environment takes a link from the sender and checks the validation of that link
using the programmable code for that and sends it to the receiver if that link or
request is valid. The FRESCO also generates a database to encrypt the value or
data using a key. It creates the modules for the database in the form of pairs.
The development environment creates a FRESCO script that defines the interface
between the modules that connect each module with another module [21, 22].
FRESCO Script:

Syntax

• Case(tag((#(on(load)((#(on( return)((
• Class: type of module
• Load: module data
• Return: module value
• Variable: define some parameters
• Occurrence: Activate module
• Activity: perform activity

Input_Resource((1)(1)((
((((Class:(Resource(
((((Occurrence:(ADD(
((((Load:(destination_output
((((Return:(Resource_output
((((Variable:(23(
((((activity:(=(

14.4 Problem Statement

Security is the main concern in today’s technical era to the identification of
malicious activity during the communication between two same and different
modules. The FRESCO is one of the most useful techniques to protect the protocols
of SDN through which the identification is to be done. Other methods are taking
more bandwidth to implement the security.
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14.5 Proposed Solution

The proposed solution is based on the previous mechanism which does not fulfill
the security requirements, and FRESCO creates the security application in the
application layer to protect the protocols. It works on the TCP protocol of the
application layer. It encrypts the port number of protocols using the unique key.

14.6 Implementation

The proposed solution is implemented by using the FRESCO technique for
protocols as shown in Figs. 14.2 and 14.3. It works with the OpenFlow protocol,
which is itself an OpenFlow application. It provides the implementation and
composition methods to detect modules. It operates on NOX version 0.1.5 using
OpenFlow 1.1.0 protocol. The NOX source code provides the FRESCO SEK, which
is implemented as an extension that reaches 1160 lines of C++ code.

Fig. 14.2 Operational scenario [23]
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Fig. 14.3 Threshold-based scan detection [23]

def Unit_start(input_dis, parameter_list):

FRES_FDataBase = input_dis[‘FR_FDataBase’]

FRES_action = in_dis[‘FRES_action’]

FRES_input = input_dis[‘FRES_input’]

FRES_dir_dis =

FRES_dir_dis[‘output’] = [0]

FREs_dir_dis[‘Event’] = Default

if variable_name[0] == FRES_load[0]:

return = 1

else:

return = 0

FRES_dir_dis[‘output’]. ADD(output)

return FRES_dirt_dis
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14.7 Conclusion

Securing the protocols of SDN using OpenFlow application of FRESCO, creating
and implementing mechanism of security for protocols is an important challenge.
We present an application of NOX such as the FRESCO framework for such
kinds of complex problems. The FRESCO architecture works with the NOX
OpenFlow controller and writes program using FRESCO scripting language. We
use the FRESCO enforcement kernel to produce possible flow rules that secure the
network packets as threats are detected. Over these mechanisms, FRESCO produces
minimum overhead, and the scripting language takes a few lines of code to fast the
process of detecting threats in a minimal span of time and also disable the fake links.
It provides a powerful framework for the security of protocols.
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Chapter 15
SDVN-Based Smart Data Dissemination
Model for High-Speed Road Networks

Deepanshu Garg, Neeraj Garg, Rasmeet Singh Bali, and Shubham Rawat

15.1 Introduction

One of the major concerns in road travel is the increasing number of road accidents
happening all over the world on the roads. This has been a matter of growing concern
among the governments, researchers and automotive industry. There have been
increasing researches being conducted in the community to address this concern
[1]. There are a number of reasons that can be attributed to accidents. One primary
reason is the development of high-speed road networks that are being constructed
to reduce the travel time and vehicles capable of moving at high speeds along
these road networks of expressways. Since the drivers are expected to maintain a
minimum speed while they are driving on the expressway, a sudden reduction in
speed of any vehicle may result in a large number of high-speed crashes due to
reduced reaction time available with drivers of the following vehicles. Therefore,
whenever a vehicle breaks due to some unavoidable reasons, there must be a
mechanism to let the following vehicles know about the breaks applied by the car
that is ahead. The development of such an early warning system for high-speed
vehicles that move on expressways can help in eliminating accidents caused by
sudden breaking of any vehicle [2–4].

Although Vehicular Ad Hoc Networks (VANETs) have been around for a long
time and one of their primary objectives is to avoid road accidents, manage traffic
in an efficient way and ensure road safety from multiple aspects, they have not
been able to achieve the above goal [5]. In fact, this problem has increased due
to increased vehicle speeds, and it is expected that an effective solution has to be
developed especially for automated vehicles of future [6–9]. The Software-Defined
Vehicular Network (SDVN) is expected to play a key role in identifying the probable
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collision and generating alert messages to the target vehicles. SDVN is based on
Software-Defined Network with primary focus around VANET. SDVN offers a
range of key benefits as compared to traditional networks in terms of efficient
network utilization, routing and better control and management of complete network
from a centralized control plane. The traditional network has data and forwarding
plane and control plane on each of the network node that is generally a router. This
leads to unpredictability in deciding about the availability of a vehicular node due
to its high mobility. Also, in case a node goes out of the network, it has to be
rectified with a lot of effort. Similarly, in case some patch has to be applied on
all the networks, this will lead to another pain point for the network administrator
or maintainer. These availability issues and other control-related issues can be
addressed easily with SDVNs in most of the situations.

The SDVN can be split into different components viz. control plane, data plane
and management plane. The responsibility of control plane is to control the network
nodes at two levels. One is centralized controller that will control at the level of Road
Side Units (RSUs) and another controller that is the Road Side Software-Defined
Controller can control the network nodes at the level of vehicles. This allows the
flexibility that is required in case of fast moving vehicles moving in and out of
the VANET. The main responsibility of the data plane is to forward the data to the
node suggested by SDN controller. The responsibility of the management plane is
to monitor, configure and maintain the state of the network nodes. The high-level
architecture of SDVN is shown in Fig. 15.1.

In this chapter, we propose a prototype that leverages the recent advances in the
field of SDVN so as to control network of RSUs. This model will continuously
monitor every vehicle on the expressway and identify any vehicle that shows a
varying behaviour such as running at a lower speed than the recommended speed
or if a vehicle has stopped at a point suddenly. After identification of such vehicles,
the proposed system will generate warning alerts to the vehicles coming towards
them through SDVN-based infrastructure. This chapter has also listed down the
considerations for high availability and robustness of the system. This chapter is
structured into four main sections. Section 15.2 uncovers the literature review. In
Sect. 15.3 of this book chapter, the proposed model is presented. This section has a
couple of sub-sections with the first sub-section focusing on different components of
the proposed system. Section 15.3 details out the various steps in the working model,
and the various types of services which can be provided by the proposed model are
covered in this section. Section 15.4 presents a case study about implementation
of the proposed system. Finally, towards the end, the conclusion along with future
directions is presented.

15.2 Literature Review

Bhatia et al. [10] have proposed a hierarchical Software-Defined Network (SDN)-
based architectural framework for VANET with support of network virtualization,
which would make the deployment of a particular VANET flexible in time, space
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Fig. 15.1 Software-Defined Vehicular Network

and the type of services offered by it. They have introduced the concept of virtual
private VANETs to support multi-tenancy in VANET. This will allow a VANET
service provider to deploy its services over a single physical infrastructure, probably
owned by a third party, quickly in a cost effective manner and in isolation to the other
services running on the same infrastructure but owned by different service providers.
Liuwei et al. [11] proposed a novel accurate and SDN-based fine-grained traffic
measurement approach to obtain comprehensive traffic in vehicular communication
network. Zhang et al. [12] have proposed a novel SDFC-VeNET architecture which
leverages the concept of SDN and fog computing. Based on the SDFC-VeNET
architecture, mobility management and resource allocation are analysed. Truong
et al. [13] have proposed combining VANET architecture with fog computing as a
prospective solution to address many difficulties in deployment and management
because of poor connectivity, less scalability, less flexibility and less intelligence.
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Sony et al. [14] proposed a Smart Ranking-based Data Offloading (SRDO)
algorithm for selecting an RSU and to improve the Quality of Service. In SRDO
algorithm, Q-Learning is utilized for RSU selection. This algorithm is modelled in
Software-Defined Network controller to deal with the problem of choosing the RSU
in an intelligent way for data offloading. An architecture by Rehman and Kapoor
[15] is proposed to introduce hierarchical distributions of controllers where the main
controller on the top tier is distributed over the region and at bottom tier some RSUs
are selected as local controllers, which keep localized global view of network, where
the main controller on the top tier is responsible for operating local controllers at
the bottom tier and local controllers are responsible for transferring data among
RSUs and vehicles. Bhatia et al. [16] have combined the flexibility, scalability and
adaptability leveraged by the SDVN architecture along with the machine learning
algorithms to model the traffic flow efficiently.

A VANETmonitoring system to provide a resilient and efficient routing for better
services for communication between vehicles is proposed by Kalokhe et al. [17].
It also provided the secure channels between the SDN controller and the network
devices for reliable communication. Zhao et al. [18] proposed a new software-
defined routing method, namely, Novel Adaptive Routing and Switching Scheme
(NARSS), deployed in the controller. This adaptive method can dynamically select
routing schemes for a specific traffic scenario. The authors presented a method for
collecting road network information to describe traffic condition and extracted the
feature data used to generate the routing scheme switching model. The authors also
trained the feature data through an artificial neural network with high training speed
and accuracy. Finally, the model was used as a basis for establishing the NARSS
and deploying it in the controller.

A three-level routing hierarchy in improved Software-Defined VANET architec-
ture based on Mobile Edge Computing (MEC) to improve routing performance
and enrich the data transmission mode for the VANET is proposed by Xuefeng
et al. [19]. Moreover, it can be applied to almost all VANET protocols, enabling
protocol-independent forwarding. Besides, this improved architecture can coordi-
nate different edge devices to timely adjust the service delivery strategy under
the predictive correction from controllers, providing high-bandwidth and low-delay
transmission for Internet of Vehicles. Additionally, MEC technology is introduced
to perform local control, leveraging the storage and computing capabilities of edge
devices to reduce the processing pressure of the controller. Sanagavarapu et al.
[20] have attempted to address the efficiency of SDN’s performance in multi-cloud
environments by proposing SDPredictNet, a Recurrent Neural Network framework
deployed on the SDNController that can predict the traffic in the network and update
flow tables of the higher layer switches to perform routing based on the perceived
bottlenecks in the network. Kaihan et al. [21] have proposed a traffic state prediction
method based on Hidden Markov Model and then choose different routing methods
according to different traffic states.

Wahid et al. [22] in their paper have proposed the use of Global Positioning
System-based floating car data to develop a server communication reduction policy
which can help in providing a solution to the perpetual problem of traffic congestion
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in large urban areas. Khatri et al. [23] have presented and explored the possibility of
using machine learning algorithms to address safety, communication and traffic-
related issues in VANET systems. Maad et al. [24] in their review paper have
discussed the techniques for traffic monitoring along with the concept of early
incidents detection so as to address some key issues such as collision, drone
navigation, and less computational and communicational overheads.

Kumar et al. [25] proposed the collision-free drone-based movement strategies
for road traffic monitoring using Software-Defined Networking. Nama et al. [26]
have compiled the review of various tools and techniques to collect traffic data
along with machine learning algorithms being applied in the field of modern ways of
addressing traffic dilemmas. Emna et al. [27] have introduced the smart city concept
and presented a general overview of research that focuses on leveraging the benefits
of Software-Defined Networking in specific application domains of smart cities.
Paranjothi et al. [28] presented a general architecture of vehicular communication
in urban and highway environment as well as a state-of-the-art survey of recent
congestion detection and control techniques.

15.3 The Proposed System Model

Although there are numerous data transmission techniques that have been proposed
for vehicular networks, the proposed system emphasizes on providing an efficient
communication network along with low network overhead for a high-speed vehic-
ular network by using various services of SDN controller. The proposed system
utilizes the inherent properties of SDN for taking the decisions smartly according
to the requirement of the user. In this section, system model for data transmission
system within the vehicles is discussed along with the various services provided
by the centralized controller. In the network model shown in Fig. 15.2, there are
a certain number of vehicles, RSUs, RSU controllers and base stations that are
connected together for achieving fast data transmission for the underlying vehicular
nodes. All the RSU controllers are connected to the centralized controller of SDN
for the smart data transmission as shown in Fig. 15.2.

The whole systemmodel follows a centralized strategy for data transmission with
a centralized SDN controller acting as the logical hub of the system. Each RSU
in the network is responsible for transmitting information received through RSU
controller to the high-speed vehicles that are within its communication range, and
these RSUs are connected together for creating a captive network that continuously
monitor vehicles moving on the expressway. These controllers are also used for load
balancing on the centralized controller so as to provide fast responses to the high-
speed vehicles. It also uses the capabilities of SDN to provide multiple services
to end users and can also support on-demand services. The system model assumes
that each vehicle is equipped with a Global Positioning System (GPS) technology
so as to accurately determine the location of the vehicles. Each vehicle sends its
current information to the base stations such as position, direction, source and
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Fig. 15.2 Network Architecture for Data Dissemination in Proposed Model

destination address along with its current speed with the help of RSUs. Figure 15.2
illustrates the network architecture of the proposed model along with the positioning
of components and their relationships. All the tasks performed by each component
of the network are also depicted in Fig. 15.2 and are discussed below in detail.

SDNController This is the core part of the proposed network model as each task of
the system would be performed under the supervision of the SDN controller. Traffic
data management, routing, network utilization, data transmission and all other
decisions regarding smart transmission would be taken by the SDN controller only.
It also helps in creating global view of vehicular network and collects all information
of the participating entity that can also be integrated with standard applications. This
controller also defines the policies, such as privacy laws, computing resources and
required memory.

Road Side Unit SDN Controller (RSUC) RSUCs are the controllers with SDN
controller capabilities that are managed by the centralized SDN controller. They
are required to perform routing within their respective coverage areas based on
information received from the base station that can cover multiple RSUs under their
network coverage. RSUC communicates with RSUs and base stations via wireless
communication and the OpenFlow protocol.

Road Side Unit/Base Station RSUs and base stations are network points with
capabilities such as collecting data and transmitting data to RSUC. These are
managed through the Road Side Unit SDN controller.

Vehicles Here, we will assume that each vehicular node is equipped with an on-
board unit to transmit data in both vehicle-to-vehicle and vehicle-to-infrastructure
communication modes, and these are the components of data plane. For establishing
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communication with network entities, different technologies have been employed in
the proposed system.

Communication Devices Vehicle-to-infrastructure communications and vehicle-
to-vehicle communications are primarily implemented through IEEE 802.11.x-
based wireless communication protocols. For implementing vehicle-to-base station-
based communication, a number of different remote wireless communication
mechanisms such as cellular-based 4G, cellular-based 5G, wimax or LTE can be
utilized. Communications between SDN, RSUC, RSU and BS controllers come into
the category of broadband and high-speed connections.

15.3.1 Working Model

The whole process of network model would take place in the following steps that
are shown in Fig. 15.3.

Step I When an autonomous vehicle enters on an expressway, it will need to
confirm its identity through the SDN controller. The controller keeps a record of all
registered vehicles and verifies the identity of that vehicle and its registration status.
If the vehicle is not registered, then firstly it would transmit a beacon message to
RSU through RSU controller that contains its identity for registering that vehicle by
providing a unique key. After this, the vehicle will be validated and register in SDN
database. Once the registration has been done, that vehicle does not need register
again for that expressway as well as other expressways in the same geographical

Fig. 15.3 Schematic Description of Data Dissemination in High Speed Road Networks
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area as all these expressways maintain a centralized repository containing vehicle
details. All previously registered vehicles would be provided a unique key that will
be used for validating their identity, while they are moving on the expressway.

Step II In the second phase, each vehicle that is the part of the network will be
monitored by the RSUs. Parameters like vehicle speed, location and the direction
of movement of every vehicle will be periodically transmitted through beacon
messages and updated in the SDN storage for further use.

Step III The system maintains threshold values for validating the condition of
vehicles. There would be minimal or maximal threshold values that will be used
for validating the parameters of vehicles. A minimal threshold value would be set
depending on the road conditions on the express highway, and whenever the speed of
any vehicle falls below this threshold value, then an alert message will be generated
by the closest RSU controller for that particular vehicle. To ward against false alerts,
a timer would be activated for re-verification of the vehicle speed. After time out,
if the vehicle speed comes back to its normal value, then no further action would
be initiated. However, if the speed is still below threshold, then the RSU would
broadcast an alert message that would then be forwarded to all nearby vehicles.
This process would be cascaded to all the RSUs so that every vehicle travelling in
that direction can reduce its speed as they approach the halted vehicle.

Step IV Simultaneously, a Service Required message will be generated by the RSU
controller that will be received by the closest service vehicle in the vicinity of halted
vehicle for providing emergency assistance. This Service Required message will
also contain a message type to indicate the type of emergency for which service
is required. The service vehicle will then initiate appropriate action at its end. For
example, in the case of an accident, if the vehicle reports to RSU controller through
RSU, then an SDN controller would take the decision and provide assistance to the
vehicle. Furthermore, backward cascading message about accident will be sent to
all vehicles for avoiding further accidents.

By following the above steps based on SDVN-based infrastructure, the system
will be able to provide timely alerts to vehicles travelling through the expressway.
By using SDN-based infrastructure, this process is also able to reduce the overhead
on the centralized controller as well as to provide various services to the vehicles
which are discussed in the next section. Another facet that can be accounted for is
the economic overheads. As most of these expressways already use some payment
mechanisms at the time of entry, an additional small cost can be added to account for
the cost of required infrastructure required for setting up the SDVN-based captive
network. The system will also provide a number of useful services to the users.
Some of the prominent services that can be offered by this system are as follows.
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15.3.2 Types of Services Provided by the Centralized Controller

There are various types of services provided by the SDN controller, and these
services are achieved by the vehicles through RSUs or RSU controllers. Depending
on the speed or request sent by the vehicle, decision would be taken by the
centralized controller, and then service would be provided. The various types of
services which we are considering are discussed below

Emergency Services In the case of an accident, emergency service would be
provided to the vehicles for providing assistance through the SDN controller.

Repair Services Repair service would be provided in the case if there would be
any technical problem occurring in some vehicle while travelling on the express
highway. In such a case, RSU controller would supervise the arrival of service
vehicle.

Fuel Services If a car is about to run out of fuel on the way, then it can send a
request to the centralized controller through RSUs, and the vehicle can be guided to
the closest fuel pump or charging point available on the expressway.

Network Services If the cellular network of passengers travelling inside the car is
not working, then the users can use high-speed network services by connecting to
the SDN servers. The passengers can also extend their available network bandwidth
in case they want higher bandwidth for some application that they are using.

Entertainment Services If two cars want to share data between each other, they
can easily do so by using the fast network provided by SDN. These services can
also be used for sharing any type of infotainment such as downloading multimedia
applications. For availing such applications, cars can be connected using the SDN
network of SDVN system.

15.4 Case Study: On-Demand Network Service for
High-Speed Vehicles

To handle the network requirements of vehicles on the expressway, the proposed
system will provide support for utilizing the available bandwidth of SDVN. This
on-demand network service can be used to enhance the bandwidth for the vehicles.
By utilizing this service, vehicles can avail an additional network bandwidth for
running various applications. By leveraging the control plane in SDN, the system
can effectively collect and maintain individual vehicle status and also service
their network requirements in a logically centralized way, which would not be
achievable in a conventional network. In actual fact, control plane stores each
vehicle’s information provided by the RSU controllers for taking the decisions like
switching and routing.
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Fig. 15.4 High bandwidth request scenario

To service the on-demand network requirements, we assume that some of the
vehicles travelling on expressway are trying to download or upload a large amount
of data as shown in Fig. 15.4. But because of relatively slow network connection
and high speed of vehicles, they are unable to do so.

These vehicles will send a request packet to RSU to extend the network
bandwidth for availing high-speed network. This request is forwarded to SDN by
using the RSU controller. After analysing the speed and location of the vehicle,
the SDN will provide a list of customized services that are available to the vehicle
through the RSU controller. The user can choose the network services according to
his/her need, for example, uploading and downloading speed required, time period
for which data requires. After choosing the services, this request will be further
processed by an SDN controller. The SDN controller will send this data along with
parameters of network service, which are the speed of data and amount of data to the
RSU controller. The RSU controller will then send a message specifying the details
for the same by taking the location and speed of the vehicle into account. The RSU
will also calculate the total usage and other accounting information of the user once
the service has been availed.

15.5 Conclusion

With the aim to propose smart data communication model for high-speed vehicles,
this proposed system presents a data communication scheme based on the SDN
paradigm by combining the RSU and the RSU controllers in order to efficiently
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support the vehicle requirements on express highways. The whole model works
under the supervision of a centralized SDN controller to improve the efficiency and
reliability of vehicular networks for high-speed vehicles. Along with providing a
safe journey through the expressway, the proposed system also provides a number of
other services for vehicles moving in high speed through the network. By effectively
utilizing this system, the vehicle users can avail both comfortable and safe road
transport that are the two primary objectives of the Intelligent Transportation
System. We are now working on integrating each of these services and evaluating
them so as to provide benefit of the proposed architecture while also developing a
holistic service framework for high-speed roads and future automated vehicles.
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Chapter 16
Advanced Deep Learning for Image
Processing in Industrial Internet of
Things Under Software-Defined Network

Zhihan Lv, Liang Qiao, Jingyi Wu, and Haibin Lv

16.1 Introduction

The rapid development of Internet of Things (IoT) has built a new digital world.
According to statistics, the global expenditure of IoT in 2019 has exceeded 745
billion US dollars and is expected to reach 1 trillion US dollars in 2022 [1, 2]. As
the basis and premise of modernization, the highly developed industrial society is
an important symbol of modernization. Hence, industrial Internet of Things (IIoT)
has become one of the main development directions of IoT technology in the
future. IIoT contains hundreds of millions of industrial devices. Even the smallest
devices can be connected, monitored, and tracked, share the status data of each
device, and communicate with other devices. Then, all the acquired data can be
collected and analyzed to improve the efficiency of business process [3]. At present,
IIoT has gradually become a research hotspot in manufacturing, general industry,
transportation, and other fields. It can help better understanding the operation of the
production line and predicting the maintenance time of industrial equipment in time,
thus reducing the unexpected downtime [4–6]. Traditional network architecture
cannot meet the management requirements of many sensor nodes in IIoT, and
the software-defined network (SDN), a new network architecture, provides a new
possibility.

The popularity of IIoT devices marks the progress of technology. IIoT based
on network sensor and cloud resource technology provides two-way movement of
local and remote assets between enterprises and business partners [7]. IoT hardware

Z. Lv (�) · L. Qiao · J. Wu
College of Computer Science and Technology, Qingdao University, Qingdao, China

H. Lv
North China Sea Offshore Engineering Survey Institute, Ministry of Natural Resources NorthSea
Bureau, Qingdao, China

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. S. Aujla et al. (eds.), Software Defined Internet of Everything, Technology,
Communications and Computing, https://doi.org/10.1007/978-3-030-89328-6_16

271

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-89328-6_16&domain=pdf
https://doi.org/10.1007/978-3-030-89328-6_16


272 Z. Lv et al.

and software can generate valuable operation data in the “industry 4.0” era, which
can be applied to mechanical pistons, bearings, and other small parts, as well as
drilling, mining, and other large-scale systems. In IIoT, the support of machine
vision technology is indispensable in all aspects of transportation, supply chain
management, material processing, and security [8]. As a key intelligent technology,
image processing in machine vision can complete higher level conscious decision-
making through higher level image recognition. Image processing is not only
necessary for inspection but also helps locating and training industrial robot system.
Based on the application of image processing system, more and newer efficient
business models will appear in the “industry 4.0” era [9, 10].

Image processing is an important branch of machine vision. In recent years, it
has been widely used in the field of security camera in IIoT to improve the image
quality and avoid the influence of defects in the image on the image analysis. As
an important branch of machine learning, deep learning can obtain multilevel image
feature information directly from the original image through unsupervised learning.
In the field of image processing of IIoT, deep learning also contributes to solving
some abstract concepts and selecting useful feature information.

The dynamic computing framework is constructed based on SDN. The connec-
tion between hosts is realized through virtual switch, and all hosts are controlled
by the controller of SDN. The dynamic computing framework sends instructions
through the controller to realize the interaction between the control layer and
the data layer of SDN. To sum up, image processing technology based on deep
learning has been widely concerned, but there are rare studies on applying advanced
deep learning in IIoT devices and industrial defect identification. Thus, the image
processing technology in IIoT is analyzed, and the application of deep learning
technology in image processing is explored, thereby improving the effectiveness
of data acquisition and fault diagnosis in IIoT.

16.2 Related Works

In addition to realizing intelligent life, IoT has also made remarkable development
in the industrial field. In the primary stage of modern industrial development, some
scholars have explored the challenges faced by the development of IIoT. Zhang et
al. [11] held that a large amount of data generated by IIoT is very valuable for
understanding the operation status of basic equipment and proposed a method of
analyzing the operation status of equipment based on sensor data. In addition, they
established a prediction model of the operation status of equipment, designed a deep
neural network (DNN) model of the operation data prediction of equipment, and
improved the prediction accuracy through system feature engineering and optimal
super parameter search [11]. Sisinni et al. [12] found that compared with the wire-
less industry, IIoT usually requires less throughput for applications, and the capacity
of each node can be greatly released. Meantime, there are higher requirements for
the performance of IIoT hardware, such as latency, energy efficiency, and reliability
[12].
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To effectively supervise the equipment and process level of IIoT, the application
of image processing technology in IIoT has gradually become a research hotspot.
Liu et al. [6] studied the image compression and transmission technology in the
image processing system of IIoT. Based on the deep perception and local image
characteristics and taking the image quality evaluation index (QAM) as the standard,
they proposed an automatic perceptual evaluation of the image quality received by
the terminal display device in the environment of IoT. This is of great significance
for the prediction of equipment failure of IIoT [6]. He et al. [13] applied deep
learning to single image processing and proposed a new DNN to infer image
accuracy by effectively fusing the middle-level information of fixed focus data set
[13]. Artusi et al. [14] proposed a line monitoring based on deep learning and image
processing technology for industrial pantograph slide and a method of surface defect
detection and recognition. Moreover, they analyzed the method of equipment wear
edge based on image processing technology and verified that the image processing
had a higher evaluation accuracy in equipment wear prediction [14].

In summary, the image processing technology based on deep learning has been
applied in many fields, such as medicine, industry, and manufacturing. However,
regarding IoT, especially in the environment of IIoT, the studies on image processing
technology are still in its infancy. The application of deep learning technology in
image processing of IIoT is explored here, and then the equipment and processing
technology in industrial production is effectively supervised, providing convenient
and powerful guarantee for industrial production.

16.3 Method

16.3.1 Architecture and Key Technologies of IIoT

IoT is changing the way people interact with things around them, and it has a great
influence on the industry. The emergence of IIoT connects all industrial assets,
including machines, control systems, information systems, and business processes
[15]. A large amount of data is collected to provide analysis solutions to achieve the
best industrial operation. Hence, IIoT affects the entire industrial value chain, which
is the inevitable requirement of intelligent manufacturing [16]. IIoT can be regarded
as a subset of “Industrial Internet,” and sensing is its basic feature, thus realizing
industrial operation in industrial management.

IIoT covers the field of industrial communication technology for machine-to-
machine (M2M) and automation applications, enabling people to better understand
the industrial production process and achieve efficient and sustainable production.
Through the application of the new generation technology concept, the industrial
Internet realizes the intelligent cooperation of massive industrial entities, thus
changing the future industrial infrastructure of industrial production form [17–19].
Based on IIoT, different types of industrial entities and even the entire industrial
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Fig. 16.1 System architecture of IIoT

network are managed and controlled, and the industrial role and social resources
are effectively integrated to further realize the intelligent development of industrial
entities.

The architecture of IIoT can be divided into three layers: physical layer,
communication layer, and application layer, as shown in Fig. 16.1. The physical
layer is composed of widely deployed physical devices, including sensors, actuators,
manufacturing equipment, facility utilities, and other industrial manufacturing
and automation-related objects. The communication layer is the integration of
many communication networks, including wireless sensor and actuator networks
(WSANs), 5G, M2M, SDN, and others, which is responsible for supporting the con-
nectivity between sensors and actuators. The application layer of IIoT is composed
of a series of industrial applications, such as intelligent factory and intelligent supply
chain [20]. It realizes real-time monitoring and effective management of industrial
production through sensors and actuators.

IIoT is a special field based on IoT, so the key technologies of IIoT mainly
include identification and tracking technology, communication technology, network
technology, and service management technology. Among them, the identification
and tracking technology includes intelligent sensors, radio frequency identification
(RFID) technology, and barcode. RFID system has the ability of identification
and tracking. It can be combined with wireless sensor network (WSN) to further
promote the realization of industrial services and create the IoT application more
suitable for industrial environment. For communication technology, gateway can
promote the communication between various devices on the network and can also be
used to deal with the complex nodes involved in the communication on the network
[21]. As the devices in the industrial Internet usually have different communication
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and computing capabilities, the cross-layer protocol of wireless network needs to be
modified properly before it is applied to the industrial internet, thus better using the
Internet for information exchange and data communication.

16.3.2 Dynamic Computing Framework of SDN-Based IIoT

The core of SDN is to divide the whole network into control layer and data
forwarding layer. The controller in the control layer realizes all decision-making
and scheduling, while the switch and other network devices in the data forwarding
layer are only responsible for executing the tasks determined by the control layer.

In the actual deployment, SDN software switch is implemented through Open
Switch, and its advantages mainly include open forwarding function, standard
interface support, and programmable expansion and control. The control of network
is realized by SDN controller Open Day Light. Its advantages include supporting
many south interface protocols and north interface protocols, which can meet the
requirements of network control in dynamic computing framework. The Docker
container is utilized to achieve the separation of computing functions, and applica-
tions and dependent environments can be packaged into an independent image.

The transmission configuration generated by the dynamic configuration module
is used to coordinate the transmission and calculation process of various devices
and is the core of the whole dynamic transmission framework. The computing
configuration generated by the dynamic computing module is used to coordinate the
transmission and calculation process of various devices and is the core of the whole
dynamic transmission framework, which is realized by Json here. There are three
important parts in the computing configuration: the transfer module, the computing
function, and the transfer statistics. In the dynamic computing framework, not only
the server in the cloud can run the algorithm to perform the calculation, but the edge
host and the middle SDN switch as the starting point can also do this. Thus, the
users can choose one of the data acquisition modules, the virtual switch module,
and the result processing modules to perform the calculation. Because the execution
modules selected in the computing configuration are different, the devices used are
also different, and the performance of each transfer will be different. This requires
the dynamic computing framework to automatically count the important data in the
process of transmission and calculation, so that users can view it in time after the
transfer process.

16.3.3 Application of Software-Defined Internet of Everything

Smart city cloud platform requires the network of data center to provide tenants
with relatively independent network of autonomous opening, configuration, and
management. In Metropolitan Area Network (MAN) and Backbone Network, edge
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control equipment is the core control unit of user and service access. Based on the
SDN technology, the functions of edge access control equipment can be promoted
to MAN controller, and the flexible and fast deployment of services can be realized
by virtualization. The SDN network controller supports the autonomous discovery
and registration of various remote devices and supports maintaining the connection
between the remote node and the master node. The edge access control device only
needs to realize the physical resource configuration of user access, which greatly
reduces the burden of the edge control device and improves the utilization rate of
network devices. SDN’s forwarding and control are separated, and the controllers
are deployed in a centralized way. It can collect the traffic demand among various
services in the data center, carry out unified calculation and scheduling, realize the
flexible allocation of bandwidth, optimize the network to the greatest extent, and
improve the utilization of network resources. For the present stage, SDN technology
needs to evolve to access devices closer to the bottom layer for the present stage.
It needs to be compatible with more devices and protocols, so that more and more
front-end detectors can be managed and controlled by network/software.

Home is not only the smallest part of each city but also the smallest node of smart
city. Smart home is the carrier of home, which is the application and embodiment
of the concept and technology of smart city at the home level. Based on the SDN
technology, the network strategy is adjusted on the Internet, so many smart home
users have realized the project research and application of differentiated IPTV
service. SDN technology is used to realize the policy scheduling of IP Internet
network elements. The ability of network equipment carrying high-definition IPTV
service is deeply mined and flexibly used. The access control template of broadband
remote access server (BRAS) carrying high-definition IPTV service is designed and
deployed. When the service is triggered, the remote service management platform
(control layer) directly sends the differentiated change of authorization (COA)
policy to the BRAS device (forwarding layer) reference policy control template.
According to the user differentiated control policy, BRAS realizes the service access
control and differentiated dynamic QoS scheduling on the network to achieve the
service control and forwarding, thereby realizing the differentiated IPTV product
service function.

SDN-based IIoT heralds a new wave of modernization. In many industries,
customers and internal stakeholders demand to achieve more progress in produc-
tivity, management, security, and flexibility. Figure 16.2 shows a typical factory
where services and workloads are more information technology centric (such as
factory data center) and gradually become operational technology centric (such
as factory machines) as they move down the hierarchy. Software-defined resource
allocation and management is gaining momentum in the fog paradigm because it
enables factory operators to better adapt to future needs. From the perspective of
network, this will be transformed into using SDN to realize the virtual network
function of the whole factory. The wireless combination of “5G + wireless cluster
+ Wi-Fi” is used to solve the problems of wide coverage, discrete distribution,
and extensive connection of mass industrial equipment. The remote monitoring
and diagnosis, remote guidance, and operation safety behavior analysis of mass
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Fig. 16.2 The architecture of
smart factory based on
software-defined IoT

industrial equipment are realized, making the scene of unmanned railway water
transportation and unmanned driving lifting realized.

16.3.4 Image Processing System for Machine Vision of IIoT

Modern industry has realized automation, which takes the place of traditional
manpower as the main productivity, and puts forward higher requirements for
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Fig. 16.3 Structure of IIoT monitoring system

production management personnel [22]. The powerful monitoring system of IIoT
can realize the supervision of the real-time status of production equipment and its
operation and statistics of real-time data information. Figure 16.3 shows the system
structure.

As the automation is improved, industrial imaging and machine vision appli-
cations are becoming more popular in industrial control to support the power to
improve productivity. To increase efficiency, the image processing system must run
at a high speed to ensure that the average time between each new unit’s start of
production is as short as possible. At present, there are high-resolution cameras on
the market, which can record high-definition data and support the imaging of the
very fine details of the components on the production line [23]. The performance
of image processing is very important due to the high-speed transmission of higher
quality image using Gigabit Ethernet.
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It is very important to reflect the flexibility of industrial image processing
through key algorithms in IIoT hardware, especially for different types of industrial
equipment components, which need to focus on some visual features [24]. For
example, the inspection of the circuit board after the assembly of the equipment is
usually to detect the fracture and extrusion in the weld bead, indicating the possible
failure source. Through image edge detection and pattern matching to identify areas
of interest, each module will perform a complete inspection task according to its
own set of image processing programs. Image processing is not only necessary
for inspection but also helps to locate and train robot system. The machine vision
detection system uses Charge Coupled Device (CCD) or Complementary Metal
Oxide Semiconductor (CMOS) camera to convert the detected object into image
signal, which is transmitted to the special image processing system [25]. According
to the pixel distribution, brightness, color, and other information, it is transformed
into digital signal. The image processing system performs various operations on
these signals to extract the characteristics of the object, such as quantity, size,
position, and volume [26]. Then, according to the preset permissibility and other
conditions output results, the automatic recognition function is realized. In the
process of mass repetitive industrial production, the detection method using machine
vision image processing can greatly improve the efficiency and automation of
production. Figure 16.4 shows the application of image processing technology based
on machine vision in IIoT.

The image processing system based on deep learning realizes the remote moni-
toring of the basic process of industrial production, avoids the trouble of manually
visiting the production site, and brings users a good experience. Additionally,

Fig. 16.4 Application of image processing technology based on machine vision in IIoT
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through the early warning function and automatic processing function, the safety
of equipment operation is greatly improved, and the work efficiency is improved.
The device can communicate with the server and transmit the real-time status of the
device to the server through the network, and the server can store the device status
data in the database. In the later stage, the historical information can be obtained by
accessing the data.

16.3.5 Image Processing Technology Based on Deep Learning

As an important branch of machine learning, deep learning can obtain multilevel
image feature information directly by unsupervised learning from the original image
and simulating the representation of multilevel features in the data by using multiple
nonlinear transformation framework [27, 28]. At present, the spatial adaptive image
smoothing algorithm based on unsupervised learning has been successfully applied
to a series of visual applications, such as image detail enhancement, texture removal,
and image processing, and Fig. 16.5 shows the specific process.

The image smoothing aims to reduce the interference of unimportant image
details and keep the subject of image structure clear and complete. The energy
function can be expressed as

E = Ed + λf gEf + �egEe, (16.1)

where Ed represents data item, Ef is smooth item, Ee indicates the edge reserved
item of the picture, and λf λg are balanced weights. The data item measures the
color difference between the output and the input images. The data item in the red,
green, and blue color space (RGB) can be expressed as

Fig. 16.5 Image smoothing process based on unsupervised learning
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Ed = 1
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where N is the total number of pixels, and i is the pixel index.
In the process of image smoothing, some important edges may be weakened, so

it is necessary to retain the important pixel information. The edge response form of
an image can be defined as the sum of the local gradient amplitude of the image:
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where N(i) represents the neighborhood of point i, and c is the color channel of
input image I . Supposing that the binary mapping is B, Bi = 1 is the important
edge point and Bi = 0 is the unimportant edge point. The edge reservation term can
be expressed as
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Ne =
N∑

i=1

Bi, (16.5)

where Ne represents the sum of important edge points, and I and T suggest the
input image and the output smooth image, respectively.

To delete the unimportant details of the image, the smoothing item can control
the degree of smoothing by punishing the color difference between adjacent pixels:

Ef = 1

Ne

N∑

i=1

∑

j∈Nh(i)

wi,j g

∣∣∣Ti − Tj

∣∣∣
pi

, (16.6)

where Nh(i) is the adjacent pixel of the current pixel, wi,j indicates the weight of

the pixel pair, and
∣∣∣Ti − Tj

∣∣∣
pi

represents the norm of the smoothing item. wi,j is

the Gaussian weight on the color domain and the spatial domain, expressed as the
following equations:
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2
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), (16.7)
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i,j = exp(− (xi − xj )
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2σ 2
s

), (16.8)
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Fig. 16.6 System flowchart of edge learning algorithm

where σr represents the standard deviation calculated by the Gaussian kernel in the
color domain, and σs means the standard deviation calculated by the Gaussian kernel
in the space domain.

When dealing with edge-sensitive tasks, the edge detection imageEt of the target
image I t is learned by convolution neural network (CNN). The implementation
process of CNN network includes the following: first, convert images into matrices.
Each matrix is loaded with corresponding pixel values of different colors and then
input into the computer. Second, make data regularization, convolution operation,
activation, pooling, full connection, and other calculation operations after complet-
ing the preliminary image processing operations, and each convolution is equivalent
to a process of extracting basic image graphics. Figure 16.6 shows the system flow
of edge learning algorithm, edge learning convolution neural network (E-CNN).

• Step 1: filtering. Edge detection algorithm is mainly based on the first and second
derivatives of image intensity, and the filter is used to improve the performance
of edge detector. Therefore, there is a trade-off between edge enhancement and
noise reduction.
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• Step 2: enhancement. The basis of edge enhancement is to determine the change
value of the neighborhood intensity of each point in the image. The enhancement
algorithm can highlight the points with significant changes in the neighborhood
intensity value.

• Step 3: detection. There are many points with relatively large gradient amplitude
in the image, and these points are not all edges in a specific application field, so
some methods are used to determine which points are edge points.

• Step 4: positioning. If an application scenario needs to determine the edge
position, the position of the edge can be estimated on the sub-pixel resolution,
and the orientation of the edge can also be estimated.

E-CNN can be approximated by the following function f :

Et = f (IS, ES). (16.9)

To solve the problem of color attenuation in deep network training, the calibration
process of output image color information can be expressed as follows:

Sc arg minSc

∣∣∣
∣∣∣IS

c − Sc.I
t
c

∣∣∣
∣∣∣
2

2
(16.10)

I t
c ← ScgI t

c . (16.11)

The subnet is trained by minimizing the mean square error (MSE) of the predicted
image and the target image. The difference between the loss function of the image
edge prediction and the gradient of the minimized MSE is expressed as Eqs. 16.12
and 16.13, respectively,
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where * represents the true value. In the joint training stage, the whole network is
trained by minimizing the loss.

l(θ) = lI (θ) + γ lE(θ) (16.14)

When two subnetworks are trained, the learning rate is set to 0.01 in the initial
iteration, and then the value is reduced to 0.001 to tune the network.

The loss function is optimized by gradient descent algorithm in DNN. The whole
network is trained by unsupervised learning. DNN implicitly learns the optimization
process, and it only needs a feed-forward propagation to predict the smooth image,
without redundant optimization steps.
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16.4 Simulation Experiment

Natural images in Pascal Visual Object Classes (VOC) data set are selected for
training [29]. To evaluate the performance of deep learning algorithm, the images in
Pascal VOC data set are randomly selected to filter to produce true value labels.
The synthetic damaged image is taken as the input and the clear natural image
as the target image. DNN is used to simulate several image smoothing methods:
the weighted least square (WLS) method, relative total variation (RTV), and L0
smoothing [30]. Peak signal-to-noise ratio (PSNR) and structural similarity (SSIM)
are selected as evaluation indexes.

On this basis, the image processing method based on deep learning is applied
to the detection of welding defects in industrial production, further proving the
effectiveness of this method in practical application. The data set adopts the welding
seam ray image in the open database GDX-ray and cuts it into 32×32 image blocks
with different defects as the learning sample data set. Texture is an important feature
in image pattern recognition. In this experiment, feature vectors are obtained when
the distance is 1, 2, and 3, and the Haralick feature is composed of the feature vectors
in series. To more accurately compare the performance of various features, three
data sets (RUS, ROS, and SMOTE) are selected to compare the Haralick features,
directional gradient histogram (HOG) features, deep learning features based on
stack sparse automatic encoder (SSAE), and deep CNN (DCNN) proposed. As the
texture is formed by the gray distribution in the spatial position repeatedly, there
will be a certain gray relationship between two pixels in the image space, that is,
the spatial correlation characteristics of the gray level in the image. HOG feature is
a feature descriptor for object detection in computer vision and image processing.
It constructs the feature by calculating and counting the histogram of the gradient
direction of the local region of the image, and the image and shape of the local
object can be well described by the density distribution of gradient or edge.

The evaluation indexes are the classification accuracy and average accuracy
(ACCR) of crack (CR), lack of penetration (LOP), no fusion (ND), pore (PO), and
slag inclusion (SI) [31]. To further analyze the feasibility of applying migration
learning in the recognition and classification of weld image defect, experiments
are conducted on three data sets to explore the performance of the classic AlexNet
and Visual Geometry Group-16 (VGG16) models in weld image classification. The
model in this section inherits the lower level of these classical models, changes
the top three layers, and changes the classification category to 5. Enlarge the input
image block to the appropriate size to adapt to the input of the model. For example,
for the AlexNet model, the size of the image block is enlarged to 225 × 225 × 3
(the original image is a gray image, and the values on the three channels are set to be
the same). The experiment runs on a single GPU, with 4 cycles and 1380 iterations.
Figure 16.7 shows the effect sketch of weld image defect.
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Fig. 16.7 Effect sketch of weld image defect

16.5 Results and Discussion

16.5.1 Comparison of Image Smoothing Technologies Based
on Deep Learning

To evaluate the performance of the algorithm based on DNN, a network is trained
separately for each filter’s single parameter value, and the performance of the
network is evaluated with PSNR and SSIM as the indicators. Figures 16.8 and 16.9
show the results. The RTV algorithm based on deep learning achieves better results
in PSNR and SSIM indicators, which indicates that the visual results of RTV
algorithm under the framework of deep learning can present better visual effect
whether in a single parameter value mode or a random parameter value mode.

For each image filter, the deep learning algorithm only needs a joint training
network. Even if different filters are used for different image processing and their
implementation details are different, the deep learning algorithm can still learn all
the filters, thus verifying the stability of the algorithm.
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Fig. 16.8 PSNR of different algorithms based on deep learning

Fig. 16.9 SSIM of different algorithms based on deep learning

Figures 16.10 and 16.11 show the visual results based on the deep learning
algorithm. The analysis suggests that the single network trained by the algorithm
for continuous random parameters can predict high-quality images with different
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Fig. 16.10 PSNR of image restoration trained by a single parameter value and a random parameter
value

Fig. 16.11 SSIM of image restoration trained by a single parameter value and a random parameter
value
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smoothing intensities. Taking the clear image as the true value and the damaged
image as the input, the effectiveness of the deep learning algorithm in more
extensive image processing tasks is further verified.

16.5.2 Classification Effect of Image Processing on Welding
Defects in Industrial Production

Figures 16.12, 16.13, and 16.14 show the comparison of the classification accuracy
of the three data sets by the five features. Under any balanced data method, the
deep features extracted by SSAE, DCNN1, and DCNN2 deep networks show better
classification ability. It is proved that the image processing method based on deep
learning proposed is effective for the classification of welding defects in industrial
production.

In SMOTE data set, DCNN2 has the strongest classification ability, and the
classification accuracy can reach 97.5%. However, in RUS data set, the classification
accuracy of DCNN1 and DCNN2 is 75–80%, which is significantly lower than that
of SSAE (87.9%). This shows that the depth of DCNN will affect the classification
ability of features, but DCNN proposed is not suitable for small sample training data
set. In addition, the classification accuracy of different types of defects is obviously
different. Among them, the pore defect type is easier to identify than other defect
types, and the crack defect image is most difficult to identify. Furthermore, the

Fig. 16.12 Comparison of classification accuracy on RUS data set
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Fig. 16.13 Comparison of classification accuracy on ROS data set

Fig. 16.14 Comparison of classification accuracy on SMOTE data set

classification accuracy of AlexNet, VGG16 model, and DCNN model proposed is
compared on three kinds of data sets, and Figs. 16.15, 16.16, and 16.17 show the
results.
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Fig. 16.15 Classification accuracy of different models in RUS data set

Fig. 16.16 Classification accuracy of different models in ROS data set
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Fig. 16.17 Classification accuracy of different models in SMOTE data set

Figures 16.15, 16.16, and 16.17 suggest that the migration learning of AlexNet
and VGG16 models is also feasible in the classification of industrial weld defect.
The DCNN model proposed is simple in structure and fast in operation, while the
AlexNet and VGG16models have better training effect on large data sets. In general,
migration learning can also achieve good results in small sample data sets. DCNN
trained by image pre-training can be applied to weld image defect classification,
which is suitable for processing modern industrial images.

Transfer learning uses the existing knowledge to solve the existing problems.
Both VGG16 and AlexNet models are trained on big data sets, so it is not necessary
to use too many weld image block samples for training in theory. In the case of
missing tag data, the model pre-trained by natural image can be used to learn the
features of weld image. It shows that although the contents of weld image and
natural image are different, there are similar expressions in the underlying features.

16.6 Conclusions

With the rise of modern industry, IIoT further optimizes the industrial production
process and production efficiency and uses intelligent terminals with perception
ability and mobile communication networks and other technologies in all aspects of
industrial production and management. Image processing based on machine vision
can achieve higher level consciousness decision-making through higher level image
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recognition, which is very essential for the inspection in the industrial production
process. The image processing technology based on deep learning is explored to
improve the level of industrial management through image processing technology in
the process of production and processing. The present work designs and implements
a dynamic computing framework based on SDN. Open Switch is used as virtual
switch and Open Day Light as controller, and an SDN environment that can be
deployed in the factory environment is built.

The image processing system of IIoT machine vision application is explored,
the application of deep learning in IIoT image processing is analyzed, and the deep
learning algorithm is evaluated by simulation experiment. It is found that the deep
learning algorithm is effective in a wider range of image processing tasks, and
the image processing method based on the deep learning proposed is effective in
the image classification of industrial production welding defects. However, in the
process of image processing based on deep learning, the parameters of each layer
of convolution network need to be extracted and learned separately. Learning such a
large number of convolution parameters is also a great burden for network training.
Therefore, a method needs to be explored in the future, which can reduce the
network storage space and speed up the network training by learning the convolution
parameters of one layer alone. This study provides a convenient and powerful
guarantee for the effective supervision of equipment and processing technology in
industrial production. However, only the industrial welding process is focused on,
and the other common processing methods such as cutting and smelting need further
deep analysis, which will be the main research direction in the future.
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