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Abstract. This paper presents the very first unsupervised and automatic system
which can recognize the logical structure of business documents without any
models or prior information about their logical structure. Our solution can process
totally unknown new models of documents. We consider the problem of recog-
nition of logical structures as a problem of detection, because we simultaneously
have to localize and recognize the logical function of blocks of text. We assume
that any document is composed of parts from several other models of documents.
We have proposed a part-based spatial model suited for partial voting. Our pro-
posed model presents the concept of Spatial Context (SC) as a spatial feature,
which locally measure the distribution of spatial information around a point of
reference. Our method is based on a Gaussian voting process providing a robust
mechanism to detect elements of any logical structure. Our solution is suited for
non-rigid structures and works well with a reduced number of images. This excel-
lent property is not shared by the supervised approaches, especiallymethods based
on neuronal networks.

Keywords: Unsupervised recognition · Spatial relation · Voting · Logical
structure recognition · Business documents

1 Introduction and Context

The main objective of this work is the automatic reading of business documents. In the
Document Image Analysis (DIA) domain, it is a direct application of the recognition of
the logical structure of documents. In contrast to the layout analysis of documents named
physical structure that study the documents’ appearance, the recognition of the logical
structure aims to localize and recognize the logical function of text blocks. It is one of the
most challenging problems inDIAbecause of the causality dilemmabetween recognition
and localization. There is only a limited number of research on the recognition of the
logical structure of documents and only very few studies concerning business documents.
All previous works in logical structure recognition use supervised approaches applied on
homogeneous documentswith structures knownapriori and that have a very standardized
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predetermined rigid model. The systems developed by means of this research can only
process documents with a model. They are not applicable to business documents.

Today companies have numerous suppliers and customers that exchange a great
number of commercial documents. Each year, millions of companies go bankrupt and
disappear; simultaneously almost the same number of new companies are created. Each
company creates its own model of documents with a specific layout and logical struc-
ture because there is no regulation to design a model of business documents. Manual
processing of all ingoing and outgoing documents is too expensive. Large and medium-
sized companies need automatic solutions to process their business documents on a daily
basis. The automatic processing of administrative documents is an important business
that generates large profits for private companies. Most existing commercial solutions
are systems based on rules or templates for each model of business document. Software
based on templates requires manual modelization of each type of document. For new or
unknown types of documents, an operator must define the location and the label of each
metadata to read. The conception of a document model is time consuming and expensive
work. Some companies provide an annotation tool to costumers so that they design the
new models by themselves. The new models are shared among the costumers, which
is a kind of crowdsourcing solution. Systems based on rules try to generalize the mod-
elization of several different models of documents and can process some of documents
having different layouts and structures. But these rule-based systems cannot outperform
the software based on templates.

Research in this field rallied much later than research in the field of automatic recog-
nition of characters. Indeed, the characterization of the different structures of a document
presents various difficulties. Some OCR software maintains the physical structure and
preserves the typography and the organization of documents, but the function of blocks
of text and thus the logical structure cannot be analyzed. Today, there is no commercially
available structure recognition system that is completely automatic.

The business documents are so heterogeneous that it becomes impossible tomodelize
millions of templates, for each company or administration. Our proposed work aims to
develop an automatic system which can read any business or administrative document
without a model of these documents. It is one of the more challenging developments in
DIA.

This paper is organized as follows: Sect. 2 presents the related state of the art in the
domain of the logical structure recognition. Section 3 details our proposal and the new
concepts we have introduced. Section 4 describes a novel spatial feature; we have called
“Spatial Context”. Section 5 introduces the Gaussian voting mechanism and the final
decision stage. The last section gives the results on a database of real invoices.

2 State of the Art

Most of related works about logical structure recognition has been introduced between
1990 and 2010. Specific session about logical structure recognition has existed in the
ICDAR until recently. The sessions “Segmentation and Layout Analysis” of the last
ICDAR do not concern the logical structure understanding. A specific Workshop DLIA
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(Document Layout Interpretation Analysis) introduced during ICDAR99 has disap-
peared. Only a very small number of previous works concerns business documents.
We split the related works into four categories:

Data-Driven Approaches: Usually, they analyze the layout by using rules, grammars,
or heuristics in order to retrieve the tabular structure of the document [1–5]. Few papers
concern business documents. In [6] Klein used the headers of the tables as the first
solution for locating tables. Furthermore, header extraction works only if similar headers
exist in a header database related to the extraction system. [7] proposed to localize tables
using a grammar (EPF) and an associated analyzer. Moreover, its major disadvantage
lies in the fact that the user must himself formalize the grammar relating to the type of
documents before starting the information extraction.

Model-Driven Approaches: These systems are based on a model of the document to
extract information. The model can be built automatically or manually [8–16]. The work
presented in [13, 14] uses keywords, and other areas of interest such as logos and horizon-
tal and vertical lines, in the context ofmanual documentmodeling. All these elements are
extracted manually. The proposed final model is a labeled and oriented graph. However,
the ability to generalize this system is not really demonstrated. The tests established on
138 documents are insufficient to aspire to a generalization. In addition, if a completely
new invoice case arises and the information in the knowledge bases does not cover this
specific case, it becomes very difficult to find an interpretation of this invoice. This is
because each keyword is analyzed independently of the others. Esser et al. [7] builds
a database of absolute positions of fields for each template. The work proposed in [15,
16] aimed to develop a system of recognition of heterogeneous documents from obser-
vations already memorized. The modeling of the structure of a document is performed
from the text obtained by OCR and the relative position of the textual fields between
them. The model is generated semi-automatically from keyword and pattern structures
described in a spatial relationship graph. The modeling and recognition system uses the
Case Reasoning (RpC) mechanism. However, this system is not suitable for the process
of totally unknown new models of documents not registered in the database. Very few
papers report quantitative results about logical structure recognition [17–22] on vari-
ous documents like patents, newspapers, books, magazines, scientific papers, table of
contents.

Deep Learning-Driven Approaches: [41] concerns only web wrappers and not the
logical structure of invoices for the digitized business document recognition. The analysis
of Web page is easier because it is OCR errors free. They recognize only one metadata:
the field “price”. The authors doubt about their ability to recognize a second metadata.
The works of [42–44] are however not applicable in our task as we do not have access
to the representation of source markup for the documents we process.

Information extraction from business documents for problematics like named entity
recognition and relation extraction take advantage from recent advances in deep learning
[31, 35–37, 47], however, these techniques are not directly applicable to our task on log-
ical structure recognition. [38–40, 46] didn’t deal with the logical structure recognition
(i.e. the logical function of text blocks) but the layout analysis (description of the layout
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in terms of figure, table, section, caption, list paragraph) which is a different problem.
Layout analysis can use the visual appearance (font style and size, color, alignments,
texture...) to recognize the components of the layout. For the logical structure of invoices,
we must use the spatial relationships between text blocks.

Commercial systems exists but they are limited to regular documents having a layout
that rarely change. For unknown document, each company design its own documents
and create a new layout (color, logo, fonts, style…) for their business documents.

Industrial Known Systems: The works of DocuWare [34] and the work by ITESOFT
[29] require the creation of a database of templates in order to extract keywords and
positions for each field. A template based system and a rule-based approach for unknown
documents which are not recognized by the models is processed using heuristic and
machine learning classifiers. The work of smartFIX [30] uses a manually programed
rules for each template. ABBYY FlexiCapture [33] processes business documents and
can extract data from forms. Some manual checking of data is done before the import
into business databases. ReadSoft [32] Match zones from templates designed by users
(for free!). For each new document, a user modelize manually a template which is shared
automatically to the other users in the world. A manual verification mechanism reduces
the recognition errors. CloudScan [31] is an invoice analysis system using recurrent
neural networks. The authors takes a PDF file as the input and extract the words and
their positions. Each line is analyzed as a vector of n-grams which limit the accuracy. A
contextual features based on the closest four entities and an Long Short-Term Memory
(LSTM) is used for classification.

3 Proposal

Wedescribe the high-level stages of amore complex systemwhich process automatically
business document. The low level processing stages (separation between added text and
preprinted text, color segmentation, layout extraction, character restoration) have already
been published [48–51]. We introduce new concepts and make several assumptions
during the development of the final stages of our recognition system:

• We assume that any document with an unknown model can be recognized by using
parts of the logical structures of other known documents. We introduce a part by part
recognition approach and a part-based model of the structure of documents which can
recognize the logical structure of any document without a model of this document.

• We introduce the concept of micro-structure suited for the recognition part-by-part
of any document. We define a micro-structure all pairs of text blocks that have a
logical link. For business documents, most of the logical text blocks to detect, called
“metadata”, are mostly associated with a label called “caption” which are vertically or
horizontally aligned. We define a micro-structure by the pairs of text blocks (Caption
→Metadata) with→which describes the spatial relation between the caption and the
metadata to retrieve. (“Due date” → 13/02/2018) (“Total Net” → “135,00e”) (“VAT
→ 19,6%”) are some example of micro-structures. The class of possible caption is
given by the matching of the OCRresults into a dictionary of all possible captions
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found in business documents in Europe. Spatial horizontal or vertical alignment is
also an important feature which links the metadata and its caption.

• Weclaim that anunsupervised system is better suited for this problem than a supervised
approach. Millions of new models of business documents are created each year, and
supervised approachesmust be retrained each time a single newmodel is introduced or
deleted. This explains our choice to focus our work only on an unsupervised approach
which allows to add new models without a retraining.

• The recognition of the logical structure of a document is not possible without taking
the spatial relation into account as the main feature. We introduce the concept of
Spatial Context (SC) as a spatial feature, which describes the relative positions of
metadata or caption in a Neighborhood around each word of interest.

• We introduce an original voting process in the spatial space that allows to localize and
recognize a researched metadata and its logical function. The voting process is a sta-
tistical unsupervised approach which accumulates concordant information according
to different parameters. Voting approaches has already been used in computer vision
to find straight lines [23] shapes [24, 25], arbitrary lines [26], objects detection [27,
28]. This approach is well-known to be robust to noise and missing information due to
the partial occultation of an object. For our application, a recognition system based on
voting is an unsupervised approach that does not require any training and can manage
part-based models and spatial mutual information into a single scheme.

4 Spatial Contexts

We define the Spatial Context (SC) of a neighborhood N centered into a point C, the
pairs of text block Ei and a vector �Ui which define the spatial relation between Ei and the
center C of the neighborhood. Because the spatial structure of a document essentially
varies horizontally and vertically, �Ui is expressed in Cartesian coordinates (dx,dy) (1)
(Fig. 1).

SCN (C) =
{(

Ei, �Ui

)
Ei ∈ N (C) �Ui = −→

CEi,
}

(1)

Fig. 1. A Spatial Context (SC).

We propose a novel spatial structure model and replace a classical spatial structure
(Fig. 2a) by a set of Spatial Contexts which describe locally the neighboring elements
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a) Classical structure model b)Part-based Spatial Structure

Fig. 2. Comparison between classical spatial model and our part-based spatial structure.

of the structure (Fig. 2b). This model allows to analyze a spatial structure part-by-part
and reduce the structure complexity.

We introduce two types of spatial contexts:

• Metadata to Captions Spatial Context (MCSC)
• Metadata to Metadata Spatial Context (MMSC)

Because the documents may have different sizes and different resolutions, we nor-
malize all positions of text block by dividing all coordinates by the size of the image.
During the detection process, we multiply all coordinates by the size of the current
image. This normalization guarantees that the spatial relations are always suited to the
current document, whatever its size.

4.1 Metadata to Captions Spatial Context (MCSC)

The Metadata to Captions Spatial Context MCSCk , centered on the metadata Mk from
the logical class n°k, measures the spatial distribution of the possible captions described
by the wordsWi which are vertically or horizontally aligned withMk and belonging to
the lexical dictionary of captions of class n° k (2). With a window size of 50% of the
size of the image to define the neighborhood, the MCSC is a local spatial feature suited
for body part processing and part-by-part recognition.

It is the main information that must be used first during the recognition step. But the
MCSC may be empty if there is no wordWi found in the neighborhood of the metadata
n°k, with the lexical class k. In this case, the metadata n°k cannot be recognized with
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only this spatial context.

MCSCk =
{
Wi. =

(
Wi.x
Wi.y

)
, �Ui = −−−→

MkWi =
(
Wi.x − Mk .x
Wi.y − Mk .y

)
/ f (Wi) = k, Wi → Mk

}

(2)

Wi → Mk ⇔ {Wi is aligned to the metadata Mk}

f (Wi) = {Lexical Class of the word n◦i Wi}

4.2 Metadata to Metadata Spatial Context (MMSC)

The Metadata to Metadata Spatial Context (MMSCk) measures the spatial distribution
with the other ith metadata Mi which appear in the neighborhood N(Mk) centered on
Mk (3). The MMSC must be used after the prior localization of metadata by using
the MCSC. This spatial context assumes that the metadata make statistically recurrent
micro-structures. Voting by using the MMSC will reinforce the correct prior detection
of the metadata and reduce false detections.

MMSCk =
{
Mi =

(
Mi.x
Mi.y

)
, �Ui = −−−→

MkMi =
(
Mi.x − Mk .x
Mi.y − Mk .y

)
/Mi ∈ N (Mk), i �= k

}

(3)

5 Voting and Detection Stages

For the recognition of the logical structure of documents, we use a 2-dimensional voting
space defined by the parameters (xc,yc) coordinate which localize the metadata to detect.
The structure of business documents is based on very few text blocks. The voting process
for the recognition of the logical structure of documents is achieved part-by-part and not
model by model. We have a 2D-pool for each metadata to retrieve.

After several experiments, we chose a pool with a variable size that depends on
the size of the document. The reduction factor α is also important for the precision of
the localization of the text blocks to detect. After several experiments on our image
database, the optimal choice of the reduction factor α equals 16. This value makes
sense because it approximately corresponds to the average height of characters and text
lines with 400 dpi of resolution. We quantify the parameters (xc,yc) into W × H bins
with W = ImageWidth/α and H = ImageHeight/α. We introduce the Gaussian voting
which consists to vote spatial Gaussian functions instead of using a classical variation
of parameters generally apply during voting process (Fig. 3). A classical vote of dirac
functions, followed by a smoothing of the pool by a Gaussian function in order to detect
local maxima in the pools, doesn’t work in our case.
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Fig. 3. Illustration of the Gaussian voting process

We choose to use four different voting processes into four different pools:

• Voting by using Metadata position
• Voting by using Metadata to Captions Spatial Context
• Voting by using the metadata format
• Voting by using Metadata to Metadata Spatial Context

These four voting processes are complementary. Metadata aligned with a caption
can be detected by using their relative positions’ possibilities, the spatial relations with
their captions, the spatial relations with the other metadata, and the metadata format.
The metadata that are not described by a caption are detected by using the metadata’s
possible position, the metadata format and the possible relationships between the other
metadata.

5.1 Voting by Using Metadata Position

We use the relative position for a preliminary vote in order to coarsely localize each
metadataMk within the image. For each model from the training, we sum the Gaussian
function with high standard deviation values σx = 0.4 × W and σy = 0.2 × H because
the localization of the metadata by using their relative position is imprecise. We sum
the 2D Gaussian function for all (a,b) within the limits of the pool H × W (4). The 2D
Gaussian function has a width two times larger than its height because the positions of
text blocks in documents vary more horizontally than vertically.

Pool[k][a][b]+ =
∑

MMSCk

a=xc+3σx∑
a=xc−3σx

b=yc+3σy∑
b=yc−3σy

e
− (a−xc)2

2×σx2
− (b−yc)2

2×σy2 (4)

(a, b) ∈ [0..W − 1] × [0..H − 1] (xc, yc) = (Mk · x,Mk · y)
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5.2 Voting by Using the Metadata to Captions Spatial Context

The Metadata to Captions Spatial Context n°k (MCSCk) allows the detection of the
metadataMk from the possible captions localized by the wordsWi with the lexical class
of the captions of the metadata n°k and aligned withMk. We also use a Gaussian function
with small standard deviations σy = TextHeight/2 and σx = σy × 2 that depend on the
text height of the wordWi. For each word Wi which potentially is a caption having the
lexical class of the metadata n°k, for each MCSCk, we compute all possible positions of
the metadata (xc,yc) by using the word positionWi and the vectors −−→

Ui . Then for each
(a,b) coordinate in the limits of the pool, we sum the Gaussian function values (5).

Pool[k][a][b]+ =
∑
Wi

∑
MCSCk

∑
�Ui

a=xc+3σx∑
a=xc−3σx

b=yc+3σy∑
b=yc−3σy

e
− (a−xc)2

2×σx2
− (b−yc)2

2×σy2 (5)

(a, b) ∈ [0..W − 1] × [0..H − 1] Lexical Class(Wi) = k

(xc, yc) = (Wi · x − Ui · dx, Wi · y − Ui · dy)
The voting applied for document structure recognition has a very low complexity in

comparison to the voting for object detection in the computer vision domain. The voting
process is fast because there are only 2 parameters in a 2D spatial pool and a reduced
number of words.

5.3 Voting by Using the Metadata Format

Most of the metadata are described by a format or a regular expression. Among all
formats, we only selected 4 regular expressions or formats of metadata that match the
10 metadata to detect.

• Date: DOCDATE, DUEDATE
• Number: DOCNBR, ORDERNBR, DELIVNBR
• Amount: TOTAMT, NETAMT
• Percentage: TAXRATE

The format of a wordW is detected by the regular expression regex(W) or by heuris-
tics if regex() fails. We start a vote around all words Wi that have a regular expression
or a format compatible with the metadata to detect. Like the other voting stages, we use
a Gaussian function with small standard deviations σy = TextHeight/2 and σx = σy ×
2 (6).

Pool[k][a][b]+ =
∑
Wi

a=xc+3σx∑
a=xc−3σx

b=yc+3σy∑
b=yc−3σy

e
− (a−xc)2

2×σx2
− (b−yc)2

2×σy2 (6)

FormatOfMetadata(Wi) = k
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(xc, yc) = (Wi · x, Wi · y)
DOCTYPE, CURRENCY, TAXRATE have no votes because there is no text format

for these metadata. These metadata will be detected in the voting stage by MCSC or
MMSC.

5.4 Voting by Using the MMSC

Voting with the MMSC requires the coarse localization of each metadata with previous
voting stages. For each metadata class k1, for each local optima in position (xc,yc)
with a normalized value Pool2[k1][xc][yc]/Max{Pool2[k1]} superior to a threshold ε,
and for all metadata class k2 different from k1, we sum the Gaussian weights around
position (xc,yc) (7). These coordinates are deduced from the spatial relation between the
metadata k1 and the metadata k2 contained in the MMSCk1 and the possible position of
the metadata of k1 localized by (xc,yc). To avoid interference we analyze pool2, which
is a copy of the original pool. We use small standard deviations σy = TextHeight/2 and
σx = 2 × σy. The threshold ε is fixed to a very high value with ε = 0.9.A vote is started
for each local maximum value of the pool superior to 90% of the absolute highest value
of the pool. This important step predicts the possible positions of the metadata from
previous votes.

Pool[k2][a][b]+ =
k1<NM∑
k1=0

∑
Optima
Pool2[k1]

k2<NM∑
k2=0
k1 �=k2

a=xc+3σx∑
a=xc−3σx

b=yc+3σy∑
b=yc−3σy

e
− (a−xc)2

2×σx2
− (b−yc)2

2×σy2

(xc, yc) = argmax{Pool2[k1][x][y]/
Pool2[k1][xc]

[
yc

]
> ε × Max{Pool2[k1]}} (7)

5.5 Detection Stage

We have 10 metadata to retrieve from the logical structure [DOCDATE, DOC-
NBR, TOTAMT, NETAMT, DOCTYPE, CURRENCY, DUEDATE, ORDERNBR,
DELIVNBR, TAXRATE]. The description of the metadata is given in the Table 1.
Figure 4 shows the pools contents for the 10 metadata in the same order of the list and
for the 4 voting stages in the order of the description.

These pools have been computed from the image of the invoice Fig. 6. The four
voting stages vote in the same pool for each of the 10 metadata to detect (Fig. 5).

The detection stage builds amap “Classmap” of possiblemetadata locations from the
10 final pools. For each coordinate (x,y) in the image, we compute the list of classes of
metadata having normalized pool values that exceed a threshold γ = 0.7 (8). Each word
in position (x,y) from the document is automatically detected with the metadata returned
by non empty values of ClassMap[x][y]. If the word overlaps several metadata in the
ClassMap, we select the metadata that are found more frequently inside its bounding
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k position                                                                                            Vote with the MCSC Wi MkVote with metadata M

Vote by using the metadata format     Vote with the MMSC Mi Mk

Fig. 4. Pools for the 10 metadata and the 4 voting stages

Fig. 5. Pools Results after the voting by the four stages

box. The word is also detected if its format (IsaNumber(), IsAdate(), IsAnAmount()…)
is compatible with the detected metadata.

ClassMap[x]
[
y
] = AllArgMax

k=1..NbrOfMetadata

⎧⎨
⎩

Pool[k][x/α]
[
y
/
α
]

Max
(i,j)

{
Pool[k]

[
j
]
[i]

} > γ

⎫⎬
⎭ (8)

(x, y) ∈ [
0..ImageWidth

] × [0..ImageHeight]
Figure 6 shows the maxima of the combination of the pools from the 4 voting stages

and the ground truth. Seven metadata are correctly detected (DOCTYPE, TOTAMT,
TAXRATE, CURRENCY, DELIVRNBR, DUEDATE, DOCDATE) and three metadata are
not correctly detected (ORDERNBR, DOCNBR, NETAMNT).
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 ClassMap[x][y] =70%                                                       Ground truth

Fig. 6. Superposistion of the maxima of the combination of the pools > γ compare to the ground
truth.

6 Results

The company which grants this work provides a database of 474 annotated invoices. We
cut the database into two equal parts, 237 images for the conception of the part-based
structure and 237 different images for the evaluation. We found 228 different templates
for 474 images. Most of the templates are represented by only one or two images. Only
ten templates are represented by a dozen of images in average. For that, our base is very
heterogeneous.

It is absolutely impossible to train a supervisedmethodwith only a few hundred sam-
ples. But for an unsupervised detection system a knowledge database can be generated
with a small number of samples. Because several metadata are repeated several times
in different places in the document, the operator arbitrarily chooses only one text block
for each metadata. Unfortunately, the same operator can choose different text blocks for
the same metadata and the same model of document. Therefore, this database is difficult
to use for the construction of a reliable knowledge database even for an unsupervised
detection system. Moreover, it impacts the evaluation of the system because the text
block chosen by the operator for each metadata may be different from those detected by
our system (Fig. 7).

Because the ground truth contains, for each class of metadata, only one text block
chosen randomly and not all occurrences of the same metadata, our results will be under
evaluated. The database also shows a unknown number of annotation errors.We consider
the errors negligible for the evaluation.

The results (Table 1) are encouraging if we consider that they are under evaluated
by the annotation of the ground truth and the arbitrary choice of only one sample among
several occurrence of repeated metadata.

Our detection system is completely unsupervised and works well with a reduced
number of images. Several hundred of images from hundreds of different models of
invoices are sufficient to build a good knowledge of all spatial relationships. This excel-
lent property is not shared by the supervised approaches, especially methods based on
neuronal networks that require from thousands to millions of images for their training.
Moreover, our system is highly scalable and perfectible by adding new images from
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ClassMap shows that TOTAMT is detected in the right 

TOTAMT is chosen in the center in the ground truth 

TOTAMT is falsely detected by the evaluation system

Fig. 7. Example of metadata correctly detected but considered as wrongly detected

Table 1. Results of the logical structure recognition on invoices

Label Description Detection
rate

Nbr of objects

DOCDATE The date of the document 74,56% 228

DOCNBR The document number 85,46% 227

TOTAMT The total amount after taxes 93,69% 222

NETAMT The net amount 88,88% 225

DUEDATE The date of payment 82,77% 180

DOCTYPE The type of document 76,54% 226

ORDERNBR The order number 90,82% 229

DELIVNBR The delivery number 92,18% 64

CURRENCY The currency of the amount 68,49% 219

TAXRATE The tax rate applied 74,52% 212

TOTAL 82,79% 2032

numerous other models of invoices. The more images and models of invoices that are
provided to the system,more performant the detection will be. This property is explained
by the robustness of the partial voting. The classes ofmetadata {DOCDATE,DOCTYPE,
CURRENCY, TAXRATE} are the more difficult to detect, which is explained by the
fact that they are not always associated with a caption.

Unfortunately we cannot compare ourselves directly to the works described as the
datasets used are not publicly available and the evaluation methods are different. It is
also difficult to compare our self to other industrial works for the same reason. It is also
hard to create our own dataset due to privacy restrictions. We sincerely believe that such
a dataset if exists in the future will contribute to advance the domain significantly.
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However, all previousworks use supervised approaches to recognize documentswith
a rigid logical structure, which never change spatially. These approaches are trained
on the specific models of each document to read. In contrast to existing systems for
business documents, our recognition rate is absolutely given without any heuristics,
post-processing steps and contextual enhancements. The results confirm the several
assumptions we made at the beginning of the work Sect. 3.

7 Conclusion

Structure recognition is an emerging field that is beginning to break into effective and
sufficiently generic platforms. If we consider the same time scale that has been needed
to develop OCR into an unmarked industrial product, the development of document-
structure recognition software will require many years of research. However, the need
for automatic recognition of structures is increasingly urgent in the face of current digi-
tization projects. Difficult problems remain to be solved. The modeling and recognition
of the logical structure remains the Achilles’ heel of recognition systems.

At present, each system developed in public or private laboratories operates on
specific documents, with structure that is regular, rigid, and is either predictable or
already known in advance. Therefore, even today, there are no structure-recognition
systems that can automatically decode the structure of any text.

In this paper, we have proposed the very first automatic and scalable system which
can recognize the logical structure of business documents without any models or prior
information about their logical structure. Our solution can process totally unknown new
models of documents. Our detection system can also deal with non-rigid structures.

We have proposed a part-based spatial model suited for partial voting. Our proposed
model introduce the concept of Spatial Context (SC) as a spatial feature, which describes
the relative positions of metadata or caption in a Neighborhood around each word of
interest. We have introduced two different types of SC: the Metadata to Captions Spatial
Context (MCSC) and the Metadata to Metadata Spatial Context (MMSC). The MCSC
memorizes the spatial relation between possible captions detected by the lexical classi-
fication of words and the metadata to detect. The MMSC measures the spatial relations
between neighboring metadata.

We introduce an original and robust Gaussian voting process in the spatial space
that allows to localize and recognize automatically a researched metadata and its logi-
cal function. Our voting process is robust against missing information, OCRerrors and
annotation errors. Our detection system is completely unsupervised and is working well
with a much-reduced number of images. This excellent property is not shared by the
supervised approaches, especially methods based on neuronal networks.

In future works, we want to explore other applications in DIA of our part-based
model of detection.
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