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Abstract The spread of demand-response (DR) programs in Europe is a slow but
steady process to optimize the use of renewable energy in different sectors including
manufacturing. A demand-response program promotes changes of electricity con-
sumption patterns at the end consumer side to match the availability of renewable
energy sources through price changes or incentives. This research develops a
system that aims to engage manufacturing power consumers through price- and
incentive-based DR programs. The system works on data from heterogeneous
systems at both supply and demand sides, which are linked through a semantic
middleware, instead of centralized data integration. An ontology is used as the
integration information model of the semantic middleware. This chapter explains
the concept of constructing the ontology by utilizing relational database to ontology
mapping techniques, reusing existing ontologies such as OpenADR, SSN, SAREEF,
etc., and applying ontology alignment methods. Machine learning approaches are
developed to forecast both the power generated from renewable energy sources and
the power demanded by manufacturing consumers based on their processes. The
forecasts are the groundworks to calculate the dynamic electricity price introduced
for the DR program. This chapter presents different neural network architectures
and compares the experiment results. We compare the results of Deep Neural
Network (DNN), Long Short-Term Memory Network (LSTM), Convolutional
Neural Network (CNN), and Hybrid architectures. This chapter focuses on the initial
phase of the research where we focus on the ontology development method and
machine learning experiments using power generation datasets.
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1 Introduction

With the energy transition in Europe toward renewable but irregular resources
underway, the need for energy flexibility to balance the weather-dependent energy
generation is also increasing. Above all, local energy flexibility, which considers
local or own energy generation, plays a decisive role. The Energy Union Framework
of the European Union outlines the vision that end users actively participate in
the market and benefit from technological progress in the form of cost reductions
(Energy Union Package 2015). In order to improve the quality of service, the active
participation of end customers is increasingly coming to the foreground. As positive
effects, competition will be strengthened, more renewable energy sources will be
integrated, and energy networks will be more balanced. This will ensure an efficient
operation of the energy systems.

As a prerequisite for this, the majority of energy consumers must be willing to
participate actively in demand-response programs (Siano 2014). According to the
U.S. Department of Energy (DoE), demand response (DR) refers to Qdr (2006)

changes in electric usage by end-use customers from their normal consumption patterns in
response to changes in the price of electricity over time, or to incentive payments designed
to induce lower electricity use at times of high wholesale market prices or when system
reliability is jeopardized.

Demand-response programs can be implemented as price-based or incentive-
based programs (Chen and Liu 2017). Price-based programs imply the introduction
of dynamic energy tariffs and dynamic demand profiles adapted to changing
conditions. Incentive-based programs, on the other hand, require consumers to
hand over direct control of their energy systems to third parties for the purpose of
modifying the demand profile, if exceptional circumstances in the network should
require this.

The modification of consumer demand for energy using methods, such as
financial incentives, is known as demand-side management (DSM). DR is a subset
of DSM. One objective of DSM is to encourage the consumer to reduce the usage
of energy during peak periods or to store energy during off-peak hours using energy
storage units. As an application, DSM helps grid operators to provide a balance
between renewable generation units such as wind and solar. Due to increasing
electricity demand and installation of renewable energy sources, DSM is applied
for managing system behavior (Chiu et al. 2012). Therefore, DR systems can be
used to attain a balance between the demand and supply in the power grid (Yassine
2016).

The dissemination of demand-response programs in Europe is a slow but steady
process. As recently as 2013, European end customers were not very open to DR
systems, mainly due to regulatory and legislative barriers. Today, consumers have
far more opportunities to participate in demand-response programs in different
member states (Bertoldi et al. 2016). Unfortunately, Germany is lagging behind
other countries in this area, although demand-response services are being developed
in some research. This is due to the doubt of the effectiveness of DR to guarantee
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energy security and to attract investments (Lehmann et al. 2015; Valdes et al. 2019).
Furthermore, critical policy debates on the implementation of DR still exist. The
governance needed to relate demand-side response and local energy markets is also
still lacking (Kuzemko et al. 2017).

Although some legislative barriers have been dismantled and some aggregators
in Europe are installing DR systems in tertiary buildings, the desired effects on the
energy grid as a whole have not yet materialized. In Germany, both large industrial
consumers and households remain largely unaffected by DR.

Our research project addresses this problem and develops a solution for the
participation of industrial end customers in both price- and incentive-based DR
programs. The research investigates the influence of such programs on the electrical
grid and on the development of energy costs in the manufacturing industry, from
different perspectives. This book chapter describes the development of the project’s
technological solution that allows the implementation of a DR system. The solution
uses a semantic middleware that utilizes a linked data approach to connect data
sources coming from heterogeneous systems involved at demand and supply sides.
This book chapter also explains the development of the forecasting methods to
estimate the amount of electricity supply from renewable sources in the network and
also the amount of electricity demand from manufacturing companies. The forecasts
are used as the foundation to calculate the dynamic electricity tariffs.

Section 2 of this book chapter focuses on the related works in using ontologies or
linked data for the integration of data from heterogeneous sources on semantic level
and in forecasting methods in energy domain. Section 3 describes the overview of
the technical concept that we develop in the project. Then, Sect. 4 shows the method
to develop the ontology as the core of the semantic middleware. The methods, the
dataset, and some intermediate experiment results of the forecasting are discussed
in Sect. 5. Finally, the book chapter ends with conclusions and outlook.

2 Related Works

2.1 Ontologies and Linked Data

Semantic technologies, such as the graph-based data model called Resource
Description Framework (RDF) (Lassila et al. 1998) and linked data principles (Bizer
et al. 2011) from the Web, facilitate automated information integration. Ontologies
provide vocabularies and relation models to make data semantically compatible;
thus they can be linked without causing inconsistencies and ambiguities.
Ontology-based information models have been used to facilitate data integra-
tion on semantic level, for example to model objects involved in manufacturing
and supply chain sustainability (Borsato 2017). In the manufacturing domain,
ontologies can model the relationships between products, processes, resources, and
environmental factors contributing to energy efficiency (Wicaksono et al. 2014).
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Ontologies also facilitate virtual collaborations in assembly automation (Ferrer
et al. 2015). The AutomationML ontology is used to enable the communication
of heterogeneous tools in engineering environments, such as in manufacturing
(Kovalenko and Grangel-Gonzalez 2021).

In the energy management domain, ontologies have been developed to allow a
common semantic data model to address interoperability problems among involved
building automation systems (Wicaksono et al. 2013, 2010). They are also used
to enable the interoperability among Internet-of-Things solutions in general (Alaya
et al. 2015; Daniele et al. 2015; Haller et al. 2019) and for energy management
applications (Cuenca et al. 2017; Daniele 2021; Kofler et al. 2012). Industry
Foundation Classes (IFC) refer to a standard information model allowing exchanges
of building data. ifcOWL is the ontology representation of IFC (Pauwels and Terkaj
2016). Researchers also develop ontologies to support the energy transition, for
example, to model renewable energy sources (Kiigiik and Kiigiik 2018) and smart
grid objects (Stap and Daniele 2021).

Open Automated Demand Response (OpenADR) is a standardized information
model for sending and receiving DR signals between network operators and
consumers (Ferndndez-Izquierdo et al. 2020). It is implemented as a client-server
architecture. Virtual End Nodes (VEN) refer to the clients and Virtual Top Nodes
(VTIN) are the servers. The DR signals received in the client can trigger prepro-
grammed actions according to their tasks and thus establish an automated demand
response for each resource considered. OpenADR is open source and can therefore
be implemented by any user. Since electricity prices generally correlate negatively
with electricity availability, consumers can specifically control their consumption
away from high price periods and significantly reduce their own energy costs.

In this research, we investigate the scopes of ontologies that are relevant for
demand-response systems. We analyze those ontologies based on data requirements
at both supply and demand side. Table 1 shows the domain scope of the analyzed
ontologies. From the table, it can be seen that no ontology is able to fulfill the
data requirements in all domains. Therefore, we develop a linked data approach
to interlink those ontologies.

2.2 Machine Learning and Forecasting Methods

The fields of machine learning and artificial intelligence have undergone rapid
growth in the last decade, changing the way humans interact with data, especially
in the use of data for decision-making. Data-driven decision-making has thus
grown in the fields of physical sciences and social sciences, influencing various
aspects of daily human life. A huge part of data-driven decision-making entails
the need to forecast future behavior of a system or trend of a series based on
historical time-series data. Therefore, time-series forecasting has become a crucial
method implemented across many domains, where different windows of time series
representing past behaviors are utilized to forecast future behaviors.
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Existing methods for time-series forecasting can roughly be mapped into two
categories, i.e., classical methods that focus on learning linear relationships and
machine learning/deep learning methods that generalize complex non-linear rela-
tionships. Classical time-series models such as Exponential Smoothing, Autore-
gression, and Moving Average have easy interpretability and strong theoretical
assurance. Simple variations of classical models, such as Autoregressive Mov-
ing Average (ARMA) and Autoregressive Integrated Moving Average (ARIMA),
have also been established as reliable methods for time-series forecasting. More
complex extensions of these methods, which include variations with integration of
seasonality: Seasonal Autoregressive Integrated Moving Average (SARIMA), and
integration of vectorized multiple inputs: Vector Autoregression (VAR) and Vector
Autoregression Moving Average (VARMA), further provide flexibility in adding
complex relations in the forecasting and models. Novel extensions of these methods
also support handling missing data and multiple data types (Seeger et al. 2016).

Machine learning/deep learning methods aim to learn a non-linear function
mapping of stochastic historic input data to a predicted/forecasted output value.
Methods such as Support Vector Regression (SVR) (Zafirakis et al. 2019; Lahouar
and Slama 2017), Random Forest (RF) (Li and Shi 2010; Sun et al. 2018), and
Artificial Neural Network (ANN) (Jiao et al. 2018; Olaofe and Folly 2013) are
the simplest existing techniques that have shown abilities in learning these non-
linear functions. Extending the ANN models to have recurrent hidden layers (RNN)
that capture and preserve the relationship of a new input with previous inputs
achieved ground-breaking performance in sequence learning. Improved variants
of RNN, i.e., Long Short-Term Memory (LSTM) and Grated Recurrent Unit
(GRU), (Liu et al. 2019; Niu et al. 2020) have also shown great potential in
learning complex relationships present in stochastic historic input data for time-
series forecasting. As one of the most popular deep learning methods, Convolutional
Neuron Network (CNN) has not only been utilized to extract visual features in
problems of computer vision and natural language processing (NLP), but is also
used in feature selectors and predictors for wind speed/power forecasting. The work
of Liu et al. (2019) introduced a 1D CNN-based forecasting model for direct multi-
steps ahead prediction for short-term wind speed data, which outperformed other
classical and baseline ANN methods. Wang et al. (2019) used 2D CNN to efficiently
extract the non-linear features of the raw wind power data, which shows better
accuracy in probabilistic forecasting.

Alongside the development of forecasting methods, research works have
increased in forecasting both electricity generation (Wang et al. 2019) and
consumption for industrial and household consumers (Hong et al. 2020). Most
of the recent research works on electricity generation focus on production of green
energy from wind and solar plants (Liu et al. 2019; Wang et al. 2019). On the
consumption side, research is driven by optimizing energy efficiency, which also
requires constant monitoring of various consumption indicators and identifying
factors that affect them in real time (Hong et al. 2020). Weather conditions are
identified as the main factor determining the production of green energy and the
demand for electricity. Additional independent factors, such as holidays, operational
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Table 2 Overview of deep learning forecast methods from related works

Algorithm name/source Multivariate input Input series frequency Forecast horizon
SAE-BP (Huang et al. 2017) X 15 min 2h
EHS-SVR v 15 min 3h
(Zafirakis et al. 2019)

RF-AR, SVR-AR (Lahouar and v/ 1h 1-2h
Slama 2017)

RF (Sun et al. 2018) v 15 min 15 min—24 h
BPNN (Li and Shi 2010) v 1h 24h

BPNN (Jiao et al. 2018) X 1h 1h

LSTM (Olaofe and Folly 2013) v 15 min 2 days
Attention-GRU (Niu et al. 2020) v 1h 3h
CNN-LSTM (Liu et al. 2019) X 10 min 30 min
Deep CNN (Wang et al. 2019) X 5 min 8h

characteristics of buildings, and indicators of living standards, are also identified
to influence the demand (Hong et al. 2020; Kalimoldayev et al. 2020). These
advancements in forecast form the basis to drive research work on dynamic pricing
of electricity and implementing DR systems (Kalimoldayev et al. 2020). The
influence of DR systems has also been evaluated with the use of deep learning
methods. Micro-grid demand-response systems have shown high potential in not
only helping consumers reduce their energy bills, but also help in improving grid
stability and reliability (Shojaeighadikolaei et al. 2021).

Therefore, forecasting is seen as a fundamental aspect of planning and manage-
ment, and the design of a dynamic price system requires forecasting of future supply
and demand (Dutta and Mitra 2017). Further, scheduling of actual consumption
would also require forecasts of future prices. Therefore, it is identifiable that
an initial step toward building a price system is to have a strong forecasting
method. And the potential that deep learning shows in mapping relations in data
for forecasting makes exploring the deep learning method an important initial step.
Thus, experimental works are done in our research to create baseline forecasting
methods using deep learning. Details of the experimental works are discussed
in Sect.5. Table 2 shows different existing research works related to forecasting
methods, especially in terms of renewable energy. We reviewed the works by
analyzing the algorithms used or developed, whether the input data is multivariate
or not, the frequency of the input data points, and the forecast horizon.

3 Overview of the Concept

The architecture of the solution is based on the reference architecture for the smart
grid developed by the EU Smart Grid Coordination Group/Reference Architecture
Working Group (SG-CG/RA) (Gottschalk et al. 2017) (see Fig. 1). The core of
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the architecture is the semantic middleware. This is a software module with an
ontology for the integration of heterogeneous information models, which are defined
by standards from different subject areas (e.g., OpenADR, IFC, SAREF, PPR
model). A method for mapping between the DR communication standards and
the ontologies is developed for the semantic middleware to enable automatic data
routing. Using the linked data approach, the heterogeneous information models
shown in Table 1 are semantically linked. The adapter serves as a communication
interface between various systems supplying the data. The adapter contains an
HTTP/HTTPS interface and a software module for data format conversion. The
applications of the energy supply and demand sides use the semantic middleware
to automatically collect the data required for their functionalities. An intelligent
mapping and routing algorithm is developed to capture the appropriate data from
the right data sources.

In our research, data are collected from heterogeneous sources. Those data
include power generation, power consumption, weather, customer, balancing group,
industrial automation, and manufacturing process data. We develop a continuous
intelligent analysis based on this data, i.e., descriptive data analysis for monitoring,
predictive analysis to generate the forecast model of electricity supply and demand,
prescriptive analysis through simulation and optimization to determine the dynamic
electricity prices, as well as the visualization of the data to support the analysis. This
continuous data analysis makes the determination of the dynamic electricity prices
more precise and transparent. This will happen on the utility side. The end-to-end
intelligent data analyses are also used on the consumption side. Load profiles of the
production processes are recorded based on electricity demand measurements at the
systems involved in the production process, and connections between production
orders and the associated electricity demand are created using machine learning
methods. These findings are then used to generate electricity demand forecasts
depending on the production plan. Heuristics are developed to enable electricity
cost-optimized production planning and control. DR requirements are also explicitly
considered.

The concepts will be examined in the context of two use cases, i.e., at a rubber
component manufacturer and at a manufacturing company having a high degree
of automation. Two different perspectives are considered in each use case: the
technical and the economic feasibility. The use case at the rubber component
manufacturer focuses on the development and integration of the hardware required
to implement demand-response requirements. The use case of the second company
builds on existing sensors and develops simulation models for the optimization
of production by exchanging energy data with the market. Those companies have
different requirements for market mechanisms and negotiation strategies, which are
analyzed within the scope of our research.

The following sections focus on the development of the ontology for the semantic
middleware and the methods to forecast power generation and consumption as
the initial phase of end-to-end intelligent data analysis. Since the project is still
in the early phase, in this book chapter, we only concentrate on the development
and experiments of forecasting for wind and solar power generation. However,
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the developed methods can be applied to the forecast of power generation from
other types of renewable sources and also to the forecast of power consump-
tion.

4 Ontology Development

4.1 Ontology Construction Methodology

In this research, to represent a sharable and reusable knowledge as a set of concepts
within the domain and to describe their relationships, ontologies as a part of the
W3C standards stack for the Semantic Web are applied. They provide a link between
different pieces of information from different domains. Ontologies are also used to
enhance knowledge and data exchange in these domains.

To achieve this goal, we adapt an ontology construction method toward data
integration through linked data developed for building energy management domain
(McGlinn et al. 2016). The adaptation of the method is shown in Fig. 2. First, we
define data requirements and the mapping of those data to appropriate ontologies.
Then, the method of systematic review is applied with the purpose of identifying
and extracting ontologies and analyzing the potential links between them in the
following specific fields: demand response, sensor networks, renewable energy, and
manufacturing. The following sections explain the steps carried out in the method
in detail.

Step 1: Data Requirements

Step 1 analyzes the specific data requirements for each process in the system in
more detail. The purpose of this step is to understand the exact structure of the data
required to meet the use cases or functionalities of the system. All data values that
are required must be captured and described. This involves structuring the data as
concepts and properties.

Step 2: Ontology Domains Finding and Extracting

The purpose of this step is to provide a quick reference to ontologies related
to demand-response systems and select the best of them for a particular domain
(step 2a). These ontology domains are extracted and presented here. The next step
is to explore and find potential links between ontologies in the abovementioned
categories (step 2b and 2c¢).

Step 3: Develop Ontology

Step 3 is concerned with the development of models for meeting the data
requirements, which are not currently supported by any existing ontologies or
standards.
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Fig. 2 Ontology development

Step 4: Define Links

Step 4 is concerned with the definition of links between ontologies, since multiple
ontologies are required to meet the data requirements. At this stage, the mappings
and alignments must be identified and formalized.

4.2 Database to Ontology Mapping

In our project, we collect data from different sources. Those data can be in relational
databases, CSV files, or XML formats. A relational database is commonly used in
modern applications for storing and querying data and enables the organization of
data points and identifies their relationships. Since an ontology provides formal
semantics for the data explicitly, to describe the semantics of data stored in a
database, the database schemas should be converted into semantically equivalent
ontologies. Mapping rules are applied for converting relational databases into
ontology. The database to ontology mapping is located in the adapter (see Fig. 1).
We develop the database to ontology mapping by considering the works described
in Mabhria et al. (2021), Hazber et al. (2015).
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4.3 Ontology Alignment

Since we consider multiple ontologies to fulfill the data requirements, we develop
ontology alignment methods to interlink the ontologies. An ontology alignment is
an ontology matching process to provide a set of correspondences between seman-
tically related ontology concepts for two input ontologies (one source ontology
and one target ontology). These semantic relationships are called mappings. To
determine the mapping, we find similarities between the entities of semantically
related ontologies. As an important task, ontology alignment allows the joint
consideration of resources described by different ontologies. Ontology alignment
is used to solve different problems of semantic heterogeneity in the integration and
sharing of information. We apply multiple ontology alignment approaches that are
based on lexical, structural, extensional, and semantic techniques (Ouali et al. 2019;
Xie et al. 2016).

A lexical method is based on the comparison of terms, strings, or texts. But
structural methods calculate the similarity between two entities by exploiting
structural information within semantic or syntactic links, which form a hierarchy.
Extensional methods infer the similarity between two entities by analyzing their
extensions (i.e., their instances). Finally, semantic methods are based on the external
ontologies. In Nguyen and Conrad (2015) and Essayeh and Abed (2015), the authors
develop hybrid methods (combining structural and semantic).

Because of the extensive applications of ontology alignment, it has been widely
studied in many research works (Mohammadi 2019; Mohammadi et al. 2018a,b;
Mohammadi and Rezaei 2020; Zhou et al. 2018). In these works, the authors also
consider a considerable number of alignment systems. In our research, the ontology
alignment generates the integration model shown in Fig. 1.

4.4 Ontology Candidates and Potential Mapping

In this section, we provide a quick reference to ontologies related to demand
response and select the best of them in the following domains: demand response,
renewable energy, sensor, and manufacturing. The next step is to explore the poten-
tial links between ontologies. We interlink those ontologies to prevent information
duplication, to establish a common vocabulary, and to make less development effort.
We consider methods SubClassOf and EquivalentClass to link a concept
in the source ontology and a concept in the target ontology. In the SubClassOf
approach, concepts and properties of source ontology are a part of the target
ontology. In EquivalentClass, the linked concepts refer to the same meaning.
Sometimes, to be more flexible, we may define “new concepts” or “new properties”
for the source and target ontologies (Haase and Motik 2005).

The lists of ontologies that we considered in this context are OpenADR, OEMA,
SAREF, OntoWind, SSN/SOSA, and Mason. We elaborate the potential links



A Demand-Response System for Sustainable Manufacturing 167

Table 3 Potential links between different ontologies: OpenADR

Source ontology Target ontology Link type Description
oadr:Resource mason:Resource EquivalentClass Same concepts
oadr:Item saref : Property SubClassOf This link is specified in

Fernandez-1zquierdo
et al. (2020)

oema (PAO) : openadr:Resource SubClassOf Resource is the entity in

Organisation the DR programs, and
organization can join to
the DR programs

between the abovementioned ontologies and show the linking method in Tables 3,
4,5,6,7 and 8.

5 Forecast Methods

As the literature discussed in the previous section shows, artificial neural networks
and deep learning have recently been popular in mapping stochastic historic input
data to a forecast output value. The initial experiments done in our research are
to develop simple deep learning networks and evaluate their prediction capabili-
ties. In order to do so, four neural network architectures, Deep Neural Network
(DNN), Long Short-Term Memory Network (LSTM), Convolutional Neural Net-
work (CNN), and a Hybrid architecture combining the three techniques, are
developed. We conduct experiments to forecast both solar and wind energy gen-
eration for both short-term (1 day) and long-term (monthly) horizons. The details of
the experiments and their results are discussed in the following order. The datasets
and data preprocessing techniques are discussed first, along with exploratory data
analysis. This is followed by discussions on the neural network architectures.
Finally, the performance of the different architectures is discussed.

5.1 Dataset Description, Data Preprocessing, and Exploratory
Data Analysis

Data used for experimental purposes are historical wind and solar power generation
data, from February 2019 until December 2020, collected by a local utility company.
The wind power generation data are from three different wind turbines and include
variables such as the wind speed, wind direction, and temperature around the
turbines. Similarly, the solar power generation data are also from three different
solar plants and include other variables such as global radiation and temperature
around the solar plants. The dataset preprocessing is done with simple techniques
to identify abnormal/anomaly values, drop them, and finally impute missing values
using linear interpolation.
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As a next step to understand the datasets, calculation of correlations between all
variables is necessary. Initially, no correlation is seen between the generated power
and the wind direction. This problem generally appears because the coordinate in
which wind direction is measured is circular, opposed to the linear coordinate used
to measure wind speed and power. In order to extract a new feature that encompasses
the effect of wind direction and wind speed, the following trigonometric transfor-
mation is applied to the initial features:

Output, = wind_speed x cos’ (d — wind_direction). (1)

In the equation, d is an offset direction such that: wind direction values closer
to the offset direction result in higher production. Two offset directions are chosen
based on the apparent relation seen between the direction feature and the generated
power.

The histogram shown in Fig. 3 has power generated on the y-axis plotted with
the wind direction (0° as North) for each month of the year. In each plot, we can
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1 1 1600

Power
Power

00 200 300 100 200 300 100 200 300 200
Direction_degrees Direction_degrees Direction_degrees Direction_degrees
Month : 5 Month : & Maonth : 7 Month : 8
1600 L] [ L] 1 1 1

ol =

Powe:
-]
a

Power

100 200 300 200 300
Direction_degrees

Direction_degrees

Month : 11

Power
-]
a

Power

00 2200 300
Direction_degrees Direction_degrees Direction_degrees Direction_degrees

100 200 300

200 100 200 300

Fig. 3 Histogram of power against wind direction
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Fig. 4 Correlation plot: features used for solar power prediction

see two distinct clusters form. The first cluster is centered around 45-50° North,
and the second at 200-225° North. It is also slightly noticeable that the closer
the wind direction to these axes, the higher wind energy production is seen (bright
spots in the histogram). We therefore estimate that the ideal directions for the wind
turbine output are around 50 and 200° North, and these are the ideal offset angles to
choose. The solar dataset shows good correlations of the initial features with power
generated. Figures 4 and 5 show correlation plots of the variables used to train neural
network models for wind and solar power forecast.

As mentioned earlier, the initial experiments are conducted with Deep Neural
Network (DNN), Long Short-Term Memory Network (LSTM), Convolutional
Neural Network (CNN), and Hybrid architecture. Each training step allows the
network to learn from historical values with a window of 18 time steps in order
to predict power generation for the next single time step. One year’s half power
generation data are used for training and the other half for evaluation of the models.
Table 9 below summarizes the network architecture for each of the methods.
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Fig. 5 Correlation plot: features used for wind power prediction

5.2 Experiment Results

Each model is trained to minimize the mean-squared error between the predicted
value and the actual value. Therefore, the mean-squared error (MSE) is used to
evaluate the different neural network architectures. Along with the mean-squared
error, the mean absolute percentage error (MAPE) of the different models is
compared. Tables 10 and 11 summarize the metrics for short-term and long-term
forecasting of wind and solar power generation.

The results show that the Hybrid model outperforms all other models and sig-
nificantly improves prediction in terms of MSE for daily and monthly predictions.
Theoretically, the Hybrid model benefits from the integration of the LSTM and CNN
layers. The LSTM layer can learn the temporal differences in the data (dependence
on previous values), and the CNN layer is able to learn the spatial relations
(correlations between input features). Both the short-term predictions and long-
term predictions of the Hybrid model show high flexibility in terms of predicting
but still tend to overestimate the forecasted values resulting in higher MAPE values.



A Demand-Response System for Sustainable Manufacturing 173

Table 9 Overview of deep learning architectures

Model Parameters
DNN (Input)64132,16(hidden)! 1 (output)
LSTM (Input)641100(encoder)|

100(decoder)!1(output)

CNN (Input)64I(2-D conv)l1(output)

DNN-LSTM-CNN  (Input)64ICNN-LSTM-

DNNI1(output)

Table 10 Model evaluations
for short-term forecasting.
The best results according to
the evaluation metrics are
highlighted in boldface

Table 11 Model evaluations
for long-term forecasting.
The best results according to
the evaluation metrics are
highlighted in boldface

Comments

Input does not include historical
values of power. Multivariate model
including weather condition and
temperature as input features

Input includes historical values of
power along with weather condition
and temperature as input features
Time distributed 2-D Convolutional
Network, with 2 convolutional
layers. The layers have 8 and 4 filter
channels, respectively. Each filter
channel has kernels of sizes 4 and 2,
respectively. Input includes historical
power value, weather condition, and
temperature as input features

A hybrid model that combines
architectures mentioned above.
Network Architecture is set up in the
following order, input layer-CNN
layer-LSTM layer-DNN layer. Input
includes historical power value,
weather condition, and temperature
as input features

MSE MAPE

Model Wind Solar Wind Solar

DNN  24e3 58e3 141.2% 71.2%
LSTM 17e4 46e6 73.4% 48.6%
CNN  18e4 13e3 103.8% 51.1%
Hybrid 10e3 12e3 90.1% 59.8%

MSE MAPE

Model Wind Solar Wind Solar
DNN 50e3 78e3 10.6% 7.0%
LSTM 71e4 48e¢6 23.0% 6.8%
CNN  73e4 83e3 50.8% 16.7%
Hybrid 46e3 15e3 72.8% 11.4%

Figures 6, 7, 8, and 9 show the plots of short-term and long-term forecasting of wind
and solar power generation using the Hybrid model.

The LSTM model stands out in terms of MAPE as it tends to under-forecast
predicted values of both wind and solar predictions. The calculation of MAPE favors
models that under-forecast and penalize over-forecast (where predicted values are
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Fig. 7 Short-term forecasting of solar power generation using Hybrid model

higher than actual values). This can be clearly seen in the evaluation plots of the
LSTM model in Figs. 10, 11, 12, and 13.

6 Conclusions and Outlook

This book chapter focuses on the development of an IT system that enables the
implementation of a demand-response system for manufacturing power consumers.
The system architecture follows the functionalities of the reference architecture
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Fig. 9 Long-term forecasting of solar power generation using Hybrid model

developed by EU Smart Grid Coordination Group/Reference Architecture Working
Group (SG-CG/RA). The system employs ontologies as the information model to
enable the interoperability of heterogeneous systems involved in demand-response
programs at both supply and demand sides. We develop an ontology construction
method that allows reusing and interlinking of existing ontologies and information
model standards, such as SAREF, OpenADR, IFC, Mason, etc. By doing this, many
systems that use existing information model standards will be compatible and able
to communicate with our system.
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Fig. 11 Short-term forecasting of solar power using LSTM

This book chapter also discusses the development of forecast models as a com-
ponent of the demand-response system. The aim of the forecast models is to allow
for forecasting of the amount of power generated by renewable energy sources,
such as wind and solar, and the amount of power consumed in the manufacturing
companies. Therefore, we are able to calculate the dynamic electricity tariffs. We
develop four different neural network architectures and conduct experiments using
solar and wind power generation datasets for short-term and long-term forecasting.
The experimental results show that the hybrid and LSTM architectures perform best.
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Fig. 13 Long-term forecasting of solar power using LSTM

The research described in this book chapter is still in the early phase. The next
steps are to apply the neural network models to forecast the power consumption
in manufacturing companies. We will collect the power consumption and manufac-
turing process data from two manufacturing companies, i.e., a rubber component
manufacturer and a manufacturing subcontractor having high-degree automation.
Then, we will validate the models using those data. Finally, we will develop a
method to calculate dynamic electricity tariffs based on the forecast models.
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