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Foreword to the First Edition

Timing is everything—this is especially true for spaceflight operations. 2014 is a
special year for the European space community, the year that started with the wake-
up of ROSETTA, ESA’s comet chaser, with Philae, the German comet lander, which
is on its extraterrestrial voyage since 2004. It has been awoken from his hibernation
and is providing us with data during its carefully planned first approach on a comet—
67P/Churyumov-Gerasimenko.

In November 2014, the mission culminates in the descent of the lander PHILAE to
the surface of the comet’s frozen nucleus—the resulting measurements may help us
answer some of the fundamental questions about the evolution of life on earth. Comets
are considered as veterans of our solar system—their analysis provides insights in
the early days of our galactic home.

Another fact which makes 2014 quite special for the European spaceflight commu-
nity is the mission of two Europeans to the International Space Station—never before
have we seen two long duration ESA missions within one year. Alexander Gerst has
the chance to beat Thomas Reiter’s record of logging the longest time in one space
mission for a German. Samantha Cristoforetti is only the second ESA female astro-
naut—and the first Italian woman in space. During their stay in orbit, both will collect
data for many months of scientific research and definitely awake the public interest
in spaceflight in their home countries.

In this fascinating year falls the publication of the book Spaceflight Operations.
It discusses important principles and aspects of the operation of space vehicles.
Designated experts of the DLR’s German Space Operations Center (GSOC), ESA’s
European Space Operations Center (ESOC) and the University of Southampton have
put together a handbook for operations, which provides not only a good overview
but also the expert background information, to make the book not only a theoretical
description, but a vivid testimonial of many years of experience. Both the GSOC and
ESOC spaceflight operations centers were founded in 1967 and GSOC’s manned
spaceflight history dates back to 1985 with the German spacelab mission D-1.

The authors of this book are involved in many of the most exciting space missions
and projects currently ongoing: Columbus and the International Space Station,
ROSETTA and the lander PHILAE, TerraSAR-X and Tandem-X, the European Data



vi Foreword to the First Edition

Relay System EDRS and the space robotic mission DEOS. They have worked during
the preparation and execution phases, acting in their roles as managers, engineers,
planners, subsystem specialists and flight controllers. It is inspiring to read their
articles and to listen to their “lessons learnt.”

It is my desire that the book will provide both an interest and stimulus for future
missions—and may help to improve subsequent operations concepts.

Koln, Germany Jan Worner
Chairman of the Executive Board of
the German Aerospace Center (DLR)



Preface to the Second Edition

This book originally grew out of the “Spacecraft Operations Course,” a 1-week lecture
and exercise series that has been held annually at the German Space Operations
Center (GSOC) in Oberpfaffenhofen for the past 21 years. The handout, which was
a collection of slides in the very beginning, changed into a book over time. Still,
we realized that there is currently no book that deals exclusively with spacecraft
operations, so we expanded our project by adding to and detailing the chapters so
that we could complete it in book form. As before, most of the chapters are based
on lectures from our current “Spacecraft Operations Course.” However, the target
audience of this book is not only the participants of the course but also students of
technical or scientific courses, as well as technically interested people who want to
gain a deeper understanding of spacecraft operations.

Five years after the publication date of the first edition, we felt that a thorough
revision and expansion of our book was necessary. This effort resulted in four new
chapters: Flight procedures, human factors, ground station operation, as well as soft-
ware and systems. In addition, some chapters have been extensively supplemented.
The entire book has been brought up to date, the language has been revised and we
decided to improve its structure: The chapters are grouped into seven parts:

The first part of the book (Part I') gives a brief summary of the space segment,
introducing the space environment, space systems engineering and space communi-
cations. The next four parts deal with the classical fields of space flight operations:
The phases of mission operations (Part II) are described in chronological order,
from preparation to execution and the final evaluation (flight experience). These
chapters are now complemented by chapters on flight procedures and human factors.
Part III addresses ground and communications infrastructure, i.e., cross-mission
support services. This part is structured according to the different services. The
flight dynamics system (Part IV) focuses on attitude and orbit control of the satellite
platform, while mission planning (Part V) ensures effective payload management
and utilization. The last two parts deal with the details of specific mission types: Part
VI describes the operational tasks of the various subsystems of a classical unmanned
satellite in Earth orbit. Part VII discusses the special requirements of specific mission
types caused by the presence of astronauts, by the approach of a satellite to another

vii



viii Preface to the Second Edition

target satellite, or by interplanetary cruises and landing operations on other celestial
bodies.

We would like to take this opportunity to thank all contributors to this opus: First
of all, all of the authors for their contributions, which they provided beside their
ongoing operational work. A very big thank you to our design team and editorial
office Juliane von Geisau, Yasmin Dorostan, Adriane Woito and Angelica Lenzen,
who have been instrumental in supporting us throughout the second edition. Many
thanks to Nick Jost, who supported us linguistically as a “native speaker.” Thanks
also to Martin Peters for his assistance. Last but not least, our thanks go to Pierpaolo
Riva at Springer-Verlag for his supervision during the revision of this book. Now, it
is time to put the second edition into print—we hope you enjoy reading it.

Oberpfaffenhofen, Germany Florian Sellmaier
February 2022 Thomas Uhlig
Michael Schmidhuber
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Space Environment ez

Adrian R. L. Tatnall and Hauke Fiedler

Abstract The environment in which spacecraft have to function is not only life-
threatening for humans but also challenging for the spacecraft itself. To success-
fully cope with this environment many aspects including acceleration, atmosphere,
vacuum, solar radiation and its implications have to be taken into consideration. Such
factors are examined in more detail in the following chapter “Space Environment”.

1.1 Introduction

The environment in which spacecraft have to function is life-threatening for humans,
and we cannot survive there without protection for more than a few seconds. Fortu-
nately, in this respect, spacecraft are generally more robust than humans are and
spacecraft can continuously operate in space for more than 15 years on a regular
basis. To take Voyager 1 as an example, launched over 40 years ago, the spacecraft
is still operational and communicates with Earth from a distance of 22 billion km.
It is interesting to question how this longevity can be achieved when maintenance is
not an option and the environment, at first sight, appears so unattractive.

To understand these issues, it is important to take a moment to consider what
constitutes the space environment, which is definitely different due to the fact that
many of the sources of erosion and wear found on Earth do not exist in space.

The space environment is alien, it is remote in the sense that it is difficult and
costly to get there. The borderline of space is generally considered to start at the
Karman line at an altitude of 100 km in the thermosphere (Fig. 1.1). The short trip
of 100 km represents a major challenge for rockets, and the trip itself subjects the
spacecraft to an environment totally different from that to which it is subjected on
the ground or in space.
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Fig. 1.1 Earth’s atmosphere. Adapted from Encyclopedia Britannica online (2012)

1.2 Launch Vehicle

1.2.1 Acoustic/Vibration Levels

Launches are extremely loud, as any spectator will confirm. Acoustics and the vibra-
tion levels reach a maximum at the moment of launch when the rocket engines ignite
and the exhaust emission is reflected from the ground. As the rocket ascends, the
effects governing ground contact decrease, but other mechanical moving parts and
unsteady aerodynamic phenomena continue to excite the structure. This structural
excitation produces a secondary acoustic field within the structure. As the speed of
the rocket increases, the sound field peaks for a second time during the transonic
flight phase, which typically occurs just below Mach 1, the speed of sound. The
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Fig. 1.2 Acoustic sound levels. Data taken from Ariane 5 User’s Manual (Arianespace 2011) and
Falcon 9 Launch Vehicle Payload User’s Guide (SpaceX 2009)

overall levels experienced under the fairing of the Ariane V and Falcon 9 rocket are
shown in Fig. 1.2. Acoustic noise has a negative effect on any lightweight structures,
and in that context, antenna parabolic reflectors, solar arrays and spacecraft panels
are particularly at risk.

1.2.2 Static Acceleration

At the moment of launch the rocket mass is at its maximum. The rate of acceleration is
correspondingly low as the thrust produced is virtually constant. Rocket acceleration
increases as a result of the reduction in the amount of propellant onboard until the
solid rocket booster burns out and separation occurs. This gives rise to the distinctive
static acceleration profile at launch shown in Fig. 1.3. Since the accelerations vary
with time, the effect on the spacecraft is to generate quasi-static loads. These loads
determine the major load bearing parts of the spacecraft structure such as the central
thrust tube.
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Fig. 1.3 Ariane 5 static acceleration profile (Ariane 5 User’s Manual (Arianespace 2011))

1.2.3 Mechanical Shock

A number of events can lead to very high acceleration rates being produced for very
short periods of time. These shocks include.

e Ignition and separation of the launch vehicle stages
e Fairing jettison

e Spacecraft separation

e Docking and landing.

Excitation peaks between 1 and 10 kHz for Ariane and Falcon 9. The rate for
Ariane 5 is 2000 go and 3000 gy in the case of Falcon 9. Despite these very high
figures, the transient nature of these loads means that they are of no consequence as
regards structural strength, but they are of concern to the functioning of equipment
like relays.

1.3 Spacecraft Operational Environment

1.3.1 Vacuum

The ambient pressure by the time a spacecraft reaches low Earth orbit at 300 km is
comparable to what could be achieved by using a very good vacuum chamber (about
1077 Pa) on Earth. At an altitude of 800 km the pressure is so low that it cannot be
reproduced in a terrestrial environment.
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Itis therefore important that materials which do not outgas are used in the construc-
tion of a spacecraft. Outgassing occurs because the material itself sublimates. Gases
are released from cracked materials, or gases that are adsorbed by the surfaces are
released in a near vacuum. While this will probably not affect the structural integrity
of the spacecraft, it might have an impact on the surface properties and there is
always the possibility that the vaporized material will condense if it impinges on
colder spacecraft surfaces. It is therefore important that materials such as cadmium,
zinc, PVC and many plastics with high vapor pressures are not used. Adsorbed gases
can alter the properties of materials. Graphite is a solid lubricant commonly used
on Earth, but in space the adsorbed water vapor is lost and graphite is ineffective
as a lubricant. Alternatives such as molybdenum disulfide then have to be used. If a
vacuum alters the properties of a material which has to be used, residual contaminants
can be removed by baking and applying a protective coating or shielding.

1.3.2 Solar Radiation Flux

The spectrum of the radiation from the Sun is approximately that of a black body
at a temperature of 5,777 K. This is the temperature of the photosphere, the opaque
region of the Sun which is usually considered to constitute its surface. Our eyes
have a response which is optimized for the light emitted by the Sun, which peaks
at about 550 nm. This radiation is virtually constant and varies by about 0.1% from
sunspot maximum to sunspot minimum, although there are seasonal variations in
the radiation incident on the Earth which result in deviations of up to 3.3% as the
Earth moves in an elliptical orbit round the Sun. The level of radiation we can’t
see, however, varies to a greater degree. Instead of originating from the photosphere,
the source of UV and X-rays is to be found in the outer regions of the Sun, i.e. the
chromosphere and the corona.

This can be understood by noting that the temperature increases as the distance
from the Sun increases. At a distance of about 2,500 km above the Sun’s surface, the
temperature in the corona is about a million degrees, and so hot that radiation at X-
ray wavelengths is emitted. The variations in the conditions in the corona fluctuate
enormously and occur at a rate of seconds to months, which is reflected in the
irregularity of the UV and X-rays produced. While terrestrial weather is undoubtedly
influenced by variations in solar conditions, but since the overall variations in energy
output are very small, it is not easy to distinguish the effects of these variations
from the much larger natural variability of our weather. Space weather, however,
is dominated by fluctuations in the Sun’s output as this has a profound impact on
the UV, X-rays and particles impacting the Earth. UV radiation directly affects the
materials used in spacecraft, and in particular the solar arrays. The absorption of UV
by the cover glass used to protect the solar cell from particle radiation and the slide
adhesive can lead to darkening. The effect is twofold: the cell illumination lessens,
thus reducing electrical power produced. It also heats up the cell which leads to a
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reduction in efficiency. By doping the cover glass with cerium oxide UV can be
absorbed, thereby preventing darkening.

In addition, solar radiation flux is responsible for the radiation pressure created
by absorbed or reflected photons. This is the basis for the force generated from
“solar sailing”, a means of controlling or propelling a spacecraft. An experimental
spacecraft launched by the Japan Aerospace Exploration Agency (JAXA) called
IKAROS successfully used solar sails to fly to Venus (Mori et al. 2009).

1.3.3 Particle Radiation

The Sun emits a continual stream of high-energy particles. These particles are mainly
protons and electrons with an energy of 1.5-10 keV. They move at a speed of 400—
800 km/s, creating the solar wind that pervades our solar system and extends to the
termination shock at 85-95 AU from the Sun. Despite the high speed of the particles
in the solar wind, their density when reaching Earth is 5 atoms/cm?, rising to a few
hundred atoms/cm?® during phases of high solar activity. This exerts a negligible
pressure on any spacecraft impacted by the solar wind.

A far greater pressure comes from the light pressure of photons, as described
above. While the pressure from the solar wind is negligible, its consequences must
be taken into consideration because it has a major impact on the Earth’s environment.
The solar wind plasma interacts with the Earth’s dipole magnetic field to form the
magnetosphere shown in Fig. 1.4. The magnetosphere’s distinctive asymmetric shape
is due to the pressure exerted by the solar wind. On the side facing the Sun, the
magnetosphere extends out to a distance of approximately 10 Earth radii under quiet
conditions, and in the other direction it extends to several hundred Earth radii. The
shape and extent of the magnetosphere depend on the strength and orientation of
the magnetic field of the solar wind. This determines the reconnection process of
the Earth’s and the Sun’s magnetic field that allows energy and momentum to be
transferred from the solar wind into the magnetosphere. It may also result in the
acceleration mechanism for the very high-energy particles that can be found in the
radiation belts within the magnetosphere.

1.3.4 Radiation Belts

In 1958, the existence of a belt of trapped charged particles around the Earth was
confirmed by Explorer 1 and 3 using instrumentation designed by James Van Allen,
who had predicted that the belts would exist. The belt detected was the inner radiation
belt. In the same year the Soviets—S. N. Vernov and A. E. Chudakov—discovered
the second or outer radiation belt. These belts are shaped like a torus and extend
from 1,000 to 60,000 km above the Earth. The outer belt is predominantly made up
of electrons with a peak at 15,000-20,000 km, whereas the inner belt consists largely
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Fig. 1.4 Earth’s magnetosphere (Reiff 1999)

of high-energy protons that peak at 3,000 km. Proton energies range from 0.01 to
400 meV and electron energies from 0.4 to 4.5 meV. Both are oscillating between the
two Earth poles within one second. They are shown as two distinct belts in Fig. 1.5,
but in practice there is no real gap between the belts and they are highly variable
depending on solar activity. In September 2012, a third belt was detected further
outside, which remained stable for about one month until it was dissipated by a solar
flare. It is thought that such temporary belts appear frequently. The location of the
radiation belts follows the magnetic field of the Earth and this means that they are
not symmetrically placed with respect to the Earth. The axis of this field is offset and
tilted with respect to the Earth’s rotation axis and so this leads to a location over the
South Atlantic where the magnetic field is anomalously low. As a result, the radiation
belts are closer to the Earth over this region which is commonly known as the South
Atlantic anomaly. A satellite in a low Earth orbit (LEO) orbiting in the South Atlantic
anomaly is more likely to encounter energetic particles and hence suffer damage in
this part of the world.

A geomagnetic storm is caused by a solar wind shock wave interacting with the
Earth’s magnetic field. This leads to measurable variations on the Earth’s surface in
the Earth’s magnetic field which are accompanied by increases in charged particles in
the radiation belts. These particles are influenced by the magnetic fields and perform
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Fig. 1.5 Radiation belts inner and outer Van Allen radiation belts

three types of motions. All particles spiral around the field lines, move down field
lines, bounce from one hemisphere to another, and drift around the Earth. This last
motion eastward for electrons and westward for protons produces a current known
as the ring current, which can be measured by observing the associated magnetic
field on the surface of the Earth. It can lead to a decrease of > 1% in the magnetic
field measured at the Earth’s surface during a major geomagnetic storm.

The origin of the particles in the radiation belts is solar, terrestrial or cosmic.
Particles of solar origin are injected into the outer belts during magnetic storms. It
is believed that the protons of the inner belt originate from the decay of neutrons
produced when high-energy cosmic rays from outside the solar system collide with
atoms and molecules of the Earth’s atmosphere.

Radiation effects include total dose effects, e.g. complementary metal oxyd semi-
conductor (CMOS) problems, lattice displacement damage that can affect solar
cells and reduce amplifier gain, single event effects and additional noise in sensors
and increased electrostatic charging. The charging of a spacecraft relative to the
surrounding plasma does not pose as much of a problem compared to the possibility
of increased discharges that can damage equipment and lead to the generation of
electromagnetic interference. This has traditionally been thought to be more prob-
lematic in GEO (Geostationary Earth Orbit) than in LEO, where the plasma is low in
energy and high in density, but nevertheless, in LEO and particularly over the polar
regions, high levels of spacecraft surface charging can occur.
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1.3.5 Atmosphere

Although the residual atmosphere in LEO is comparable to a very good vacuum on
Earth, the resistance of this residual atmosphere has an effect on the satellite motion.
Normally atmospheric drag needs to be accounted up to an altitude of 1000 km. The
effect of drag on a spacecraft provides the following acceleration ap:

1 A -V
=—p—CpV? r 1.1
ap = 5p—-Cp r<|Vr|) (1.1)

where p is the atmospheric density, A the area of the satellite perpendicular to the
flight direction, m the satellite mass, Cp the coefficient of drag which is typically
~2.5, and V, the velocity vector relative to the atmosphere.

As Eq. (1.1) shows, the direction of acceleration ap is opposite to the velocity
vector V., so thatap is rather a deceleration. This deceleration generally decreases the
orbit height of a spacecraft, which shortens the lifetime of a mission if the spacecraft
is not lifted regularly. The change in height of the International Space Station (ISS) is
shownin Fig. 1.6. Reductions in altitude caused by atmospheric drag are compensated
by boosts using the station’s thrusters. The number of boosts required depends on
the atmospheric drag and the permissible variation in height. For a spacecraft like the
Gravitational Ocean Composition Explorer (GOCE), which had to be maintained at
a constant height and was at a very low altitude in order to measure small changes

379
378
377
376
375

374

ISS perigee height [km]

373

32|

Nov 2011 Dec 2011 Jan 2012
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Fig. 1.7 Spacecraft lifetime as a function of altitude for mass-to-area ratio in 200 kg/m? (red),
50 kg/m? (green) and 1 kg/m? (blue) according to Harris-Priester. Solid lines represent high drag,
dashed lines low drag. The black thick line marks 25 years

in the gravity field, this meant thrusters had to be used over long time periods. This
is why electric propulsion thrusters are applicable. Objects and spacecraft which are
not under full control, such as debris, will lose height more quickly when the Sun is
active and the atmosphere has expanded.

Additionally, Eq. (1.1) shows, that the acceleration ap is proportional to the
density p and indirect proportional to the mass-to-area ratio m/A. Since the density of
the residual atmosphere decreases with altitude, the lifetime of spacecraft increases
with altitude. The lifetime of a spacecraft as a function of altitude and the mass-
to-area ratio m/A is shown in Fig. 1.7 for a characteristic atmosphere. It shows that
spacecraft with a large surface area and low mass are particularly vulnerable to orbit
decay.

In order to conform to guidelines suggested by, e.g., the Inter-Agency Space
Debris Coordination Committee (IADC) strongly recommended that all spacecraft
must either be deorbited or moved into a graveyard orbit within a period of 25 years
after the end of the mission. This has resulted in a number of proposals to achieve
this by deploying a structure that will greatly increase the area of the spacecraft
and hence increase atmospheric drag. Such drag augmentation systems have been
adopted, e.g., within ESA’s CleanSat program.

However, the residual atmosphere p is not only a function of altitude, but also
varies with time. The solar activity heats up the upper areas of the atmosphere, which
influences the density of the residual atmosphere in the low Earth orbit. Since the
solar activity is variable with time, the density also varies. For example, the density
of the residual atmosphere at 500 km altitude can change by a factor of 100. The
effect of solar activity on the density of the residual atmosphere, and in consequence
on the density of space debris, is illustrated by Fig. 1.8. It shows that the reductions
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Fig. 1.8 Objects in the Earth’s orbit graded by object type (NASA)

in the number of debris occur at times of solar maximum when atmospheric drag is
at its greatest, e.g. 1989.

1.3.6 Space Debris

Ever since the Earth has been in existence, it has been impacted by material. The mass
flux of this material is currently about 107—10° kg/year. Much of this material is dust-
sized objects called micrometeoroids with a mass of less than 1 g. Their velocities
relative to spacecraft average about 10 km/s, and so while they are not likely to cause
catastrophic damage to spacecraft they do contribute to the weathering process and
can modify material properties. For example, on August 23, 2016, the solar panel
of the Sentinel-1A satellite was hit by a millimeter-sized particle. On investigation,
it is not clear if the object was a micrometeoroid or man-made space debris. This
event had no effect on the satellite’s routine operations, which continued normally.
Objects larger than 1 g do exist and over the lifetime of the Earth it has been hit
by many objects of over 1 km in diameter. It is thought that 65 million years ago a
10 km meteorite hit the Yucatan Peninsula in Mexico and produced a crater 180 km
in diameter and probably caused the mass extinction of dinosaurs. Of more concern
to spacecraft is the increase in natural debris that occurs when the Earth moves
through particles from a comet and a meteor shower can be observed. The Olympus
communications spacecraft was damaged by one of the Leonid meteoroids in 1993
and subsequently suffered an electrical failure.
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Man-made debris is a growing problem, as illustrated in Fig. 1.8. While the
problem has been gradually increasing since man first started launching satellites, it
has been exacerbated and highlighted by some recent events that have contributed
to the production of large amounts of debris. One example of this was the 2009
satellite collision between Iridium 33 and Kosmos-2251, and further examples are
the destructions of satellites in past anti-satellite tests of several nations including
US, China and India. The impact of some of these events can be seen in Fig. 1.8.
The number of known occurrences is increasing and can be classified as follows:

Launch and operational debris

Space vehicle breakup (57 of them deliberate)

Explosions

Collision induced (5 to date—Ilatest Iridium 33/Kosmos 2251, 10 Feb 2009)
Upper stage breakup (largest contribution—Breeze M in 2007, 2010, 2011, 2012)
Crumbled residue from spacecraft surfaces (paint, MLI, etc.)

Liquid metal coolant droplets

Sodium—potassium (NaK) droplets from RORSAT reactor cores

Solid propellant motor firings

Anti-satellite test operations (USA: P78-1 Solwind, 13 Sep 1985; China: Fengyun-
1C, 11 Jan 2007; USA: USA 193, 21 Feb 2008; India: Microsat-R, 27 Mar 2019).

The only natural current debris sink for LEO is the atmosphere, although a large
number of innovative solutions are being considered. These include electromagnetic
techniques, momentum exchange methods, remote methods, capture methods, and
modification of material properties or restructuring of material. If it is possible to
remove debris and to enforce a requirement that re-entry of satellites should be
sanctioned up to 25 years after their mission has ended, analyses show that the debris
environment could be stabilized. This would involve a 90% post-mission disposal
(PMD) which means that, in the case of 90% of the satellite missions, the 25-year
rule had been implemented and active debris removal (ADR) of 5-10 large objects
per year will be done each over the next few decades. At present, the current PMD
rate is below 20% of all missions. The scenario with 90% PMD and the removal of
5-10 objects per year, however, does not consider the possibility of unpredictable
events such as the loss of Envisat, an 8 metric ton Earth observation satellite, in April
2012. It is still in one piece but it is out of control and constitutes a definite space
debris threat as there is a distinct possibility that it will be struck by other debris,
producing thousands of new objects. An analysis of space debris in Envisat’s orbit
suggests there is a 15-30% chance of collision of its main structure with another
piece of junk during the 150 years it is thought Envisat could remain in orbit. Should
such a collision take place, a very large debris cloud would be produced in a region of
space already full of resident space objects. With the new mega-constellations, like
e.g. Starlink or OneWeb, several hundred satellites will be launched into the same
orbit. This will change the requirements of PMD dramatically for keeping space
sustainable over a long-term timeframe. In that case a PMD of 99% is required, as
illustrated in Fig. 1.9.
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Fig. 1.9 Debris as a function of post-mission disposal of three mega constellations (Liou 2018).
The abbreviations stand for background (BG) and large constellations (LC). Both include accidental
explosion (exp) and a percentage of successful post-mission disposal (PMD)

In the geostationary region, orbits with low inclinations are relatively stable, thus
increasing the negative effect on the space debris situation. After the end of their
mission, normally the satellites are raised into graveyard orbits a few hundred kilo-
meters above the GEO. Due to the harsh environment and the fatigue of material
involved, the satellites can break up. Some of these newly created items have a high
area-to-mass ratio and are called HAMR objects. They establish an eccentricity up
to 0.7 as a result of natural forces. These objects dive through the GEO, posing a
threat to active satellites. But, there is one possibility to cope with this challenging
situation: By increasing the inclination up to 75°, these satellites will be positioned
on the decay highway and will, due to natural forces, decay within a few decades in
the Earth’s atmosphere.

1.3.7 Gravity and Magnetic Fields

In addition to the environmental torques that can be provided by atmospheric drag
and solar radiation, there are also gravity gradient torques and magnetic torques. The
former are due to the differential gravity forces between the top and the bottom of
the spacecraft and can be used to maintain a spacecraft Earth pointing to about 5°.
Magnetic torques are caused by the Earth’s magnetic field acting on the residual
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magnetic dipole moment of the spacecraft. It can be utilized to provide a control
torque by generating a controllable magnetic dipole moment on the spacecraft that
interacts with the Earth’s magnetic field and generates such a torque. In addition to
being lightweight, expendable resources are not required. They do need a significant
external field, however, and so can only be used for low Earth orbiting missions.
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Chapter 2 ®)
Spacecraft Design ez

Adrian R. L. Tatnall

Abstract In the chapter “Spacecraft Design” the systems engineering process is
described, starting from a mission statement and deriving goals and requirements
from it. The treatment of design drivers and trade-offs is discussed as well as the use
of concurrent engineering.

2.1 Definition of Systems Engineering

Systems engineering requires skills that are traditionally associated with both art and
science. Good systems engineering requires the art of technical leadership including
creativity, problem solving, knowledge and communication skills, but it also requires
the science of system management or the application of a systematic disciplined
approach. In this section, the systematic disciplined approach balance is considered
in more detail with the emphasis on the methodology of systems engineering, but the
main goal of systems engineering is to get the right design. This can only be done
using skills that cross traditional boundaries between the arts and the sciences.

The definition of systems engineering is an interdisciplinary approach governing
the total technical effort to transform requirements into a system solution. The Euro-
pean Standard for Space System Engineering is described in the European Coopera-
tion for Space Standardization (ECSS) with the document number ECSS-E-ST-10C.
The system can be any integrated product or processes that provide a capability to
meet a stated objective. This inevitably means that a system can be a subsystem of
a larger system and/or a system of systems. A spacecraft is a system, but it is one
element of the space mission that will include the launch vehicle and the ground
segment and may include other systems such as Global Positioning System (GPS)
and a data relay system. The ground segment itself is a combination of systems that
is responsible for spacecraft operations and the processing of the data. It is therefore
often necessary to consider products at a number of different levels. The boundaries
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of the systems engineering discipline and its relationship with production, opera-
tions, product assurance, and management disciplines are given in Fig. 2.1, taken
from the ECSS-E-ST-10C (2017).

Systems engineering encompasses the following functions:

e Requirement engineering, which includes requirement analysis and validation,
requirement allocation, and requirement maintenance.

e Analysis, which is performed for the purpose of resolving requirements conflicts,
decomposing and allocating requirements during functional analysis, assessing
system effectiveness (including analyzing risk factors), complementing testing
evaluation and providing trade studies for assessing effectiveness, risk, cost and
planning.

Management

Cost
Planning
Configuration Control
Procurement
Information
Documentation
Schedule

System Engineering
Integration and Control
g Product Assurance

Dependability

Verification
Development Procurement
i Crltlceg;\tﬂyg';alys's
Engineering Configuration Safety

EEE Component
Verification & Validation SW PA

Operations Engineering
Operations Verification
Logistic Analysis

Product
Assurance

Production

Operations & Logistics

System Engineering Scope Other Program Disciplines Interface Area

AIT = Assembly, integration and test

PM & P = Parts, materials and processes

EEE = Electrical, electronic and electro-mechanical
SW PA = Software product assurance

Fig. 2.1 System engineering boundaries (reproduced from ECSS-E-ST-10C; Credit ESA)
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Tab.le 2',1 Systen.ls Requirements identification/analysis | Concept selection

engineering techniques

(Fortescue et al. 2011) System specification Budget allocation
Options identification Performance analysis
Mission assessments System optimization
Trade-offs Interface specification
Feasibility assessment System definition
Cost comparison Cost estimation

¢ Design and configuration which resultin a physical architecture, and its complete
system of functional, physical and software characteristics.

e Verification, whose objective is to demonstrate that the deliverables conform to
the specified requirements, including qualification and acceptance.

e System engineering integration and control, which ensures the integration of
the various engineering disciplines and participants throughout all the project
phases.

These functions require the techniques defined in Table 2.1 to be used.

2.2 Objectives and Requirements

The starting point for the mission is the mission statement: A document established
by the customer, which reflects the user needs. It is often a single line that describes
the mission, e.g. John F. Kennedy in 1961 said that “this nation should commit itself
to achieving the goal, before this decade is out, of landing a man on the Moon and
returning him safely to the Earth”. The mission objectives are derived from this
statement and qualitatively define what this mission should accomplish.

The mission requirements are the top-level requirements in all aspects of the
mission. They are usually quantitative in nature, specified by the customer or user, and
they are an assessment of the performance required to meet the mission objectives.
For the spacecraft system design these requirements are translated into engineering
parameters. This translation can be complex, depending on the particular application.
The requirements drive the rest of the design and determine all aspects of the mission.
They are the single biggest cause of project problems.

For acommunication spacecraft, the translation between the user requirements and
the engineering requirements is relatively straightforward, since the user coverage
and data requirements can readily be used to define the satellite parameters. On an
Earth observation and science spacecraft, however, they can be considerably more
complex. For example, on the Gravity Recovery and Climate Experiment (GRACE)
mission (Wiese et al. 2012), the user requirements on geophysical parameters, such
as an ice sheet changes into an instrument specification, have to be translated into
measurements of the gravity field and ultimately to the measurements of changes
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in the speed and distance between two identical spacecraft. In this case, the process
involves assumptions about other related parameters such as the level of processing
required and GPS data. At the start of the design process, it may not be clear to what
extent the requirements are driving the design. So, it is an essential part of the space
system engineering process that the requirements are re-evaluated when there is a
clearer understanding of the impact they have on the spacecraft design.

This iterative process is essential to ensure that the most relevant and realistic
requirements are used for the spacecraft design. There are plenty of examples where
the engineering requirements became “tablets of stone” at the start of the design
and the overall system suffered because of unwillingness to question them as the
design has evolved. It is always necessary to define how much quality is needed
or how much “science” is enough in order to hold down mission costs and avoid
unnecessarily restrictive requirements. While Augustine’s law that “the last 10%
of performance generates one-third of the cost and two-thirds of the problems” is
an oversimplification, it does encapsulate the problem of overspecification. In other
examples, technological constraints, such as the inability to space qualify critical
parts or processes, may dictate a revision of requirements. The importance of the
requirements should not be underestimated. Relatively little of the total project budget
is spent on requirement analysis and initial design, but it does determine the cost
commitment for the rest of the program. The later the change in a requirement, the
greater the cost impact on the program as a whole.

Figure 2.2 shows how it is necessary to expand these top-level requirements
into specifications covering the entire range of system and subsystem engineering
parameters. It also shows the importance of establishing, in parallel, budget data.

Mission Objectives

User Requirements
Political Constraints
Financial Constraints

v

Mission Requirements

Performance
Coverage
Lifetime
Reliability
Cost

v

Launch Vehicle System Requirements S/c Ground Segment
Volume Orbit Data Processing
Environment Configuration Ground Station
Mass Distribution Mass
Power
Operation

Fig. 2.2 Objectives and requirements of a space mission
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Table 2.2 is a checklist of the full range of parameters that are likely to be specified
in later, more detailed phases of a program.

There are many systems options that have to be considered in the early design
phase of a mission. These include the type of orbit, the launcher, the propulsion
system, the type of spacecraft configuration and the attitude control concept.

Example “Astronomy Mission”

The choice of orbit for an astronomy mission is a good example of the kind of choices
that have to be made. This highlights some of the key points that must be considered
in concept selection and optimization.

Figure 2.3 is a tree diagram showing the possible orbits about Earth and Sun which
could be adopted for an astronomy mission. The mission names of spacecraft flown
or due to be flown for the different orbits are shown.

It is clear that the choice of orbit for this class of mission is determined by a
large number of factors but there is often an overriding consideration. For example,
NASA’s major observatories—Hubble Space Telescope (HST) and gamma ray obser-
vatory (GRO)—had to be in a circular low Earth orbit (LEO) in order that they could
be launched/serviced by the Space Transportation System (STS)/Shuttle and the
Tracking and Data Relay Satellite System (TDRSS) could be used for data retrieval.
As far as the science is concerned these orbits are far from ideal. They suffer from
regular eclipse periods and the scope for uninterrupted observation is very limited.
Without the constraints of a Shuttle launch, two of ESA’s astronomy missions, Inte-
gral and the X-ray Multi-Mirror Mission (XMM-Newton), selected highly elliptical
orbits (HEO) which can provide long periods of uninterrupted observation away from
trapped radiation in the Earth’s proton and electron belts. More recent missions, such
as GAIA, HERSCHEL and First/Planck, have selected orbits around a spot about 1.5
million km from Earth in the direction away from Sun, known as the L2 Lagrangian
point. In this orbit, advantage can be taken of the fact that the benign thermal and radi-
ation environments are ideal for long-distance observations. In addition, by careful
choice of the particular orbit around the L2 point, it is possible to have continuous
solar power and a continuous communications link. Other spacecraft, such as NASA’s
Kepler spacecraft, are in orbits around the Sun trailing Earth so that a star field can
be observed continuously for several years. The importance of the various factors
varies with each mission and the current technology.

It is now a common feature of spacecraft that they reuse existing designs of space-
craft equipment. This can offer very significant savings compared to new develop-
ments, e.g. the satellite bus used for Venus Express was almost a copy of that used
for Mars Express which in turn was based on the Rosetta bus. The reuse of existing
designs and hardware must be treated with caution. Qualification by similarity is a
legitimate process but there have been notable failures in the past that have been due
to this approach. Examples include the first Ariane V failure because of software
inherited form Ariane IV, and the loss of the Mars Observer because of the over
reliance on hardware qualified for near-Earth missions.
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Table 2.2 Checklist of
system requirements, adapted
from Fortescue et al. (2011)
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Checklist of system requirements

Mission requirements

Environmental requirements

Launch windows

Orbit (transfer; operating
nominal and back-up)
Operations mass

Launch and early orbit phase
Operational phase
End-of-life

Lifetime
(Retrieval/repair/re-supply)
Autonomy
Reliability/availability
Ground segment

Ground activities

Launch and ascent conditions
Transfer and operating orbit
environment (Reentry,
descent)?

Structural/thermal inputs,
loads, ranges

Environmental protection
Cleanliness/contamination
Electromagnetic compatibility
(EMC)

DC magnetic fields
Radiation

Spacecraft charge

Atomic oxygen®

Autonomy

Physical requirements

PA requirements

Axes definition
Configuration constraints
dimensions

Mass properties

Internal torques
Disturbances
Power/energy

Reliability

Availability

Maintainability

Safety test philosophy
Parts, materials, processes
Cleanliness

Storage, handling, transport
Configuration management
Software

Performance requirements

AIV program requirements

Orbit maintenance
Ranging accuracy
Timing accuracy
Pointing accuracy
Measurement accuracy
Stability

Pointing range

Slew rate

Data rate

Data storage capacity
On-board processing
Link budget margins
Telemetry/telecommands
Strength/stiffness
Thermal control
Reliability

Schedule

Model philosophy

Safety test philosophy
Ground segment equipment
requirements

Facilities usage

Cost constraints

#For some missions only



2 Spacecraft Design 23

Earth Orbits

{-{Eﬁ W

Sun Orbiting

LEO HEO L2 Other
Low Earth Orbit Highly Elliptical Orbit Lagrangian Point
HST XMM-NEWTON GAIA KEPLER
GRO EXOSAT HERSCHEL STEREO
ROSAT JAMES WEBB ST
Solar Max

Fig. 2.3 Orbit options for astronomy missions

2.3 Design Drivers and Trade-Offs

The purpose of the satellite bus is to provide the support required for the payload
to ensure that it can operate in the required orbit and environment. This makes the
payload, in most cases, the single most significant driver of the satellite design.

Power, heating and cooling, structure and communication are all provided to
ensure that the payload can operate satisfactorily and relay its data back to ground.
The propulsion, attitude and orbit control system (AOCS) and the mission analysis
provide the means of getting the payload into the right position to make its measure-
ments. In the case of the Gravitational Ocean Composition Explorer (GOCE), shown
in Fig. 2.4, the spacecraft has to fly at a constant, very low altitude of 260 km in order
to measure very small changes in the gravity field (Wiese et al. 2012). The effect of
the residual atmosphere is very significant and so a main design driver is to minimize
air drag forces and torques. Consequently, the satellite body has an octagonal prism
shape with two long, fixed solar array wings fitting the launcher fairing dynamic
envelope. This requires triple-junction GaAs solar cell technology to generate the
maximum power. It also requires an electric propulsion system to ensure the orbit
altitude is maintained with the most efficient use of the propellant.

While there may well be a key technological design driver, in a typical space
mission there are several factors that need to be considered to determine the optimum
mission. A trade-off study is an objective comparison with respect to a number of
different criteria and is particularly useful if there are a number of possible design
solutions. It is common to make use of trade-off tables to “score” the alternative
options in early concept studies. Major evaluation criteria for such trade-offs include:

Cost, which is generally a dominant factor
Satisfaction of performance requirements (for example, image quality in an
astronomy mission)

e Accommodation of physical characteristics, notably mass, size and power which,
in turn, impact on cost and feasibility
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Fig. 2.4 GOCE spacecraft (Credit ESA)

e Availability of suitable hardware technology and timescales for any predevelop-
ment

e Compatibility with launcher, ground segment and other system elements and the
complexity of interfaces
Flexibility to encompass alternative mission options
Reliability and availability.

Evaluation criteria should be selected that discriminate between the options. If
some of these criteria are considered more important than others, then a weighted
trade-off can be performed. The process is shown in Fig. 2.5, adapted from the
National Airspace System (NAS) system engineering manual (National Airspace
System 2006). Regardless of whether a trade-off is weighed or not it should only
be used as a guide. It is impossible to guarantee that a trade-off is entirely objective
and that the evaluation criteria are exhaustive and independent. Cost, for example, is
influenced by all the criteria above and its use as an independent parameter is highly
questionable. Numeric results are useful but may well give a false sense of accuracy
and so should be used carefully.

Whereas some factors can be evaluated numerically, many other factors that need
to be considered rely on engineering judgement. In addition, quantitative values
attributed to factors, can often not be made with sufficient confidence to allow a
particular solution to be selected from a number of options. In this case, there are
often a number of viable solutions.
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Define Evaluation
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Determine Scope —» Evaluate Solutions | Perform
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Generate

v

Viable Solutions

Fig. 2.5 Trade-off process

2.4 Concurrent Engineering

Concurrent engineering (CE) is a relatively new design tool developed to optimize
engineering design cycles. It relies on the principles that all elements of a product’s
lifecycle should be considered in the early design phase and that the design activities
required should occur at the same time or concurrently. While system engineering
has always recognized the value of this approach, the enabling factor for the CE
approach has been the rapid development of information technology (IT). Concurrent
engineering has enabled design iterations to be performed much quicker and it has
enabled the designer to be more closely involved in the design process.

ESA’s concurrent engineering facility at ESTEC (Netherlands) has achieved the
following:

Studies have been performed in 3—6 weeks rather than 6-9 months.

Cost has been reduced by a factor of 2.

Overall improvement in the quality of the studies by providing consistent and
complete mission designs.

There are many concurrent facilities around the world, and they have become an
integral part of the early design phase of a space mission.
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Chapter 3 ®)
Fundamentals of Space Communications | o

Felix Huber

Abstract This chapter covers the basics of communication with a spacecraft. After
an overview, baseband, modulation and carrier aspects are discussed. In the base-
band section aspects of source coding, channel coding and shaping are presented.
Afterwards, different modulation methods are shown. Finally, carrier aspects like the
link budget equation and an example for a link budget calculation are presented.

3.1 Introduction

Radio communication with a spacecraft has to deal with the fact that there are large
distances between transmitter and receiver, possible low elevation angles (Fig. 3.10)
resulting in a substantial attenuation by the atmosphere, and large Doppler shifts due
to the orbital velocity of the satellite. Moreover, the ionosphere reflects or absorbs
certain frequencies that are thus unusable for space communications.

A reliable communication is one of the most important components for the oper-
ation of a spacecraft. It is necessary to control satellites and bring payload data to
the ground. Communication links are either implemented as direct space-to-ground
links or as inter-satellite links (ISL).

This already results in a number of requirements:

e The connection for controlling a spacecraft, i.e. the reception of telemetry data
and the transmission of telecommands (TM/TC) can be achieved with a small
bandwidth, but should be as robust as possible.

Data downlinks usually require a high bandwidth.
Direct space-to-ground links must also consider the attenuation by the Earth’s
atmosphere.

Space communication is realized by electromagnetic signals, usually radio
frequencies (RF). In some cases, higher frequencies in the infrared (IR) or optical
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Table 3'! S.pace . Band Frequency range Application
communications radio
. (MHz)

frequencies
VHF 150 Voice
P-band/UHF 300-3000 Military satellites
(lower part)
L-band/UHF 1215-1850 GNSS, satellite
(upper part) telephony
S-band 2025-2400 TM/TC
C-band 3400-6725 Future LEOP

TM/TC

X-band 7025-8500 Payload, deep space
Ku-band 10,700-14,500 TV, routine TM/TC
Ka-band 18,000-35,000 Relay
V-band 37,500-50,200 Inter-satellite links

range are also used. Higher bandwidths can be achieved with higher frequencies.
ISL can also be realized at frequencies that would be completely absorbed by the
Earth’s atmosphere. The relationship between RF bands and the application is shown
in Table 3.1.

Two aspects of communications have to be considered:

e Baseband—user aspect
e (Carrier—service aspect.

Both aspects can be handled more or less separately. The path of the signals is
shown in Fig. 3.1.

3.2 Baseband

The range from signal source to channel coding and from channel decoding to signal
presentation is called baseband (see Fig 3.1). Signal sources can be discrete values
such as switch on—off or pressure and temperature values on the satellite side, i.e.
telemetry (TM) or telecommands (TC) in case of a ground station. Non-digital signals
have to be converted into a serial digital signal first in a process called “source coding”
that is described in the following subsection.

3.2.1 Source Coding

Sensors convert physical properties such as pressure or temperature into a normalized
electrical voltage, such as 5 V. Next, the voltage is sampled at discrete time intervals
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(sampling) and converted into a binary number by an analog-to-digital converter
(ADC) (discretization) (Fig. 3.2). If the signal is to be recoverable without losses, it
has to be sampled at a speed twice as fast as its bandwidth (not the highest frequency!):
this is called the Nyquist theorem. The number of steps that the ADC can create
(quantization) has an influence on the rounding errors that occur when the nearest
value has to be chosen. This quantization noise can be made smaller with smaller
steps at the cost of a higher data rate that is needed for transmission, thus a trade-off
has to be found. The resulting binary numbers are transmitted as a stream of binary
pulses, referred to as pulse code modulation (PCM).

If the signal has a bandwidth higher than what the Nyquist theorem allows for,
it has to be filtered before being fed to the ADC or frequencies outside the allowed
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Fig. 3.2 Source coding of a signal

bandwidth will be mapped onto the desired range. This phenomenon is called aliasing
and causes a heavy distortion of the signal.

In a next step, various sources have to be combined (multiplexing), formatted
(range indication, sequential numbering) and perhaps stored for later transmission.

3.2.2 Channel Coding

Before the digital data can be sent over the air, precautions have to be taken for errors
that can occur during the transmission. In this process of channel coding, check sums
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are added to the data packets like the cyclic redundancy check (CRC), i.e. the “inner
checksum”, and the resulting serial data stream is run through a convolutional coder
(“outer checksum”) that adds more check-bits in order to recover the distorted bits
later after reception. While the CRC only allows for the detection of bit errors, the
convolutional coding has enough information to correct bit errors without requesting
a retransmission of the data, hence the name “forward error correction” (FEC). This
error correction capability is achieved at the cost of a lower net bit rate, referred to as
rate V4, rate 3, etc. encoding. It should be noted that the bit error rate could also be
lowered by using a smaller bit rate, but the FEC achieves a better lowering of bit
errors when compared to the net bit rate; this is called the coding gain.

The final PCM is sent out as a sequence of equally long pulses. However, this
sequence of pulses, called non-return to zero (NRZ), can create a direct current
(DC) offset of the average voltage fed to the transmitter that cannot be handled by
the system (Fig. 3.3). Therefore, the PCM code has to be converted into a DC-free
signal, for example by a bi-phase (Bi ¢) coding: the signal is multiplied with a square

Code Logic Wave- Code Waveforms Code Definitions
form Levels

1 Non Return to Zero - Level
1 “ONE" is represented by one level
NRZ-L 0 T m\— 0 “ZERO" is represented by the

other level

Non Return to Zero - Mark

1 “ONE" is represented by a change
NRZ-M 0 in level

0 “ZERO" is represented by NO
change in level

1 Non Return to Zero - Space
1 “ONE" is represented by NO change
NRZ-S 0 r in level
0 “ZERO" is represented by a change
in level

1 Bi-Phase - Level'

. 1 “ONE" is represented by a ,ONE*
Bid-L 0 T_J_Uﬂ_ﬂmu_lﬂ_j lj level with transition to the ,ZERO" level
0 “ZERO" is represented by ,ZERO"

level with transition to the ,ONE*level

. 1
Bi-Phase - Mark
1 .
. 1 “ONE" is represented by NO level
Bi ®-M 0 j[lﬂﬂmu_lﬂjmﬂ_ change at the beginning of the bit period
0 “ZERO" is represented by a level
change at the beginning of the bit period

1 Bi-Phase - Spalce1
. 1 “ONE" is represented by a level
Bia-S 0 IT_H_H_J_T_IUU_UH_J_ change at the beginning of the bit period
0 “ZERO" is represented by NO level
change at the beginning of the bit period

1 The Bi® codes may be derived from the corresponding NRZ codes by
inverting the level for the last half of each bit interval.

Fig. 3.3 Channel coding according to the telemetry standard IRIG 106
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wave carrier of the bit rate which removes the DC offset; however, this is at the cost
of a higher bandwidth.

It should also be noted that there are two definitions of bi-phase depending on
whether a real multiplication is used or an exclusive-or logic, with the latter being
the inverted signal of the first method.

Another critical effect is that if there is an imbalance of zeroes and ones over a
certain period of time, a temporary DC offset is generated and the center frequency
will shift causing signal losses due to the bandpass filtering at the receiver. A self-
synchronizing scrambler is therefore used to smear out periodic patterns that can
occur in the data stream. This process, which is also referred to as energy dispersal,
creates a uniform spectrum by toggling the PCM bits with a pseudo random number
pattern using linear feedback shift registers (LFSR) that have mathematical properties
of almost pure randomness. Since the mathematical law of the random numbers is
known, the receiver can undo the process of randomizing and recover the original
bits.

Hence, the transmitted serial signal has no block structure anymore and therefore
synchronization markers have to be added so that the receiver can determine the
start of a frame. These synchronization words are known as Barker codes and have
a pattern that has a low cross-correlation since the Barker data pattern could also
occur anywhere in the data stream and should not trigger the frame detection. Since
the frame length is fixed and known to the receiver, it can check for the regular
appearance of the Barker codes and determine the start of a frame.

3.2.3 Baseband Shaping

The rectangular pulses occupy a large bandwidth due to their steep edges. If this
spectrum is bandwidth-limited due to filtering in the signal path, the shape of the
pulse gets distorted and spreads over its bit cell time into adjacent cells causing
bit errors. This phenomenon is called inter-symbol interference (ISI). In order to
prevent ISI, the signal would have to be filtered with a bandpass filter with a brick
wall characteristic. However, such an ideal filter would have an impulse response
that spreads over =infinity with a non-causal behavior and cannot be reached in
reality. A more practical approach uses the shape of a raised cosine as the filter
transfer function which also has an infinite pulse response, but the corresponding
sin(x)/x shape decays faster at the cost of twice the bandwidth. In practical imple-
mentations, a linear mixture of both extremes is used, described by a roll-off factor
o, where o = 0 corresponds to the rectangular filter transfer function and & = 1 to
the raised cosine shape with an occupied bandwidth of (1 + «) symbol rate. Typical
implementations use « between 0.2 and 0.5.

This filtering can be performed at the analog baseband signal where the raised
cosine shape has to be approximated by real circuits or in the numerical domain
where the pre-calculated impulse responses are superimposed over several bit cells.
Since we have a non-causal filter, the output of the bits has to be delayed using a
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history shift register in order to make signal causal again. This superimposing of the
bits is spread over +4 to 8 bits, meaning the ideal impulse response is cut off after
a certain time, leading to a negligible distortion of the signal.

The resulting signal has zero crossings independently of « always after the bit
cell time T, meaning that there is no ISI (see Fig. 3.4). Since we have a symmetric
filter, the resulting pulses are also symmetric. A superposition of randomly selected
bits leads to a pattern that has the shape of an eye, hence the name “eye pattern”.
It can be used to judge the quality of the received signal: the eye pattern has to be
wide open in the center where the detection of the bits takes place. There should be
no zero crossings in the middle as this indicates ISI (see Fig. 3.5).

One more optimization can be performed in order to maximize the signal-to-
noise ratio: The transmitter filter and the receiver filter should have the same conju-
gate complex transfer function. Since the raised cosine function is symmetric, these
transfer functions are the same. However, the eye pattern requires the raised cosine
shape at the bit detection in order to avoid ISI; therefore, the filtering is shared
between the transmitter and receiver by using the square root of the raised cosine.
Such a root-raised-cosine filter system is optimal for both ISI and noise.
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Fig. 3.4 Impulse response of a raised cosine filter
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Fig. 3.5 Eye pattern of shaped signal: no zero crossing should occur in the center

3.3 Modulation

Modulation is the process of applying a (coded) signal onto a higher frequency carrier.
A radio frequency signal has the form:

U(t) = A. cos(wct + @) 3.1

with the three parameters amplitude A¢, frequency w¢ and phase ¢¢ that can be
influenced by the modulating baseband signal. If the baseband signal is of analog
type, these changes are named amplitude modulation, frequency modulation and
phase modulation, respectively.

The modulation of the carrier converts its single frequency into a band of frequen-
cies that is at least twice as wide as the modulating signal—in case of amplitude
modulation (AM)—or even more—in case of wide band frequency modulation (FM)
(Fig. 3.6).

In the case of a digital PCM signal that has only discrete values, the modulated
signal also only takes on discrete values. In this case one speaks of “keying” instead
of modulation (Fig. 3.7), since in the beginning of radio communications, the Morse
code was generated by pressing the transmission key (beep beep beep, beeeeep, beep
beep ...). One should note the phase jump after the first bit of frequency shift keying
(FSK). These jumps cause side lobes in the spectra and should be avoided by proper
design of the frequency switching circuit.
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Modulation Signal

U=

m (t) = cos (®1)
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AM  Amplitude shift keying ASK
FM  Frequency shift keying FSK
PM  Phase shift keying PSK.

In the case of PSK, several options are possible, depending on the number of
phase values that the signal takes. In the case of only two (0°, 180°) it is called phase
reversal keying or binary PSK (BPSK), with four values it is called quadrature PSK
(QPSK), since two carriers (sine and cosine) are used. A combination of AM and
PSK is also possible. This is called quadrature amplitude modulation (QAM), and
allows for more bits to be transmitted within a symbol at the expense of a higher noise
sensitivity. All n-ary PSK modulation schemes suffer from an n-ary ambiguity that
has to be resolved by the data synchronization mechanism or by using differential
phase encoding.

PSK s used in space communications for its noise immunity and better bits/energy
ratio despite the high complexity of the electronics.

3.4 Carrier

The carrier, i.e. the electromagnetic wave is realizing the free space transmission.
The carrier frequencies used in space communication are either at radio frequencies
(see Table 3.1) or in the optical range (e.g., at 1064 and 1550 nm).

3.4.1 Elements of a Space Link

Power Amplifier

Transmits the signal with an average power Pr. Peak power levels can cause a
distortion of the signal that has to be accounted for by lowering the input signal
(input back-off).

Antenna

Directs the signal into the desired direction by the use of dipoles, horns and reflectors.
Since the dimension of the antenna is in the order of the radio signal’s wavelength, a
Fresnel diffraction occurs that creates a main beam and unwanted side lobes. These
side lobes direct energy to unwanted areas in the case of a transmission and collect
additional noise in the case of a receiving antenna (Fig. 3.8).

The angle at which the power is at a level of half the maximum value (—3 dB) is
called half power beam width and is given approximately by 70° A/D (in degrees), D:
Aperture diameter. The maximum value of the main beam as compared to a theoretical
point-like isotropic radiator is called the antenna directivity and its practical value
including the efficiency 7 called “antenna gain” is given by:
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A: (effective) aperture area. In the case of a dipole, an effective aperture area can
be defined as an area perpendicular to the electrical field lines that still has an
influence on the field by “capturing” the field lines onto its surface. The gain can
be seen as the solid angle into which the antenna concentrates the signal compared
to a full solid angle.

The product of transmitter power Py and antenna gain G is called “equivalent
isotropic radiated power” (EIRP) and is the power that an isotropic transmitter would
have to transmit in order to create the same power flux density at the receiver.

In the case of a receiving antenna, the effective “capture” area for the incoming
signal can be calculated from the above equation if the antenna gain is known.

Noise

All warm bodies transmit thermal electromagnetic noise according to Planck’s equa-
tion. These sources can be Sun, Moon and Earth’s ground, atmosphere and clouds,
but also galactic sources. In the case of the radio frequency bands, the spectral density
of this noise is constant and given by

Ny = kT (3.3)

where k is Boltzmann’s constant and T’y is the system noise temperature as the sum of
all natural noises as seen by the antenna and additional artificial signals such as other
transmitters or devices, e.g. human-made noise. Since this noise is purely stochastic,
it cannot be removed from the received signal and this limits the sensitivity of the
system.
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Fig. 3.9 Link geometry

P.G N Gy~ A

Receiver

The receiver itself creates additional noise in its amplifiers, further decreasing the
system sensitivity. In a properly designed system, only the first (low-noise) amplifier
contributes substantially to the system noise.

3.4.2 Link Budget Equation

The performance of the radio link is given by the ratio of the wanted signal (Carrier)
and unwanted signals (noise) that has to have a certain value in order to recover the
data bits without error (Fig. 3.9).

The transmitter of power P and antenna gain Gy is assumed to be in the center of
a sphere of radius s. P is the isotropic radiated power and thus uniformly illuminates
the sphere’s surface 4775, If the transmitter antenna has a gain Gr, the power flux
density at the receiver is therefore:

_ Pr-Gr _ EIRP

M = = 34
4752 4752 (34)
If the receiving antenna has a gain Gy, its effective aperture area is
2’G
Ag =R (3.5)
%4
and it “captures” at total carrier power C of M-Ag.
Pr-Gr AG
C=M Ap=-L"7T 27K (3.6)

4752 47
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Fig. 3.10 Communication between ground and space at different elevations e. The damping due
to prolonged signal path at low ¢ is included in the atmospheric attenuation L4, The free space loss
is included by Lg

Reordering and adding an additional atmospheric attenuation L4 due to prolonged
signal path at low elevations, rain, snow, etc. leads to:

A 2
C= PTGT(4—) LiGg = PrGrLsLiGg (3.7)
TS

where Lg is called free space loss even though no energy is lost but only diluted over
a growing sphere surface area. The reordering of the terms was only done in order
to match their position in the transmission path: transmitter, space and receiver.

If the bit rate of the signal is R, the time per bit is 1/R and the received energy per
bit is C/R. Thus, we finally have the sought ratio of bit energy versus noise power
density:

Ey  PrGrLsLsGg

L 3.8
No kT,R (3-8)

This Link Budget Equation is usually given in a logarithmic scale using the pseudo
unit decibel dB:

E G
Fb = EIRP + Ls+ L, + —= +228.6 — 10IgR (3.9)
0 K

where 228.6 is the logarithm of Boltzmann’s constant and Gz/T s (the so-called figure
of merit) describes the quality of the receiving system. It describes the radio link on
an overall power level but does not consider the type of modulation and nature of the
noise coming from other possible transmitters.

Depending on the modulation and coding used, the required E,/N, varies from
1-2 dB for turbocoded PSK to 8-10 dB for uncoded FSK. An additional 3 dB are
needed in the case of a non-coherent demodulation.
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Table 3.2 Link budget summary TerraSAR-X S-band DL with WHM S69 as Rx

General parameters

Downlink frequency 2280.0 MHZ
Slant range (@Elevation of 5°) 2078 km
Free space path loss 166 dB

GND station WHM (S69, 15 m Antenna)

Gain 48.4 dBi

Tsys 1483 K

GIT 26.7 dB

Boltzmann constant —198.599 dBm/kHz

S/C TeraSAR-X S-band

Gain —10dBi

Transmitter output power 25.7 dBm

S/C EIRP 15.7 dBm

Link budget

Atmospheric loss 2dB

Receiver implementation loss 1dB

Total received power —104.8 dBm Before the LNA

Noise power density RF, No —176.888 dBm/Hz | Ny in S-band, RF stage

Noise power density IF —86.5 dBm/Hz Ny at the input of the IF receiver

Channel Gain (S-band — IF) 90.388 dB

Received Power at IF (70 MHz) —14.5 dBm

Available C/N 72.0 dB Hz

Available Ep/N for a data rate of 1 | 12.04 dB

Mbps, suppressed carrier

modulation (BPSK)

Required E/N( for BER = 107, 10.5dB This is the theoretical BER versus

without channel coding Ep/Ng for AWGN Channel

Link margin without channel 1.54 dB This is the minimum expected as an

coding Elevation of 5° assumed, maximum
slant range

Link margin with Reed-Solomon 5.66 dB Note: RS Code is currently off by

code (K = 223, N = 255)

TS-X in S-band; this is just an
example

dBm (decibel milliwatt) is the unit of power level which describes the ratio of a power compared
to the reference power of 1 mW (milliwatt)

In the case of orthogonal signals, other transmitters would not even affect the bit
detection even though they bring noise power into the receiver as long as they don’t
saturate the amplifiers. This is a permanent source of faulty system design (Fig. 3.10).

Table 3.2 shows an example for a link budget calculation using Eq. (3.9).
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Mission Operations Preparation e

Andreas Ohndorf and Franck Chatel

Abstract This chapter describes the tasks and activities required to prepare for
mission operations. The success of a space mission depends not only on a properly
designed and built space segment and the successful launch via a launch segment. It
also depends on the ground segment and successful mission operations carried out
by a team of experts using the mission ground segment infrastructure and processes.
Its organization and design, as well as the assembly, integration, test, and verification
(AITV) are therefore as important as the respective activities of the space and launch
segment. In this context, a ground segment consists of a ground system, i.e. infras-
tructure, hardware, software, and processes, and a team that conducts the necessary
operations on the space segment.

4.1 Introduction

The success of a space mission depends not only on a properly designed and built
space segment and the successful launch via a launch segment. It also depends on the
ground segment and successful mission operations carried out by a team of experts
using the mission ground segment infrastructure and processes. Its organization and
design, as well as the assembly, integration, test, and verification (AITV) are therefore
as important as the respective activities of the space and launch segment. In this
context, a ground segment consists of a ground system, i.e. infrastructure, hardware,
software, and processes, and a team that conducts the necessary operations on the
space segment.

This chapter describes the tasks and activities required to prepare for mission
operations. It specifies the questions that automatically arise when analyzing the
requirements of a mission and how these questions are answered with a design based
on available resources and considering project-specific constraints. It is organized as
follows:
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e First, we introduce mission operations preparation in general, using several exam-
ples of past space missions and emphasizing the eminent importance of this
phase.

e Then, the input to the overall preparation phase, or the driving factors that influence
the design of the ground segment of a particular mission, are explained in Sect. 4.2.

e The team organization, i.e., who needs to do what and when, is described in
Sect. 4.3.

e Section 4.4 describes data, products and tools required for effective mission
preparation.

Individual activities, tasks and deliverables are explained in Sect. 4.5.
Section 4.6 addresses the proven concept of reviews and, in particular, the reviews
that are conducted during the preparation phase.

e Section 4.7 describes the operational validation that proves that teams and ground
system are able to perform the mission.

When asked what “mission operations preparation” is or means in plain English,
the following definition could be given:

Mission operations preparation includes all activities related to management, development,
testing, integration, validation, organization, training, certification, and documentation of the
ground segment of a space project. The result of a successful mission operations preparation
is a ground segment that is ready for launch.

The duration of this project phase can vary widely. Table 4.1 provides examples
of past or current missions and the durations of the operational and preparation
phases. These examples cover arange of different mission types, such as Earth-bound
satellites in low Earth orbit (LEO), medium Earth orbit (MEQ), or geostationary Earth
orbit (GEO), interplanetary missions to the Moon, planets, and other solar system
celestial bodies, and deep space science missions for solar observation or outer solar
system exploration.

The selected examples show that defining a general rule for the duration of opera-
tions preparation is nearly impossible. Several interacting factors contribute to space
missions in general and ground segment systems in particular. These systems are:

1. atleast one mission control center (MCC),

2. a ground station network (GSN), through whose antennas the ground segment
communicates with the space segment,

3. a flight operations team (FOT) or flight control team (FCT) that plans and
executes the operations of the space segment within its parameters.

The size, dimension, and complexity of each system depends on a number of inter-
acting parameters and constraints, e.g. mission objectives, technical developments,
project phase, schedule and budget. The quest for an optimal solution therefore
inevitably becomes a search for a compromise acceptable to the customer. This is
the task of the mission designers or, more specifically, of the people responsible for
the design of the ground segments.

In general, the same (or at least similar) activities and tasks must be carried
out in each space project, although very different mission-specific requirements
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Table 4.1 Preparation and total project duration of selected space projects

47

Mission Type/purpose Orbit Spacecraft lifetime | Preparation
(years) (years)
TerraSAR-X Earth observation, | LEO 54 4
science
TanDEM-X
Envisat Earth observation, | LEO 10 12
weather forecast
GPS Navigation MEO 12 + 22
Galileo Navigation MEO 12 + 20
Eutelsat W24 | Communication GEO 15+
GRACE Science LEO 12
Voyager 1 Outer solar system | Deep space 3 (primary mission) |7
exploration 52 (power limit)
Apollo Human exploration | Moon 14d 8
(Moon)
Cassini Interplanetary Saturnian system | 20 10
Huygens Exploration
Ulysses Deep-space Sun Deep space 17 5 (excluding
observation delays?)

2 With a project start in 1979, ULYSSES was scheduled for launch in February 1983 (Wenzel et al.
1992), but was postponed to May 1986 and again, due to the Challenger accident, to October 1990

must be met. The European Cooperation for Space Standardization (ECSS)
has issued a set of management and technical standard documents to harmo-
nize the management of European space projects. According to this ECSS
phase model (ECSS-E-ST-70C), mission operations preparation is covered in
project phases C “Detailed Design” and D “Preparation”, as shown in Fig. 4.1.
They are located between preliminary design and mission execution (see also
Chap. 5).

The result of successful mission preparation is an integrated, validated, and ready-
to-launch ground segment.

A generic example of a ground segment, its subsystems, and the data flows
between them is shown in Fig. 4.2. It consists of a GSN with three ground stations
and an MCC. The main systems of the MCC are the ground data system (GDS), the
flight dynamics system (FDS) and the flight operations system (FOS).
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Fig. 4.1 ECSS phase model
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Mission Analysis

Feasibility and Concept

Preliminary Design

Preliminary Design Review (PDR)

Detailed Design
Critical Design Review (CDR)

Implementation and Test

Technical Acceptance Review (TAR)

Training and Operational Validation
Operational Readiness Review (ORR) Preparation

Pre-Launch, LEOP,Commissioning, Operations

In-Orbit Qualification Review

Routine Operations

Mission Termination Decision

Disposal
End of Operations Review Execution

4.2 Driving Factors

4.2.1 Requirements

The specific requirements of a space mission determine the technical design of the
respective ground segment. Their formulation should follow the rules of requirements
engineering and in particular those of ECSS (ECSS-E-ST-10C, ECSS-E-ST-10-06C).
These are:

Performance: Requirements shall be described in quantifiable terms.
Justification: Each technical requirement should be justified along with the
responsible entity.

Configuration management: Each technical requirement shall be under configu-
ration control.

Traceability: Each technical requirement shall be traceable backward and forward.
Unambiguity: Technical requirements shall be unambiguous.

Identifiability: Each technical requirement shall be identified in terms of the rele-
vant function, product, or system. The identifier shall be unique and reflect the
type and life profile situation.
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Fig. 4.2 Generic example of a ground segment

state vector

e Singularity: Each technical requirement shall be specified individually, i.e., it shall
not be a combination of requirements.

e Completeness: Technical requirements shall be self-contained.
Verification: Technical requirements shall be verifiable by one or more approved
verification methods.

e Tolerances: Tolerance shall be specified for each parameter or variable.

These requirements must be analyzed by the responsible engineers and operators
(see Sect. 4.3) and answered with a detailed design. Ideally, this concept answers
each requirement in the best possible way and the realization takes place within the
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given project schedule and cost estimate. However, in reality compromises have to
be found, otherwise cost and schedule overruns are to be expected.

Every unanswered or partially answered requirement, i.e. a requirement that is
not fully met by an appropriate design, or a requirement whose addressing requires
an unjustifiably high financial effort, is discussed with the customer. A temporary
deviation or non-compliance with a requirement is documented by a so-called waiver
if accepted by the customer and thus officially approved by the customer. Yet, a
waiver is not an instrument for documenting persistent non-compliances; instead, a
requirement change should be considered.

4.2.2 Cost/Financing

Cost-effective design is always required, because most projects do not have the finan-
cial resources to develop solutions specifically for a single mission. Nevertheless,
requirements must be met, and when multiple options exist for implementation, the
one that offers the best tradeoff between risk, schedule, and cost is likely to be chosen.

4.2.3 Technology/Complexity

Technical complexity affects the cost, schedule, and also the overall risk of a space
project; this is true for the space segment, but also for the ground segment. However,
the required level of complexity depends on a number of factors and drivers, the
most important being the fulfillment of requirements. This is often achieved through
different concepts of different levels of technical maturity, which are expressed with
nine so-called technology readiness levels (TRL). The corresponding TRL definitions
according to ECSS are:

e TRL I: basic principles observed and reported

e TRL 2: technology concept and/or application formulated

e TRL 3: analytical and experimental critical function and/or characteristic proof-
of-concept performed

e TRL 4: component and/or breadboard validated in the relevant environment

e TRL 5: component and/or breadboard critical function verification in a relevant
environment

e TRL 6: system/subsystem model or prototype demonstrated in the relevant
environment (ground or space)

e TRL 7: system prototype demonstrated in a space environment

e TRL 8: actual system completed and flight-qualified through test and demon-
strated (ground or flight)

e TRL 9: actual system “flight-proven” through successful mission operations



4 Mission Operations Preparation 51

For each subsystem of the ground segment and for each component, the design
must be evaluated for alternatives. These alternatives must then be evaluated for their
impact on schedule, cost, and risk before a decision can be made on the technology
to be used.

This will be explained using the mission planning subsystem (MPS) of an Earth
observation (EO) satellite as an example.

Let’s assume that this EO mission requires a defined duration from the receipt
of an image order to the delivery of the processed image to the ordering customer
of less than a defined number of hours or days. Between these two points in time,
several activities are to be carried out. These are scheduling the next available contact
for uploading the image acquisition commands, predicting the next opportunity to
observe the desired point on the Earth’s surface, the next downlink opportunity, and
the processing of the transmitted raw image data. If the required maximum duration
between receipt of the order and delivery of the resulting image is, say, seven days, the
necessary activities can be carried out manually or semi-automatically. However, the
shorter the required time frame becomes, the more likely it is that a fully automatic
planning system will be chosen. The development of an automatically operating MPS
is in itself a complex project and requires a significant funding and time investment.
It should therefore be developed as a generic system that can be used for multiple
missions. For later missions, it may therefore be practical to use an existing MPS,
even if it has more features than needed. The advantage of reusing an existing system
is that, due to its higher TRL compared to a new development, testing and validation
activities are lower.

4.2.4 Schedule

The project schedule affects the options for the design, implementation, test, and
validation of a ground segment in several ways. First, when the schedule is tight, i.e.
when there is not enough time to develop and test project-specific solutions, proven
technologies of higher TRL must be used. This means, for example, reusing existing
software and accepting possible drawbacks of design concepts tailored to a different
mission.

Second, the project schedule also influences the validation and training concept.
Since there is hardly ever enough time for training for every possible and foreseeable
situation or emergency, the FOT must focus on the most severe ones during the
training phase. Another influencing factor results from due dates of deliveries by the
customer. A major one is the delivery of the spacecraft simulator. It should be done
as early as possible, which of course clashes with the fact that the spacecraft design is
often not ready. In the case of a series of satellites of the same type, e.g. a constellation
of navigation system satellites, this is true only for the first one. However, without
the timely delivery of a satellite software simulator, FOT training and validation
activities will be hampered. Therefore, the delivery of this important item should be
contractually fixed if possible.
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4.2.5 Experience

The short version of this factor is: “Whatever it is, it requires less effort to do it a
second time.” A company or space center with decades of mission operations expe-
rience can more easily tackle future space missions of a similar nature than a new
competitor. The effort is less because many concepts, processes, and tools already
exist in flight-proven configurations. However, this depends heavily on the nature of
the mission; it cannot be generalized because space mission requirements can vary
widely. For example, human spaceflight missions have very high safety requirements,
while the cost-effective maintenance of a constellation of 20-30 satellites of a global
satellite navigation system may have completely opposite requirements. Interplan-
etary deep space missions differ from Earth-bound satellite projects. Therefore, a
control center specialized on Earth observation is not the first choice for a science
mission to one of Jupiter’s moons.

Note that experience may significantly contradict customer requirements. Early
feedback of recommendations to the customer is an important task of the control
center, as it enables the search for other solutions and the reduction of cost and risk.

In addition to general experience, the time since last mission of the particular
type plays a role, as experience and skill decreases with each year that one does not
operate the particular type of mission. Ten years after the last mission of a particular
type, one can assume that the experience is more or less gone or no longer applicable
and must be acquired anew, usually with the same effort as when preparing for a
mission type for the first time.

4.2.6 Risk

A specific risk analysis must be conducted for each space project, specific to the
respective segments, i.e. including the ground segment. Risks are primarily related
to cost, schedule, and mission requirements. Of course, the overall risk for successive
missions should be as low as possible; however, it rarely reduces to zero. Minimiza-
tion here comes from reducing the risk of each system and subsystem to be ready
by launch. Preplanned time buffers and milestones should therefore be part of any
project schedule to account for delays in preparation.

Minimizing risk is often the reason why aerospace engineering tends to be conser-
vative when it comes to deploying new technologies. Flight-proven, reliable systems
and processes are often preferred over new technologies.
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4.3 Personnel, Roles and Responsibilities

Preparing to operate a space project requires the organization and assignment of
roles and responsibilities. A generic project structure is shown in Fig. 4.3, with the
three main branches: management, system engineering, and operations engineering.
Specific roles are assigned to each branch.

The decision on which role to assign to which team member must be made by
the project manager (PM) and is specific for each project. For example, for smaller
projects the PM may not need a dedicated project officer (PO) for project organization
and document management. In addition, it makes sense to combine the roles of
flight director (FD) and system engineer (SE) for smaller projects; however, the
corresponding workload of larger projects should be split between two people.

4.3.1 Project Manager

The project manager (PM) is responsible for the organization and overall manage-
ment of the project. The PM is the point of contact for the customer and appoints
the FD and the SE. This role is usually assigned to an experienced engineer who has
preferably been either flight director or system engineer on a previous space project.
Later, during the operations phase, he may additionally assume the role of mission
director (MD).

Management
PM
I I I I
Controlling QA SO PO
Ground Segment Operations
Engineering I I Engineering
SE FLD
I I
I I | I I I
GS SSE GS SSE GS SSE
(MCS) (FCS) (FDS) FOT NOPE FDS

Fig. 4.3 Project organization and roles of a generic ground segment
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4.3.2 Mission Director

As the supervisor of the flight director, the system engineer, and the satellite or
spacecraft support team (SST) leader, the MD has overall responsibility for the
mission execution phase and is accountable to the customer once mission operations
have commenced.

4.3.3 Flight Director

The FD is responsible for the preparation and the execution of mission operations.
He defines size, composition, qualification, and the training concept of the FOT. He is
supported in this task by the simulation officer (SIM). The FD develops the operations
concept, formulates low-level technical requirements resulting from that concept, and
supervises the FOT during operations. The FD works in close cooperation with the
project system engineer and reports to the PM.

4.3.4 System Engineer

The SE is responsible for ground system engineering and defines the technical
concept of a mission’s ground segment derived from the mission requirements.
Together and in close coordination with the FD, the SE defines the specification
of the ground segment systems and their subordinate components. He supervises the
development of new and the adaption of existing components. He is responsible for
the technical implementation of the ground segment, i.e. for integration, testing, and
validation. In this function, the SE reports to the project manager and supports the
FD.

4.3.5 Simulation Officer

The SIM is responsible for the planning, organization, execution, and evaluation of
the training activities required to train the FOT. He reports to the FD and cooperates
closely with the SE and the FOT. Common training activities include class room
lessons, simulations, and rehearsals. The input to a SIM’s work is the required level
of training and capability, which needs to be defined by the FD. Organizational
constraints, such as availability of infrastructure, required data, tools, and specialists,
are also input for the SIM’s planning. After a training measure has been carried out,
the SIM prepares an evaluation report together with the FD, expressing the success or
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failure of the respective training measure as well as eventually necessary repetitions
or follow-on measures.

4.3.6 Quality Assurance Engineer

The quality assurance (QA) engineer is responsible for ensuring that the project
complies with internal and external quality standards, i.e., he/she shall monitor the
project from a quality and product control perspective and supports the PM, SE, and
FD throughout the life of the project. External standards are ISO or ECSS standards,
such as ISO 9001 “Quality Management,” ISO 27001 “Information Security,” or
ECSS-Q-ST-10 “Product Assurance Management”.

4.3.7 Subsystem Engineer

A subsystem engineer (SSE) is responsible for the operations of a specific satellite
subsystem, such as the data handling subsystem. Sometimes the operation of multiple
subsystems is combined; the attitude and orbit control subsystem (AOCS) or the
power and thermal control subsystem (PTS) are common examples. An SSE must
learn the functionality of the respective subsystem, know the telemetry to monitor that
subsystem, and train to apply subsystem-specific procedures to control its functions,
depending on the current situation and intent. They also work with the mission
information (data)base (MIB) to validate and optimize the performance of the MCS.

In addition to the FOT SSEs, assembly, integration and test (AIT) activities are
carried out by ground system SSEs prior to launch. These are specialists in specific
ground system components, e.g. networks, infrastructure, communication, server
integration and configuration, security, software, ground stations, etc. The primary
subsystems involved are the ground data subsystem (GDS), the mission control
subsystem (MCS), and the mission data subsystem (MDS). The respective SSEs
of these subsystems support the SE and the FD from project phase B through launch.

4.3.8 Project Office/Project Officer

A project office/project officer (PO) may be necessary for larger projects because
the organizational workload becomes too large to be handled by the PM alone. The
PO covers documentation management and team organization and provides general
support to the PM, e.g. for organizing reviews.



56 A. Ohndorf and F. Chatel

4.3.9 Controlling

A controller supports the PM with contractual and financial aspects of the project
throughout the project lifecycle. He provides reports and overviews over the project
budget at regular intervals and upon request of the PM.

4.3.10 Configuration Manager

The configuration manager (CM) develops a project-specific configuration manage-
ment plan in phase C and monitors the implementation of this plan in the subsequent
phases.

4.3.11 Security Officer

The security officer (SO) supports the PM in all security related issues, e.g. access
control concepts, encryption, clearances or classification of documents. This may be
relevant for military satellite projects, while it is practically irrelevant for scientific
satellite projects. Whether or not a project requires a dedicated SO is the PM’s
decision.

4.4 Required Data, Products and Tools

Testing the ground segment with its subsystems and components prior to launch
requires mission-specific tools and data. For example, validation of the devel-
oped flight procedures will be severely hampered without a software simulator that
emulates the behavior of the spacecraft and its intended environment, i.e. the condi-
tions in space. Therefore, the following tools or deliverables are required for mission
preparation.

4.4.1 Test Data and Data Generators

Specific sets of telemetry data are required to test the monitoring and control (M&C)
system, including the mission information (data)base (MIB), processing chains (main
and backup), and a potential archiving process. Test data becomes eminently impor-
tant when no satellite simulator is available. Test data may also be needed for other
interfaces like file data deliveries.
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4.4.2 Spacecraft Simulator

A spacecraft simulator is an essential component for mission preparation but is
not always provided by the spacecraft manufacturer, whether due to cost or time
constraints, or both. When this is the case and a simulator is not available to the
ground segment, remote access to engineering models or the spacecraft flight model
should be provided to the ground system team. However, access to the flight model
may provide fewer testing and validation opportunities since the spacecraft is still on
the ground. A high-fidelity software simulator provides a representative model of the
spacecraft, the spacecraft subsystems, and the physics of the spacecraft environment.
The implementation of a satellite simulator can be purely software, but it can also
be combined with real spacecraft hardware, such as an engineering model of the
on-board computer. Such simulators are called hybrid simulators.

Early deployment of a stable, high-fidelity satellite simulator simplifies mission
preparation by allowing early checks of commands and telemetry data. It also enables
early familiarization of the FOT with the spacecraft in addition to the spacecraft user
manual. The creation and validation of flight procedures is a third mandatory activity
during mission preparation that benefits from the early availability of a spacecraft
simulator.

4.4.3 Mission Information Base

The MIB contains the definition of the commands, the command parameters, the
telemetry, and the location of the telemetry data in the downlink data stream. It is
therefore an essential input for validation of the M&C software and also for procedure
development and validation. In a preliminary version, it should be delivered in time
for the ground segment validation phase. At the end of this validation phase, the MIB
should also be final.

4.4.4 M&C System Software

The spacecraft is monitored via telemetry monitoring and display software and
commanded via command software. Together, these software packets form an M&C
system. It is an essential component of the FOS and is preferably written generically
so that only customizations are required for individual missions. This facilitates vali-
dation because only the modifications need to be extensively tested. The functionality
of the entire M&C system is then verified during validation of the MIB. Simulations
and rehearsals are also used to validate the M&C system.
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4.4.5 Ground and Flight Procedures for Nominal
and Contingency Situations

Control of the spacecraft is basically possible using the M&C software and the vali-
dated MIB. However, logical work flows, branching, and timing constraints cannot
be described with a simple list of commands. A proven concept to mitigate this
shortcoming is the use of validated procedures. They are developed for ground and
for flight processes and greatly improve mission operations as they reduce the risk
of operational mistakes. A procedure describes a validated workflow step-by-step,
along with the required initial conditions, commands to be sent, expected space
segment response, timing conditions, and explanatory comments. Such procedures
are primarily developed for routine operations, such as activating or deactivating a
component or subsystem on board. Nevertheless, it is important to cover possible
contingency situations with appropriate procedures as well. The safe mode crash
is a prominent example of a contingency situation, and the appropriate procedure
should describe the analysis and recovery actions to return the spacecraft to normal
operating mode.

4.4.6 Operation Support Tools

A spacecraft must be monitored and operated. However, the amount of attention from
the ground depends on the mission. There are space projects that are operated around
the clock, such as human spaceflight missions, and there are satellites with a single
ground station contact per day. Therefore, the operation of each mission requires a
tailored set of operational tools to make the operation as robust as possible. Such
tools include anomaly tracking tools, sequence of events, telephone lists, shift plans,
minutes, recommendation handling tools, links to documentation, procedure lists,
etc. The operation support tools should be organized so that they are easily accessible
from any control room position, such as a mission-specific web page.

4.4.7 Project Documentation

For safe and robust mission operations, the FOT must know the functionality of the
space segment and be trained for typical or likely situations that will occur. This
is facilitated by training and technical documentation. This includes, for example,
the spacecraft user manual, the ground segment design description, and operational
documentation. These documents shall be available in a timely manner prior to the
training and operational validation phase and shall be accessible throughout the
operational lifetime.
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4.5 Activities, Tasks, and Schedule

There are a number of tasks to be accomplished during the preparation phase for
mission operations. At the beginning of the preparations phase, they are primarily
technical in nature, such as the integration and testing of ground segment systems and
components such as software, computers, and networks. Later, when the technical
work is completed, the composition, training, and certification of the FOT becomes
the dominant activity. The following description provides an overview of the tasks of
each subphase, the requirements to accomplish these tasks, and the expected results
of each subphase.

The first of these phases is the project phase C, called “Detailed Design”, and
it is used to finalize the ground segment design. If technical developments have a
long development time (long-lead items), they already start in this phase. The key
roles in this phase are those of PM, FD, SE, and QA. They coordinate the design and
documentation activities and are supported by SSEs and specialists, such as flight
dynamics experts and network specialists. They all use the design documentation
from phase B and elaborate the developed concepts to final fidelity. Interfaces are
fully defined and appropriate test approaches and plans are written. The result of this
phase is a detailed design description, including all internal and external interfaces
as well as test plans and schedules.

Project phase C ends with a critical design review (CDR), in which the ground
segment provider presents the developed design to the ground segment customer.

The following Phase D, called “Production, AIT and verification”, includes
three subphases: the development and procurement of the ground segment systems
(D1); the assembly, integration, and test of these systems (D2); and the verifica-
tion and operational validation of the ground segment (D3). In the D1 subphase,
the ground segment systems, subsystems, and components are procured or manufac-
tured, including functional and interface testing. The supervision of these activities
is the primary responsibility of the SE, supported by QA. In subphase D2, the ground
segment is assembled and integrated. The control room is integrated and any required
infrastructure changes are implemented. Networks and automated transfer services
are configured and computer hardware is integrated into the operational environment.
These activities are again supervised by the SE, supported by QA and the FD. The
following activities are the content of subphase D2:

e RF compatibility test (six months to 12 months before launch, preferably with RF
components of the flight-model)

Functional and performance testing of internal and external interfaces
Functional and performance tests of all ground segment subsystems

Functional testing of the whole ground segment

FOT assembly and initial training (classroom instruction, manual study, etc.)
Initial flight and ground operations procedures

Validation of the MIB

Preparation of test and validation reports

Compilation of results into a report summary.
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Subphase D2 ends with the ground segment qualification review (GSQR) and a
critical operations review (COR). Both reviews can also be combined into one review.

Ground segment operational validation is the primary content of subphase D3.
The FD, SE, QA, and SIM roles are primarily involved in the validation. Intensive
flight operations procedures (FOP) training, finalization of flight and ground proce-
dures, and validation must be achieved. In this process, certification of the FOT’s
readiness for the upcoming launch will be achieved through simulations of increasing
complexity. The results of these simulations will be documented with appropriate
reports for the customer. These reports and any report summaries are reviewed during
the operational readiness review (ORR), the final review prior to launch.

Essential documents resulting from the preparation phase are listed in Table 4.2,
together with the review for which they must be available (see also Sect. 4.6).
According to ECSS (ECSS-E-ST-10-06C), these documents belong to five levels:
space system (SS), ground segment (GS), ground system (GSYS), logistics support
(LS), and operations (OPS). The letter “A” designates a document issue for approval
by the customer and “F” designates a final document issue approved by the respective
supplier and for the customer’s information. Note that the documents listed above

Table 4.2 Deliverables per review milestone according to ECSS

Domain | GSCDR | GSQR |COR | ORR
Space-to-ground ICD SS A
Space segment operability requirements document | SS A
CFI and services requirements document SS A
GS engineering plan GS F
ICDs for external and internal entities GS F
GS design definition file GS F
GS design justification file GS F
GS configuration management plan GS F
GS AIT plan GS F
GS verification plan GS F
GS configuration status report GS F
GS integration and test reports GS F
GS verification reports GS F
Ground systems user and maintenance manuals GSYS F
Logistics support plan LS F
Mission analysis report OPS F F
Operations engineering plan OPS F
Operational validation plan OPS F
Operations training plan OPS F
Mission operation plan OPS F
Operational validation reports OPS F F
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are not necessarily separate documents. The relevant information may be embedded
in other documents. In addition, the actual contract may define only a subset of this
list as deliverables.

4.6 Review Process

A review is a formal project milestone. Successfully passing this milestone indicates
that all measures have been taken to complete a specific predefined work package,
project phase, or subphase. This means that the project is paused to examine, evaluate,
and assess the project status and decide on whether or not to proceed to the next phase.
The status is presented with appropriate documentation.

Several reviews are possible during mission preparation, although not all are
necessary or required for each mission. The project-specific tailoring required will
depend on the particular type of mission and should be specified in the contract
covering Phases C and D. This subsection lists the possible reviews during these
mission phases, describing their content, common and essential requirements, and
when they take place.

ECSS provides for several major reviews, which are described below. These
reviews are ground segment critical design review (GSCDR), GSQR, COR, and
ORR. Additional internal reviews are possible, such as test readiness reviews or
simulation readiness reviews, and need to be included depending on the complexity
of the particular project.

Although each of these reviews covers very different topics or elements of the
ground segment, they generally follow common principles in timing and organiza-
tion. However, customization is possible to meet the needs of a project and also for a
particular review. Therefore, a complete description of the review in terms of “who,
how, and when” should be written. This so-called review procedure is communicated
in a timely manner to the “review team,” which should consist the project team, i.e.
the space segment and the ground segment engineers as well as the review board.
The board should preferably consist of external experts in relevant project areas.
These experts may come from other companies, research laboratories, test facilities,
or agencies. The more diverse the knowledge assembled on the review board, the
better.

A review starts with a presentation of the current project status. Venue of this
presentation is often at the customer’s site. Each project stakeholder gives a brief
overview of the current status. This presentation allows the project to describe and
explain the specific boundary conditions or constraints under which the current status
was achieved. After the presentation, the so-called review data package is given to
the review team for examination and evaluation. The duration of this phase should
be chosen depending on the size of the data package. In practice, however, this phase
takes between two and six weeks.

While studying the review data package documents, all members of the review
team should document any concerns that arise via a so-called review item discrepancy
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(RID). The structure and organization of RIDs is the responsibility of the review
board lead and must be described in the review procedure. At least the following
information should be provided for each item:

1. Item: Identifies the item of the data package for which the remark is valid. It
may follow a predefined nomenclature or scheme, but the document number,
page number, section number, and/or line number will also suffice.

2. Observation: This comment describes what the reviewer noticed. Examples
include unclear statements, incorrect conclusions, inadequate descriptions,
inconsistent analysis, and also typographical errors.

3. Concern: The reviewer must express the concern that arises from his observation,
e.g. an increased risk of failure of a component due to inadequate testing.

4. Recommendation: This is a description of the corrective measures or activities
required to resolve the observed problem, e.g. extending a test campaign.

It is the responsibility of the project management and the reviewer to determine
an appropriate set of RID data items for the particular project. For example, to
help organize the review process a “criticality” criterion with possible values “low”,
“medium”, and “high” (or “major” and “minor”) helps to group the RIDs and to
focus on the important ones first.

The review period, i.e. the time during which the review team can provide RIDs, is
limited to approximately 75% of the total review period. The RIDs are then provided
to the project team for response. The team then designates a responsible person. This
person first decides whether or not the RID observation is warranted, i.e., whether the
RID is accepted or rejected. The accepted RIDs are then analyzed and responded to.
The response is usually an action, the provision of more information, or a correction to
the existing information. This must always be reflected in the updating of documents,
e.g. in the form of updates or new issues of the project documentation.

The final review stage includes a so-called RID discussion and closeout, which
results in a review report. During the RID discussion, which takes between 2 and
3 days, the project team presents and defends its RID responses to the RID owners.
Depending on the responses, the review board then decides whether to pass or fail the
review and documents its decision with the review board report. A passing review is
often synonymous with a formal “go” to the next phase of the project.

The specific reviews of the mission preparation phase are explained below. These
should each be organized and carried out according to the generic description
provided. However, project-specific changes are always permitted, but should be
coordinated between the project partners involved. If possible, the changes should not
be so extensive that the character of a review is significantly changed. In general, and
if applicable, the ground segment reviews can be conducted together with the space
segment reviews, e.g., by combining the critical design reviews of both segments
into one system CDR.

According to ECSS (ECSS-M-ST-10-01C), the reviews during preparation phase
are (Table 4.3):
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Table 4.3 Reviews during preparation phase

Ground Segment Critical Design Review (GSCDR)

Date End of project phase C “Detailed Design”

Objective customer acceptance of the detailed ground segment design

Precondition | design complete, justified, and documented

Content documentation providing description and justification of the ground segment
design but also test and training specification as well as interface definitions

Chaired by ground segment customer

Ground Segment Qualification Review (GSQR)

Date During phase D, at the end of ground segment AIT and verification (D2)

Objective to ensure that the ground segment conforms to the technical requirements and that
all conditions are met for proceeding with the operational validation phase (D3)

Precondition | ground segment AIT and verification has been finished, i.e., the ground segment
is technically ready for usage

Content test documentation, e.g. reports and report summaries of AITV activities on
various levels

Chaired by | ground segment supplier

Critical Operations Review (COR)

Date During phase D, after completion of operational validation

Objective to ensure that all mission operations data has been validated and that all
documentation is available to start the training of an operational validation phase

Precondition | passed GSQR and finished validation of operational data

Content test reports

Chaired by | operations customer

Operational Readiness Review (ORR)

Date end of phase D, after completion of operational validation, often 3—6 weeks
before launch

Objective to ensure full readiness of the ground segment for in-orbit operations, and to
authorize its utilization for space segment in-orbit operations; to ensure validation
of all procedures and readiness of the FOT

Precondition | FOT training finished; operations procedures validated

Content documentation describing content, course, and results of operations team training,

simulations, and rehearsals

Chaired by

operations customer
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4.7 Operational Validation

4.7.1 Necessity

Operational validation is necessary to ensure that the ground segment as a whole,
including the operations personnel, is capable to carry out the mission. The demon-
stration of the ground segment’s readiness for the mission shall be reviewed during the
operations readiness review (ORR). The operational validation needs to be scheduled
in phase D3 according to the ECSS mission phase model.

All the elements of the ground segment are specified and verified on unit and
system level. The same applies to interfaces between these elements. Flight opera-
tions procedures (FOP) are validated against a simulator and operations personnel is
trained. But even if all these individual activities were perfectly executed, it would
not guarantee a successful mission.

There are also pragmatic reasons to conduct operational validation. The first
reason is the end-to-end execution of all mission activities. A typical example is
the execution of an orbital maneuver, which is planned by the flight dynamics engi-
neers using their software (see Chap. 13) and producing input for operations and
mission planning. Here, multiple aspects can be covered: The processes leading to
the inputs to the flight dynamics system (FDS) by the spacecraft engineers, the publi-
cation of the computed data (maneuver overview, planning of events covering both
ground stations and satellite), the review of the maneuver data by the manufacturer
and operations team, the commanding of the parameters, the monitoring of the execu-
tion as well as the provision of the post calibration. All of that is executed with a
timing which is close to the one encountered during the mission. The format of the
products and the correct transfer between the entities should, at this time, already be
verified by a dedicated verification. As can be seen in this example, the operational
validation is much more than just a test: It brings all stakeholders together. They
should then implement the processes documented in the corresponding procedures
and handbooks and learned during the training.

Another aspect of operational validation is the control center environment. The
mission itself is executed in a setting that is significantly different from the environ-
ment found in a clean room or development area in which the assembly, integration
and test (AIT) is performed. The software tools are often different and external
personnel need time to get used to the mission operations environment. Access to
the mission documentation, log-in credentials, phone numbers, security and safety
rules, extraction and transfer of telemetry data or the usage of voice protocol are
topics that fall under the new environment. The familiarization with the mission
environment is of course not limited to the control center itself; the same holds true
for the in-orbit test (IOT) ground station. A further, interesting aspect of the vali-
dation is the reaction of the ground segment to the load on the system. Simulation
and rehearsals are often the first opportunities to have all designated personnel in the
control room, which may result in a slow response time for the delivery of telemetry
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data or products. Timelines of operations and the feasibility of the sequence of events
(SoE) are important artefacts to analyze at this stage.

Finally, simulations and rehearsals are the occasion to bring together all the actors
of the mission. Personnel from the customer, the AIT team, the control center and
the ground stations interact with the system developed for the mission and carry out
operations as planned for the flight. In some cases, the mission may involve several
control centers around the world. Although training sessions have been held before-
hand and despite having experienced personnel on console, the first simulations are
very often a shock, as each team needs a forming phase first and requires an adaptation
to the actual mission. The usual issues discovered during the operational validation
phase range from missing interfaces, insufficient visibility (e.g. of a display page
or information exchange) and incompatible formats to unannounced FOP modifi-
cations or ground segment adaptations. In the end, the mission shall be carried out
by a combined team—operators and manufacturers—whose proficiency needs to be
demonstrated during the operational validation. In this sense, the operational valida-
tion contributes to the training program. The final rehearsals shall demonstrate the
readiness of the combined team for the mission as well as its proficiency to cope
with unplanned situations.

It shall be stressed here, that operational validation should not be confused with a
system validation test (SVT). The objective of the latter is to assess the compatibility
between the ground segment and the satellite at commanding and telemetry level.
The compatibility at radio frequency (RF) level is the topic of the RF compatibility
test, which complements the SVT. Both tests are performed earlier, at the end of
the ECSS D2 phase with real flight hardware, whereas the operational validation is
performed using a simulator instead of the spacecraft. However, it is possible to take
advantage of the SVT for the ORR to validate some FOPs whose performance is not
supported by the simulator. Critical operations related to the mission safety shall also
be performed on the flight hardware during the SVT to obtain better confidence.

4.7.2 Operational Validation Organization

As shown in the introduction (see Fig. 4.1), operational validation takes place after
the qualification phase, during which all elements are tested separately against their
specifications. The operational validation should also be completed at the ORR, at
which point the operational readiness of the ground facilities and personnel should
be assessed.

The operational validation usually takes the form of a series of simulations and one
or two rehearsals. Rehearsals are different from simulations only in their position
at the end of the phase. A mission can be divided into several thematic clusters
like the initial acquisition, an orbit maneuver, the deployment of appendices (solar
panels, antennas), or an antenna mapping test. After identifying these blocks and
depending on their duration and relationships, simulations are organized to perform
them under conditions as close as possible to the mission. Apart from being performed
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within the real control room environment that will be used during the mission, with
the qualified software pieces and the trained operations personnel, an important
aspect of a simulation is its timelines. A simulation should be performed as far as
possible under real-time conditions, which allows the validation of the timeline.
Often, a compromise needs to be found between being realistic and the duration of
the simulation. For example, extended idle sequences can be compressed or skipped.
Also, orbit maneuvers limited to ten minutes usually allow the same level of validation
as realistic ones lasting an hour.

Operation validation is usually performed using a spacecraft simulator rather
than the real hardware. Although the flight model would guarantee the most realistic
behavior, there are several scenarios which can only be exercised with a simulator:
Conducting realistic operations requires simulating the environment (position of
spacecraft, Sun, Moon, spacecraft attitude, instrument field of view, ground station
visibility, etc.) and its interactions with the spacecraft (e.g., control law to point a
celestial body or when firing an apogee engine). Furthermore, the flight model is
barely accessible due to all the integration and test activities in a phase when the
spacecraft is being prepared for shipment to the launch site.

Validating operations at the ground stations is difficult since no signal is actually
received. Actions like pointing the antenna, sweeping the ground station signal or
setting the polarization have no effect.

The organization of a simulation or rehearsal requires a lot of preparation work.
The flight director writes the validation plan. In preparation and execution, he is
supported by the simulation officer. Apart from setting up the simulator in the right
configuration for the chosen block of activities, it is also necessary to pay attention
to align the orbit parameters in the simulator and in the flight dynamics system
with the ones computed in the mission analysis. Also, the monitoring and control
system (MCS) needs to be configured appropriately to support a simulation with a
simulation time in the future (for example six months to one year ahead) and still
handle correctly received time stamps of command acknowledgments or time-tagged
commands. The alignment of the on-board software (OBSW) version in the simulator
with the satellite reference database (SRDB), the flight operations procedures and
the display pages shall be ensured as well.

The operational validation shall address simple and severe anomalies together
with the processes to detect and resolve them. This aspect depends a lot on the
capabilities of the simulator to inject failures and model realistically the spacecraft
behavior. It has to be ensured that a recovery scenario is available in order to continue
the simulation timeline.

When correctly set up, the operational validation is a very rich phase which brings
several issues to light. This ranges from incorrect or incomplete implementations to
planning or timing aspects. A careful schedule is therefore necessary to ensure that
enough time is provided between each session to implement the corrective actions
agreed among the combined operations team.

It is sometimes difficult to make clear to managers of teams having different
deadlines (e.g. shipment versus simulations) and whose schedules are tight, that
the operational validation is no loss of time. In the end, the operational validation
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increases the safety of operations and can help to prevent mishaps during the actual
mission.

4.7.3 Points to Evaluate During Simulations and Rehearsals

During the actual execution of the operational validation phase, the simulation officer
(more on this position can be found in Sect. 4.3.5) evaluates the capabilities achieved
by the combined operational team and the readiness of the ground segment to support
the mission. The execution of a rehearsal is rarely perfect, and the evaluation must
strike a balance between the aspects related to the safety of the spacecraft and those
related to the optimization of operations. What still needs to be achieved must be
weighed against the time remaining until the ORR and the training or improvement
opportunities.

Anomalies should be introduced with care, because much can be assessed during
nominal operating situations as well. It is important to ensure that the available
telemetry display pages provide sufficient information to track operation and possibly
identify the anomalies that will be addressed in the failure mode effects and criticality
analysis (FMECA).

The individual training lessons of the operations team formally do not belong to the
validation, but may be carried out in parallel and are entangled to some degree. Some
training sessions are a prerequisite for the start of the operational validation. One
objective of operational validation is to accurately evaluate whether each individual
has the skills and knowledge required for the mission. However, it is possible to
repeat or refine some training sessions, depending on the deficiencies found in the
simulations. From this point on, the training will be more personalized, depending
on the skills achieved by each individual.

Another very important aspect is to ensure that the latest available documenta-
tion is accessible from the control room and has been used as input for the various
operational tools used during operations.

Finally, the simulation officer ensures that the processes necessary for normal
operation (e.g. briefing, voice protocol, logging, etc.) are understood and followed
by the integrated operations team.

During nominal phases, the simulation officer shall also keep an eye on the ground
system load. This allows ensuring that the resource sizing is correct and that no data
is lost or delayed, especially in conditions similar to the ones encountered during the
mission. The extraction of telemetry data and its transfer to various tools used for
operations shall be assessed as well. Incompatibilities or errors, such as in format
or unit, are common even after the qualification of the ground system has been
completed. Satellite manufacturers have their own tools, in some cases they bring
their own PC hardware, and their access from the control center is often a request
arising from the first simulations.

The simulation of anomalies shall be carefully planned by the simulation officer.
The expected reaction of the operations integrated team needs to be clear before
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the ingestion of error in order to evaluate the reactions. An evaluation of the time
required to detect the anomaly, its reporting and the implemented contingency proce-
dures needs to be made against the expected reaction. It is also important to assess
how the processes (e.g. recommendations, anomaly briefings, reporting to manage-
ment) to handle anomalous situations and their documentation were implemented.
A debriefing with the participants is necessary to collect their comments and debate
on the positive and negative points noted during the simulation.

Rehearsals are particular simulations organized shortly before ORR to demon-
strate the readiness level achieved by the integrated operations team. That team shall
later support the decision in the ORR to declare the ground segment and the oper-
ation teams fit for flight. Such rehearsals shall cover the nominal mission and well
as anomalous situations. The introduction of at least one really severe anomaly is
necessary to push the operations personnel out of their comfort zone. Experience from
previous missions should play an important role in the selection of the anomalies.

The fact that an anomaly case may seem improbable should not prevent from
rehearsing such a situation. Should the same situation happen in flight, which happens
indeed more often than one might want to admit, there would be no refusal to deal with
it, and so is the logic for rehearsals as well. What is important is to use the processes
and the tools available to handle the situation. It is possible that an improvement
of processes or tools will be proposed after coping with such a situation. It is the
experience of the simulation officer in picking a suitable situation which makes up a
successful rehearsal.

4.7.4 Operational Readiness

At the end of the operational validation phase, the simulation officer needs to be in
the position to report the readiness for the mission. Unless the last rehearsal was
extremely unsuccessful, it is very unlikely that a launch will be postponed because
of the operational validation. The issues discovered during the simulations should
be corrected for the following ones and so the final rehearsals are usually successful.
The remaining issues constitute the risk that is taken when the launch would occur
with a ground segment in the state presented at the final rehearsal. A big benefit of
the operational validation phase is the awareness of the integrated operations team
of its own weaknesses.

The ORR is the last and final review of the mission operations preparation
before launch. It gives the clearance for the following launch and early orbit phase
(LEOP), during which the ground segment must prove itself in real orbital opera-
tions. However, a number of final actions must be performed before launch, including
regular technical checks of the ground segment elements. Depending on the mission
and the control center that conducts the operations, a so-called system freeze is also
worth considering. This means that from a defined point in time, changes to tech-
nical systems affecting the ground segment of the mission are only allowed under
strict configuration control. This is particularly recommended in a multi-mission



4 Mission Operations Preparation 69

environment. The organization of the system freeze must then be coordinated with
the control center management and eventual other projects. A system freeze can end
after the LEOP.

4.8 Conclusion

If preparation for operations has been successfully completed, real mission operations
will likely proceed smoothly with few, if any, unexpected or unprepared contingen-
cies. However, a ground segment and the FOT can hardly be perfectly prepared and
trained for every type of spacecraft malfunction or non-nominal behavior. A high
degree of flexibility and improvisational skills are therefore essential to maximize
the chances of mission success.
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Mission Operations Execution e

Sabrina Eberle, Thomas Uhlig, Ralf Faller, and Michael Schmidhuber

Abstract This chapter describes in detail the tasks of mission operations execution
phases. The basics concerning the different phases during LEOP, commissioning,
routine and disposal phase are explained. The differences are described as well as
the necessary team members and the support from other teams. Various examples and
procedures are discussed, and the transition between the phases is presented in detail.
Finally, some examples of different missions for LEO, GEO, deep space missions
and human spaceflight are given. This chapter will mainly concentrate on operating
unmanned spacecraft from ground, but special aspects of human spaceflight missions
will be mentioned where relevant.

5.1 Introduction

Although the preparation phase of a space mission can exceed the duration of the
actual mission execution phase significantly, the execution can be considered as the
most important phase, because here the spacecraft is fulfilling subsequently all of its
mission objectives. In this phase, a dedicated flight control team is overseeing the
operations of the satellite. This chapter briefly discusses this phase of the satellite’s
lifetime and highlights specific processes and setups.

The chapter is mainly focused on satellite operations. However, some aspects of
human spaceflight are also highlighted. For more details of the latter, Chap. 24 can
also be consulted.
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5.2 Various Phases During Execution

The execution phase can be broken down into different periods, which can be
distinguished by their special operational requirements.

The first part of a mission is called the launch and early orbit phase (LEOP). It is
followed by the commissioning phase, in which the spacecraft as well as the payload
on board are prepared for nominal operations. The actual mission goals are then
accomplished in the routine phase, which is in most cases the longest phase. The
end of mission (EOM) of a satellite is followed by the disposal phase, which ensures
that the satellite is either parked in a dedicated graveyard orbit or is destroyed by a
controlled reentry into the Earth atmosphere. This phase is also called the de-orbit
phase.

The execution phase is of course strongly dependent on the mission goal. A
scientific low Earth orbit (LEO) mission with experiments on board for only a
few months or one year needs to be prepared in the same way as a LEO mission
with an expected lifetime of 5-10 years. On the other hand, geostationary satellites
(especially the commercial communication satellites) often have lifetimes of around
20 years. Interplanetary missions in comparison have very long execution phases,
because it normally takes the spacecraft a long time to get to its destination in the
first place (Figs. 5.1 and Fig. 5.2).

5.2.1 General Description of the Execution Phase

The above mentioned phases include some common tasks, that will be highlighted
in the following section. All spacecraft have implemented a command and telemetry
interface. Therefore, they can be controlled by telecommands from ground and allow
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Fig. 5.1 The variable durations of the mission phases using the example of different missions
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Fig. 5.2 Overview of the differing lengths of mission execution phases on the basis of different
mission types. The preparation phases are assumed here to be roughly of equal length

insight into their internal status via the data they send back to the ground stations.
This telemetry not only comprises the data from the corresponding payload, but
also information about important parameters of the satellite’s subsystems, such as
temperatures, currents, status reports from the software or event messages triggered
by off-nominal conditions on board. These data—sometimes also referred to as
health and status or housekeeping (HK) data—need to be monitored on ground.
Commanding of the spacecraft is also a standard task in the execution phase.
Commanding encompasses both payload operations and control of the satellite’s
subsystems.

Not only the internal performance of the satellite requires surveillance, the orbit
and the attitude situation also need to be monitored closely. Active adjustments of
orbit and attitude are also required. These maneuvers are described in more detail in
Chap. 22.

During all execution phases, on-board maintenance activities like software
updates or recalibrations of instruments may take place. Their needs are identified
during the spacecraft design phase and are usually defined in a maintenance plan that
lists all those activities together with the corresponding timeframes when they need
to be conducted.

Satellites are usually designed to be highly autonomous. One of the major reasons
for involving human control teams in operations is the handling of unexpected situ-
ations in the ground or in the space segment. These events are usually called anoma-
lies or contingencies, depending on their severity. Here, humans need to be involved
to analyze the sometimes very complex situation, and to put together either trou-
bleshooting plans to identify the root cause of the problem, or to resolve the issue
via corrective actions.

Failures can sometimes be prevented, either through preventive measures that can
be part of the regular maintenance activities, or through a detailed short- and long-
term analysis of the spacecraft parameters. Tendencies and trends can be observed
here, that may lead to the decision to take countermeasures to prevent e.g. further
degradation of components or subsystems.
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5.2.2 Launch and Early Orbit Phase (LEOP)

The LEOP starts after the satellite is launched and released from the carrier. The
satellite then has its first time in orbit, in which very specific operational requirements
need to be fulfilled, which will be discussed in more detail here.

Launch operations are usually done by a dedicated team in the responsibility of
the launch provider. They hand over the satellite to the satellite control center after
it is released from the upper-stage and free-floating. The first major milestone for
the controllers is then to establish the first contact with the satellite. Since the ascent
phase of the carrier rocket and the release process itself are associated with some
uncertainties, the position and orbit of the new satellite is not exactly known. There-
fore, the first acquisition may involve some search activities of the ground stations.
As soon as a radio link is established, the position and orbit can be determined more
accurately and a first checkout of the essential components of the spacecraft is started.
In many cases, there are also a few very important configuration steps which need to
be performed as soon as possible: The radio link with the satellite is dependent of the
satellite’s attitude, which determines the orientation of the antennas. Therefore, the
spacecraft must be given attitude control. It is also crucial to ensure power generation
capability on board, since the launch phase is usually only supported by the satellite’s
batteries, whose capacity is limited. This could encompass deployment of the solar
arrays and some reconfigurations of the power distribution system, proper setting of
the battery charge regime, and the switch-on of some vital subsystem components.

Such measures can ensure the survival of the satellite in the harsh space environ-
ment described in more detail in Chap. 1. One of the next steps is to bring the satellite
to its final destination, be it a dedicated orbit or a specific position in the GEO. This
may require either several extensive maneuvers with the satellite’s propulsion system,
or just minor corrections of the orbital parameters. In many cases the maneuvers in
this phase of the mission are the main active changes of the satellite’s orbit over its
entire lifetime.

The LEOP is probably the most critical phase of the entire mission: After a
very demanding ascent in terms of vibrations, acceleration, temperature changes,
mechanical stresses or sound levels, the spacecraft is exposed to the “real” space
environment for the first time. In this way, the satellite becomes “unknown” to the
operations team and will unveil new characteristics and behaviors in this phase—
which, in most cases, leads to surprises which could lead to a requirement for a
redesign of the already prepared operations concept and its corresponding procedures
and processes.

Unlike the routine phase, which usually contains a series of repeating and well-
understood mission activities, many of the LEOP activities are singular or even
irreversible events. The latter may be due to the fact that the developer decided
in the design phase that only the transition of a given piece of equipment to its
nominal ops configuration should be implemented, but not the transition back into
its launch configuration (i.e. only the deployment of solar arrays, payload antennas
or instrument booms, but not the retraction).
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Events in the LEOP might be time-critical, either in the sense that they need to
be performed in a very specific time frame (like orbital maneuvers) or that a strict
temporal relationship to other activities exist (i.e. a “thermal clock” for equipment
which requires heating after a certain time to prevent degradation or even damage).

Since the LEOP contains many transitional states of the on-board configuration,
the level of on-board automatisms is usually considerably lower than for the routine
phase, for which a well-defined configuration of the satellite can be assumed. This
also limits the capabilities of “self-healing” fault detection, isolation, and recovery
(FDIR), making the satellite more vulnerable.

All these reasons mentioned above lead to the requirement to have a good, almost
permanent “visibility” of the satellite during the LEOP in order to have the chance
to detect and intervene quickly in case of problems. Therefore, multiple ground
stations are usually involved to ensure good coverage. It also requires a high level
of redundancy in the ground system to cope with problems in this essential part of
spacecraft operations. This is different from the routine phase where only one or a
small number of ground stations are used due to cost constraints, resulting in a very
limited contact time with LEO spacecraft.

This setup of multiple ground stations, potentially owned by different entities,
including the coordination of them introduces an additional level of complexity.

5.2.3 Commissioning Phase

The LEOP is followed by the commissioning phase. The transition between them
can sometimes be smooth. In this phase the satellite is ready to be used; it flies in
its designated orbit and its survival is assured. Now, extensive testing of its platform
and payload can be started. This involves checkouts on subsystem level as well as
on an integrated level.

In spaceflight it is common to follow a concept of high redundancies. Many
subsystems have redundant components—critical ones have even more than one level
of redundancy. Elements are called “hot redundant” if the redundant part is already
active and thus could take over the function in a very short period of time without
interrupting operations. “Cold redundancy” means that the redundant element must
first be activated in the event of a fault, which results in a certain latency.

During the commissioning phase, the redundant elements are also checked to
ensure that their performance is sufficient for the function to be considered fully
redundant or to be able to tune the ops concept accordingly in case of a degraded
performance of the redundant component. Testing a hot redundant component is
often unnecessary, since for the “hot case” the device is already active and some
information about its performance is at hand already.

Redundancy testing is important for reducing operational risks. However, it also
poses a certain risk in itself: The spacecraft is brought from a good and reliable
configuration into a configuration which involves a not-yet-tested component; also,
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the transition process between the nominal and the redundant element can be consid-
ered as a more vulnerable phase of the satellite, since it is originally only foreseen to
be executed in a contingency case where the increased risk of switching to another
device is justified. For these reasons, it is attempted to avoid unnecessary switching
processes and to bring them to an absolute minimum by means of sophisticated
checkout sequences.

As already mentioned, not only the subsystems of the satellite platform but also
the payload components are tested during the commissioning phase. This subphase is
referred to as in-orbit test (IOT). Depending on the payload and its purpose, it may be
necessary to execute special configuration procedures and perform calibration runs.
The latter may require additional ground support or equipment not needed during
the routine phase.

For geostationary communications satellites, the antenna typically needs to be
positioned to direct the antenna beam to the selected area, the solar panels need to
be activated to rotate with the Sun, and the payload itself needs to be launched.

In most cases, flight hardware must be proven to meet its specifications or require-
ments from the design phase. This may have technical or even contractual implica-
tions. Therefore, there might be respective test objectives which must be met during
the commissioning phase as well.

All of the above tasks, typical for this phase of mission, require the presence
and participation of the appropriate experts, be it from the companies involved in
the construction of the components, from the expert teams within the flight control
team, or from the side of the payload users, the experimenters, or scientists.

Sometimes a mission control center only conducts the LEOP and commissioning
phase and transfers operations to a routine operations center for the comparatively
easy routine phase. This transition is called the “handover”. The LEOP control center
is still in standby as a back-up for some time after the handover. After verifying
that the routine operations center can operate the spacecraft trouble-free, the LEOP
control center ceases operations. This scenario is quite common when the satellite
manufacturer offers an in-orbit turnkey delivery to the customer or when the routine
control center does not have the experience or the resources available to conduct a
LEOP (large control room and access to global ground station network, etc.). Often
the LEOP control center will function as a back-up for the routine control center also
during routine operations in case a severe contingency or anomaly happens. They
can take control of the spacecraft to solve the problems and return the satellite after
bringing it into a stable configuration again.

5.2.4 Routine Phase

When the commissioning phase could be successfully completed, the routine phase
can be initiated. Satellite operations are now usually linked to routine processes,
telemetry is observed and analyzed as already described, and planning, as described
in Chap. 16, governs the day-to-day tasks of the satellite. Payloads are operated
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to achieve mission objectives, whereas subsystems are operated to support payload
operations and to ensure the well-being of the entire spacecraft.

Planning also encompasses the management of the limited resources available on
the spacecraft, like electrical power or also fuel for orbital maneuvers.

The steady-state character of the routine phase also allows reducing the manpower
to a minimum; the experts only need to be activated “on demand” and could be
assigned to other projects. Nevertheless, they still monitor their subsystem on a daily
or at least weekly basis, dependent on the complexity and flexibility of the subsystem.
Especially the thermal system trend analysis is a very important instrument because
the system is rather indolent and it takes a while for temperatures to change, so it
is important to keep an eye on the long-term behavior. Other subsystems’ parame-
ters, like attitude and orbit control (AOCS), are monitored by their specialists more
often. All subsystem engineers (SSEs) analyze trends in order to prevent foreseeable
contingencies or errors during the whole routine phase.

In addition to telemetry monitoring, weekly team meetings are usually held to
discuss special mission topics, events that have occurred, and upcoming actions.
Special but expected events include orbit correction maneuvers calculated by the
flight dynamics team (FDS) or antenna tests at ground stations. For geostationary
satellite missions, orbit correction maneuvers are usually very predictable and follow
a certain repetitive pattern. For LEO missions, not many maneuvers are usually
required and are performed only every few months, depending on the mission. Further
routine tasks beside the weekly team meetings are the monthly reporting to the
customer, the maintenance of the change control, and the continuous training of the
team members to keep them up-to-date and trained especially during a long routine
operations phase, like 15 years or more.

Unexpected events are, for example, collision avoidance maneuvers, a switch to a
redundant on-board component or a software upload, normally provided by the satel-
lite manufacturer. Daily routine operations, e.g., dumping telemetry (downloading
stored telemetry) and uploading the timetable for the next payload operations, can be
taken over by command operators (spacecraft controllers—SPACONS), who are not
required to have in-depth knowledge of the satellite’s subsystems. In case anything
unforeseen happens, the operator immediately contacts the flight director or the
relevant SSE.

In routine operations, the ground station network, which is required to maintain
the contact to the satellite, is reduced significantly. In many cases a single ground
station can serve this purpose, depending on the orbit parameters. In that case, with
LEO satellites, the contact to the satellite is reduced to a few passes per day, which
then have to suffice to downlink the payload data, to gain insight into the satellite’s
health and status parameters, and to uplink commands. These are mostly “time-
tagged,” meaning that they are not immediately executed, but only at a well-defined
time during the following orbit(s). Increasingly, highly automated planning engines
on board of the satellite can take over control on-board and execute payload tasks
autonomously.
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5.2.5 End of Mission or Disposal Phase

There are some actions to be completed before the satellite mission can be declared to
be ended. This is required by international policies or agreements with the customer.
All these tasks are summarized in the disposal or decommissioning phase.

According to ISO 24113:2019 (2019), it has to be ensured that the satellite is not
posing a risk for future spaceflight missions or for anybody living on Earth and—
especially for the case of the very crowded GEO—its position in the orbit needs
to be freed for possible successors. This can be achieved by two means: In case of
LEO satellites, the orbital maneuvering system is used to change the spacecraft’s
trajectory in a way that it enters the Earth atmosphere in a controlled manner and
is then destroyed by the thermal energy in which the immense kinetic energy of the
object is converted to during reentry. This reentry should take place no later than
25 years after the end of the mission. In case the satellite is on a GEQ, it is brought
into a so-called graveyard orbit, a trajectory in which the satellite does not interfere
with operational satellites for many decades or even centuries. This orbital region
lies a few hundred kilometers above the GEO. Each mission is committed to leave
enough fuel in the tank, so the spacecraft can be maneuvered either into the Earth
atmosphere or the graveyard orbit. Therefore, the amount of fuel (see Chap. 21)
has to be calculated very thoroughly for each maneuver during the routine phase to
ensure that not too much fuel is left, which would cost the mission valuable lifetime,
and not too little, so the final maneuver can be executed completely.

For the de-orbiting itself, normally the payload will be switched off and the satellite
will be brought in a safe configuration (Skalden 2013). The systems are passivated
by shorting the batteries and emptying the tanks to reduce the danger of explosions.

5.3 Staffing of the Flight Control Team

Each mission has different requirements for the flight control team (FCT) or flight
operations team (FOT) composition—and different control centers follow slightly
different philosophies. However, some elements and some considerations have
general validity and are presented below.

The various functions represented in a flight control team are often referred to
as “consoles”, “subsystems engineer” or “positions”’. They are interconnected by
modern voice communication systems and use dedicated tool suites to spread infor-
mation within the team, to document decisions which have been made, to record the
shift events in a dedicated shift diary, to command the spacecraft, and to monitor its

telemetry.
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5.3.1 Mission Operations Team Lead

A complex, multi-member team requires a clear hierarchy, a coordination func-
tion, and a decision-making process that allows quick reactions to sudden situations.
Therefore, in all flight control team setups a team leader function is given. Nomencla-
ture may vary, typically terms like “mission ops team lead,” “spacecraft operations
manager (SOM)”, or “flight director” are used. Flight director (FD) is used in this
book.

The person in this position has full responsibility for all operations conducted
by his or her team, which specifically involves all commanding of the spacecraft.
Therefore, the flight director is also the final authority for all decisions and has to
approve all commands which are sent to the vehicle.

In day-to-day operations, his authority is usually only limited by the operations
documents which define the operational envelope for the satellite—and under certain
emergency circumstances, he may also decide to violate those. It is important for the
flexibility and adaptability of operations to equip this person with extensive authority.

Depending on the project setup, the authority of the flight director may be limited
to real-time processes only. In these cases, there needs to be another authority which
is not part of the flight control team, but provides the team and the flight director in
particular with management directives if needed. This position is often called mission
director.

The FCT has full responsibility for the satellite during operations. During critical
operation phases like the LEOP or special tests during the commissioning phase, an
industry team will assist the FCT. If there are any non-nominal situations which were
not described in the handbooks and are not covered with procedures, the industry
team may help find a solution to return the spacecraft to the nominal configuration.
However, the flight director has the overall responsibility of the operations. The SSEs
of the industry team advise their corresponding partners of the FCT. The team lead
of the industry team is often called the “satellite team lead” or “STL”. This person
will directly communicate with the flight director.

Representatives of the customer will have a number of console positions in the
control room so they can monitor the operations. They communicate within their own
team on a dedicated voice communication system loop and, of course, cannot send
commands. If and how the customer is involved in operations and decision-making
is dependent on the mission.

5.3.2 Subsystem Specialists

All subsystems of a spacecraft are usually reflected as “positions” in the flight control
team. This ensures that the team has sufficient expertise and manpower to focus
on their subsystems and to decide in critical situations where a deviation from the
standard processes is required. The subsystem specialists monitor and analyze the
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data of their respective subsystem, and ensure that possible anomalies are detected
and resolved. The level of responsibility again depends on the overall concept: The
flight control team might be empowered and able to bring the spacecraft back into a
fully nominal configuration. Or they may just conduct a first contingency response
that puts the satellite into a safe mode to have enough time for the further analysis
of the problem. This is then discussed and forwarded to engineering support teams,
who finally provide the team with advice on how to recover the anomaly and resume
nominal operations. The industry team normally will assist the flight control team.

The subsystem specialists support the flight director as the final decision-making
instance to make decisions in real time.

For human spaceflight missions, the crew can be considered, in a first approxi-
mation, as (an) additional subsystem(s). Therefore, additional positions in the flight
control team like “spacecraft communications” or “medical operations” are available
here (see Chap. 24).

5.3.3 Command Operator

In most of the teams the actual commanding activity is performed by a dedicated
command position. This ensures a good coordination of the overall command activity
because it is performed in a centralized manner. The command operator or SPACON
(spacecraft controller) takes instructions from the flight director—and from the flight
director only! In that way the flight team is relieved from the technical aspects of
the MCS and the communication with the network operator (NOPE) and the ground
stations (see Chap. 10).

In routine phases, the presence of the flight control team in the control room can be
reduced to only the command operator, who receives pregenerated and preapproved
command tasks from the subsystem specialists and the flight director. The operator
then prepares the command sequence, uploads it, and checks its successful execution.
If he detects any anomaly, he can alert the flight director or the subsystem specialists
who are usually on call for that purpose. His autonomy is usually constrained to
well-understood and strictly defined situations.

5.3.4 Planner

The scheduling of the often very complex activities and a quick and profound reac-
tion in case of malfunctions to ensure that the mission can continue under the new
boundary conditions requires the existence of a planning function in the flight control
team. The planning concepts for satellites and human spaceflight operations are
described in more detail in Part V. The output of the mission planning team, the time-
line, is provided as ready-to-send telecommands and is part of the daily command
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stack. Conventional geostationary communication missions usually don’t need no
dedicated mission planning. The planning tasks are distributed within the FCT.

5.3.5 Flight Dynamics

The orbit maneuvers which have to be performed are calculated and initiated by the
flight dynamics team. These may be normal orbit maintenance maneuvers to keep the
satellite on its nominal orbit, or an unscheduled maneuver like a collision avoidance
maneuver. These maneuvers have the highest priority and all other planned tasks will
be canceled and rescheduled in order to prevent the satellite from a possible collision
with another spacecraft or impact by an uncontrollable object. The planning and
development of an orbit maneuver is described in more detail in Chap. 13.

The flight dynamics team also provides other orbit related information: ground
station contact times, S/C sensor usability prediction, maneuver calibration, and the
collision risk estimation.

5.3.6 Ground Data Systems

To communicate with the spacecraft, the data links from the control center to the
ground station and on to the satellite and back have to be established and maintained.
This is done by the ground data systems team. Communications between the control
room and the ground stations are handled by a special network communications
operator. He will also inform the flight director about difficulties or changes regarding
the antennas. The communications concept is described in more detail in Chap. 10.

5.3.7 Engineering Support Team

Essential support to the flight control team comes from the engineering support team,
which in most cases is staffed by experienced engineers of the satellite supplier
companies. They have the expert knowledge to analyze problems which are beyond
the knowledge and the expertise of the flight control team. During critical phases
(e.g. LEOP), representatives of this team need to be present in the control room; in
routine phases they can be contacted remotely if needed. They can be considered the
second, and in many cases also the last “line of defense”. Special attention has to
be given to the fact that industry experts naturally move on in their careers and the
original knowledge fades over time. For long-term missions the project manager and
the flight director need to secure the knowledge necessary and eventually bring this
to the attention of the customer.
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5.4 Interactions Within the Flight Control Team and Flight
Procedures

5.4.1 Interactions Within the Flight Control Team

A typical scenario with a full-fledged flight control team is described here for better
illustration of the baseline concept.

During the acquisition of signal (AOS), one of the subsystem components on
board shows a high spike in the current of one of the power conditioning devices.
The values are sent down to the control center, where the reading appears on the
telemetry displays of the flight control team. The out-of-limit condition might be
automatically detected by the ground software and the team could have been alerted
via a visual and possibly also an audible alarm.

Either the flight director now prompts his team, or the responsible subsystem
specialist proactively approaches the flight director and provides some information
about the fault signature he has seen, an ad-hoc analysis about the root cause, and,
with reference to the ops documentation, a recommendation on how to react in
this specific case. The flight director might involve other affected disciplines or
might consult the support assistance team, in case it is available, and then base
his decision for the problem response on the information he gathered. He would
then advice the command controller to prepare the corresponding telecommands
and send them to the vehicle in close coordination with the corresponding ground
station. The success of the commanding and of the problem resolution approach
is then verified by the command operator and/or the subsystem specialist. Based
on the results, further steps of recovery, some troubleshooting measures, analysis by
further experts, or documentation of the anomaly will follow. All rules for interactions
between the various positions are usually described by ops documents, which are
also the foundation for the work and responsibility sharing within the team.

5.4.2 Flight Operations Procedures (FOP)

Safe and reliable operations of a spacecraft in orbit require sufficient knowledge
about how to fly the spacecraft. Detailed information about the spacecraft itself and
the ground system used for the operations is provided by handbooks, telemetry and
telecommand databases, and other reference lists, but the basis for the operations is
built on the so-called FOPs (more details in Chap. 7).

Definition and Applications

FOPs are a prepared, tested, and validated set of work instructions that list in the very
detail all activities and checks to be performed for a specific purpose. This includes
the exact sequence and timing of the different steps, complemented with comments
about the activities and go/no-go criteria for critical events.
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Depending on the mission characteristics, e.g., operating a manned or unmanned
spacecraft, long (in GEO) or short (LEO) ground station contact times, the kind
of monitoring and control system (MCS), level of spacecraft autonomy, or mission
budget, different types of FOPs can be used. For manned missions with astronauts in
the loop, it may be sufficient to have FOPs in a free text form on paper or screens (see
an example of an astronaut checklist on Fig. 5.3). In unmanned missions, most actions
are done through telecommands and telemetry. Here, flight procedure concepts are
mostly table-based (see Fig. 5.4). This allows an automated and thus, safer and
easier processing of the instructions in preparation and shorter execution times.
More sophisticated systems are using script languages, which allow partly- or fully-
automated execution of procedures by the ground system with only a minimum of
supervisory activities by the operations personnel.

FOPs are typically grouped into procedures for nominal and non-nominal activi-
ties and tasks. Nominal procedures might be used for standard and planned situations
(e.g. boost maneuver during LEOP), while non-nominal, often called contingency
procedures, are prepared for anomalies and trouble-shooting (e.g. no telemetry at
signal acquisition).

Flight procedures can be “atomic” or “elementary” and contain only a few instruc-
tions around one activity (e.g. switch on of S-band transmitter) or they can be
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Fig. 5.3 Apollo 12 astronaut cuff checklist, NASA
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Fig. 5.4 Table-based flight procedure example

encompassing to cover a long complex activity (e.g. in-orbit test of a repeater
payload).

FOP Life Cycle

The initial input for the FOP generation is provided by the spacecraft manufacturer,
because he has designed the spacecraft and the basic algorithms to operate it. The
initial procedures consist of the basic activity flow, the commands to be sent, telemetry
checks to be performed, constraints, and basic timing specifications. In the next step,
the flight operations specialists complement the procedures by adapting them to the
provided monitoring and control system and insertion of additional information, like
display page references for telemetry checks or ground-based activities. Finally, the
procedures are validated by running them in simulator sessions or comparable test
environments, so the correctness of foreseen commands, TM checks, and timing
is confirmed. With the release of the validated FOPs, the utilization phase starts.
Caused by spacecraft database updates, flight experiences, or changed S/C hardware
characteristics, maintenance of the FOP might be required. The procedures need to
be updated including additional validation sessions and an official release. A crucial
factor is to keep the FOPs under strict configuration control to ensure that only
validated and released procedures are used for flight.

Satellites that are built as a series and have a commercial background have the
advantage that the flight procedures will be prepared by the manufacturer in a good
maturity state. One-of-a-kind missions like scientific satellites or new models will
require substantially more work to be done on flight procedure development and the
control center may be asked to contribute in that work.
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5.4.3 Anomalies and Recommendations

In the previous chapter, flight procedures were introduced as the central element for
flight operations. It is obvious, however, that despite optimal mission preparation, a
comprehensive set of FOPs, and intensive testing of all space and ground components
beforehand, anomalies during the mission cannot be avoided. All kinds of glitches,
malfunctions, and mishandling, in the space segment or on ground, might cause a
disruption of the running activities and require proper reactions to resume nominal
flight operations again.

Anomalies

Anomaly handling is the process of a controlled reaction on problems and anoma-
lies required by common quality management standards. A common approach is to
handle spacecraft or ground related issues in separate tracking systems. To process
ground related problems, e.g. control room or ground network hardware or software
problems, often the established issue tracking system of the ground facility is used
by generating observation or discrepancy reports or change requests for logging
and troubleshooting. Space segment related problems are covered by the FCT. A
work flow has to be established to issue an anomaly, to inform the involved persons
for analyzing and problem solving via this anomaly report (AR), and to decide the
corrective measure, recorded in a recommendation (see next paragraph). All steps
of the process will be logged. The size of the work flow and the number of roles
involved in the process depends on the project size and its complexity, but at least
the flight director and a responsible subsystem specialist need to be involved.

Recommendations

Recommendations are the controlled way to introduce and process unforeseen and
urgent actions or changes to the planned flight operations. A recommendation typi-
cally consists of a short description of the context and purpose of the desired action
and step-by-step orders to be executed. All kinds of actions can be addressed, such
as sending of an additional command and altering a command nominally foreseen
in a flight procedure or the execution of a previously unplanned flight procedure.
Within the process of anomaly handling, recommendations represent the corrective
measure.

Key element for a recommendation is at least a four-eyes principle, i.e. the recom-
mended action needs to be checked and approved by involved engineers and the
person in charge of the flight operations (flight director). An example of a recom-
mendation work flow is described as follows: A member of the flight control team
prepares the recommendation, which is checked and complemented as necessary by
the affected subsystem specialists or by a support team (e.g. during LEOP), and finally
approved for execution by the flight director. The recommendation is completed after
its execution and the confirmation of the expected results by the SSE and the flight
director.

All recommendations have to be noted in a written form, in past-times on paper
or nowadays using a dedicated software tool. The steps have to be signed by the
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corresponding persons/roles. In critical situations, where a quick response is needed,
arecommendation may be processed verbally first, but shall be noted and fully logged
later.

5.5 The Mission Type Defines the Operational Concept

Basically, there are four different types of missions: LEO satellites, GEO satellites,
deep space missions, and human spaceflight. A typical example of LEO satellites are
the GRACE twin satellites (Tapley et al. 2004a, b). They were designed to measure
the gravitational field of the Earth. They were launched in 2002 and used changes in
their relative distance and speed to derive information about local gravity forces.

EDRS is acommunication satellite family consisting of the two satellites EDRS-A
and EDRS-C. They exemplify geostationary satellites.

Galileo was a deep space probe whose science objective was to explore Jupiter and
the Jovian system (Belton et al. 1996). It was launched on the Space Shuttle in 1989
and its lifetime ended with the deliberate entry into Jupiter’s atmosphere in 2003. Its
mission significantly contributed to our understanding of the Solar system. A GSOC
team was located at the JPL to support operations during the mission duration.

For more information on human spaceflight, please see Chap. 24.

5.5.1 Low Earth Orbit: GRACE

The GRACE satellites were orbiting the Earth at an altitude of approximately 430 km
in a polar orbit with an inclination of 89°. The orbital period was approximately
93 min (Fig. 5.5). The successor project GRACE Follow-On continues the mission
at GSOC.

On LEO missions, one of the typical operations tasks during the routine phase
is the “housekeeping” of the spacecraft. The monitoring and control system (MCS)
automatically compares most telemetry parameters with predefined limit values and
indicates warnings by a yellow highlighting and alarms by a red one (also called
soft or hard limit, respectively). Each SSE monitors his subsystem and reports to the
flight director in case any of the parameters do not behave as expected. The team
does not only react when yellow or red alarm situations are indicated in telemetry,
the SSEs also perform long-term monitoring, where data are recorded and plotted
over an extended period of time, sometimes years, and evaluated by the experts to
make predictions and react in advance to trends and tendencies. During the nights and
weekends, command operators will watch the telemetry during the station passes and
inform the flight director and the responsible SSE immediately in case any anomalies
occur.

Another major task during routine LEO operations is attitude and orbit deter-
mination. The flight dynamics team collects the orbit measurement data (typically
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Fig. 5.5 The ground track of GRACE after launch shows that only a few contacts are possible. The
green part color indicates the track before first acquisition over Weilheim

GPS measurements), calculates the exact orbit, and generates the information for the
next maneuver. The FCT will command the satellite with the orbit maneuver data
and execute the maneuver. Afterwards, the flight dynamics specialists will recheck
the satellite orbit und evaluate the accuracy of the orbit maneuver. For a detailed
description of a maneuver execution, please see Chap. 13.

Payload operations depend on the particular payload of the satellite. In projects
like GRACE, there are scientific experiments which have to be commanded and
monitored. The recorded data of the satellite payload is dumped over the ground
stations and then distributed to the scientists. A dump is the download of a data storage
that contains previously recorded telemetry. All these tasks have to be organized and
scheduled; this will normally be done by the mission planning tools. For further
details see Chap. 16.

Because of the low altitude of the LEO satellites, the contacts with the ground
stations are quite short. At an altitude of about 500 km, a ground station normally
has contact to the satellite for only around ten minutes. For scientific missions like
GRACE, the number of ground stations is limited due to the costs of each ground
station contact. As a consequence, the number of ground station contacts with one or
two ground stations leads to about five contacts per satellite per day. This is the reason
why most of the routine operations are conducted with time-tagged commands. These
commands are sent to the spacecraft during the contacts. They contain a specific time
stamp, which means they will not be executed right away at reception time, but be
stored on board until their intended execution time. This allows the execution of
orbit maneuvers, payload-specific actions, or software uploads, which normally take
a long time, and are intended to be executed at any time, not only during ground
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contacts. Without the option of time-tagged commands, operations would be much
more complicated and insufficient.

Command execution verification can be done during the next pass, i.e. by indi-
rect verification, via either mechanisms provided by the data handling system (see
Chap. 19) or by checking in the telemetry.

During LEOP, the ground station network is, of course, more extensive than
during the routine phase for safety, although normally there is still no full coverage.
Depending on the mission, four or more ground stations are involved. In case of
emergency operations, there will be additional ground stations booked to support
the mission and bring it back to normal operations as soon as possible. To make
this concept work, ground stations world-wide are usually committed to a spacecraft
emergency priority.

5.5.2 Geostationary Earth Orbit: EDRS

At the altitude of approximately 36,000 km above the Earth and with an inclination
of 0° against the equatorial plane, the geostationary satellite seems to stand still over
one location. Thus, with a single antenna located in a suitable region of the Earth
(Fig. 5.6), the control center has a 24 h per day visibility of the satellite—it can be
operated in real-time without a direct need for time-tagged commanding or telemetry
dumping. The two nodes EDRS-A and EDRS-C of the European Data Relay System
are located at two positions of the GEO from which they both can be operated through
ground stations located in Europe. EDRS-A is a hosted payload on a commercial
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Fig. 5.6 In a geostationary Earth orbit the satellite seems to “stand still” over one location; that
means the ground track is only a spot. The shaded area indicates the regions on the Earth from
which the satellite can be seen
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communications satellite and GSOC is responsible for the payload. EDRS-C is a
spacecraft of its own and is under full control of GSOC (payload and platform). The
surveillance of both missions is performed with a 24 h a day, 7 days-a-week operator
shift concept. The telemetry surveillance and the long-term monitoring of the data
are conducted by the SSEs as described in the chapter above. Orbit maneuvers,
payload operations, and software uploads can be monitored in real time. The use of
time-tagged commands is reduced.

The first days of the GEO-LEOP are not fundamentally different from a LEO-
LEOP. The control center takes over the satellite after separation from the launch
vehicle and checks out the bus systems. Notable differences from a LEO are the
facts that a propulsion system has to be prepared, solar panels have to be unfolded
and a longer contact time per orbit is given. Usually the satellite is released from the
launcher into a highly elliptical trajectory, the geostationary transfer orbit (GTO).
As shown in Fig. 5.7, this orbit has a height above the Earth ranging from 300 km at
perigee (point closest to the Earth) up to 36,000 km at apogee (highest point of the
orbit).

Variations are possible. Some launchers allow the satellite to be released directly in
the GEO, others are using a super-synchronous orbit (apogee higher than 36,000 km
height above the Earth) to be able to change the orbit inclination more efficiently.

The orbital period in this phase is about 11 h. Station visibilities are several
hours long. Interestingly, the satellite, as seen from the ground station, can change
the apparent direction of movement in the sky, as depicted in Fig. 5.7. The general
approach is to be able to continuously monitor and control the satellite and therefore
to include as many ground stations in the LEOP network as necessary. For critical
operations (e.g. for maneuvers) it is advisable to even have redundant stations avail-
able. The orbit also dictates that these critical events may be happening at night hours
and are possibly not compatible with convenient work shift arrangements.

When the satellite is stable and the main bus components have been checked,
orbit maneuvers with the satellite motor are performed around the apogee position.
This maneuver sequence (see Chap. 13) will increase the perigee height in several
steps to 36,000 km and achieve the desired longitude. Once the spacecraft reaches its
final position in the GEO, only one ground station is needed for continuous visibility
(Fig. 5.8). In the case of EDRS, additional ground stations are available from which
the satellites could be operated in the event of contingency situations. These ground
stations have to be tested on a regular basis to make sure that the handover works
flawlessly if needed.

In the time when the classic GEO communication satellite was designed, GPS
was not available and even later its use was limited, as during large parts of the orbit
(above approximately 3000 km height above the Earth) the GPS signals were not
continuously receivable. Therefore, range measurements and angle tracking from
ground has to be performed. Also, the attitude could usually be determined only
with Sun and Earth sensors. This influences operations during eclipse phases and
during maneuvers, resulting in costly ground networks, complex activities, and long
waiting periods. Modern spacecraft are normally equipped with star sensors which
will reduce some of the limitations.
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Fig. 5.7 The LEOP trajectory in the Earth-fixed coordinates as seen from the north. This illustration
allows seeing the movement of the spacecraft across the sky as seen, e.g., from the ground stations
(illustration based on P. Brittinger, H. Wobbe, F. Jochim, DLR)

The routine phase of a geostationary satellite is mostly focused on payload oper-
ations. At regular intervals of a few weeks, the satellite’s position has to be corrected
as perturbation forces influence its orbit. Short boost maneuvers will be executed,
which normally do not interfere with payload transmission. Repeater payload activ-
ities have to be performed in long intervals. They are described in Chap. 23. Apart
from long-term trend analyses of the equipment, the remaining fuel mass has to be
calculated (see Chap. 21).

Finally, an aspect that should not be neglected is the fact that GEO missions are
different from many other space missions in that they are often highly commercial in
nature. Serious business plans and large sums of money rely on a timely service entry.
The spacecraft involved are mostly from an established series with proven equipment,
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Fig. 5.8 The LEOP orbit of a GEO satellite in inertial coordinates. This view shows the successively
larger orbits after the motor firings

but still extremely expensive so expectations from the customer side for system
reliability and flawless operations are high. On the positive side, manufacturers often
will provide a complete set of documentation including flight procedures along with
a convenient full-scale software satellite simulator.

5.5.3 Deep Space Missions: Galileo

The typical deep space mission spacecraft is operated outside the Earth’s gravitational
field at a long distance from Earth. Compared to LEO or GEO missions, it normally
takes a very long time for the spacecraft to reach its destination. It took the deep
space mission Galileo nearly six years to reach Jupiter’s orbit with the goal to study
the planet and its moons. Five flyby maneuvers at Venus and Earth were required for
the space probe to gain the necessary speed to reach Jupiter. The satellite needs a very
high degree of autonomy to detect failures and to autonomously recover from them,
because the response from ground can be delayed by several hours due to the radio
signal travel time. Because of the geometry of the trajectory, the contact durations
are several hours long. Depending on the mission phase, only one ground antenna
may be used, which results in daily repeating periods without contact (Fig. 5.9).

One challenge coming from the long transfer times is to keep up the expertise in the
operations team, on the manufacturer side and in the scientific community. Projects
like Rosetta can span entire careers. It is wise to build up the necessary spacecraft
knowledge inside the control center and to preserve access to the engineering model.
For more details on deep space missions, please see Chap. 26.
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Fig. 5.9 Galileo’s long journey to the Jupiter System. In addition to the swing by maneuvers at
Venus and Earth, it passed the asteroids Gaspra and Ida on its way

5.6 Summary

The operational concept is very much dependent on the mission type and may vary
significantly for the different missions. The composition of the flight control team is in
turn driven by the requirements derived from the operational concept. However, some
basic commonalities can be deduced. Whereas the operations execution, including
shift planning, differs also according to the mission phase, things like a mission
control system, a clear responsibility assignation with corresponding processes, e.g.
for anomaly resolution, and all necessary operational products, like flight operation
procedures, are always in place.
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Ralph Ballweg, Andreas Ohndorf, and Franck Chatel

Abstract This chapter covers examples of lessons learned at DLR/GSOC, particu-
larly in the course of multiple LEOP phases of communication satellites. It describes
the process of dealing with system contingencies, mostly on spacecraft side and
wraps up with several spacecraft anomalies and the attempts to deal with them.

6.1 Introduction

The German Space Operations Center (GSOC) was founded in 1967 and operated
since then many national and international missions in the human spaceflight and
in the satellite area. In this chapter, some of the experiences gathered in these years
shall be presented and discussed.

First, some empirical data from a series of almost identical mission is analyzed
to show how operational experience is gained by time within a control center. Then,
the evolution of failure probability is contrasted with the experience within a team
during a given mission.

In another section, we will show how detailed information can be extracted by an
experienced flight controller from a single telemetry item.

Finally, contingency operations shall be addressed. After some generic facts about
it, we come up with two case studies of real contingency conditions, which were
handled by the GSOC teams.

6.2 Mission Experience: Empirical Data

Between 1987 to 2002, GSOC supported in average one launch and early orbit phase
(LEOP) of a geostationary communication satellite per year. Among these were two
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series of six almost identical satellites for the provider Eutelsat from 1990 to 1995 and
1998 to 2002. We will use the first series of those Eutelsat II satellites to demonstrate
how learning curves can evolve.

First, the LEOP duration (Fig. 6.1) shall be used as an indicator of experience
gain and of improving reliability of both, system and team.

The LEOP operations for a geostationary communication satellite can typically
be performed within two to three weeks. These operations include the positioning,
configuration and in-orbit testing of the satellite bus. Short LEOPs are desired by the
customer in order to bring the satellite into service as early as possible.

Proficiency and reliability of the ground system, its components, and the team
have a direct impact on LEOP duration—as experience grows, durations tend to get
shorter. Over the course of the six Eutelsat II missions, the LEOP durations were cut
from 18 days with Eutelsat Il F1 in 1990 to 11 days for Eutelsat II F6 in 1995. Flight
F5 was lost due to a launcher failure.

There were several areas where refinements and optimization improved the
performance, and therefore led to a shorter duration of the LEOP.

1. Enhanced station acquisition strategies

2. Improvement of procedures

3. Optimization of the sequence of events (SoE)

4. TImprovement of hardware and software tools within the control center which
allowed, e.g., a faster analysis of data for further processing like ranging data
and expedited maneuver calculation.

Another indication of the level of maturity of the operations concept is reflected
in the number of engineering change requests (ECR) and non-conformance reports
(NCR) that were issued during the mission preparation (Fig. 6.2).

Days

21

NN NN NN

F1 F2 F3 F4 F5 F6
Flight models

Fig. 6.1 Duration of LEOP for a series of Eutelsat II satellites. Flight F5 was lost due to a launcher
failure
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Fig. 6.2 Number of ECRs/NCRs for Eutelsat II series

The change management of the configuration-controlled products during the
mission preparation and execution phase is formally managed by ECRs and NCRs:

An ECR israised whenever it is intended to request a modification on specification
level or on the existing configuration.

An NCR is issued whenever a deviation with respect to the specifications is
observed or if a subsystem differs from the expected behavior during the mission
preparation phase.

The number of ECRs dropped from flight F1 with ~ 170 to ~ 50 for flight F6. The
high number of change requests at the beginning is easily explained with the fact that
the ground segment had to be configured for a completely new mission. For the next
launch, the change requests already dropped to about 60 ECRs because of the gained
experience. The slight increase for flight F3 was due to a change of the launcher:
While for the first two launches the satellite was mounted on an Ariane, a Lockheed
Atlas was selected for the third launch—this launcher placed the spacecraft into a
super-synchronous transfer orbit and the launch took place at the Kennedy Space
Center in Florida.

Hence, changes in the specifications were driven by the different interfaces to the
launcher, the changed launch site, different ground station selection and schedule, and
considerable updates to the flight dynamics software to include a perigee maneuver
to lower the apogee.

Another small increase can be detected between flight F4 and F5. At that time,
GSOC made a change in its control facility. It moved to a different building, and
also implemented new hardware with the corresponding operating systems being
adapted. The decrease in ECRs from F5 to F6 was not as large as expected since
a change in spacecraft hardware resulted in updates to the ground software. Those
were in particular in the satellite power subsystem.

During mission execution all deviations from the nominal procedures and actions
caused by unexpected and non-nominal satellite behavior are handled by satellite
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Fig. 6.3 Number of SARs for Eutelsat II series

anomaly reports and recommendations (SAR), see also Sect. 5.4.3. SARs can be
issued by any person on the mission control team, control center personnel, as well
as representatives of the satellite manufacturer or the end customer. SARs are issued
in case of unexpected and off-nominal spacecraft behavior not covered by prepared
procedures, online procedure changes, or real-time mission sequence changes.

For the launches from flight F1 to flight F4, one can see a significant decrease in
the numbers of SARs from roughly 200 down to 60 (Fig. 6.3). Flight F5, even though
it was a launch failure, had some SARs because last minute changes to the database
and procedures were introduced, which caused changes to the operational system at
GSOC.

Flight F6 had an increase in the SARs because there were several modifications
to the spacecraft bus, in particular to the power subsystem.

All those indicators, the duration, the numbers of pre-launch and the number of
in-flight discrepancy reports showed a reduction, which can be attributed to the gain
of experience, the improved stability, operability and optimization of ground and
flight systems, products and procedures.

All “lessons learned” from previous missions pay back in future missions.

6.3 Failure Probability Versus Operational Experience

Not only a series of almost identical missions shows a clear tendency towards more
effective operations, also during a given mission there are some observable trends,
which shall briefly be discussed in this section.

The typical evolution of the probability of failures shows high values at the begin-
ning of a mission, i.e. the LEOP, with a tendency to decrease and an increase towards
the end of mission (EOM) (Fig. 6.4, dashed line).
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Fig. 6.4 Failure probability versus operational experience

On the other hand, operational experience is growing throughout the following
routine phase. However, for long-term missions, this experience might decrease again
on the operations as well as at the manufacturer’s side towards the end.

Let’s first take a look at the failure probability during a mission. It starts out with
a rather high likelihood of problems at the beginning; one could call it “technical
teething issues”. The most likely reasons are:

Launcher failures.

Failures induced by stresses during the launch, e.g. vibrations.

Units or instruments, which experience the space environment for the first time
and react differently than expected.

e Operations of time-critical and singular nature are executed. Time-critical events,
for example, are the deployment of solar arrays to charge the batteries or the
activation of heaters to keep propellant from freezing. One-time-only executions
can be the deployment of an antenna or the activation of pyros.

e Design or manufacturing errors are materializing which were not discovered
during testing, like faulty Sun sensors.

Once the in-orbit test (IOT) phase is successfully completed, the likelihood of fail-
ures drops significantly. The spacecraft is operated in a stable configuration without
many changes. From that time on, most problems originate from single event upsets,
equipment failures, or in many cases human/operational errors.

Close to the nominal end of the mission, the failure rate increases again due
to aging effects on the equipment and exhausted resources, which makes resource
management an important issue in the course of operations.
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The development of operational experience of the mission control team is shown
in Fig. 6.4 with solid and dotted lines. At the beginning of the mission, there is a team
with a high level of basic operational experience. This is due to the fact that the core
team members are chosen from staff that has already supported similar tasks. The
team has already participated in the preparation phase, has analyzed requirements
and databases, was involved in the definition of the mission control system, has
written procedures, tested the system, and participated in simulations. In addition,
the core team is seconded by experts of the spacecraft manufacturer.

The experience increases during the LEOP, as this is the most demanding phase
with all the testing occurring there, and typical problems happening in that phase.

Shortly after LEOP is completed, the expertise level drops significantly (solid
line). This is caused by several facts: First, the support of the satellite manufacturer
leaves the control center once the spacecraft is checked out, then experienced staff
might be taken off the team to work on new missions and only a core team is left
to support the routine operations phase. In many cases, after check-out a spacecraft
will be handed over to a routine control center (in-orbit delivery or turn-key delivery)
with the same effect.

Once the steady-state operational setup is established, the experience level
gradually increases again.

Once the mission is approaching the end of its lifetime, the experience level of
the team starts to decrease again due to natural attrition, team members leaving for
other jobs, or because of budget constraints and finances being cut.

It shall be pointed out that this decrease of experience often coincides with the
increase of probability of spacecraft failures—for the management of the mission,
this is a particular challenge which is not easy to master.

The mentioned effects need to be considered carefully. A manufacturer should be
contractually obliged to provide continued support, proficient team members should
be made available for a certain time as reference. A spacecraft simulator could help
in conducting sessions to train spacecraft contingencies. An efficient training scheme
and training documentation should be implemented early in the mission to capture
and preserve the knowledge and account for the human factor in operations.

6.4 Interpretation of Telemetry

The status of a spacecraft is represented in its telemetry. Often, only few data items
are available, but they still contain valuable information about the situation in space.
However, it requires good analytic skills to extract it.

This chapter gives an example how an experienced flight controller can derive
information by detailed analysis of telemetry.

As an example, we are using a plot of the spacecraft receiver’s automatic gain
control (AGC) (Fig. 6.5).

The uplink AGC—a telemetry parameter which is transmitted from the spacecraft
to the ground—indicates the on-board measured signal strength of the telecommand
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Fig. 6.5 The automatic gain control (AGC) signal during the first day of the LEOP. The corre-
sponding ground stations, the various spacecraft modes SBM (stand-by mode), SAM (Sun-
acquisition mode), GCM (gyro calibration mode) and ABM (apogee boost maneuver) are
displayed

carrier uplinked from the ground station. The various spacecraft attitude modes, the
evolution of the orbit, as well as the ground station coverage are reflected in this
AGC plot of the first 24 h in the geostationary transfer orbit (GTO).

At first view, the graph seems to represent a very erratic behavior of the telemetry
value plotted. Periods of constant or moderate changes are visible, long time spans
of extreme oscillations, and gaps without any telemetry. How can it be interpreted?

Let’s first take a look at the spacecraft, its configuration, and the activities
performed during the first 24 h:

From the start of the plot during the stand-by mode (SBM), we see a rather stable
but slightly decreasing level of the automatic gain control level. Here, the spacecraft
is released by the launcher with a predefined attitude at a certain altitude and distance
to the ground station. The decrease in signal strength displays the increase in distance
between the ground station and the satellite, as it approaches the apogee of the GTO.
The decrease of signal strength is therefore related to the increasing distance from
the satellite.

At Point 1 the satellite was commanded into Sun-pointing or Sun-acquisition
mode (SAM). The satellite is rotating around its z-axis, which is pointing towards
the Sun. The oscillation with an amplitude of roughly 25 dBm (decibel milliwatts)
is caused by the fact that there is only one receiving antenna, which points—due to
the rotation of the spacecraft—sometimes towards the Earth, sometimes away or is
shielded by the satellite’s structure. This oscillation frequency is therefore a possible
means to determine the rotation rate of the spacecraft. The graph also shows a steady
decrease in signal strength up until around 06:00, when it starts increasing again.
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This is the time when the satellite reaches apogee, the point furthest away from the
Earth on its orbit. The overall dip in the AGC level around 06:00 will be explained
a little later.

Between point 2 and 3 there is a gap in the telemetry, which indicates a loss
of signal. At that time, the satellite is passing through perigee and, due to the low
altitude and corresponding high angular speed of the spacecraft, there is no station
available to receive a signal.

At point 3, the signal is acquired again with the spacecraft in SAM, shortly after-
wards the satellite is commanded into gyro calibration mode (GCM) which is a 3-axis
stabilized mode. Here, the antenna is pointing into a fixed direction. Hence there is
no fluctuation in the receive signal strength. The telemetry shows a rather constant
value that is only decreasing due to the increasing distance to the ground station.
After completion of gyro calibration, the spacecraft is returned to SAM which can
be seen by the fluctuating telemetry values.

Point 4: The spacecraft is configured for the first apogee boost maneuver (ABM).
This again is a 3-axis mode with almost constant receive strength. After completion it
returns to SAM, interrupted by another eclipse during a perigee pass with no ground
station contact.

But there is another way to interpret this plot and receive other information. We
will now focus on ground activities. From the beginning to point A, we acquired the
signal of the spacecraft via the ground station Canberra (CNB), with the AGC level
decreasing. At point A, the signal drops to a minimum, basically indicating no signal
reception by the ground station. At that time there was a ground station handover from
Canberra to Weilheim (WHM) with a short interruption in the uplink. The quality of
the uplink, i.e. the receive strength, was unsatisfactory, dropping basically down to
minimum depending on the spacecraft attitude. So, at point B, the uplink power at the
ground station was increased from 1 to 2 kW which resulted in a satisfying receive
signal strength. Point C marks another station handover with a brief interruption of
uplink, this time from Weilheim to Bangalore (BLR). Other stations used during this
period were Madrid (MAD), Goldstone (GDS), and again Canberra, in that order
with the handovers clearly identifiable.

The previous illustration demonstrated clearly what a single telemetry parameter
can reveal about the status of the spacecraft and the progressing of operations. It
should not be neglected to look at operations from an encompassing view and not
only focus on a small detail or device. This can also help in redundant confirmation
or failure analysis.

6.5 Contingency Handling

This section covers the aspects of contingency handling during operations. The first
level of contingency handling should be covered by the on-board failure detection,
isolation and recovery (FDIR) software. The objective of the on-board FDIR, also
sometimes known as redundancy management, is the survival of the spacecraft after
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a single failure for a specified time span without ground intervention. For detailed
information on how FDIR is embedded in the data handling subsystem, please refer to
the corresponding Chap. 19 about on-board data handling (OBDH). Communication
spacecraft are typically designed to survive up to 48 h without ground intervention.

Once the on-board FDIR software has triggered, the detailed failure analysis of
the cause of the incident, any recovery actions, like returning to normal mode and
restoring the mission, has to be performed by the mission control team on ground.

Due to the increased cosmic radiation, FDIR is sometimes triggered by single
event upsets (SEU). Here, the spacecraft can, in most cases, be recovered by simply
reestablishing the nominal configuration without any further action.

However, it is a good operational practice not to rely on FDIR mechanisms, but to
detect problems before the on-board software intervenes. To support this, the ground
system has similar functions implemented to the ones that are established on board.
The reaction thresholds are more conservative and allow a detection of an issue before
the on-board FDIR kicks in. Often, there are two stages of out-of-limit conditions
defined, a warning and an alarm stage. The warning indicates that the situation has
to be monitored, but no immediate action is necessary. The alarm stage calls for
action—otherwise an instrument or function could be lost.

Another means of detecting satellite issues by ground monitoring is to recognize
secondary effects through advanced telemetry analysis. These can be the unexpected
changes of telemetry values like temperatures, currents or sensor values even though
they still stay within the range of nominal values. Other effects can be attitude
perturbations that are not recognized by the on-board software as problems or the loss
of up- or downlink, and finally, the long-term analysis of telemetry and consumables.
This can give an indication of the remaining lifetime of a unit, instrument, or the
mission.

The isolation of problems by ground activities can, of course, be much more subtle
than just switching to backup units, which is a common approach of the on-board
FDIR. The first step is the in-depth analysis of the problem or failure. Starting with a
systematic approach one first identifies the area of the issue: Is it an operator error, is
the cause within the ground system, or is it a malfunction within the space system?

Based on this analysis, the corresponding action—in the best case arecovery—can
be chosen.

In case the space system is affected, the goal is a return to a normal operational
configuration, recover the mission, restore the payload, and activate the nominal
equipment again as much as possible.

The way to proceed should be chosen from the prepared contingency proce-
dures. If adaptations are necessary or a fitting procedure is not available, it is recom-
mended to validate this on the spacecraft simulator and together with the spacecraft
manufacturer.

Limits within the mission control system might need to be changed, procedures
updated, and the FDIR software might need to be rewritten to reflect the operations
on a degraded main or the backup system.
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Fig. 6.6 Flowchart for FDIR process in case no telemetry is received

Also, other measures, for example in improved training for operators, new
procedures, update of the ground system, databases, or hardware, can be possible
consequences.

The baseline for a controlled reaction to system contingencies must be to use
verified and approved processes and procedures. Often, the handling of a contingency
is too complex to be handled by a single procedure. In this case, flowcharts are useful
to guide the operator through a variety of procedures.

In Fig. 6.6, an example of a flowchart is shown. Here, the complex decision-
making process in case of a loss of telemetry is captured. The flight controller is
guided through the various steps, several decisions paths are displayed. Often, the
flowchart is referencing the actual procedures and therefore only provides the logical
framework around them.

In the following, two real case studies of contingency handling at GSOC are
presented. In the first case, the deployment of the solar array failed, which finally
led to the loss of the mission. In the second case, a propulsion subsystem anomaly
is discussed.

6.5.1 Mission Example TV-SAT 1

TV-SAT 1 was the first commercial German communication satellite, a joint
French-German coproduction. It was a small satellite of two metric tons with five
transponders on board, designed for direct broadcasting of TV programs.

TV-SAT 1 was a good example of a mission that went wrong. It provided the
mission control teams with unique challenges. The problems GSOC encountered
already very early in the mission were:
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Fig. 6.7 Partial deployment
failure of the solar array

e A partial deployment failure
e Gyro failure
e Thruster temperature problems.

In the following, we describe the partial deployment failure in more detail,
including the numerous tests to determine the exact cause of the failure. We
cover the immediate actions, evaluation of impacts, offline failure analysis, failure
investigation, and recovery action attempts.

The problem was caused by one of the solar arrays which failed to deploy at the
very beginning of the mission (Fig. 6.7).

Failure Analysis

The partial deployment of the solar arrays was part of the automatic on-board timer
function, triggered by the spacecraft separation. An inconsistency was detected by
the incorrect status of the deployment microswitch of the “north” panel at the first
contact, when the spacecraft was still in eclipse. As firstimmediate action, the ground
database was checked against documentation and with manufacturer experts, whether
there was any incorrect bit interpretation. However, no failure in the database was
detected.

When the eclipse was terminated, the ground team proceeded with checking
the output power of the affected solar array. Unfortunately, the low power levels
confirmed the unsuccessful deployment.

When the functioning of the on-board timer was checked, an indication of a
failure was discovered. In that situation, the procedure called for sending a manual
deployment command sequence. These commands were sent, but no change in the
status happened.

Finally, a command sequence was sent to fire the redundant deployment pyros—
once again with no effect.

After these first actions, it was concluded that the anomaly was a serious thread
for the mission.

To be able to proceed with operations, the impacts of the failure on the mission
had to be quickly evaluated. It was found that for the moment, the spacecraft was
generally safe from system side; impacts on the subsystems, mainly power, thermal,
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and attitude, were reviewed and found to be not critical at this mission phase. Apart
from some tests it was decided to proceed according to the nominal sequence of
events, namely to perform all operations including the first apogee boost maneuver.
A number of satellite flight procedures as well as elements of the ground system (e.g.
alarm flags) had to be modified and adapted.

An offline analysis by the manufacturer identified a number of more than 50
possible causes for the failure, some of them very unlikely. Test strategies and proce-
dures were defined and developed in order to reduce the number of possible causes.
In addition, recovery strategies and procedures were prepared for the different failure
scenarios. A review of the failure mode, effects and criticality analysis (FMECA)
revealed the blocking of the receive antenna as a fatal mission impact as consequence
of the non-deployed solar array.

For the failure investigation new tests had to be defined. Once that was completed,
the procedures for those tests in-orbit had to be prepared, validated, executed, and
the findings from the tests evaluated.

In the following, some of the tests that were performed are listed:

The first test was to tilt the spacecraft by 45° (Fig. 6.8). The solar array currents
were measured to give a rough determination of a possible deployment angle. The
expected accuracy was ~ 2°. The result was that the opening angle was less than 2°.

The next test was named “‘shadowing”: The basic idea of this test was to illuminate
the panel at low solar incidence angles. Any stirrups holding the panel would thus
cast large shadows, which would be measurable from the reduction in the amount of
current generated (Fig. 6.9). However, no conclusions could be deducted from this
test; it was not sensitive enough to distinguish between the possible cases: No stirrup
closed/1 stirrup closed/2 stirrup closed/3 stirrups closed.

This was followed by “current mapping”: This test consisted in measuring the
power output of the north panel for a variety of solar incidence angles (Fig. 6.10).
Power output was expected to vary as the cosine of the angle between the normal to
the panel and the solar incidence direction. Any offset in this cosine response could
correspond to an opening of the panel. The conclusion from this test was a maximum

Fig. 6.8 Failure
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Fig. 6.9 Failure investigation of TV-SAT 1—shadowing test
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opening of the panel by 0.85°. This test was used in the following after every attempt
to fix the problem to find out if they had any effect on the solar array.

Another test was to “shake” the spacecraft using alternating thrust pulses around
the spacecraft axes (Fig. 6.11). Purpose of the shaking tests was to determine the
resonant frequencies of the north panel, which are different in locked, half-open, and
fully deployed position. By shaking the satellite at various frequencies, oscillations
in the panel were induced. After stopping the excitation, the continuing oscillations
of the panel were measured with the gyros. No resonant frequencies in the expected
range could be measured, another indication of a fully blocked array.

Recovery Attempts

As a result of all the tests, the number of possible failure causes could be reduced
to 13. A very likely cause for the unsuccessful deployment was a jamming of one
or even more stirrups. Different recovery actions were performed, unfortunately all
without success:
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Fig. 6.11 Failure
investigation of TV-SAT
1—shaking test

e Fast spin mode around the satellite’s y- and z-axis in order to exert forces on the
stirrups and the panel which could overcome the friction in some failure cases.

e Performing apogee boosts and station keeping boosts in pulsed mode in order to
excite resonant frequencies with high amplitudes.

e Exposing the panel and stirrups to alternating hot and cold temperatures.

e The solar array full deployment, the bearing and power transfer assembly
(BAPTA) activation, and the shock of the antenna deployment could also
overcome some failure cases.

Final Actions

Although it was finally not possible to deploy the solar array, a high amount of
operational experience could be gained. For the preparation of the following flight
models, preventive actions could be derived for all remaining 13 possible failure
modes.

The actual cause was found later: At the launch site it was missed to exchange the
transport stirrups with the flight stirrups. As a consequence, payload operations were
not possible because the non-deployed solar generator prevented the receive antenna
from full deployment. The TV-SAT 1 mission was terminated about six months after
launch. Therefore, the satellite was injected into a 325 km over-synchronous orbit
by two boost maneuvers. All subsystems were deactivated in order to avoid any risk
for other satellites.

The satellite’s telemetry transmitter was switched on again after seven years for
a short time in order to gain attitude information for the Experimental Servicing
Satellite (ESS) study (see Fig. 25.3). The switch on was successful and the satellite
signal was acquired at the first attempt.

All following TV-SAT flight models could be operated successfully in orbit.
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6.5.2 Mission Example: Sun-Acquisition Mode Anomaly

This section provides the description of a severe emergency, which affected a
Spacebus 3000 satellite right after its separation from the launcher. This descrip-
tion was reconstructed from operational logs and is presented from the control room
point of view.

Anomaly Occurrences and Immediate Actions

After its launch by an Ariane 5 rocket, the satellite of type Spacebus 3000 was
acquired with some difficulties over the ground stations of Bangalore and Dongara.
The problems with the acquisition of the signal were caused by an incorrect polariza-
tion setting at the ground station. The first checkout of the spacecraft revealed, that
its systems were working properly. The venting and pressurization of the propulsion
system could be performed nominally and allowed the control of the attitude through
the reaction thrusters.

At this stage, the next activity was to initiate the Sun Acquisition Mode (SAM)
so that the satellite would turn the side towards the Sun, on which the solar panels
would be partially deployed (-zsc-axis). After that, the partial deployment of the
solar arrays would bring the satellite in a safe state.

However, when the SAM command was sent, it was observed that the thruster
valves were closed automatically by the on-board software and no reaction could be
detected on the satellite attitude. The mission elapsed time (MET, time counted from
launch) was around 02:30 h.

Faced with this obviously anomalous behavior, it was decided by the flight team
together with the manufacturer experts to command the thruster valves directly with
a dedicated command, instead of using the mode change command, but this action
failed again. The next recommendation was to power cycle the electronics controlling
the thruster valves and try again the dedicated command to open the valve. This
measure failed as well as another trial to command the SAM.

The spacecraft manufacturer then recommended to reconfigure the propulsion
system to use the redundant thrusters as a hardware failure of the thruster latch valve
was suspected. Once using the redundant thrusters, the dedicated command to open
the latch valves for a short duration was sent again and an attitude reaction could be
observed this time. After a careful check of the propulsion system, a recommendation
was issued to command again the Sun acquisition mode. This resulted in a sharp
increase of the rotation rate around the zg¢ -axis such that an abortion was requested
directly over the voice loop due to the urgency of the situation. Aborting the SAM
was achieved through two commands for safety reasons and sending them correctly
under stress took almost one minute. At that time, the mode was aborted, the satellite
rate was so high that the gyroscope measurement was saturated at — 15°/s as shown
on Fig. 6.12.

Satellite Survival and Saving
After the abortion of the SAM, the anomaly had developed to an emergency where
the safety of the satellite was clearly at risk. The battery, which was fully loaded on
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the launch pad, was the only source of power for the satellite and the solar panels were
still folded on the satellite body. At this point, the satellite manufacturer suspected an
incorrect definition of the thrusters in the safeguard memory (SGM) of the attitude
and orbit control system (AOCS) to be the root cause. An AOCS expert from industry
was summoned at the control center to assess the situation. The MET was around
04:20 at the end of this phase.

The satellite manufacturer team together with the customer representatives agreed
on the first course of survival actions. After waiting for the spin to transfer to the main
axis of inertia, the spin rate would be reduced by manual opening of the thrusters.
As shown in Fig. 6.13, the spin was transferred within three hours from the z-axis
mainly to the y-axis, with a small fraction on the x-axis. A comparison between both
gyroscope units were performed and showed that their readings were identical, which
confirmed their good health status. An estimation of the satellite rotation rate based
on the periodicity of the current delivered by the solar panels yielded a value around
30°/s.

The reduction of the satellite spin rate was performed by commanding the thruster
opening manually and started around 08:30 MET. At first, only short pulses were
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Fig. 6.13 Spin transfer from the z- to the y-axis
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Fig. 6.14 Spin rate reduction by manual thruster pulses

commanded as experiment. After approximately one hour, the confidence in the
thruster behavior was high enough to proceed with larger pulses. It took another two
hours to bring the spin rate down to approximately 5°/s as displayed in Fig. 6.14.

In parallel, it was necessary to limit the battery discharge as much as possible by
reconfiguring the power and thermal systems. This was achieved by increasing the
battery load current to take profit as much as possible from the sunlight impacting
the folded solar arrays. Any heater not absolutely necessary was switched off and
the thermal regulation set points were optimized to reduce the power demand at the
cost of cooling down the satellite.

Beside the previous activities to ensure the survival of the satellite, the command
history was provided to the experts gathered by the satellite manufacturer, whose
task was to investigate the failure, possibly reproduce it on an AOCS ground test
bench and provide recovery actions. The content of the SGM loaded on-board was
dumped as well to confirm the initial suspicion of the satellite manufacturer team.

This phase was very successful and the all the activities were completed after
12 h of mission elapsed time. The situation was such that all systems of the satellite
were affected by the emergency so that the personnel in control room could not
be sent home for a rest. It was also necessary to develop and test new procedures
to support unforeseen operations. Commanding was rendered difficult by the high
rotation rate of the platform. The strength of the signal received from the ground
station is measured by the automatic gain control (AGC). The value is nominally
around —95 dBm. The plotin Fig. 6.15 shows that the receive signal strength dropped
periodically and a command sent in such conditions would have good chances to get
lost.

Solar Array Partial Deployment
Around 11:00 MET, the customer’s higher management took over from the satellite
manufacturer’s and customer’s combined team. This situation was not foreseen in
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Fig. 6.15 On-board AGC of S-band receiver A (D609F) and B (D709F)

the mission management plan beforehand. Despite the success of the combined team
in damping the satellite spin rate, the higher management was more cautious and
decided to stop the operations until the situation was fully understood and eventually
reproduced on the AOCS ground test bench.

Although the spin rate was almost under control and the reconfiguration of the
power and thermal systems slowed down the depletion rate of the battery, its charge
level was still dropping. At this point, the combined team decided to go against the
higher management decision and gave the order to partially deploy the solar panels
on the voice loop, outside of the recommendation process, which is described in
Sect. 5.4.3. This deployment involved firing some pyro-elements, as the voltage of
the battery cells was already low and dropping.

It is noteworthy that the situation and the way out was fully understood from
the perspective of the well-experienced control room team. A further delay of this
activity would have critically increased the risk of permanent damaging to the battery.
However, the decision to proceed was not taken lightly.

Performing the partial deployment of the solar arrays was a nominal operation
procedure, which had been well tested. Its execution was smooth and both solar
panels could be partially deployed after 13:45 MET. This action modified the inertia
tensor of the satellite and the spin rate was again transferred to the new main axis of
inertia as shown in Fig. 6.16.

The new main axis of inertia was such that more Sun light was available on the
solar panels and the battery could be charged again.

RAM and SGM Patching

In the meantime, the expert team worked on the assumption that the anomaly was
caused by a missing definition of all but two thrusters in the SGM, which resulted
in the same missing definition in the random access memory (RAM) when its
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Fig. 6.16 Spin rate around solar array partial deployment

content was initialized from the SGM at boot. The experts were trying to reproduce
the observed behavior on the AOCS ground test bench. The proposed correction
measures were to load a patch in the RAM, restart the AOCS software and, upon
successful recovery, correct the SGM. The mission control team, under the lead of the
satellite manufacturer and customer combined team, had to prepare and test the flight
procedures to perform these activities. The MET was around 14:00 when green light
was given to upload the corrective patch in the RAM. The fluctuating AGC rendered
the commanding difficult but the loading could finally be achieved. When time came
to activate the patch (MET was around 18:10), higher management decided to stop
operations: After such a long shift, it was more than time to give rest to the personnel
working in the control room and bring in the backup control team. A complete stop
of operations was ordered at MET 21:30.

Operations were resumed at MET 1/08:00 and the prime team was again called
to the control room. The decision was taken by higher management to further test
the software on-ground, which postponed the operations until MET 1/17:00 when a
“g0” was given to upload the patch into the SGM this time. However, the loading had
to be delayed again by one hour and a half due to a low perigee crossing where the
signal of the satellite could not be acquired by the ground station. Once the station
was able again to communicate with the satellite, the patch could be loaded and its
checksum verified in spite of the fluctuating AGC. Since concerns were raised over
the full understanding of the situation, the restart from the SGM was postponed to
the day after.

On day 2 of the mission, higher management announced that the root caused was
confirmed to be the working assumption by test on the AOCS ground test bench.
After the SGM patch performed the previous day, the recovery strategy was to force
a reconfiguration with the same equipment pieces by the reconfiguration module
(RM). The preparation of these activities and another low perigee crossing shifted
the implementation until MET 2/18:00. Although the sequence had been tested and
rehearsed on ground, a tense atmosphere could be felt in the control room at the
moment of forcing the RM to reboot, which failed. The RM was switched off nomi-
nally, but it did not switch on again. The AOCS experts analyzed the situation and
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concluded that the duration of the OFF command was so long that, due to time
overlap, it prevented the execution of the ON command, whose execution was due
when the TM was busy. The RM was eventually turned ON by command at MET
2/20:07, which solved the anomaly.

Although the mission was now saved and all involved parties could cheer-up
in the control room for half an hour, there was no time to rest. The AOCS had to
be reconfigured as well as the heaters. The battery management also needed to be
activated and the next low perigee and eclipse had to be prepared. The shift finally
ended at MET 3/01:00.

Final Investigations

Despite being involved in the saving of the satellite and having performed shifts
way longer than the legal duration without no noticeable loss of performance, the
mission control and satellite manufacturer teams were accused of endangering the
mission by partially deploying the solar panels without the explicit consent of the
higher management. It was finally concluded that this action had probably saved the
satellite and that the combined team of satellite manufacturer and customer experts
had a better view of the situation when taking the decision.

6.6 Conclusion

The two case studies of contingencies experienced during a mission, the example of
a telemetry analysis and the numbers presented in the very beginning of the chapter,
prove that experience is a key asset in space operations.

A formal process to gather lessons learned is a valuable endeavor and definitely
pays back by improved subsequent missions.
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Chapter 7 ®)
Flight Procedures i

Ralf Faller and Michael Schmidhuber

Abstract This chapter describes flight operations procedures which concentrate
specific flight operations related knowledge from different resources. After a short
introduction, the basics concerning flight operations procedures are explained.
Different types of procedures are described as well as the life cycle of a proce-
dure from its creation through the validation process until its utilization. Various
technical procedure concepts are discussed, and a simple spreadsheet approach is
presented in detail as a practical example. Finally, some general rules and guidelines
for setting up and using flight operations procedures are given. This chapter will
mainly concentrate on operating an unmanned spacecraft from ground, but special
aspects of human spaceflight missions will be mentioned where relevant.

7.1 Introduction

In the normal course of life, our standard knowledge and experience is often not
sufficient to bake a cake or to use a new TV set efficiently without additional help.
We need clear instructions on what to do. Therefore, cooking recipes are telling us,
which ingredients are needed, in what order to mix them together and how long to
bake them in an oven to finally get the desired cake. User manuals are providing us
with information on how to operate a new TV. Construction manuals are guiding us
though the process of assembling the different components to a piece of furniture.
All these examples have in common that the user is not having a special education
or knowledge. But also, for people with a driving license, cars are equipped with
user manuals providing needful information about the car and its functions. Pilots
have received a special education to fly airplanes. They have performed intensive
training sessions and were certified to fly a dedicated type of airplane, but in spite of
this special training and all the experience they might have collected over the years,
they are strictly directed by their airlines to follow procedures and checklists for any
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takeoff and landing. Hence, manuals and procedures are a central element of their
work.

Operating a spacecraft is a similarly complicated process since modern spacecraft
are complex machines with more and more sophisticated software. The design of
the spacecraft, and consequently the way how to operate them, is defined by the
manufacturer. Meanwhile, many different manufacturers are on the market and thus,
there are many different ways to operate. In the recent decades of spaceflight, a
few standards have been set up, e.g. to harmonize data formats for telemetry and
telecommands, but there is almost no standardized way to operate satellites to date.
There might be some standards on project or organization level, for instance, there
are format standards defined for flight procedures to be run on the ISS, but they are
not binding for other human spaceflight missions.

The personnel on ground need a comprehensive background in general flight
operations skills and the detailed knowledge of how to operate a dedicated space-
craft. General and detailed knowledge about the spacecraft is usually provided by
the spacecraft handbook, but the specific instructions to operate the spacecraft are
concentrated in flight operations procedures. They are designed to provide sufficient
information for operators to get the planned activities done in a safe and straight
forward way.

7.2 General Information

7.2.1 Basics

The flight operations procedures are a prepared, tested, and validated set of work
instructions that list, in sufficient detail and chronology, the telemetry checks and the
commanding of the respective activities. For unmanned spaceflight missions, where a
spacecraft is controlled by an operations team on ground, it is a convenient approach
to distinguish between space and ground related activities. In frame of this chapter,
procedures in context with the flight operations are called flight operations proce-
dures (FOP). Procedures related to ground system components should be handled
separately as so-called ground operation procedures (see Fig. 7.1). It might be the
case, that flight and ground procedures have different formats and are developed with
different kind of tools.

For manned spaceflight missions with activities, either controlled from ground or
performed by the crew on board (or performable both ways), a different nomenclature
might be more convenient.

Beside FOP, alternative denotations might be used around the world. ESA is using
flight control procedures (FCP) in their standards. Satellite operations procedures
(SOP) can be found too.

FOPs mainly consist of commands to be sent to the spacecraft plus the related
telemetry checks before and after the command sending. The exact sequence and
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Fig. 7.1 Procedures for spaceflight operations

timing of the different steps are included in the flight procedures. FOPs provide
information on which display page a telemetry parameter can be found. They also
contain helpful comments/hints about the activities. Decision points, e.g., with some
go/no-go criteria for critical events (e.g., boom deployment or pyro firings) can be
inserted too, if relevant.

FOPs are specifically designed for use at the corresponding satellite
control center (SCC). They are tailored to the dedicated ground and TM/TC
(telemetry/telecommand) system software available at that respective control center.
Hence, they might have to be adapted when used at a different SCC.

Central input for the development of the flight procedures is the spacecraft related
documentation (spacecraft handbook). It is providing specific information about
the spacecraft, operational modes and other worth knowing details. All telemetry
parameters are listed, as well as all available commands. In fact, the procedures are
the specific extract from all available inputs, which are:

General facts from the handbook about the spacecraft and how to operate it,

Specific characteristics of the TM/TC system, i.e., the way how the telemetry data

are provided and displayed and how telecommands can be sent to the spacecraft,
e All the experience of the operations engineers gathered during previous missions.

The correctness of flight procedures is a critical factor for the flight operations.
Thus, only validated procedures shall be used during the mission. They need to be
kept under consistent version-control in order to ensure safe and reliable operations
and compatibility with the TM/TC databases on ground and in the spacecraft.
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7.2.2 Types of Flight Procedures

Depending on the kind of the mission and the complexity of the spacecraft, a signif-
icant number of flight operations procedures have to be developed and maintained
during the mission lifetime, so it might be a good idea to categorize them with respect
to the purpose of the procedure. A common approach is to distinguish between
nominal, contingency, and test procedures. This approach is described in more detail
hereafter. Nevertheless, such grouping of procedures is an arbitrary decision by the
project and is not having any effect with respect to efficiency or reliability of the
operations itself.

An alternative example might be the operations in the Columbus module of
the ISS, for which a grouping in activation and checkout, nominal, malfunction,
corrective and reference procedures have been chosen. There are also maintenance
procedures and some for the payloads and experiments.

Nominal Procedures

This group comprises FOPs used in the nominal course of operations, e.g., as fore-
seen by and listed in the predefined nominal mission sequence of events (SoE), see
Chap. 14, or as foreseen in frame of nominal routine operations. Another criterion
might be operating of nominal equipment in a nominal configuration.

Contingency Procedures

Flight operations procedures, which are not part of the nominal activities, can be
defined as contingency procedures. Typical topics for contingency procedures are
operation of redundant equipment, operation in an off-nominal configuration or the
transition from nominal to off-nominal states/configurations and back. It might be
worth to define dedicated troubleshooting procedures for identification of malfunc-
tions and reconfiguration after anomalies. They speed up recovery activities. In satel-
lite and human spaceflight missions, the standard approach is to only cover single
failure deep cases, double failure deep cases are seldom reflected. In general, it is
recommended to cover the most probable cases, but finally, the project needs to
decide, how many contingency cases are to be covered by respective contingency
procedures.

Test Procedures
Test procedures are specially designed flight procedures for tests with the spacecraft,
either for on ground tests during the mission preparation before launch, or for in
flight tests typically directly after the launch and early orbit phase (LEOP) activities.
For ground tests, the test procedures are specially designed for the use of special
ground test equipment on ground and usually cannot be used directly for flight.
Thus, for mission safety reasons, it has to be ensured that these test procedures are
not accidentally used for flight. A special notation of such ground test procedures is
recommended.
For tests in flight during the in-orbit test (IOT) campaign, so-called IOT proce-
dures are used. They are required in the process of the check-out or the calibration
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of subsystems and its components. Typically, test procedures also try out different
configurations in order to demonstrate the readiness and sufficient performance of
the spacecraft for the upcoming routine operations phase.

7.2.3 Mission Type Affects Flight Procedures Design

The way to operate a spacecraft is depending on the kind of the mission and its orbit.
Satellites on a low Earth orbit (LEO) are designed to operate without connection to the
ground most of the time. There is only limited time for interactive operations, when
the satellite is in field of view of a ground station. Consequently, flight procedures
for LEO missions are typically short with a limited number of steps or sections. For
routine activities, they mainly concentrate on sending time-tagged commands to the
spacecraft.

Geostationary (GEO) satellite missions are different. Due to the quasi-unlimited
contact time, there is no limitation for the activities and consequently for the flight
procedure length. It is quite common to design procedures with more than an hour
active operations time for the crew on ground. The work on different subsystems is
often combined in a single system procedure.

A characteristic aspect of interplanetary missions is the communication delay
due to the distance between spacecraft and ground control. Consequently, inter-
active operations are slowed down or are not possible at all. Commands are sent
to the spacecraft and the corresponding reaction can be verified only a signifi-
cant time later. The real-time telemetry is available with delay only and can hence
be compared to recorded and dumped offline data. Commands are sent without
immediate confirmation and telemetry is recorded later and available offline.

The following Table 7.1 summarizes the main aspects and characteristics to flight

Table 7.1 Impact of unmanned mission type on flight procedure design

Mission Characteristics Impact on procedures
LEO (Low Earth Orbit) * Short contact times * Short procedures
* Most activities happen * Mainly loading of time
without ground contact tagged commands, which are
* TM is recorded and dumped executed later
GEO (Geostationary Earth | * Long contact times * No limitation in procedure
Orbit) * Most activities are performed length and extend

with ground contact
* No TM recording and dump

Interplanetary » Long response times » Time tagged execution of
* No real-time contact commands
* TM is recorded and dumped | * Only very limited interaction
 All activities performed possible

without ground contact
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procedure design with respect to the kind of mission.

7.2.4 Flight Procedure Lifecycle

Flight operations procedures are usually designed and prepared during the mission
preparation phase, but need to be maintained throughout the whole mission lifetime.
Updates due to onboard software changes, changes of configurations, e.g., after
major anomalies or loss of equipment might become necessary eventually. Also,
experience during the flight operations might be a good reason to update related
FOPs. An overview of the FOP lifecycle is shown in Fig. 7.2 and is described in
more detail in the next sections.

Basic Procedure Content

In principal, the main input for a flight procedure has to be provided by the spacecraft
manufacturer, because he knows how to operate the spacecraft. This input is the
procedure backbone, including relevant steps, foreseen TCs to be sent and TM checks
relevant at dedicated times. The form in which this input is provided might vary
from pure textual description or listings and visualized work flows to already usable
procedures.

Development/Adaption

This phase means the transfer of the manufacturer’s flight procedure input into a
form usable by the satellite control center. The effort for this development process
is depending on the received input and the TM/TC system used by the SCC. The
SCC also makes suggestions based on earlier projects and own expertise in order to
implement useful enhancements. The SCC engineers might propose to break up a
complex procedure into smaller parts or, vice versa, they might suggest to combine
different FOPs into generic ones (see also Sect. 7.2.2) in order to get procedures
which are better to be handled during development, validation, and operations. This is

Basic Procedure Initial
N Content \iprocedure /

, g
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Fig. 7.2 Flight procedure lifecycle
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usually done in close contact with the spacecraft manufacturer. In addition, references
to display pages, where respective telemetry values can be found, are implemented
in the flight procedures.

In an ideal scenario, the manufacturer and SCC are using the same procedure
and database formats. These inputs can be easily ingested and only a minimum
of adaptation with respect to the transfer is still to be done. The risk of having
incompatibilities due to the transfer is minimized, too.

However, more likely is a scenario where the manufacturer uses a different system
for development and test of satellite components and system. The SCC needs to spend
significant effort on the procedure development. There will be a risk for incompat-
ibilities on SCC side and more effort for test and validation. In addition, procedure
redeliveries and updates by the manufacturer might also be provided during the
utilization phase, which again will be in a format different to what the SCC is using.

Depending on the project, a manufacturer may only provide the procedure topics
and content, e.g., textual information only. In that case, the SCC needs to develop
all procedures from scratch. There is a significant risk of incompleteness or incor-
rectness. Intense testing and validation is even more required. In such a scenario,
it is absolutely mandatory to get the confirmation by the spacecraft manufacturer
that all inputs have been correctly implemented in the SCC FOPs and that the set of
developed FOPs is sufficient to fly the spacecraft.

It was mentioned above that procedures are usually developed during the mission
preparation phase. For interplanetary projects, it also might be possible to develop
those FOPs, which are only relevant for later operations phases, after launch during
the time of the cruise phase.

In general, the spacecraft manufacturer should have a clear view of which proce-
dures are needed for flight and therefore to be ready for launch, but finally, the
customer decides what has to be developed and which contingency cases have to be
covered by respective FOPs.

Validation and Release

Before a procedure can be used for flight, it has to be ensured that it is correct in
terms of doing the right thing and doing the thing right. The syntax with respect
to the TM/TC system needs to be checked. The right TCs and TM checks and the
compatibility with the current spacecraft database are required. So, with each update
of the TM/TC database, the FOPs need to be checked again for correctness and
adapted and revalidated if required. The FOP always needs to meet the specifications
and has to fulfill its intended purpose.

Therefore, the validation is done within the operational environment using a simu-
lator or real satellite hardware (e.g., an engineering model). Beside the main checks
of procedure correctness, provided information about entry conditions and precau-
tions is verified. The procedure flow including all branches has to be validated. The
timing of actions, their durations etc., together with checks of referenced display
pages and additional information, has to be checked for correctness.

After the validation is passed, the procedure can be released and stated as available
for flight operations. A common approach within the final launch preparations is to
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get an agreement with the manufacturer about procedure versions ready for flight.
After launch, releases of updated or new flight procedures are usually done on a
case-by-case basis.

Utilization

During the utilization phase, flight procedures are used as planned by the mission SOE
or the flight plan. Last minute updates of the SoE or changes due to recommendations
(see Sect. 5.4.3) might also ask for execution of additional or alternative procedures
at a given time.

Depending on the procedure design approach, a procedure for the upcoming
activity might be directly ready for use if it is containing fixed TC and TM parameters
only. These FOPs are called static procedures.

It is also possible to set up a procedure as a generic one with variable parts, i.e.,
the concrete TCs and possibly also the TM checks are finalized shortly before use
by ingesting the flexible parts or data (e.g., orbit maneuver parameter, TC execu-
tion times, attitude profiles, etc.). The variable inputs can be provided either by the
engineer or by automated processes (e.g., mission planning system). Since most
spacecraft usually have a high number of parameters and settings to be updated by
the respective FOPs, it might be useful to have the latest settings available on ground
in form of an image of the configuration, a so-called config mirror. A direct interface
between the config mirror and the FOPs might be useful. The correctness of the input
needs to be confirmed anyway (e.g., double-check by second engineer). Figure 7.3
summarizes the preparation process. At the end of the preparation, the procedure is
finalized, i.e., all required content is implemented.

Before the FOP can be used, some extracts of the procedure, the so-called
procedure products, need to be provided in the control room.

Flight plan
SoE )
Mission planning Static FOP
Recommendation Unchanged

Generic FOP

Validated Finalized
FOPs FOP
— — —
[
1

Manually updated

Repository of v or provided by database Procedure
procedures (Config mirror) content
released for Mission Planning completed and

flight System Generic FOP ready for use
.
Lgd
Flight Dynamics Tool generated
System

Fig. 7.3 Preparation/selection of flight procedures for upcoming operations
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The main product, of course, is the readable part for the operator, which might be
purely textual including figures or flow charts. It can be printed out or in an electronic
format to be displayed on screens.

Another product is the collection of all telecommands of the procedure (so-called
TC stack). These commands are extracted from the FOP and ingested in the TM/TC
system. All TCs of the procedure are available in the TC system in the expected order
and can be executed respectively. Alternative to TC stacks, script-based files could
be used. They are containing TCs and TM checks which allow a semi-autonomous
execution of procedures by the TM/TC system (see also Sect. 7.3).

Beside the two main procedure products mentioned above, also some optional
items can be set up in order to improve the flight operations process. One optional
product is a procedure display page. This display page is directly extracted from the
flight procedure and shows all TM parameter checked in the FOP in the same order
together with the expected values on a single display page. Such display pages make
it easy to follow the activities and consequently improve the flow of operations.

Another optional feature, which improves the flight operations, are so-called
configuration checks. Here, the TM/TC system is performing automated TM checks
of larger numbers of TM values at a time triggered by the operations team. This
feature is supported by some modern TM/TC systems. The corresponding input for
the TM/TC system, a so-called configuration check file, is another optional procedure
product which can be extracted from the FOP. Figure 7.4 summarizes the procedure
products directly provided by or extracted from the FOP.

To summarize, the utilization phase comprises the following: a selection of proce-
dures for the upcoming activity, if relevant, its preparation by ingestion of variable
data, the provision of the related procedure products, and then the execution of the

— 0 Readable information for the engineer Mandantory
- text/written form or flow charts
- as printout, or electronically on display, etc.

— e TC sequence (command stack)

F""':a“;ed or alternatively
o script file containing TC executions and TM checks
- for ingestion into MCS
- ideally in text format, might be in cryptic
(e.g. SCOS2000) or binary format
Completed
procedure 3 Procedure display (special alphanumeric page) Optional

- preserves the sequence of operation steps
- allows comparison of current with expected TM

4) Automatic TM checks
- check a set of TM parameters against
predefined values
- correspond largely to Procedure Displays
- check result can be stored for logging.

Fig. 7.4 Procedure products extraction
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procedure in frame of the mission operations. An archiving of the finalized and used
procedure for the purpose of having complete records is recommended.

7.3 Flight Procedure Concepts and Approaches

For the implementation of a flight operations procedure concept in a project, there are
different technical approaches possible, from simple self-made solutions to sophis-
ticated commercial tool suites. Influencing factors for the decision are size and
complexity of the spacecraft, kind and purpose of the mission, the available TM/TC
system, the orbit (LEO, GEO or other), the number of spacecraft to be controlled
by the SCC, project budget, among others. The following sections present some
examples of technical solutions.

7.3.1 Text-Based

Using purely text-based procedures is one of the easiest technical solutions. All
information (orders, etc.) within a procedure is in a readable form in respective text
files (e.g., TXT, PDF, RTF, etc.). Pictures, figures or flowcharts can also be inserted
to enhance the readability. There is no direct connection between the procedure and
the TM/TC system required, so the engineer has to perform all actions, i.e., the
selection of required TCs, sending those TCs, and checking of incoming TM. As
already mentioned above, the collection of all TCs required by a procedure in TC
stacks is a good way to support efficient operations. Thus, the collected TCs can be
seen as an annex to the textual procedure.

Text-based procedures have been used successfully for manned flight operations
for decades and are still in use on the International Space Station ISS. A special
aspect of procedures used for the ISS is that there are two ways to execute them, if
technically possible: either remotely from ground, or/and executed by an astronaut
in space (an ISS procedure example is shown in Chap. 24).

Alternatively to purely text-oriented procedure concepts, metalanguages like
XML (extensible markup language) can be used. Such files support an easy extraction
of human-readable text and other procedure products.

Assets and Drawbacks
In general, it is easy to implement this kind of procedure concepts. There are no
special costs for software licenses or training of operations personnel on special-
ized programs. The text-based layout approach provides full flexibility to individual
procedure design.

The main disadvantage is the missing connection to the TM/TC system. In case of
database updates (changes of TC or TM parameter definitions), each procedure needs
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to be checked manually for required adaptations here. A general limitation is that
more functionality or additional features require external tools to be implemented.

7.3.2 Spreadsheet-Based

On a first glance, this approach looks quite comparable to purely text-based proce-
dures. In principle, a table-calculation tool like Microsoft Excel can be used in the
same way as a text program, but it has a lot more functionalities. One key advantage
is that calculations can be performed within the procedure. This allows, e.g., calcu-
lating of times, command parameters or any other data in frame of an upcoming
operation. Some programming features are also available to be applied for more
complex logic in a procedure. Such logic can also be used to fill the generic parts of
a procedure with the specific data for TM and TC, so spreadsheet-based procedures
directly support the setup of generic procedures.

An example of a spreadsheet flight procedure for a solar generator partial deploy-
ment is shown in the next figures. As you can see here, dedicated sheets are generated
for cover and description pages, providing pure text information for the user. The
main procedure content is shown in the so-called operations list sheet. All proce-
dure steps with telemetry checks and telecommand transmission steps are listed
in chronologic order. On a separate setup sheet, variables (generic parameter) are
defined and can be used in the other sheets. In the given example, a parameter for the
pyro selection is then used in the operations list sheet. Depending on the selection of
this generic parameter, either the prime or the backup equipment telecommands or
TM checks are used. This example shows a single procedure to be used for prime or
backup configuration. Without the generic feature, two separate procedures would
be needed instead. So, the total number of FOPs can be reduced by using the generic
approach, but the effort for the generic FOP validation is higher than for the others,
because all possible permutations need to be tested (Figs. 7.5, 7.6, 7.7 and 7.8).

In the procedure example, the entry conditions are verified by six TM parameter
checks in step 1. The TM parameter short code plus a minimum description, the
display page number to find it in the display system and the expected value are
provided. In step 2, two telecommands were sent, and the results are directly checked
afterwards in the telemetry.

Assets and Drawbacks

Similar to the text-based procedures, this concept is easy to be implemented. Using
such an off-the-shelf office tool does not produce significant cost for software licenses
or team training and gives full flexibility for the procedure design. In addition, the
advantage of calculation or programming features improves this concept signifi-
cantly. Such procedure concepts implementing all mentioned features including the
implementation of a Config Mirror accessible by the spreadsheet-based FOPs have
been used successfully for many kinds of spaceflight missions.
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Company logo
Project xyz
Flight Procedure: NP120
Solar Generator Partial Deployment
Flight Model xyz-1
Subsystem PWR
Reference Document XYZ-Flight Operations Plan Vol 3
Procedure Issue 1.3
Procedure Type Nominal
Generic Procedure - Update Data Sheet!
Fig. 7.5 Spreadsheet FOP example—header page sheets
XYZ-1  NP120 Solar Generator Partial Deployment Issue 1.3
1 Purpose This procedure is used for the solar generator partial deployment. The procedure allows to
perform the deployment with the prime or redundant pyro set.
2 Description The following step will be performed:

Operational
Constraints

Related
Procedures

Remarks
Change LOG

1. Check spacecraft status and configuration
2. Select pyro system and deploy generator
3. Reset pyro system

4. Check spacecraft status after deployment

It is mandatory to perform the deployment with nominal deployment hinge temperature. If
temperature is too low, postpone deployment.

Contingency: CP220 Partial Deployment Malfunction

none

0.1 17.01.2010 RFA - Creation of procedure

0.2 20.01.2010 RFA - TM and TC parameter references completed.

1.0 30.01.2010 RFA - Procedure finalized for validation test.

1.1 17.02.2010 MSC - Step 2.4 revised, one additional check inserted; step 2.6 removed.
1.2 21.02.2010 RFA - Procedure revised according to new TM/TC database 2.3.0

1.3 28.02.2010 MSC - Procedure Released

Fig. 7.6 Spreadsheet FOP example—description page

Again, a main disadvantage is the missing connection to the TM/TC system and
its database. The user either needs to take care of the consistency between procedures
and database by entering the data manually or he has to add additional tools.
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XYZA1 NP 120 Solar Generator Partial Deployment Issue 1.3

Input Data Table

Topic Defined Description Value Comments
Name
General “FM Satellite Short Notation  XYZ-1
Information
SUBSYS Subsystem PWR
PROCNAME Procedure Short Name NP120 1
PROCTITLE Procedure Title Solar Generator Partial
Deployment
REFDOC Reference Document  XYZ-Flight Operations
Plan Vol 3
ISSUE Procedure Issue 1.3
PROCTYPE Procedure Type Nominal nominal or contingency
Variable Data  Name Description Value Comments
Psel Pyro selection prime prime or redundant

Calculated Data

Fig. 7.7 Spreadsheet FOP example—input sheet with generic information

7.3.3 Script-Based

Modern TM/TC systems do not only allow issuing single or bundles of telecom-
mands, they also support TM checks to be done automatically by the ground system
against predefined limits. In combination with the option to run batch jobs or
other advanced programming features, procedures can be run in an automated way
following predefined checks and actions. The ground personnel are only involved
where needed. Even the start of a respective procedure can be invoked clock or system
driven. Hence, for such a concept, parts of the operations are handled by predefined
rules and automated ground processes (semi-automated or supervised operations).

The autonomous flow during the execution of a script-based procedure can be
interrupted or paused by inserting break or hold points, where the ground engineer is
requested to provide his “go” to proceed, or he is asked to provide some required input.
Thus, it can be included into the procedure, how often the automated flow is stopped
and how often the ground personnel are actively involved (assisted automation).

The principal mechanism to run flight operations that way was firstly used during
pre-launch functional testing, especially for regression testing, but then also practiced
for the in-orbit operations. Meanwhile a lot of TM/TC systems allow script-controlled
operations. An example of flight procedure concept is based on PLUTO (procedure
language for users in test and operations) scripts, which were developed and defined
as a standard by the ECSS. Figure 7.9 shows a PLUTO script code example.
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Procedure Activate Freon Loop

name I
PLUTO procedure
script main
initiate and confirm step Heating UP
declare

Boolean Status,
real AvgeTemp units degC

end declare
main
Status := get vadility status of Pump of Freon
Loopl;
AvgeTemp := get average value of FreonTemp
with
StartTime := current time ()- 10 min,
EndTime := current time ()
end with;
<...>
end main
end step
<...>
end procdure

Fig. 7.9 PLUTO script code example from ECSS-E-ST-70-32C

Other script-based procedure concepts use STOL (systems test and operation
language) developed by NASA in the late 1970th (Desjardins et al. 1978) or Python.

Assets and Drawbacks
The clear advantage of script-based procedures is the option to perform operations
in an autonomous way. This might safe valuable operations time, because such auto-
mated checks are performed quicker by the system than by a human operator. In addi-
tion, tests on ground in frame of a mission preparation campaign can be performed
in an automated way.

The poor readability of script codes and the limitation to integrate additional infor-
mation for the user within the scripts requires providing such information elsewhere.
This can be done by additional text documents, at least for major procedures.

7.3.4 Commercial Products

There are different solutions on the market providing commercial off-the-shelf flight
procedure concepts. One example is the mission operations information system
(MOIS) of the RHEA Group. MOIS is an integrated suite for writing, managing
and testing flight procedures running on a standard office tool set. It is fully database
driven, so in case of database updates, the impacted flight procedures are directly
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flagged as not valid. This supports the consistency between database and procedures.
Such commercial tools are customized for dedicated TM/TC systems. Providers of
commercial TM/TC systems usually provide own concepts for their flight procedures,
e.g., based on scripts.

Assets and Drawbacks
The main advantage of such commercial tools is to have a complete solution for the
flight procedure concept and the connection to the TM/TC database. This supports
projects with larger numbers of procedures.

On the other hand, such a solution brings along significant costs for software
licenses and maintenance, which have to be considered in the project budget.

7.3.5 On-Board Control Procedures

The procedure concepts as described so far have in common, that they are controlled
during the execution via ground. Either an engineer or an automated (script-based)
process perform TM checks or release commands. During its execution, a commu-
nication link to the ground control center is mandatory. As a logical consequence,
it would be an improvement to have the procedure and the process to execute it on
board. This is the main characteristics of on-board control procedures (OBCP).

An example for such a procedure concept has been developed by ESA and was
published in 2010 as a dedicated ECSS standard (ECSS-E-ST-70-01C). This standard
also fits to other ECSS standards for data types, packet definitions, etc. (Prochazka
2010).

OBCPs are developed and tested/validated on ground, then uplinked and stored
on-board and activated when needed. They allow to send commands and to verify the
execution in the same way, as it would be usually done from ground. All spacecraft
components, platform and payload, might be operated that way.

OBCP procedures have successfully been flown by various satellite and deep space
missions, e.g., Venus Express, GOCE, Sentinel, Herschel, Planck, and Rosetta.

Assets and Drawbacks

On-board control procedures can run without direct connection to the ground. Hence,
phases without ground visibility or communication delays due to long distance to
a spacecraft do not impose a limiting factor any longer. Less human availability is
needed for such an operational concept.

The development of OBCPs is more complex and the effort for its maintenance
is higher than for ground-based procedures. The OBCP function can only be used
by spacecraft which are specially designed for its use. A later implementation for
already flying missions is not possible.
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7.4 Development Guidelines and Rules

As described in the sections above, there are different ways and solutions available to
implement flight operations procedures in the project, but some general rules should
be followed during the development. A good approach to structure a procedure could
be as follows:

1. Check current situation against pre-requisites at procedure start.

2. Bring the spacecraft and the ground system into a corresponding state (e.g.,
configure TM).

Perform the action.

Check the results.

Repeat, confirm, branch as appropriate.

Return spacecraft and ground system to the default state or entry state of
following procedure, if part of a fixed sequence.

AN

It should be ensured to a have a clear check of the entry conditions at the beginning
followed by the activities, and completed at the end by returning either to a default
state, or in a configuration adequate to proceed with the next procedure. The main
activity block might contain a single task or even more which should be grouped in
dedicated steps.

Branching within the procedure is possible but should be handled with care. Too
excessive use might make a procedure confusing and hard to be tested and validated.
Try to encapsulate activities in complete building blocks (e.g., “configure spacecraft
for Earth acquisition”). The start of such building blocks is a suitable branching (e.g.,
“if wheel unload is skipped, proceed at step 8”) or waiting point (e.g., “wait 20 s
and then proceed” or “wait until clearance/feedback is available™). If a procedure
contains more than ten major steps, consider breaking up the procedure.

7.5 Summary

Flight procedures are the central element for reliable flight operations. They build
the backbone for the mission operation execution in providing the specific operations
know-how.

The development of the flight procedures during the mission preparation phase
and its maintenance over the whole mission lifetime is a major task for the flight
operations engineers, which needs sufficient resources allocated in the project budget.
Some influencing factors (e.g., customer interest, input from and interface to the
spacecraft manufacturer, etc.) have an impact on the FOP related processes in terms
of complexity and criticality for the whole project.

Different technical concepts are available for the procedure design, but it needs
to be fit to the available TM/TC system. More advanced concepts like the on-board



134 R. Faller and M. Schmidhuber

control procedures additionally require a specially designed spacecraft. For the proce-
dure development, basic guidelines shall be established and followed by all involved
partners in order to get efficient and reliable products for the mission.
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Chapter 8 ®)
Human Factors in Spaceflight Operations | o

Thomas Uhlig and Gerd Sollner

Abstract One aspect which is predestined to be overlooked in a highly technical
environment like space operations is the “man in the loop”, who acts not fully
predictable like a computer, but whose actions are partially influenced and affected by
completely different, non-technical domains: the psychological or physical consti-
tution of human beings and their interactions within a group. This chapter focuses
on factors which minimize errors with potentially severe consequences and which
improve the performance of high responsibility teams acting in a complex and
dynamic environment. It establishes a link between those factors and operational
concepts of spaceflight operations.

8.1 Introduction

Spaceflight is a challenging enterprise at the rim of technical feasibility, and
conquering of space has led to a few disastrous events—losses of rockets and space-
crafts, therefore enormous values and, in the worst cases, even to losses of life.
Some of these events could at least partially be traced back to human errors. On the
other hand, spaceflight has seen as well a number of missions, which only could be
concluded successfully and against all predictions without loss of lives or vehicles,
because groups or individuals showed extraordinary performance and excellence.
Hence, humans can be both: A risk or the only means to handle an unexpected situ-
ation. The avoidance and mitigation of risks caused by non-technical factors will be
subject of this chapter.

Our starting point is a pictorial principle, which explains, how catastrophic events
usually materialize: The Swiss cheese model in Fig. 8.1 shows that they are not
caused by one unlucky mishap, but in many cases by a chain of many of them.
Under normal circumstances, multiple barriers are established to prevent a critical
or catastrophic event. But under certain circumstances, it can nevertheless happen,
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Hazards

N

N

Fig. 8.1 The Swiss cheese model shows how multiple layers, which normally separate us from a
hazard to happen, are rendered useless if “aligned holes” open a direct path to the hazard

that all these safety holes get aligned—which then opens the path to a disastrous
situation.

Every single barrier usually has a certain permeability—comparable to holes in a
cheese: A certain risk must be accepted, otherwise operations would be impossible.
However, the combination of multiple layers reduces the risk of a critical/catastrophic
event to a tolerable level.

The barriers of the Swiss cheese model in Fig. 8.1 can be classified as:

e Technical safety mechanisms: in space operations critical systems are laid out
single- or even dual-fault-tolerant

e Dedicated tools which contribute by their design or their man—machine interface
(MMI) to the prevention of failures

e Operational measures or preventive or corrective actions of a team or individuals

In this chapter, we focus on the human aspects and operational measures to prevent
hazards. Since we are running operations in spaceflight always as a team, we need to
look at the interactions of the team, their processes, and the factors which improve
the performance of the team.

The discipline which deals with teams acting in dynamic high responsibility envi-
ronments is called crew resource management (CRM). The goal of CRM is to reduce
failures and hazards introduced by human factors. It optimizes the proper acquisition
of information but also team processes and leadership.

This chapter shall provide a first introduction into CRM. It can only touch the
surface of this psychological discipline; entire books (e.g. Kanki et al. 2010) and
numerous articles have been written about the subject or single aspects of it. It shall
create awareness about the importance of psychological and psychosocial factors in
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a quite technical field like spaceflight operations. Some related aspects can also be
found in Chap. 6 within Sect. 6.3.

8.2 Ciritical Dependability on Humans in Various Areas

In the early years of aviation, planes were flown by one single person, who had to
deal with all risks. The increasing complexity of aircrafts, their growth in size and the
longer travel distances turned the control of an airplane into a team effort. This also
changed the characteristics of an ideal pilot to a fully-fledged team player, especially
when the co-pilot turned more and more from a supportive function into a technical
partner of the captain. This paradigm shift also opened up a new source of failure:
Besides human errors and technical malfunctions, now also team processes could
lead to critical situations.
A few catastrophic events enforced counteractions of the aviation industry:

e In 1977, the crash of two airplanes at Tenerife airport resulted in 583 casualties.
The root cause of the disaster was—beside other factors, as indicated already in
the discussion of the Swiss cheese model before—traced down to communica-
tion issues between the pilot and air traffic control, but also the decision-making
process in the cabin (Ministerio de Transportes y Communicaciones 1978).

e In 1978, ten passengers died in a crash of an airplane in Portland, USA. Here, the
cabin crew was distracted by some minor technical issues while the machine was
running out of fuel (National Transportation Safety Board 1979).

In the aftermath of these and some further catastrophic events, and considering the
fact that human failure is about four times more often the root cause of an accident
than technical reasons (Cooper et al. 1980; Helmreich and Foushee 1993), aviation
introduced the concept of CRM, and NASA was already involved in the very first
conceptual considerations for it (Cooper et al. 1980). CRM is an approach which
acknowledges the fact, thatimproved group interactions can reduce the risk of human-
induced errors in environments, in which those errors can have catastrophic effects.
The introduction of CRM in aviation beginning of the 1980’s led to a significant
reduction in the number of accidents within 30 years (Flin et al. 2002).

The need to know about CRM aspects is not only limited to pilots. When 1988 a
Boeing 737-200 lost approximately one third of its casing and one of the identified
root causes was traced down to maintenance issues (National Transportation Safety
Board 1988), the training on CRM was made mandatory also for ground service
personnel. After two aircraft crashes in 1989, which could have been prevented, if
information from the cabin would have found its way to the cockpit (Department
of Transport 1990; Moshansky 1992), CRM training was also rolled out for flight
attendants (Ritzmann et al. 2011). It needs to be stressed that the above-mentioned
CRM training in aviation is not complementary or optional, but is required by the
different regulations and laws of the corresponding aviation authorities (FAA, EASA,
JAA, etc.).
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In the meantime, the concept of crew resource management was rolled out also
in other areas: Common to all these areas is that teams are acting in high reliability
environments (Hagemann et al. 2011). A failure of these teams has the potential of
fatal consequences: loss of lives, serious injuries or significant damage to the environ-
ment, also with high costs involved. In addition, the complexity of the environment
they are acting in is high, which leads to the fact, that the results of taken actions are
difficult to predict.

Of course, military operational forces are considered as such teams (O’Connor
et al. 2009). Then all kind of emergency response teams have adapted their curricu-
lums to reflect elements of CRM in them: Fire fighters are being taught in it (Okray
and Lubnau I 2004) as well as medical response units. Rescue coordination centers,
which dispatch and lead those units during larger emergency situations, are highly
affected by CRM subjects. CRM also entered medical operation rooms, where a team
of experts needs to effectively interact to prevent negative effects on the health of
the patients (Rall et al. 2014). Various prominent accidents in the nuclear power or
offshore industry, which could be traced back to human factors, also predestine those
fields for the introduction of CRM (Gaddy et al. 1992; O’ Connor and Flin 2003).

8.3 C(lassical Fields of Crew Resource Management

Crew (or group) performance and behavioral studies are behind the concepts of CRM.
As baseline, it is of course imperative to have a common understanding on the group
goals (e.g. safe ops, mission success). What sounds self-evident in the first instance,
might be not that clear in all cases. For example, for space operations the interests of
agencies, companies and industries, scientists and universities might be diverging.

Group processes are described via a control loop in a model of Foushee and
Helmreich (1988).

In that model, the input factors provide the framework of the group interactions,
the group process factors directly control the performance of the group, which
generates as an output safe and efficient operations. Before we focus on the group
process factors which are directly linked to the operational environment discussed
in this book, it is worth having a short look at the input factors, which constitute the
baseline for successful and efficient group work.

Any group interaction is influenced by a set of input factors (Foushee and
Helmreich 1988):

e [ndividual factors are directly related to the individuals of a group: Their moti-
vation, their emotional state, their knowledge or physical condition have direct
impact on the outcome of a group process.

e Group factors include the composition of a group, its inner climate, in interna-
tional efforts like spaceflight often also the various cultural backgrounds or the
proficiency in the language.
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e Organizational factors are giving boundaries, but are crucial for a successful
team playing: How is the company/agency dealing with errors? What are the
norms within the organization? Is the work done under cost and time pressure or
is safety a value on its own?

® Regulatory factors describe the boundary conditions which are set up by rules,
laws or regulations.

e Environmental factors can also influence the group performance. Usually, space-
flight operations are performed in the protected environment of a control room,
but even here, temperature or the light conditions can lead to a higher or lower
group performance.

All those factors directly influence the group process factors and, thus, the outcome
of a group work.

Let’s focus on the group process factors. For successful and effective group
interactions a number of behavioral markers have been identified. These can be
clustered in several fields, whereas this grouping is not unambiguous. In this book,
we present a selection, which we deem of relevance for the subsequent discussion in
the light of spaceflight operations:

Communications
Situational awareness
Decision making
Teamwork and leadership.

This selection is presented in more detail in the following sections.

8.3.1 Communications

Communication is a key asset in the interaction of humans and therefore of signifi-
cant importance for CRM. It is defined as an information exchange between a sender
and a receiver. In a well-established model (Shannon and Weaver 1949), the commu-
nication media is introduced, which is used for information transfer. This is depicted
in Fig. 8.2. During the process of information exchange, various portions of the
exchange can be subject of a disturbance, which can lead to various effects: For
example, the receiver could have a wrong perception about the identity of the sender,
the information could be altered or misinterpreted or could get lost. As a result, an
inappropriate or no action might be triggered, which can constitute the “key hole” in
the Swiss cheese, opening the path to a catastrophic event.

Another important aspect of communication is described by Schulz von Thun’s
four-sides-model (Schulz von Thun 1981), which is emphasizing, that communica-
tion is in most cases not mathematically precise, but leaves room for interpretation,
which can, again, be a source of disturbance (see Fig. 8.3). This is in particular
true for international collaborations with multicultural participation and non-native
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n- = De-

coding

—_— Receiver

Medium / channel

Sender

E
coding

Fig. 8.2 A simple model of communication between a sender and a receiver. The information
is transmitted via a dedicated medium/channel. The sender needs to encode the information, the
receiver decodes it. All parts of this communication chain can be subject of disturbance

»The justification ,He could
Factual is not straight not find the
Information forward to find* justification®
,Please tell me ,He wants me
Appeal where to find to add a better
the justification” justification”
,You can help I messed
: : me to identify it up again®
REELEET the justification” P
I was not able 4He is picky
Self- to find your on me
Relevation justification” again today*

+Where is the justification
for your proposal
in that flight note?“

Fig. 8.3 A message has four sides according to Schulz von Thun. One sentence of a sender (green)
can have various meanings (blue, left), depending on which “channel” he is broadcasting. The same
is true for the receiver (blue, right): He might not be able to identify the correct “channel”, which
the sender is using. This is a source of misunderstanding and even conflict

speakers, which is often the case in spaceflight projects. However, within the control
room it is preferable to always remain on the factual information side.
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8.3.2 Situational Awareness

Another key variable for successful team performance is situational awareness. Itis a
quite complex concept and can be seen as the end product of an information collection
process. Inacommonly accepted approach, situational awareness is divided into three
layers: data collection, interpretation and propagation (Endsley 1995).

In the first layer, the relevant elements of the environment are perceived. It can be
seen as the data collection process. Here, a normally useful function of the human
brain can lead to negative effects. Usually, it is crucial that we can filter out stimuli
of our environment, which are not of particular importance in a given situation. We
can focus on the essentials and are not disturbed by all the data, to which we are
continuously exposed. However, this effect can lead to the fact that we are completely
ignoring information which is important in this particular situation. Everybody who
has been exposed to a stressful situation knows the effect: The awareness narrows
down to a tunnel view. An investigation showed, that % of the failures in aviation,
which could be traced back to loss of situational awareness, can be linked with this
first layer (Jones and Endsley 1996).

In the second layer, the collected data is interpreted and comprehended. They are
incorporated into a mental model of the situation. On that level, the interpretation
can suffer from a biased view and result in a wrong mental model.

Different causes for bias are described. Humans tend to focus on the data, which
supports their theory of what is going on—and neglect facts, which are contradicting
to it (Nisbett and Ross 1980). Often, we are also fixated on a stereotype, which,
again, prevents us to have an unprejudiced view on the data (Rasmussen 1987).

In the third layer, a projection of the current situation into the near future is
executed. This anticipation is a key feature of situational awareness. It is obvious
that this extrapolation is very sensitive. The results of the two precursory layers and
any disturbances are also propagated into the anticipation of the situation.

Each of these layers has to be considered to avoid errors due to loss of situational
awareness.

8.3.3 Decision Making

Communication is elementary to gain situational awareness. Situational awareness is
an important part for the decision-making process. A decision is required whenever
multiple options are available for action. For a team, a decision-making process needs
to be defined. A decision can be made either by a democratic and cooperative process
or by an authoritarian approach:

e A democratic and cooperative process, which involves all team members and
reflects their individual opinions appropriately, has the advantage that the members
feel appreciated and take responsibility for their acting within the team. The
satisfaction is usually quite high, since the team’s heading direction is the result
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of a common effort. However, the disadvantage is that decisions take comparably
long.

e In critical situations and for teams acting in high reliability environments (Hage-
mann et al. 2011), another style is preferred: Here, an authoritarian approach is
the most promising concept. The team is set up in a hierarchical order and one or
more decision makers are clearly identified, together with a clear scope of their
authority which defines who is responsible for which decision-making level. This
concept allows quick turn-around times for decisions. Of course, the quality of the
decision is very much dependent on the skills of one or a small set of individuals.

The team leader has to have special skills to use the hierarchical setup in a construc-
tive way, involving team members and take decisions where needed. It is advanta-
geous if he/she is able to adapt his/her decision-making style to the corresponding
situation.

8.3.4 Team Work and Leadership

The “art of leadership” was already mentioned due to its close relationship to the
decision-making process. All above mentioned areas plus disciplines like conflict
management, workload and stress management, or group dynamics influence the
team performance.

Under ideal circumstances, the team performance leads to an increased outcome
compared to the sum of all individual performances.

Successful teams have (implicitly or explicitly) allocated roles, which are taken
by their members, in spaceflight operations clearly defined by the control room
positions. A role conflict can arise, if the expectations attributed to a certain role are
not matching within the team.

Team members not only have roles, but they also have a status, meaning a relative
ranking within the group. One of the authors vividly remembers his first simulation
run as newly assigned flight director: Leading a team which had an experienced astro-
naut at the communicator position was a challenge—role and status was perceived
as not matching. This could unbalance the team decision making, but can also be
seen as a chance by using the availability of high expertise.

On the other hand, it is a task of the team leader to balance out different experience
levels. This considers that differently experienced team members need different levels
of attention, especially in high pressure scenarios. The balance has to be kept between
handling the situation in a proper way and not overloading the individual with too
many or too complex tasks.
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8.4 Translation into Spaceflight Operations

In the following section, we will discuss how the human factors described above can
be addressed in spaceflight operations.

The ISS project as the main current human spaceflight endeavor of the world is
used as example in many cases. There are multiple reasons, why this project is a
good demonstrator for CRM related principles. The two most important ones are:
First, since astronauts and large space borne structures of immense value and high
public visibility are involved, the consequences of a failure can be life-threatening for
the crew and endangering for a key project of the human spaceflight history. Hence,
the flight control teams can definitely be considered as acting in a high reliability
environment.

Second, the teams which are interacting and need to deal with a potential problem
are much larger, hence group processes and therefore the concepts of CRM play
a more significant role compared to a one- or two-person shift for an unmanned
mission.

The authors both worked in various functions at the Columbus Control Center
(Kuch and Sabath 2008) at GSOC in Oberpfaffenhofen, which is one of the five
main ISS control centers (Houston, Huntsville, Moscow, Tsukuba, Munich).

Below, we will now investigate how the different fields of CRM, which were laid
down in Sect. 8.3, are incorporated and realized in space operations.

We will discuss the flight control team as a system which supports a quick decision-
making process by a hierarchical structure. Then we will focus on operations products
and show how they support decision making and increase the situational awareness.
This also includes how to establish decisions outside of the nominal envelope of oper-
ations and a means to document the decision-making process. The communications
approach is introduced.

We will talk about tool support and one dedicated tool which is used for further
failure analysis. And finally training and simulations are introduced as an appropriate
means to introduce best practices and exercise the corresponding processes.

8.4.1 Flight Control Team Structure

The structure of a flight control team is usually set up in a hierarchical order, which
supports an authoritarian leadership style and hence a quick decision-making process
with clear responsibilities (Sects. 4.3 and 5.3). The flight director has the full real-
time authority, but needs strong rationales to deviate from flight procedures, flight
rules, etc., which we will discuss below.

There are cases, where flight directors of different levels of authority are inter-
acting with each other (e.g. the flight directors of the various control centers for ISS
operations). There can be flight control team members, who direct another layer of
supportive positions outside the main control room.
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Usually, the flight directors are responsible for the implementation of the timeline
on console which was prepared by the mission planning beforehand. A high-level
management layer is taking care for strategic mission objective decisions.

Hence, it needs to be clearly defined where the management responsibility and
authority ends and the real-time function of the flight director takes over.

Flight directors are coordinating the technical experts of the mission or spacecraft
and rely on their team’s expertise. This results in a group decision making process
with one final decisive instance.

8.4.2 Operations Products

Spaceflight operations is a strongly regulated business. In many aspects, it can act
as a role model for clearly laid down processes, roles, responsibilities and products.
The subset of documents which are of relevance on console is subsumed under the
term ops products. They describe interfaces, constitute sets of laws, list the steps for
performing an activity.

In the following, we will discuss some operations products which are of high
relevance for the decision making of a flight control team and support the situational
awareness of all team members.

I. Interface Procedures

The operations interface procedures define the structure and positions of a flight
control team as well as the interaction between the positions of the team, the decision
authority or even between different teams (e.g. launch control team and flight control
team).

The interface procedures clearly define who has to communicate with whom on
what, and which tool or media has to be used for different subjects (e.g., maintenance,
anomaly, emergency) or mission phases (e.g., LEOP, routine operations).

This framework provides guidance, defines the team interactions and guarantees a
structured approach, which optimizes the situational awareness of the entire team over
all mission phases. In very dense situations, e.g. during launch, the communication
between positions or centers can be defined down to a single word, which has to be
provided.

II. Flight Procedures

In spaceflight operations, most—if not all—of the activities performed on-board the
spacecraft, either remotely via commands or directly by the astronauts, are executed
following dedicated procedures. These provide a sequence of to-be-performed
tasks/commands and checks, in some case also with built-in logical decisions or
repetition loops.

This is already a major advantage compared to other teams acting in high relia-
bility environments. In other areas, the usage of procedures or checklists is not yet
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common practice in that generality (Hales and Pronovost 2006), but their importance
is acknowledged.

In the space operations domain, these procedures are in many projects called
flight operations procedures (FOP, see Chap. 7), in the ISS world the acronym ODF
(operations data file) is used (see Sect. 24.4.3). Outside of the spaceflight area, similar
products are referred to as standard operation procedures (SOPs) or simply checklists.

An example of an ODF is depicted in Fig. 17.3, an early version of spaceflight
procedures is shown in Fig. 5.3.

It is obvious, that a strict adherence to a validated procedure eliminates failures to
a high degree. Also, any real-time decision making is minimized, since the standard
cases are covered by those procedures.

Procedures for the flight segment are written according to a common layout stan-
dard. This allows the user a quick adaptation also to unknown or less frequently used
procedures.

Also, the used names for telemetry items or telecommands follows usually a
standard, which allows to extract as much information as possible about the item from
its name on one hand, e.g., EPS-PDU3-Outlet-Channel- 12 for the 12th outlet channel
of the Power Distribution Unit 3 of the Electrical Power Subsystem. On the other
hand, care should be taken that names used during operations are not only unique,
but also easily to distinguish: DMS_TIm_Pkt_Pwrl and DMS_Gnd_TIm_Pkt_Pwrl
are bad examples—the differences between those terms is too small.

The entire content of a flight procedure is validated with desktop reviews and/or
simulator validation. This ensures that a verbatim adherence to the procedure does
already prevent some errors under normal circumstances.

In addition, procedure displays and command stacks can be used to support the
execution of a flight procedure and makes it even less error-prone.

A procedure display consists of all telemetry items which need to be checked in
the course of the flight procedure, also the structure of the latter is mirrored in it, as
well as the expected values (Fig. 8.4).

A command stack is a previously built and validated set of commands, which
corresponds to the commands of a flight procedure in the correct order, which are
required to execute that procedure.

Both products reduce even more the possibility of errors in real time, they are
only pairwise implemented in the ops environment to ensure consistency at all times.
Version control is ensured along with the procedure naming convention.

There can be additional measures in place to ensure full attention of the operations
team at critical steps of procedures: In some projects, so-called hazardous commands
are identified. Those commands are capable to either generate a critical situation or to
reduce the number of barriers to a critical status, if sent under wrong circumstances. If
a hazardous command needs to be executed, it requires per process special handling
during real-time operations, within the commanding tool or needs special approval.
This ensures a good situational awareness of the entire team and enforces an active
decision before sending the command.

In summary, flight procedures provide a validated way of operating a spacecraft,
and provide clear guidance for decisions.
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Fig. 8.4 The generation and validation of flight procedures is directly linked to the corresponding
command stacks and displays. The products show commands and telemetry items in the correct
order and are configuration controlled

III.  Flight Rules

Flight rules are ISS operations-specific predefined decisions or rules, comparable to
laws, which support the flight control team in real time decision finding.

Flight rules determine general operations principles as well as technical details.
They take precedence over individual flight procedures and govern the way how to
apply procedures in operations. This becomes important during anomalies where
single standard procedures may not be enough to solve the situation. Goal is to keep
situational awareness and ease decision making.

As an example, see Fig. 8.5 for a flight rule that specifies the valve operations for
an active and passive/redundant water pump in a cooling system.

IV. Flight Notes

The above discussed operations products (flight rules, flight procedures, interface
procedures) are normally prepared in the office environment: they are authored,
reviewed, iterated until all review findings are worked in and finally approved by the
corresponding responsible board. Since this can be a lengthy process, there needs to
be a way with a quicker turnaround time in place to allow a fast adaptation in case
of failures in the products or a changed onboard configuration/situation.

This process is done via flight notes. In general, those “small documents” are
existing with aunique ID and a defined status (e.g. “draft”, “inreview” or “approved”)
within a dedicated tool on console. They are used in real time by the operations teams
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WATER PUMP OPERATIONS

1. IF A WATER PUMP IS ACTIVE, THE ISOLATION VALVE
OF THE NON ACTIVE WATER PUMP SHALL BE CLOSED
UNLESS THE NON ACTIVE WPA IS HYDRAULICALLY
ISOLATED FROM THE COOLING LOOP.

2. THE WATER PUMP ISOLATION VALVES SHALL NOT BE
OPEN SIMULTANEOUSLY. THIS DOES NOT APPLY.
A. DURING LOOP RECONFIGURATION
B. DURING CONTROLLED WATER TRANSFER
C. IF ONE OF THE TWO WATER PUMPS
IS HYDRAULICALLY ISOLATED

3. THE WATER PUMP ISOLATION VALVES SHALL NOT BOTH
BE IN THE CLOSED POSITION AT THE SAME TIME.

Rationale for 1: The Isolation valve of the non-active Water
Pump is closed in order to avoid water backflow and to prohibit
a passive operation/through flow of an inactive pump.

Fig. 8.5 A flight rule shows the rule text (capital letters), supported by commentary information
(italic letters), which ease the interpretation of the rule

for various purposes, which require coordination, review and approval. They allow
to write down forward plans and to detail complex decisions. The flight note tool
ensures transparency in data collection and ensures situational awareness; therefore,
the team decision making is supported.

Especially during anomalies, a proper coordination is required because not all
failures can be considered in predefined procedures. For some operations, the pure
equipment saving, e.g. by powering equipment down, is not sufficient. Examples are
thermal clocks which require re-powering to avoid damage of equipment or loss of
science results.

Note that during time-critical operations, the agreements can also be taken on
recorded voice loops and the documentation in a flight note happens “after the fact”,
which impacts the situational awareness and increases the risk of errors, but support
a very quick turnaround. Optimal is a combination of both, i.e., to gather information
via the tools and discuss shortly on the loops.

8.4.3 Real-Time Decision Making

Flight rules and flight procedures provide predefined decisions or at least guidance to
decide. However, they usually are written “one failure deep” only, which means that
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the baseline is a nominal situation on board. Otherwise, the content and complexity of
flight rules or procedures would increase extremely, if all analysis is also performed
in the presence of failures or combination of failures.

In off-nominal situations, it is very likely, that, for example, a flight rule cannot
be applied. Hence, the concept of predefined decisions does not work.

In these cases, the flight control team has to perform a real-time analysis of the
situation based on the available facts and come to a decision how to proceed.

In the human spaceflight domain, all flight control team members are trained to
follow the priority order “crew—vehicle—mission”. This means that the uppermost
concern needs to be life and health of the astronauts. If this can be guaranteed, then
the integrity of the vehicle itself is shifted into the focus of the team. And only if this
is ensured as well, then the mission goals are pursued.

What sounds quite logical is in fact not trivial: The teams are mainly focused on
the mission goal for almost all of their on-console time, because the crew and vehicle
both are usually doing well. Therefore, we saw quite often in training simulations of
contingency situations, that flight controllers tend to still be concerned about their
mission goals, although the crew and the vehicle have been endangered.

For decision finding, the FORDEC principle, which is well-known also from other
disciplines, should be applied (Hormann 1994): First, collect the Facts, which means,
try to understand the current situation. Next, evaluate, which Options are available.
That way, a variety of possible forward plans are on the table. Now check the benefits
and Risks of every option, then Decide. Afterwards, Execute your decision and
finally Check the result. In many textbooks, this scheme is depicted as a loop, which
is continuously repeated. In the end, the checking of the outcome is, again, an analysis
of the situation and a collection of facts—and the start of a new iteration, see Fig. 8.6.

Fig. 8.6 The FORDEC
principle should be applied

continuously F acts 0 ptions

Check Risks

Execute Decision
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It is very important to document the facts, the options and risks and finally the
decision in a written way, e.g. in a flight note (see Sect. 8.4.2 IV) or in a console
log book. Off-nominal situations might lead to investigations afterwards, which are
then, in most cases, conducted with all necessary information, sufficient time and
the knowledge of the final consequences of the decision. This happens under quite
different circumstances than the original decision, which was made under time pres-
sure and with limited data. In such cases, it is important to be able to refer back to a
well-documented decision-making summary.

If a contingency lasts longer, those written logs are also a highly valuable source
of information for the upcoming shifts. In parallel the situation is described in the
shift handover documentation and discussed during handover.

8.4.4 Standards for Voice Communication

It was already highlighted in the previous chapter, that communication is a key aspect
for successful group interactions.

In many spaceflight projects, communication is done via a dedicated voice
communication system, which links all participants and offers a variety of commu-
nication channels which can be activated simultaneously or limited to one or a few,
in case of heavy communication traffic.

An example for the voice communication system in the Columbus project of
GSOC is shown in Fig. 8.7. On an individual touch screen, each user of the system
can select the voice channels he wants to monitor via his headset. One loop can be
configured as talk channel on which the user’s microphone is patched if the transmit
button of the headset is pressed. Dedicated user roles allow a configuration of the
available voice loops on the touch screen and to define the rights (no access at all,
monitor only, monitor and talk) for every channel. Record/playback functions can be
implemented for each user. There can be a replay capability which can be requested
on demand by the ground controllers in charge of the voice communication system.
In general, a recording/replay capability has been proven to be very helpful, e.g., if
a crew call was ambiguous, a replay can help to clarify the situation without having
to contact the astronauts again.

In a given spaceflight project, the various voice channels have well-defined func-
tions and scopes as well as different levels of importance, there can be clear rules,
which of the voice loops need to be continuously monitored by everyone.

For the ISS project it is commonly agreed, that the space-to-ground loops, which
are used for communication between the ISS crew and ground have the uppermost
priority and need to be monitored by everyone for situational awareness.

Second priority is with the flight directors’ voice loops, where important infor-
mation is exchanged. Furthermore, every flight control team position has its “prime
loop”, which is the channel where the corresponding flight controller is reachable.
In addition, there are voice loops for specific operational topics or coordination
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Space-to-ground channels Channels of the flight director in
for communication with the ISS Houston and Oberpfaffenhofen, respectively

Loudspeaker symbol 8 matrices
indicates traffic on channel are available
Matrix of Available Channels
Color of channel shows its status

Grey: disabled
Green: listen and selected for talk
Blue: listen only

Fig. 8.7 A voice communication system features a set of voice channels, which can be activated
(blue) or muted (grey) by the user. Once activated, the voice traffic on the selected channel is audible
via the user’s headset. One channel can be selected as active talk channel (green): If the headset
button is pressed, the microphone of the headset is connected to this channel and the user can talk
on it

loops, which can be used for extended discussion without spamming one of the
above-mentioned loops.

Depending on the project and the number of participants, the amount of voice
loops can be limited to just a few or can involve some hundred loops. In the latter
case, all loops do not match on one touch screen, so a preselection must be done for
each control room position, which channels are required. In some cases, the voice
communication system also allows to switch between multiple pages or matrices.

During communication on the voice loops, a strict aviation-like voice protocol
is utilized. This provides a number of advantages: The voice protocol is standard-
ized and uses partially a well-defined terminology and keywords. The keywords are
designed in a way that misunderstanding is less likely (e.g., “affirmative” instead of
a short “yes”). The international NATO alphabet (Alpha, Bravo, Charlie ...) is used,
if spelling is required, also for numbers or times a specified format is used to avoid
ambiguity.

Table 8.1 provides an overview of the most commonly used “special words” within
the ISS project.
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Table 8.1 Most commonly used “special words” within the ISS project

“Special word” Meaning

Affirmative Yes

Copy Understand

Go ahead Proceed with your transmission
Negative No

Roger I have received your transmission

Unknown station/station calling

1 do not know the identity of the station calling me

Standby

I need to pause for a few seconds either to attend to something
else of higher priority or to obtain needed information, but I
will respond within one minute

Wilco I have received your message; I understand it and will comply

All After I refer to the transmission following “XXX”. E.g., “EPIC, say
again all after XXX

Disregard Cancel my transmission in progress, or cancel my last
transmission

Figure Numerals will follow, not needed when giving parameter
readouts or time

1 spell I will spell the following phonetically. e.g., “Cislunar, I spell,
Charlie India Sierra Lima, Uniform, November, Alpha,
Romeo”

Word after/before I refer to the word after or before “XXX”

Word(s) Twice

Communications are difficult. Transmit, or I will transmit,
each word, or group twice

Break (break)

1 wish to interrupt a transmission already in progress

On my mark

An event is about to take place. The countdown may start with
10, 5, or 2, but should be one second intervals toward zero
and should end one second after “one” with the word “mark.”
(e.g., “On my mark: 3, 2, 1, mark™)

Read back

Repeat all or the specified portion of my last transmission

Say again

Repeat all or the specified portion of your last transmission

Speak slower

You are talking too fast

Voice loop communication is exercised excessively in various training sessions
with flight controllers. By generating the awareness for the possible disturbances in
communications as described above, the team also started to apply good practices,
which were not taught in the classroom lessons: The short words “on” and “off”
can easily be misunderstood—with potentially dramatic consequences. Hence, those
words are spelled out: “on, O-N”, “off, O-F-F”. The teams repeat important key
information, instead of just replying “I copy” (‘I understand”). This introduced a
kind of end-to-end protection of the information transfer.
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For expected excessive communication with the astronauts, the teams also try
to have a video connection to the space station to have an additional visual
communication channel with non-verbal cues available if required.

All these measures aim to minimize misunderstandings and make errors on that
level more unlikely.

In human spaceflight, the communication with the astronauts on board is deemed
the most critical one. There is a generic rule that all other communication has to be
silenced, whenever “the station calls”.

It is worth to shortly demonstrate the procedure during a space-to-ground commu-
nication, since it shows, how different levels of decision making and communication
interact with each other. We use an example of a call from ISS to the Columbus
Control Center (Col-CC, call sign: “Munich”), see Fig. 8.8. Beside the astronaut

International Space Station Calling

Crew
Munich, Station on S/G1 for experiment

USOC Ops '
USOC OPS here r

EUROCOM
Go ahead, Frank

Crew
Am | go to start the centrifuge removal?

USOC Ops
They are go, Columbus Flight r

Columbus Flight
EUROCOM, you are go r

EUROCOM
You have a go

USOC Ops
Good words r

Crew
Copy, we are go.

| S/G 1 voice loop | COLFD 1 voice loop

Fig. 8.8 Example of a communication with ISS on voice communication channel “S/G1” and
accompanying conversations on other loops
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“Frank”, there is the EUROCOM involved, which serves as crew communicator.
The EUROCOM is usually an astronaut or an astronaut trainer, i.e., a person which
is well known to the crew. In this example, the Columbus flight director is a silent
listener; since parts of the communication are done on his voice loop (“COL FD 17),
he could however intervene at any time (further details on the setup see Kuch and
Sabath 2008).

Two different voice loops are involved in this example: A space-to-ground loop
is generically monitored by everyone. For the crew, this is usually the only voice
loop accessible to them. The voice loop of the Columbus flight director is available
to the entire Columbus project and is monitored by all operational parties of it, but
it is neither available at the other ISS control centers nor to the crew.

Astronaut “Frank” initiates the call to ground on the space-to-ground voice
channel “S/G 1”. Since the entire team is obliged to monitor the space-to-ground
loops, they are aware of the crew call. Since the astronaut already indicates, that the
subject of his call is related to the payload “Experiment”, the responsible payload
expert (called USOC OPS) is informing COL FD that he/she is listening. This is done
on the “COL FD 1” voice loop, which indicates that the attached payload center is
ready for the crew call. Since everyone’s awareness is given, EUROCOM can now
reply to the crew and asks him to continue. The astronaut’s question about the start
of the centrifuge removal cannot be answered by Col-CC itself, since the experts are
with the payload control center. Hence, the go/no-go-decision is done there and is
relayed by USOC OPS to the Columbus flight director on his voice loop. Since the
flight director has the final authority for the crew communication, the answer to the
crew question needs to be formally approved by him, then EUROCOM can imme-
diately go “on air”. As an additional handshake mechanism, the technical expert at
the payload center confirms (“‘good words”) the answer provided by EUROCOM
to the crew for general awareness on the “COL FD 1” voice loop. In this example,
the answer to the crew was trivial, but for non-trivial items to be communicated
it is of crucial importance, that the words of EUROCOM directed to the crew are
checked and confirmed by the experts: Since EUROCOM is usually not a subject
matter specialist, his mental model of what the answer is about could be wrong—and
by his rephrasing he could then convey wrong information.

For the communication, also non-verbal aspects like eye contact, gestures, etc.
have to be considered. They are elementary to human communication and also help
for making crew calls more efficient if all participants are in one control room. The
example shows different mechanism which are put into place to ensure that distortions
in conversations are avoided or at least unveiled.

8.4.5 Monitoring System

Situational awareness in spaceflight operations is usually dependent on the data,
which comes from space. When only abstract data like telemetry is available, it is
not easy to get an idea of the situation on board. Hence, the tools which display
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or process these data need to support the process of mental model generation in an
optimal way.

To date, the algorithms used here are not too complex, but there are projects which
increase the tool-based support for the flight control team. For example, ATHMoS
(Automated Telemetry Health Monitoring System) (O’Meara et al. 2016) was devel-
oped at GSOC using outlier detection and machine learning. The tool gives early indi-
cations of future anomalous behavior of telemetry parameters using past telemetry
data and therefore supports the flight controller in grasping the situation on board.

The current telemetry display systems allow a customization of telemetry pages.
They can be set up with different focus. It was already mentioned above, that
procedure-focused displays support well the execution of flight procedures. The
displays can be organized on subsystem level of the spacecraft, they can include
graphical elements to allow an easier orientation for the user.

It is quite common to have overview pages, which contain high-level telemetry
items and allow to navigate to more detailed pages for in-depth investigations.

In many cases, there are hard and soft limits for each telemetry item defined in
the mission database (or even limits for the change rate of the item). The telemetry
visualization is then enriched with a check against these limits and corresponding
coloring of the telemetry item in case of a limit violation. It is also helpful to logically
group limit checks of multiple telemetry items into additional status parameters. If
this is done iteratively, the spacecraft’s health status can be displayed via a few
“summary alarms”. If one of those indicates an alarm, the flight controller can then
navigate along the “alarming chain” down to the telemetry item which initially went
out of limit.

8.4.6 Commanding and Command Error Data Base

One prominent manifestation of errors made by the flight control teams are
commands, which were sent erroneously.

In most cases, the negative effect is minor. However, the important step is not to
lose the chance to learn from them. A first step towards this goal is the implementation
of a command error database.

This database is only focusing on the human factor part of command errors on
console, independently of any technical implication of the failure, which is handled
via the standard anomaly handling processes.

The error handling culture is important for a successful use of such a tool. In
spaceflight operations it should be clear to all parties on console, that no one is
blamed for errors. Everybody accepts, that errors are happening as part of human
work and is interested to minimize the effect. The quicker an error is reported and
the more open potential impacts are discussed, the easier it gets to keep control on
the operations. Nevertheless, the collection of errors in a database needs to be done
with care. Confidentiality is needed for the database which is read-access restricted
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to key personnel—ideally, even the names of the flight controllers are not archived,
but of course with a shift plan it is easy to reconstruct.

It must be clear that the only goal of the analysis of the errors is to improve
the operational handling and be able to identify error patterns, both not linked to
individuals.

A few control centers have set up such databases (Harris and Simpson 2016).
Here some details of the command error database which was set up at GSOC for the
Columbus project.

In the command error entry fields, contributing factors are requested from the oper-
ator. These are e.g. rushed, distracted, lost situational awareness, display problem.
This information allows analysis when a reasonable set of data is collected.

The goal is to derive potential patterns from the command errors which happened.
This could be week days (more errors on Mondays?), shifts (more errors during
night shifts?), specific procedures (“easy” procedures or “complicated” procedures),
specific periods (handovers, afternoons, biorhythm cycles, etc.). As a consequence,
countermeasures could be considered and implemented.

8.4.7 Training and Simulations

Training and simulations are imperative elements in improving the team performance
of a flight control team and in mitigating the risk of human failures with critical or
catastrophic result.

In didactics, the learning objectives are clustered into three major domains (Bloom
et al. 1956): The typical technical training is covered by the cognitive domain, prac-
tical skills are taught in the psychomotoric domain, and if the goal of training is a
change in the mindset or the value system, we talk about the affective domain.

It is important to introduce CRM to the flight controllers not only in the cognitive
domain: Here, the required knowledge is provided how to counteract human failures
in the different areas which were discussed above. Also, the psychomotoric domain
has to be addressed: The flight controllers need to learn the practical techniques (e.g.,
voice loop communications).

Equally important is the effect on the affective domain: The flight controllers need
to acknowledge, that human errors will happen and that they can lead to dangerous
situations and actions to protect against such failures. In fact, this attitude is one of
the most important non-technical skills of a good flight controller.

An introductory CRM training can be conducted as a dedicated course and is now
established in many large control centers.

For example, NASA has a well-established course (O’Keefe 2008; Pruyn and
Sterling 2006). Also for the Columbus Control Center, a course on human behavior
and performance is provided (Uhlig et al. 2011).

An excellent possibility to practice the various CRM aspects discussed before,
are simulations, which are used for exercising the team work (Uhlig et al. 2012).
Simulations are executing an ops-like scenario in its typical operations context. A
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flight control team is working on console with their operational tools, which are
connected to a simulator or an engineering model of the flight segment. A dedicated
timeline containing a scenario, which was selected according to the learning objec-
tives of the simulation, is executed and corresponding failure scenarios are inserted
by a simulation coordinator.

By that, communications by using voice loops, situational awareness and decision
making by nominal and off-nominal situations can be trained. A dedicated instructor
team monitors the performance of individuals and teams and provides feedback, so
that all participants learn from the simulation cases.

8.5 Standardization

In the last years, it was commonly acknowledged that the consideration of the human
factor in space operations is an essential component of a successful spaceflight
program.

For the ISS project, a dedicated competency model (Bessone et al. 2008) was
developed and is now applied at all major control centers for the International Space
Station.

More generically, ESA has initiated a Human Dependability Initiative (HUDEP)
for the exchange on human dependability topics. Participating parties are space agen-
cies and control centers, universities, space industries as well as other organizations
acting in high reliability environments, e.g., nuclear power plant operators.

Therefore, the HUDEDP initiative looks at technical systems and projects with the
aspect of humans in the loop. This includes project participants from design and
test phase, production and maintenance, up to operators and users. The aim is to
ensure exchange experiences between all involved parties with the goal to improve
spacecraft design, manufacturing and operations.

As aresult of the initiative, a Human Dependability Handbook (2015) was devel-
oped. It is published as part of the ECSS framework and provides best practices for
implementing human dependability concepts in spaceflight. The scope is wider than
the operational phase of a mission. It aims to extend the view on all project phases
of a spaceflight mission.

The handbook provides a familiarization on human dependability aspects and
discusses human performance principles. In detail the handbook covers:

e Principles of human dependability, i.e., human dependability concept and human
role in the system

e Human dependability processes, covering human error analysis, human error
reporting and investigation

e Implementation of human dependability in the system life cycle

For the last bullet, a systematic approach for the implementation of human depend-
ability in a system life cycle was analyzed. All typical project phases A until F (see
Fig. 4.1 ECSS phase model) are considered with this view, including concept and
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design definition until operations. For each phase, human dependability activities are
described in detail with specific items for objective, inputs, tasks and outputs.

8.6 Conclusion

In this chapter we have discussed various aspects of human dependability in high
reliability environments. It is an important factor for sustainable success, especially
in complex and demanding situations.

Crew resource management (CRM) deals with the interactions within a team.
Hence, it is of major importance for the set of flight controllers which runs opera-
tions in a control room. Therefore, the principles of CRM are applied in spacecraft
operations, both for manned and unmanned spaceflight: Communication is a key
success element within a team. It was demonstrated how verbal and written commu-
nication can support operations in an optimum way. It is crucial for a flight control
team to be aware of the situation at any given point of the mission and to ensure, that a
common mental model of the situation on board is shared between the team members.
A fast and structured way of decision making is required, the corresponding hierar-
chical structures need to be established and corresponding processes and supporting
products need to be in place. Last but not least, teamwork and good leadership skills
of the flight director are of major importance.

The CRM principles need to be respected in project preparation with focus on ops
products generation, and exercised during training sessions. The goal is to reduce
the risks on console during operations.

By taking CRM topics serious in all project phases, the human factor can be turned
from being a risk to becoming a significant gain.
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Marcin Gnat and Michael Schmidhuber

Abstract In this chapter we deal with different aspects of the design of a control
center. First, the necessary infrastructure is analyzed. Then, the design of the local
control center network is examined, followed by the required software. Various
aspects of the design for the facility itself (the building), various office and operational
subsystems, and IT hardware are discussed.

9.1 Introduction

This chapter describes the design aspects of a typical mission control center (MCC).
The German Space Operations Center (GSOC) is used as an example.

The mission control center is, as the name suggests, the fundamental facility of a
space mission. Itis the central point where all data and management information about
the spacecraft is collected (Fig. 9.1). This data is received, reviewed and processed,
decisions are made, and in the event of an emergency, the appropriate procedures are
performed to restore the mission to nominal conditions. The operation of the MCC
is determined by its design, which defines its capabilities, flexibility and robustness.
The operation of the MCC is also defined by the staff, primarily the flight operations
team, but also by all staff responsible for interfaces and infrastructure. Finally, the
design of the MCC must meet customer requirements and provide a safe environment
for spacecraft operations. Therefore, this includes not only purely technical solutions,
but also the respective environment for the people working there.

A so-called multi-mission operations concept enables greater operational flex-
ibility and easier allocation of new missions. The decision whether the MCC is
designed as multi-mission or single-mission should be made early in the design
process, as it has far-reaching effects on the overall design, especially on the IT
infrastructure and the network. The operational concept (multi-mission or single-
mission) has also a major impact on the assignment of personnel, especially the
mission operation teams.
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Fig. 9.1 Position of the mission control center in the ground segment

Our focus here is on a multi-mission environment based on the GSOC design.
A multi-mission design is usually more complex, which is the price of greater
flexibility. However, there are also some situations where a multi-mission design
is not appropriate. Simultaneous operations of missions with little or no similarity
(e.g. due to different requirements, security aspects) cannot be easily combined in a
multi-mission environment. For example, it would be difficult to integrate a scientific
mission where data is more or less publicly available, with a military mission with
very stringent security requirements.

9.2 Infrastructure

The first task in planning the infrastructure is identifying a suitable location for the
control center building. Several important aspects have to be taken into account:
Unfavorable geological conditions should be considered, e.g., geologically unsafe
zones (earthquakes) and areas with frequent flooding should be avoided if possible.
Appropriate measures should be taken to make the control center less vulnerable to
natural or technical conditions. This can be achieved, for example, through a concept
of redundancy at various levels. A redundant power supply is essential. Uninterrupt-
ible power supplies (UPS) can provide constant power to all MCC systems during
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short power outages or fill a time gap until diesel generators start up. The latter
can also provide power for several days. A fully independent backup control center
provides maximum redundancy, especially when set up with site diversity in mind.
This can range from a separate building providing redundancy in the event of locally
concentrated failures, such as a building fire, to a remote location that provides redun-
dancy even in the case of large catastrophic events, such as floods, earthquakes and
the like.

In terms of redundancy in the communications infrastructure, it is useful if the
control center is located near a major urban center with multiple independent connec-
tions to the telecommunications networks. A separate communication antenna on the
MCC provides additional independence in case the terrestrial communication lines
are interrupted.

The maintenance aspect is also important. Occasionally, it is necessary to replace
parts of the equipment like e.g. hard disks, switches, workstations. In most cases, this
can be done without affecting operation, but sometimes it is necessary to shut down
parts or even the entire MCC. In such a case, planning and coordination is essential.
Affected projects need to be informed, maintenance work carefully planned, and
backup solutions discussed (e.g. the question, what happens if maintenance takes
longer than planned or is unsuccessful). In addition, it should be noted that some
equipment can experience significant degradation if its power is repeatedly turned
on and off. Many electronic devices are very sensitive to such power cycling. This
power interruptions could result in damage to the unit, which has to be repaired by the
original maintenance activity. It should also be remembered that cable ducts should
be adequately sized when the building is constructed. They should also provide good
access for maintenance and expansion work. Finally, things like the sizing of room:s,
doors or elevators should also be well planned, because it may well be that the
computer racks need to be moved more often than originally expected, especially
when the hardware is renewed for the first time.

The MCC facility must meet security standards defined by law, company guide-
lines and project requirements. An access control system includes the basic technical
infrastructure (such as security doors, door key management, corresponding locking
policies) as well as more complex elements such as access terminals (with key cards)
with corresponding key card management, surveillance cameras in critical rooms and
corridors, and alarm systems (intrusion alarm). In addition, security personnel must
be available on site at all times. Depending on the characteristics of the projects in
the facility, more or less strict visitor control may be implemented. Typically, visi-
tors will not have access to the network and data processing facilities at all, while
conference or exhibition areas with satellite replicas on display can be treated as
low-security zones.

The facility must be equipped and maintained for the safety of personnel. This
includes emergency exits and signage, fire and smoke alarms (possibly connected
to the local fire brigade) and various types of fire extinguishing systems. The latter
may be essential, especially for larger computer or UPS systems. A central fire
extinguishing system may be installed (e.g. using argon inert gas extinguishing or
similar systems to prevent damage to the equipment). Finally, fire procedures must
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be developed and prepared. Especially in case of spacecraft operations, procedures
must be precise and should clearly define under what circumstances the control room
must be evacuated, when and if running systems should be shut down, and how they
are subsequently restored.

9.2.1 Control Rooms

The control rooms are the heart of the MCC. Depending on available resources and
needs, there may be multiple control rooms. They may vary in size and serve different
purposes. They may be assigned to certain space missions permanently or only for
specific phases of a mission such as a launch and early orbit phase (LEOP). Most
control rooms will be equipped with air conditioning, not only for human comfort but
also for computer hardware. As mentioned earlier, the room must be equipped with
emergency exits and provide adequate space for the operating team and additional
equipment such as printers, voice and video systems. A copy machine must also be
available, but possibly outside the control room itself, as it generates significant noise
that may not be desirable inside.

Control rooms should allow for changes in configuration, as space missions may
change the layout of control rooms during their operational life. This requires forward
planning of elements, such as cabling for network, telephone, voice and power.
One of the possible solutions here is a flexible design that takes advantage of the
high-capacity network backbone, remote desktop and virtualization. These include
hosting virtual machines for multiple projects in the data center, services that enable
the deployment of new or cloning of existing virtual machines, load balancing and
automated redundancy switching for project systems. In addition, network connec-
tivity is to be established between all control rooms and the data center, including
services such as project separation or access control for specific user groups. Finally,
the consoles are all identical and allow only remote desktop connection (no local
applications). This can be implemented through desktop PCs or zero clients.

The structure of the control rooms described above simplifies many mainte-
nance tasks. Maintenance can also be carried out in parallel with operation without
disturbing the actual projects. The advantages can be considered here, but there
are also some additional points to consider: The high flexibility and the availability
require more detailed planning in order to manage the resources wisely and reach
the best cost-benefit ratio. The multi-mission concept also requires a rethinking of
the use of control rooms, as they can no longer be occupied exclusively by individual
projects.

Consoles should have enough space for work, both digital and traditional, for
conventional tasks such as taking notes or viewing documentation. Telephone and
voice system should have their place, as well as—indispensable today—several moni-
tors for displaying different systems. Not to be neglected is a comfortable seat, as
the operator may be expected to spend the entire shift from eight to ten hours on it.
Consoles usually require access not only to the operational systems, but also to the
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office network (for e-mail, documentation) and the internet [e.g. to allow represen-
tatives of the satellite manufacturer or customers to access their company network
via virtual private network (VPN)].

Facilities such as restrooms or the coffee kitchen should be located near to the
control room to minimize the time spacecraft operators must spend outside the control
room.

In addition to the central control rooms for the spacecraft, there are several other
rooms that are typically needed during operations. The flight dynamics team typically
has its own control room for the LEOP phase to coordinate closely with the flight
team and exchange data products quickly. The network and system control room
is a communications facility that connects all incoming and outgoing connections
to and from the MCC and provides voice communication with the outside world
for monitoring and coordinating the ground station network or other key external
operational interfaces. Satellite manufacturers or customers may also require special
rooms where they can conduct important offline activities in close proximity to
mission operations. These rooms may require special access control as well as specific
network connections that allow access to either the internet or the operations network.

9.2.2 Public Space in the Control Center

Space missions can attract a lot of public attention, but this should not interfere with
operations. Visitor areas with large glass windows allow a direct view into the control
room and give a sense of spacecraft operations. For situations or missions that do not
want to be publicly visible, it should be possible to cover the windows with blinds
or a similar solution (see Fig. 9.2).

Control centers require sufficient office space for both their own staffs and their
guests. Depending on the orientation of the control center, different approaches can
be taken to the design of areas for public access, exhibition, and catering. Many
facilities for military or communications purposes will require only relatively small
exhibition and catering areas. Large national control centers that conduct LEOPs and
many public relation activities will require large areas for interested members of the
public, as well as press and meeting rooms and catering for visitors. Space missions
are still on the cutting edge of technology and fascinate many people. A control
center provides a unique opportunity to generate public interest in space missions
and technologies. It should therefore provide appropriate resources to inform and
educate the public.
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Fig. 9.2 Control room at the German Space Operations Center (GSOC)

9.2.3 Server Rooms and Computer Hardware

Before we look at the network in more detail in the next chapter, let’s briefly review
some other subsystems and elements that are no less important but are not as much
in focus here.

The server room or data center is equipped with server, routing and switching
facilities. When designing the system, special attention must be paid to the servers,
since their reliability, flexibility, and capacity are largely determined by the effort
required to maintain and expand the system. Until recently, the design was determined
by the use of powerful servers. However, this concept was not very flexible; a defective
element of the server caused its total failure and the restoration of full operation took
a very long time.

With increasing flexibility and redundancy requirements (combined with the
increase in the number of servers), the focus shifted to so-called blade servers. They
can be tightly packed and support the growth of applications. At the same time, they
offer backup options and easy replacement of defective modules. Currently, however,
virtualization is the trend. Virtualized application servers are even easier to maintain.
They can be seen as a single available space for computing and storage resources that
can be used very flexibly. In the days when physical servers were used, running ten
applications meant having 20 physical servers (including backup). However, the same
situation in a virtualized environment requires only two physical machines (prime
and backup), each hosting ten virtual applications. The decision of which technology
to use must be made on a case-by-case basis. Each technology has its advantages and
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disadvantages. For example, virtualization, with all its advantages, is not very suit-
able for applications with high network traffic since a single physical port of server
hardware must be shared. However, the virtualization principle is a prerequisite to
further improve the maintainability of control room hardware (control consoles).
This is achieved by using thin-client terminals. Since these thin-client terminals do
not contain any local hard disks or other moving parts, their reliability and expected
service life are significantly higher than those of conventional PCs.

Other benefits include lower power consumption and heat dissipation, which in
turn results in significantly lower cost for providing adequate air conditioning for the
computer hardware.

Data storage is also an important issue. For most office applications, hard drives
from office computers and possibly network attached storages (NAS) may be suffi-
cient. Spacecraft data and documentation requires a different approach, as security,
continuity, and collaboration issues must be addressed. Again, several solutions can
be considered, ranging from high-capacity NAS-like storage, to storage area network
(SAN) for short- and long-term storage, to data safes and long-term archives (in the
form of magnetic tapes with automatic update mechanisms). The latest developments
in cloud systems and cloud storage can be useful here, and while they may not be
suitable for all projects, they can be a real asset for some.

9.3 Control Center Network

In this chapter, we will look at the design, security and maintenance aspects of
the control center local area network (LAN). The computer network is the back-
bone that connects all subsystems within the MCC. It is the connecting element that
simultaneously protects certain systems from unauthorized access.

9.3.1 Network Topologies

Figure 9.3 shows the concept of the network connection between the control center
and the ground station. Two separate paths can be identified, each tailored to their
specific requirements. On the left is the so-called office path, which connects the
office LANs of the control center and the ground station (e.g. to allow teams at both
sites to exchange documents). This connection is realized with the help of a VPN
over the campus network. On the other hand, there is a highly reliable, redundant
synchronous digital hierarchy (SDH) connection for the real-time satellite data that
links the operational LANs of both sites. The same data router also covers the multi-
plexed voice over IP (VoIP) traffic on the data link to provide highly reliable voice
communication for MCC and ground station operators. The above example shows
that there are two independent network branches, the office LAN and the opera-
tions LAN. This separation is also implemented in the network structure within the
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Fig. 9.3 Example of connections between control center and ground station

control center itself. It reflects the solution introduced to meet the security require-
ments. The operational LAN (also called OPS-LAN) is the highly secure network
area. It is physically separated from other networks and only accessible from outside
to a very limited extent. File transfers are only allowed through certain file transfer
protocol (FTP) servers in the so-called demilitarized zone (DMZ), and real-time
connections from ground stations are also only allowed through a firewall to trusted
sites with similar high-security operational networks. The aforementioned DMZ is
the typical partition between different LANSs. It consists of another network section
with two access points protected by firewalls. DMZs typically contain only firewalls
and FTP servers, but in case of a specific purpose, the outermost DMZ may also
contain an application server to provide certain MCC services to the outside.

In modern control centers, where a variety of services are made available to
external users, this functionality can become a very serious matter. The Office-LAN
is a typical part of the network used in MCC offices and is intended for general office
work such as viewing and editing documentation and accessing e-mail. The office
LAN has internet access, but this functionality is restricted (for example, the internet
can be accessed from the office LAN, but the Office-LAN is not accessible from the
internet, so it is only one-way access). The Office-LAN is managed; only registered
devices are allowed to access the network and IP addresses are maintained centrally
by the MCC network administrator.

Another network shown in the following figures is the so-called ops-support-
LAN. This is not necessarily needed for every control center, but contains some
supporting systems that require a little more access to the outside world, but are
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also very important for the operational system (i.e., to provide command files). In
the following example, the ops-support-LAN contains flight dynamics and mission
planning systems.

Each area has its own service and security segments that host proxies, virus scan-
ners, and authentication, name, time, and file servers. Clients cannot open direct
connections to hosts outside their LAN area; connections can only be made through
the proxies in the service segment. These proxies are directly connected to the virus
scanners in the DMZs, where incoming and outgoing traffic is scanned.

Figure 9.4 shows an example of an MCC network. The real-time TM/TC connec-
tions with the ground stations and external partners are shown in the figure below
(OPS-LAN). Important operational files are also transported on these network inter-
faces. To transfer a file from the OPS-LAN to an external customer over the internet,
it must pass through several firewalls and DMZs before being made available on an
FTP server in the outermost DMZ. This may be quite cumbersome, but it is important
for security purposes.

9.3.2 Network Technologies

The MCC network is based on the TCP/IP protocol and the underlying Ethernet.
The type of cabling depends on the resources available, but in principle fiber optic
cabling offers greater potential for future expansion and is also an important factor in
preventing unauthorized eavesdropping. Typically, it also offers higher bandwidths
and therefore higher data rates, so future upgrades only require replacing equipment
such as routers or switches. Replacing the cabling itself, on the other hand, is very
expensive and can require a great deal of effort. Devices with interfaces for fiber optic
cabling are also usually much more expensive than conventional cables. Therefore, it
can make sense to implement a hybrid solution for office equipment (PCs or laptops)
with fiber optic between large hubs and connections to end users via copper cables.

As already mentioned, the control center network forms the backbone of all oper-
ating systems and is strictly operation-critical. This requires the appropriate support
from specialist personnel. Depending on the size of the control center and thus also
of the network and the projects supported, it may be necessary for the corresponding
network support personnel to be permanently available, either through shift work or
on-call duty.

Another aspect of the network is its maintenance. In many cases, it will be possible
to perform maintenance with minimal or no impact on ongoing operations. This can
be the case, for example, when equipment needs to be replaced. This can be done
in the time between two satellite passes. But even then, and even more if there
is a real impact on operations (e.g. a loss of system availability for a few hours),
proper planning and preparation is required (e.g. backup arrangements, spacecraft
autonomy).

The modern network design pays particular attention to the separation of projects,
virtualization, data center functionality, scalability and flexibility. In the future, the
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system should also be able to form a platform for technologies such as software
defined networking (SDN).

The previous Layer 2 design is now implemented by the Layer 3 design. This
reduces the number of components to be configured and standardizes and auto-
mates various tasks. One important aspect is the establishment of centrally managed
virtual switches (so-called virtual distributed switches or VDS), which replace the
previous local virtual switches on the individual physical servers. The advantage is
that network definitions and properties can be managed and changed centrally instead
of making such changes locally on a large number of systems. In addition, the VDS
offer significantly more options for error analysis and monitoring in the event of a
problem.

9.4 Control Center Software

9.4.1 General

This section presents some prominent examples of specific software used in a
control center. Their generic functionality is explained using specific applications
as example. Standard programs and software packages such as office software and
operating systems are not discussed here.

The software of a control center is specific and often custom-made, although
there are a number of commercial software packages on the market that support
satellite operations. They are usually not cheap, as there is a vast customer base, and
it is always necessary to consider how they fit into the specific environment of the
particular control center and satellite project. The software must not only process
telemetry or perform orbit calculations, but also provide interfaces to other packages
or systems. Some of these interfaces may be proprietary, making it impossible to use
oft-the-shelf products.

The software of the ground station and the control center, and in particular, their
interfaces, can be divided into real-time and offline in analogy to the data flow paths.

Thus, a distinction is made between real-time data flow, which flows from the
spacecraft via the ground station to the MCC, and the file transfer, which transports
large amounts of data in the form of files. The latter are also referred to as “products”.
They contain data such as event forecasts, converted telemetry excerpts, inputs from
external parties, ground station forecasts, etc. They must be exchanged between
internal and external partners. Due to the large number of files, the need for timely
delivery and reliability, most transfers should be automated. They are more or less
asynchronous and not as time-critical as the real-time data stream.

Real-time data are often referred to as “online” and file transfers as “offline”.
The diagram in Fig. 9.5 shows these two types of information flow between ground
segment subsystems. For both types of data flows, there is special software that
generates, processes, transmits, and converts them. Online communication is realized
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Fig. 9.5 Online (solid lines) and offline (dotted lines) data transfers

with four main elements in a chain. The baseband software is usually installed at
the site of the ground station (see Fig. 3.1). It performs basic tasks at the lowest
level, such as frame synchronization, error correction, or time stamping. The service
provider delivers the data from the ground station to the appropriate MCC. Currently,
the Space Link Extension (SLE) is used in most cases and is described in more
detail in Sect. 9.4.2. The service user acts as a counterpart to the ground station
on the MCC side. The SLE application software receives SLE data and provides
it to the monitoring and control system (MCS) in an appropriate format. Finally,
the spacecraft M&C system (also called TM/TC processor) provides the actual data
processing and user interface for the flight controllers.

Offline communication also consists of four components. The generation and
processing systems produce or use files; these systems may also include the MCS
system mentioned above. There are dedicated storage systems that provide both the
necessary hardware and the appropriate data management software. In particular, this
includes all databases necessary for operation. There may be automated file transfer
software. An exemplary implementation, the automated file distribution (AFD) soft-
ware, is described in more detail in Sect. 9.4.3. Since security plays an important role
in expensive and sensitive satellite missions, firewalls and virus scanner software are
also used.
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9.4.2 Space Link Extension Gateway System

Special communication links must be used to ensure reliable communication with
ground stations, some of which are located far away. This includes the communication
lines that must be ordered and leased, e.g. dedicated lines with very small aperture
terminals (VSAT). In most cases, commercially available lines are being used. Proto-
cols tailored to the specifics of space missions must also be used. One commonly
used protocol is Space Link Extension (SLE). SLE is a standard according to the
Consultative Committee for Space Data Systems (CCSDS) and is widely adopted
by agencies and companies operating ground stations as it provides good interoper-
ability. Unlike previous solutions, it can provide cross-support without the need to
customize interfaces for each mission and customer. SLE is based on a client-server
architecture and enables the transmission of telecommands and telemetry, which are
encapsulated in SLE packets and therefore can be transported over the wide area
network (WAN) (Fig. 9.6).

As already mentioned, the SLE is server-client based. The role of the server is
taken over by the so-called SLE service provider. The service provider is located
at the ground station and provides the services associated with that station upon
request. These services are called forward command link transfer units (FCLTU)
for telecommand and return channel frames (RCF) or return all frames (RAF) for
telemetry. These services are described in detail in the relevant CCSDS standards
(see Table 10.2 in the next chapter).

The SLE user is located in the control center on the opposite side of the network.
It manages the above services, performs all necessary protocol conversions and acts
as an interface to the satellite monitoring and control (M&C) system. For example,
GSOC uses the SLE switch board (SSB), which is capable of receiving telemetry
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Fig. 9.6 Communication between the ground station and the mission control center over a WAN
can be accomplished with the SLE gateway. For this purpose, the ground station equipment and
software such as the RF and baseband connect to the SLE service provider connected over the
network, and its equipment connects to the SLE user on the MCC side, which in turn connects to
the MCC software and hardware such as the monitoring and control software
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flows from different stations in parallel and sending them to different MCS instances.
Alternatively, it receives telecommands from the MCS software, converts them to
SLE format, and sends them to the appropriate station.

9.4.3 File Distribution Subsystem

File distribution is a key element in the offline communication described above.
GSOC uses the automated file distributor (AFD), an open source tool developed
by the German Weather Service and being commonly used in various areas. This
system is used by all GSOC satellite projects. The system is in a multi-mission
environment, so each project defines its own file transfer matrix that serves as input
for the AFD configuration. The matrix defines what type of files are to be transferred,
from where to where, and how often. Once the configuration is activated, the AFD
system starts monitoring the defined directories and performs the transfer completely
autonomously. AFD is particularly useful for complex network structures, as shown
in Fig. 9.7 for the three LANs used at GSOC.

9.4.4 Spacecraft Monitoring and Control System

As stated above, the spacecraft M&C software package is tasked with the receiving
and unpacking the telemetry, processing and displaying the data, processing and
encoding the telecommands, and sending them out through its interfaces. It is the
central software component used by the flight operations team in the control room
of the control center.

In many cases, it is a monolithic application, but designs with separate components
for different tasks are also in use. Over the past few decades, a number of different
systems have been developed and are available on the market. In the field of M&C
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systems, there are now efforts to standardize them. The European Space Agency
(ESA), for example, has just commissioned the development of a European Ground
Systems Common Core (EGS-CC).

In many control centers and especially in LEOP operations, the mission data
must be available at different workplaces at the same time. Therefore, a server/client
functionality is usually included.

As shown in Fig. 9.8, there are two basic data flow paths in an M&C system.
On both paths, dedicated interfaces are needed to establish communication with
the data user interface, which in turn ensures the connection with the ground station.
Telecommands, usually grouped in the so-called command stacks, must be processed
until they can be sent out over the interface: They have to be encoded and packetized.
On the other hand, incoming telemetry must also be processed by the monitoring and
control system: The packets must be “opened” and their content must be mapped
to the original parameters. This raw telemetry cannot yet be efficiently represented
to the flight controllers, since it is only a bit pattern that must be first calibrated to
appear, for example, as meaningful physical values such as temperatures or currents.

Finally, there is the possibility to perform an automatic threshold check of selected
telemetry parameters: Their values are compared with predefined thresholds, and in
some cases more sophisticated mathematical operations are performed. The result
of this check can be either just the corresponding telemetry item highlighted on the
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Fig. 9.8 The functional components of a typical monitoring and control system (MCS). Two data
streams can be distinguished: Coming from the ground station, some processing steps are necessary
before data can be displayed on a telemetry client. After reception at the interface of the MCS,
the telemetry packets have to be unpacked, the content calibrated and appropriate limit checks
performed. In the opposite way, the telecommands of the so-called command stacks have to be
coded, packets generated and finally sent via a defined transmission interface. Other essential
components are also listed
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display, an alarm for the flight controller, or even an automated, defined response
from the system.

The central component of the M&C that enables all the processing described
above is the spacecraft’s database, also called mission information base (MIB). It
contains the definition of the telemetry and the telecommand streams, the calibration
information, and the limit definition. Although most M&C systems are developed
along standards and intended for use in all types of missions, it usually requires some
effort to customize the software for each mission. Ultimately, M&C must reflect
the capabilities of the spacecraft’s onboard data handling system, as described in
Chap. 19.

After the spacecraft is acquired, the satellite begins transmitting telemetry and the
ground station antenna receives it. The ground station performs demodulation and
decoding; initial error checks and possibly error correction are applied to the data
stream. All received data is stored locally in either short-term or long-term archives
(depending on the ground station and its capabilities). Furthermore, the data stream
is made available to the MCC via the WAN interface. There, the data is received,
further decoded, further error correction is performed, and finally every part of the
current telemetry is processed, analyzed, stored, and a portion of it is displayed on
the spacecraft operators’ console for direct viewing.

Commands for the spacecraft go in the opposite direction. Unlike telemetry, which
streams almost continuously during contact and often contains redundant or repet-
itive information, commands are sent only using special operating procedures, as
described in detail in Chap. 5. Telecommands are sent from the M&C System in the
MCC, packed into appropriate transmission protocols and transmitted over WAN to
the ground station. In the meantime, the ground station must have established the
uplink, which is defined as a stable radio connection with spacecraft. During this
time, the ground antenna transmits and the spacecraft antenna receives. To compen-
sate for frequency fluctuations caused by the Doppler effect, a sweep must often be
performed.

The telecommand packets coming from the MCC are modulated to the carrier
frequency and radiated toward the satellite.

For more details about the MCS software components, please refer to Chap. 12.

9.5 Outlook

Although the basic function of control centers is the same and remains constant
over time, their design depends on evolves with the requirements of the missions for
which they are responsible. Some design principles have been maintained since the
beginning and are found throughout the world, while new requirements emerge with
new technologies. In this way, most control centers are unique.

Cloud systems are designed to be available anywhere, anytime. This has a huge
impact on the concept of operations. With processing resources available as a service,
you can have virtually unlimited amounts of them and scale as needed. Operators



9 Design and Operation of Control Centers 179

could work from home, sub-system engineers would not need to be physically present
during on-call shifts, and the mission management would have 24/7 access to all rele-
vant information. Facilities would be more or less redundant. Essentially, spacecraft
operations would take place in a completely virtual environment, much like in a
multiplayer online game.

The main technologies (virtualization, containers, etc.) are already known and
in use, but scalability can be a problem for government agencies. Large companies
such as Google or Amazon have a lot of experience in this area, while agencies
would have to make significant efforts to achieve the possibilities of a seamlessly
expanding computing capacity while being transparent about the changes to users.
And so, one option for agencies would be to use commercial capacities either in
whole or in part. This is likely the most cost-effective solution. There are still many
questions regarding actual data governance, ownership and security that still need to
be resolved for each individual need and situation.
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Chapter 10 ®)
Ground Station Network Creck for

Marcin Gnat

Abstract The ground station network (GSN) plays a major role in space missions.
It establishes links with the spacecraft and with other control centers, supports
specific characteristics of the spacecraft and provides the functionality and safety
of the mission. By its nature, GSN participates in cross-support activities between
different organizations and agencies. The GSN comprises several functional aspects,
the communication path between the control center and the ground stations (online
data transport, offline data, voice), the management of the stations and their antennas
as well as coordination tasks and station scheduling.

10.1 Introduction

The communication with the spacecraft as an essential part of the spacecraft’s opera-
tion is mainly characterized by receiving telemetry (TM), transmitting telecommands
(TC) and tracking. Optimizing the communication link can significantly increase the
operability, the outcome and last but not least the safety of the mission. E.g., the
contact time can be increased, usually by introducing additional ground stations
into the network and selecting optimally placed stations. For some missions (such
as LANDSAT, SILEX and Sentinel) the use of one or multiple geostationary relay
satellites is a viable option. A well-known service here is the TDRS (Tracking and
Data Relay Satellites) program (Stampfl and Jones 1970), which supported already
the early Space Shuttle flights and is still the backbone of communications in the ISS
project. In the meantime, more and more relay satellites are available, and the market
is growing—the European Data Relay System (EDRS) features even terminals for
optical communications (Bohmer et al. 2012).

The launch and early orbit phase (LEOP) is a particular case, since several critical
tasks depend on a safely established contact—via a connection which is set up for
the first time in the life of a spacecraft. Here, GSN has the task of shortening the time
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from the separation of the spacecraft from the launcher to the first acquisition. The
initial acquisition station must carry out the first tracking of the satellite to allow an
accurate orbit determination, and it needs to receive telemetry in order to assess the
condition of the spacecraft after launch. When time permits or if it is required, the
first station also performs an uplink to allow time-critical operations such as attitude
setting into Sun-pointing mode or unfolding solar panels.

10.2 Station Selection

When designing the GSN, several technical properties, parameters and requirements
must be considered. They are usually provided in the form of the Space to Ground
Interface Control Document, while some others can be found in the spacecraft design
and requirements documents.

The analysis begins with the main mission feature, the orbit. Based on the
knowledge about the position and speed of the satellite during the mission phases,
we can decide which ground stations potentially can be used depending on their
geographical location (see also Sect. 13.3). For Earth-bound missions, the orbit type
may change during LEOP, but remains stable during the routine phase. Orbit types
are categorized according to altitude (or, in other words, distance from Earth), the
inclination of the orbital plane to the Earth equator, and the shape of the orbit path.

The majority of the satellites are in circular orbits. We distinguish between low
Earth orbit (LEO) with altitudes of up to 1,000 km, geostationary Earth orbit (GEO)
with about 36,000 km and everything in between, called medium Earth orbits (MEO).
The orbits can have different inclinations, with GEO usually at zero degrees, many
LEOs in polar orbit close to 90° and all other satellites somewhere in between.

And so, the spacecraft flying in LEO with an inclination of about 55° can only
be contacted by stations located at a latitude on Earth, which is smaller than that
value. Therefore there is clear dependence between spacecraft orbit inclination and
selection of the ground stations.

Polar stations are of major importance for Earth observation missions in polar
orbits, since they principally allow communication within practically every orbit (see
Fig. 10.1) for an example ground station network supporting polar orbits). However,
they cannot be used for missions with low inclinations such as GEO. In such a case,
the ground antennas must be ideally distributed along the equator (Fig. 10.2).

Other Earth-bound satellites are on highly elliptical (= eccentric) orbits. The
significant changes in altitude, ranging from very low (only about 100 km) up to
60,000 km (far beyond GEO) result in a wide variety of spacecraft velocities. The
reason to choose such an orbit can be a transfer phase between different orbits (e.g.,
geostationary transfer orbit, GTO), a footprint optimized for a specific region of the
Earth from the ground (e.g., Molniya type orbits) or scientific requirements.

The GSN must be carefully adjusted to the mission. With highly elliptical orbits,
a spacecraft is visible in apogee for many ground stations over a long period of time
(hours); however, the signal strength is significantly decreased. At perigee, on the
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Fig. 10.1 Typical LEOP ground station network for LEO Spacecraft. The ground track of the
spacecraft is depicted as well as the footprint of the involved ground stations
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Fig. 10.2 Typical LEOP ground station network for GEO Spacecraft in GTO. The ground track of
the spacecraft is depicted as well as the footprint of the involved ground stations

other hand, the spacecraft will be at a very low altitude with extreme speed. The
resulting antenna tracking speed is very high and excludes most antennas.
Missions to the Moon, Mars or further in space are called deep space missions,
the spaceship is no longer orbiting the Earth. Due to the large distances and the weak
signals, the required antennas are larger in diameter to achieve the required signal
sensitivity. For such antennas, a high tracking speed is no longer a design requirement,
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as the target is quasi-stationary in the sky and its movement is dominated by the
Earth’s rotation speed (Figs. 10.1 and 10.2).

There are also a bunch of technical parameters, which may also influence the
station selection. Most of them are known from basic antenna theory and can be
found in respective literature, thus we just list them here for completeness:

Equivalent isotropically radiated power (EIRP)

Antenna gain and gain-to-noise temperature (G/T)

Antenna diameter (in case of reflector antennas)

Auvailable/supported radio frequencies

Uplink/transmission capability

Additional services capability (like ranging, Doppler measurements).

These parameters are then used to preselect the antenna. This may be actually
refined through the calculation of the so-called link budget. This value determines
the space link quality (see Sect. 3.4.2) and is an indication, how much margin remains
under different conditions during the mission.

Further parameters that influence the choice of stations are the downlink and
uplink frequencies, which are grouped in so-called frequency bands, as shown in
Table 10.1. Not all ground stations have antennas that support all possible frequency
bands; often a given station serves a dedicated purpose. For example, stations
supporting GEO missions typically have antennas with Ku- and Ka-band capabilities,
while LEO stations have S- and X-band capabilities. Deep space antennas typically
also support S- and X-band frequencies, but with a much larger dish diameter (to
enable better EIRP and G/T).

The situation becomes even more complex during the LEOP of geostationary
satellites. S-band is traditionally used for payload IOT (in-orbit test) and routine
operations before switching to Ku-band or Ka-band. This requires a very demanding
planning for the spacecraft itself, the mission operations and the ground segment
with various systems and equipment.

Tal?le 10.1 Frequenf:y band Band Range (MHz)

assignments as used in space

operations L-band 1215-1850
S-band 2025-2400
C-band 3400-6725
X-band 7025-8500
Ku-band 10,700-14,500
Ka-band 18,000-35,000
V-band 37,500-50,200

Since there is no unified frequency band naming convention,
the definition of frequency bands may vary across the various
publications
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Despite wide popularity and low cost of the S-band, there is increasing interest to
support LEO satellites with Ka-band since a higher bandwidth is available. Further-
more, in particular GEO missions with long contact times and low signal strengths
suffer from an increasingly congested S-band and interferences with other spec-
trum users such as mobile Internet access. Therefore, the necessary infrastructure
for telemetry and telecommand in Ka-band is provided in more and more ground
stations.

Another aspect of station selection is bandwidth. Most ground stations support the
full available downlink data rate in the specific frequency band. However, the uplink
is sometimes restricted. So far, relatively low data rates (between 4 and 20 kbps—
kilobits per second) have been used for the uplink. The capabilities and equipment of
the existing stations have been designed accordingly. A tendency towards increased
uplink data rates can be observed to meet trends such as more frequent software
uploads. Currently, not all ground stations can support those.

Other parameters that we will not discuss here in detail, but are worth mentioning,
are modulation type, encoding, randomization, space link data format, and finally
specific tracking requirements for ranging and Doppler. All those factors are stan-
dardized, and the CCSDS (Consultative Committee for Space Data Systems) and
ECSS (European Cooperation for Space Standardization) standards listed in Table
10.2 describe them to the full extend.

Full technical compatibility between spacecraft and the station is essential, so it is
not enough to rely on standards. Before the spacecraft is launched, a radio frequency
(RF) compatibility test (often referred to as RF comptest) is usually performed. This
test ensures that the radio interface is working and allows to prepare the station
configuration for its use during LEOP. The RF comptest is typically conducted at
least six months before the launch, as soon as the so-called “RF suitcase” is available.
The RF suitcase contains the flight model of the RF equipment with some parts of the
on-board computer (OBC). In some cases, even the entire spacecraft is transported
to the ground station for testing. In the latter case, however, a clean room must be
available.

It is also important to mention the accuracy of the carrier spacing between signals
from multiple satellite antennas or multiple satellites in general, as interferences may
occur that render individual or all space links unusable. This can lead to exclusions
of up- or downlinks over certain geographical regions or at certain times, which in
turn results in specific ground station selection.

A further important aspect for the layout of the GSN is the autonomy of the
spacecraft. A satellite with very high autonomy can operate and survive for along time
without commands or surveillance from ground. In such a case the GSN can be very
simple for the mission, e.g., with only one antenna and without high redundancy. On
the other hand, with low autonomy or critical applications (e.g., precise orbit keeping)
the demands on GSN increase. Finally, constraints on board may also require more
frequent contact times (e.g., limited data storage on board).
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Table 10.2 The most important CCSDS and ECSS standards for space mission communication

Document

Title

CCSDS 401.0-B

Radio frequency and modulation systems—Part 1 Earth stations and
spacecraft

CCSDS 132.0-B-1

TM space data link protocol

CCSDS 131.0-B-2

TM synchronization and channel coding

CCSDS 232.0-B-2

TC space data link protocol

CCSDS 231.0-B-2

TC synchronization and channel coding

CCSDS 232.1-B-2

Communications operation procedure-1

CCSDS 301.0-B-4

Time code formats

CCSDS 320.0-B-5

CCSDS global spacecraft identification field: code assignment control
procedures

CCSDS 910.4-B-2

Cross support reference model—Part 1: Space link extension services

CCSDS 911.1-B-3

Space link extension—Return all frames service specification

CCSDS 911.2-B-2

Space link extension—Return channel frames service specification

CCSDS 912.1-B-3

Space link extension—Forward CLTU service specification

CCSDS 133.0-B-1

Space packet protocol

ECSS-E-70-41A

Ground systems and operations—Telemetry and telecommand packet
utilization

ECSS-E-HB-50A

Communications guidelines

ECSS-E-ST-50-01C

Space data links—Telemetry synchronization and channel coding

ECSS-E-ST-50-02C

Ranging and Doppler tracking

ECSS-E-ST-50-03C

Space data links—Telemetry transfer frame protocol

ECSS-E-ST-50-04C

Space data links—Telecommand protocols synchronization and channel
coding

ECSS-E-ST-50-05C

Radio frequency and modulation

ECSS-E-ST-50C

Communications

They are available from the web sites of the organizations

10.3 Station Communication

The selected ground stations are connected to the control center via a communication
network. Different levels of network communication characteristics must be consid-
ered and used. Here, the decisions made for a dedicated mission are based on some
basic requirements such as the bandwidth needed to support the mission, availability
at specific locations and the total cost throughout the mission.
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10.3.1 Communication Paths

Commonly used are so called leased lines, which basically describes the actual
technology used, but their name rather describes the type of use (exclusive use for
a particular customer or connection). The backbone technology of these lines is in
the hands of the telecommunications provider and the spacecraft control center may
have a choice to select between different ones. But even if the selection of the actual
WAN technology is not possible, we shall know it in order to assess the quality of
the connection, which in turn may have influence on operations. Keywords here are
SDH (synchronous digital hierarchy), ATM (asynchronous transfer mode) or MPLS
(multi-protocol label switching), the last of which is the current state of the art
(Fig. 10.3). Previously often used technology of ISDN (Integrated Services Digital
Network) has already been decommissioned.

Svalbard Troll
(Spitsbergen) (Antarctic)
| |
( Q
KSAT-LAN
Voice Voice
Gateway Gateway
Router Router

Prime MPLS 2 Mbps Backup MPLS 2 Mbps

Voice

Gateway

( Q

OP-OPS-LAN

Fig. 10.3 Example of redundant ground station connection. A connection between networks of
KSAT (Kongsberg Satellite Services) and GSOC in Oberpfaffenhofen is shown
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A specific variant of communication is the so-called roof-to-roof communication,
which is typically implemented by VSAT (very small aperture terminal). Here, satel-
lite dishes are installed on the premises of the mission control center (MCC) and its
partner center or station and the information exchange is established via a geosta-
tionary communication satellite. The advantage is an extremely high flexibility (the
MCC can be connected to virtually any point on Earth) at reasonable bandwidths.
However, the solution is usually quite expensive (rental of the GEO transponder) and
considerable delays in data streaming are introduced.

Although it is not a communication path, but an encryption protocol, a few words
about virtual private network (VPN) shall be included here. In most cases, VPN is
associated with a connection over the internet. This option may look very attractive
because the internet is cheap, offers virtually unlimited bandwidth and is avail-
able everywhere. However, also the disadvantages should be considered: the corre-
sponding MCC shares its communication medium with an indefinite number of other
users, and there is no support in case of problems. The bandwidth varies constantly,
and a good access is site-dependent. VPN can provide a decent data security, but no
reliability. Additionally, many operational systems may not be connected directly to a
network with Internet access (due to many reasons, like security or above-mentioned
availability). For many years, it was generally not recommended to use the internet as
a transport technology for real-time TM/TC or other critical applications where relia-
bility, security and data integrity play arole. It is still a viable solution for offline data
transfer and for the connection between MCC and the manufacturer site, for simu-
lations and tests with the central checkout system (CCS). This may change now, but
still the decision has to be made individually, depending on tradeoff between cost,
security and general usability aspects.

Communication for space missions is typically installed with respective redun-
dancy (example shown on Fig. 10.3). Depending on availability, cost factors and
considerations like security or physical access, the redundancy may be set up as a
combination of previously mentioned technologies (MPLS and VSAT or MPLS and
VPN over internet).

10.3.2 Data Transfer Methods

The data types that are to be exchanged via the communication lines must be consid-
ered. Telemetry, telecommand and voice interfaces require a good, reliable real-time
connection with medium bandwidth, while the transfer of management information,
planning, tracking and pointing can be organized more cost-effectively.

Nowadays, practically all traffic is based on the TCP/IP protocol, whereas in
the past some proprietary transport protocols were used (Wikipedia DECnet 2021;
Wikipedia X25 2021).

At the application level, the CCSDS Space Link Extension (SLE) standard is
widely used for real-time communication, while FTP is the main file transfer mech-
anism. Here, some changes are expected in the future, especially for file transfer and
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exchange of management information, the corresponding standardization work is
currently being carried out. Further online services and mission operational services
will be provided. The use of cloud-based systems, centralized databases and message-
based middleware enables a wide range of alternatives to the old-fashioned file
transfer via FTP.

When considering the operational aspects of the GSN, it should be remembered
that all connections must be tested before LEOP. The arrangement and integration of
communication lines and ground stations must be done at the right time. Staff must
be trained to operate the network. Procedures for different operational scenarios need
to be prepared and validated.

10.3.3 GSN Examples

Now that we know all aspects of the GSN, we can take a look at the example
shown in Fig. 10.4. The GSN and the communication infrastructure for the LEOP
of a geostationary satellite are shown. The MCC (in this case the German Space
Operations Center—GSOC) is located at the bottom. Solid lines represent voice
communication, while dashed lines represent data connections (in the form of real-
time TM/TC).

The MCC features a voice communications link, either via a dedicated voice
system or telephone, with the launch site, the Weilheim ground station and the respec-
tive network management centers of external partners (like PrioraNet, CNES and
ISRO). The data connections are implemented completely redundantly via different
routes. Weilheim is integrated with two SDH 2 Mbps connections, while the connec-
tions to the PrioraNet stations are available via two levels of network management
centers (NMCs) with VSAT terminal and ISDN. The CNES and ISRO networks were
also integrated with one NMC each.

It can be clearly seen that the expansion of the GSN requires the partnerships
with external suppliers and agencies, resulting in a complex network to support
spacecraft and increasing overall reliability to a very high level. On the other hand, a
such complex network needs to be managed, planned, and maintained. In many cases,
it is not the technical aspects but rather the contractual and financial dimensions that
are the biggest effort, with questions like: Do we always get the highest priority at
the respective station? How much does it cost in the long run? Is it possible to get
some discounts if we consolidate our requirements to only one provider? What are
the compromises if we decided to exclude a particular station? (Fig. 10.4).

10.3.4 Cloud Based Services

In recent years, many capabilities around cloud computing and cloud services have
emerged. This has significantly supported the changes in many areas related to space
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Fig. 10.4 Communication within GSN for the LEOP of a typical GEO mission
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operations but was so far a rather specific part of the general infrastructure puzzle.
This has changed recently with the emergence of cloud-based ground station services
(especially Amazon Web Service Ground Station—AWS GS, as described in Gnat
et al. 2019). Providers of such services are trying to encapsulate the entire ground
station environment and related tasks into one easy-to-use and easy-to-charge unified
service that is offered as a commodity. This approach could be interesting, and when
setting up the GSN for a mission, the possibilities of such cloud-based services should
definitely be considered.

Let’s take a quick look at the advantages and disadvantages of a cloud-based
solution. It allows customers to easily set up the ground station infrastructure with
minimal hardware investment. Due to the fact, that the used systems require very
high bandwidth between software defined radio in the cloud and the antenna, ground
stations are placed in close proximity to the cloud providers’ existing data centers.
The customer books the time on an antenna and plans a contact with the satellite.
The downloaded data is immediately inserted into the customer’s cloud environment
for further processing. In extreme cases, this can reduce the infrastructure required
to operate a satellite to a workstation with internet access. In terms of cost, cloud
services often do not distinguish between uplinks and downlinks or other variants of
space communications. The service itself is charged per unit of time of use (typically
per minute) and the cost of the service is relatively low (in the range of $ 3—22 per
minute, depending on the service level). This allows new users to get started quite
easily, they are no longer tied to a specific location and the services are offered from
the cloud. Users can choose the services according to their needs and, for example,
apply the “pay-per-use” principle.

There are also some drawbacks of cloud solutions. The most obvious one is that
the data is not stored on the operator’s local infrastructure. In many cases, this is
not a problem and may even be desirable (due to availability), but there may also be
(technical or legal) issues with data ownership, proprietary information, confiden-
tiality and data security. Frequently, the interfaces provided by cloud providers do not
correspond exactly to the typical interfaces used so far. In other words, some money
can be saved on the ground stations as such, but more investment is required to adapt
the interfaces. Cloud providers tend to offer cheap services only if the missions can
accept satellite contacts as proposed by the service. As soon as the mission requires
its own station usage plan, the price of the service increases. This is obvious because
inexpensive services can only be offered if the service provider can maximize the use
of his resources, and this can only happen if the operator can independently decide
on resource usage.

In the end, each mission has to define how much risk and third-party influence it
wants to take in order to reduce overall costs.
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10.4 LEOP and Routine Operations

Within this chapter, we will look a bit more at the operational aspects of the control
center infrastructure, network and GSN. The operational work is distributed to several
specialized teams, where the so-called ground data systems (GDS) team performs
most of the coordination work as well as GSN operations.

The GDS team acts as an interface between the satellite operations teams and
the other communication and ground station support groups. It manages the GSN
for the satellite missions and is responsible for the interfaces with external partners
supporting the missions. In other words, the GDS manages operational internal and
external interfaces of MCC.

The GDS accompanies each satellite project within MCC from the very early
phases (mission studies, phase A, see Chap. 4) until the very end (phase F, decom-
missioning). Within the project, the GDS is one of the project’s subsystems, where
it works on fulfilling the GDS part of the project requirements, and acts as an expert
for GSN and control center infrastructure for the whole MCC for the missions. This
construct allows project managers to bundle all communication and infrastructure
questions and requests to one person (the designated project responsible from GDS).
That person manages and coordinates within his department, to the network and
ground station departments or with external partners. This allows high synergy, a
high reuse of resources, and an optimal work distribution. Other tasks and areas of
responsibility of GDS include:

e Participation in meetings and project reviews (preliminary design review—PDR,
critical design review—CDR, technical acceptance review—TAR, etc.)
Responsibility for the project’s ground station network offline and on console
Management of interfaces to the external partners, including contractual and
technical agreements

e Provision of first level expertise for all network, communication, and infrastruc-

ture questions and issues

Coordination for all operations related activities between all parties

Preparation of work packages, work package description

Preparation of cost calculations related to communication and infrastructure

Preparation of relevant project documentation (requirements, design, test plans,

reports, ICDs—interface control documents, DMRs—detailed mission require-

ments)

e Assessment and implementation of new operational solutions for communication
and infrastructure

e Participation in international standardization organizations with operational
communication topics.

Most of these tasks, especially the ones related to specific project, are conducted
by nominated GDS manager, who in principle plays a role of sub-project manager.
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In the example of GSOC, the GDS team includes three specific subgroups,
which have their own tasks. Details on the tasks of these subgroups are provided
in consecutive sections.

10.4.1 GDS Engineering Team (NOPE)

The GDS NOPE (network operations project engineer) team is a group of engi-
neers taking care of the technical and organizational tasks related to specific satellite
missions. Typically, each mission has a designated GDS engineer who accompanies
the project from phase C (see Chap. 4), participates in project meetings, and plays
the role of point of contact in the absence of the GDS manager. The most important
tasks of the GDS engineers are:

Mission preparation

LEOP preparation (configuration, coordination)

Active mission support during LEOP (also on shift)

Performance of tests (data flow tests—DFT, connection tests, configuration tests)
Preparation of the configuration for all data connections for the mission
Configuration coordination with external partners

Preparation of reports

Troubleshooting and failure analysis.

10.4.2 Systems Team (Network and Systems Control)

The network and systems control (sometimes also called network management center
or systems team) is, at least from the communications point of view, in charge of
on-console MCC operations. The team consists of a number of operators, who work
on shift to cover 24/7 operations, and support engineers who coordinate the shift
team and manage the work and operational processes within the network control
room (systems room). “Systems” can be compared to a central phone switch board,
where all connections (operational and technical) from all MCC control rooms are
routed (switched) to the ground stations worldwide. Systems also plays the role of
a voice center, as it is permanently staffed and has contact (either via telephone or a
special voice system) with all projects and all stations, allowing quick reaction in case
of contingencies or emergencies. This function is used to coordinate extraordinary
contract requests on holidays or at night, for example, when the scheduling office is
not staffed. Tasks of the systems team are:

e Network control during routine operations (establishment of connections on
project request and along the schedule)
e Support for NOPE during LEOP
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e Monitoring of the connections and network within GSOC and to external partners
e Support of contingency and emergency scheduling and operations.

10.4.3 Scheduling Office

A dedicated scheduling office is a functionality which becomes necessary with
increasing numbers of missions and available antennas of a control center. In prin-
ciple, every antenna or antenna network is available for multiple missions, especially
in terms of cross-support agreements. Therefore, we talk here about a n-to-n resource
coordination problem. This is essential to avoid conflicts and to increase synergy
between missions, and the scheduling office defines its role in high extend due to
this. The scheduling office tasks can be performed by one person and needs to be
operated during office hours only. The tasks of scheduling are:

e Reception of ground station support requests from projects and coordination of
allocations at the organization’s own and at external ground stations

e Contact planning according to mission requirements applying mission priority
rules

e Publishing of the weekly contact plan (schedule) for all MCC missions and
resources

e Support and provision of solutions in case of conflicts.

When we look at the operations work aligned to the mission lifetime, most of the
work may be divided into three phases: preliminary preparation (design), detailed
preparation (design), and mission execution, which contains specific events like a
LEOP.

10.4.4 General Tasks Throughout the Project

In the preliminary preparation phase, the main work focuses mainly on the analysis
of the customer requirements. This consists of checking whether the existing system
fulfills the requirements or whether changes or upgrades have to be considered. This
analysis is important because the latter case will increase the costs. Based on that,
detailed requirements for the subsystems are defined.

Another task is to prepare the general design (concept), which includes interface
specification. This part is continued in the detailed design definition phase, where
also test and verification plans need to be created.

The implementation phase is typically very busy for everybody in a space mission
project, which is in particular true for the control center infrastructure, network, GDS
and GSN. Itis necessary to implement and integrate all subsystems, which encompass
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hardware, software, and service procurement (like communication lines), installa-
tion, and testing. Sometimes, hard- or software has to be delivered to cooperating
partners, which means, necessary export licenses have to be issued on time.

Aside from that, the radio frequencies have to be coordinated and licensed. This
is typically done at national level for ground stations. The spacecraft owner needs to
apply at the International Telecommunication Union (ITU) for the allocation of the
communication frequencies.

A specification for external partners needs to be prepared and issued in form of
detailed mission requirements (DMR) as well. This, however, can be done only as
soon as the respective contracts with these partners are signed. As one can see, there
is a lot of paperwork which needs to be taken care of in advance.

At the end of that phase, the complex set of technical and operational tests and
validations is performed. It is based on previously prepared test plans, and include
all subsystems, from data processing, through communication, and conclude with
end to end tests (including all components) and simulations. These, in particular,
are important for validation of previously prepared operational procedures (e.g.,
emergency procedures). Technical and operational staff planning and training are
equally important as well.

LEOP marks the border between the preparation phase and routine operations.
All systems need to be handed over to the operational team before LEOP, typically
performed formally during the operational readiness review (ORR).

During operations (including LEOP), there are a number of tasks performed
repeatedly, like scheduling of ground contacts, preparation and execution of passes,
reporting, and accounting. At the same time, the whole GSN and MCC infrastruc-
ture needs to be monitored and controlled; maintenance needs to be performed. The
interfaces to external partners, to all ground stations, and of course the internal inter-
faces need to be handled. In case of any anomalies and failures, actions need to
be performed according to procedures, error reports need to be generated, and any
anomaly or failure shall be tracked with a dedicated discrepancy report to avoid such
cases in the future.
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Chapter 11 ®)
Ground Station Operation Gzt

Amanuel Geda

Abstract This chapter introduces the basic tasks and functions of a satellite ground
station. The main task of a ground station is the telemetry, tracking and command
operations (TT&C) of a spacecraft to support mission preparation, as well as test
and operation phases. Also, devices and measurements, protocols and interfaces are
shown.

11.1 Introduction

The objective of this chapter is to introduce the basic tasks and functions of a satellite
ground station. The main task of a ground station is the telemetry, tracking and
command operations (TT&C) of a spacecraft to support mission preparation, as
well as test and operation phases. Also, devices and measurements, protocols and
interfaces are shown.

The communication to a spacecraft is performed by a ground station. A space link
is defined by the Consultative Committee for Space Data Systems (CCSDS) in their
TM Space Data Link Protocol document (CCSDS 132.0-B-2 2015) as a communi-
cations link between a spacecraft and its associated ground system or between two
spacecraft.

The CCSDS also defines two types of missions (CCSDS 401.0-B-29 2019): Cate-
gory A missions are at altitudes of below 2 million km [low Earth orbit (LEO),
geostationary Earth orbit (GEO), lunar missions and Lagrange point missions (L1
and L2)]; Category B missions are also called deep space above 2 million km going
to other bodies in the solar system or even beyond.

Large ground station facilities, governmental or commercial, often have a wide
range of use cases in a variety of frequency bands supporting category A and category
B missions. Their portfolio may include telemetry (TM) reception and processing,

A. Geda ()

German Space Operations Center (GSOC), German Aerospace Center (DLR), Weilheim,
Germany

e-mail: amanuel.geda@DLR.de

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022 197
F. Sellmaier et al. (eds.), Spacecraft Operations, Springer Aerospace Technology,
https://doi.org/10.1007/978-3-030-88593-9_11


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-88593-9_11&domain=pdf
mailto:amanuel.geda@DLR.de
https://doi.org/10.1007/978-3-030-88593-9_11

198 A. Geda

satellite telecommanding, satellite tracking (angles, range and Doppler measure-
ments), as well as TM simulation and testing. Support types may include launch and
early orbit phase (LEOP), in-orbit test (IOT) and routine phase.

The fundamentals of space communications are covered in Chap. 3 and should
be read in complement.

11.2 The RF Subsystem

The RF subsystem in downlink includes the antenna, the feed system, the diplexer, the
low-noise amplifier (LNA), the frequency downconverter, and the tracking system.
The feed system includes a polarizer which distinguishes right-hand circular polar-
ized (RHCP) and left-hand circular polarized (LHCP) signals (see Sect. 18.2.2) and
delivers them to two different outputs in the downlink.

The radio frequency (RF) subsystem for the uplink comprises the upconverter, the
high-power amplifier (HPA), the polarization selection system for uplink, a diplexer,
the feed system and the antenna.

Stations offering simultaneous telemetry (TM) and telecommand (TC) operations
are the standard type of ground stations. Ranging and Doppler services are also
often available. A special feed design and extra components like diplexer filters are
necessary to separate the low power receive signals from the high power transmit
signals.

11.3 The Intermediate Frequency (IF) Baseband
Subsystem

This unit is responsible for the IF level and the baseband level signal processing for
telemetry, tracking and command (TT&C), and payload signals. The IF receiver units
receive the two signals, RHCP and LHCP (see Sect. 18.2.2), from the downconverter.
It performs demodulation of IF signals. The IF receiver is followed by the telemetry
unit, which performs bit synchronization, data decoding, frame synchronization and
also demodulation at baseband level. TC data modulation is performed by the TC
modulator.

Ranging Unit

Ranging is done mostly for geostationary (GEO) missions to determine the distance to
the satellite. This is used as a measurement in the orbit determination process. There
are several different standards in use, e.g. by ESA or Inmarsat. The ranging unit is a
module inside the baseband system, which performs tone generation and demodula-
tion. It allows to compare the uplink with the downlink signal phase and frequencies,
and in that way measures the distance taking the two-way signal travelling time and
the radial velocity (range-rate) using the Doppler shift.
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Diversity Combiner

When both RHCP and LHCP signals are available in downlink, a polarization diver-
sity combiner unit (DCU) can be used which maximizes the signal-to-noise ratio
(SNR) at the output of the combiner. The DCU is a maximum ratio combiner with a
maximum SNR gain of 3 dB at the output (Proakis 2001; Sklar 1982; Cortex CRT).
The maximum SNR gain occurs when the RHCP and LHCP downlink signals are of
equal strength (CCSDS 132.0-B-2 2015; CCSDS 401.0-B-29 2019; Proakis 2001).

11.4 Supporting Devices

Test-Loop Translator

An important equipment for the RF subsystem is a test-loop translator (TLT). This is
a testing device that picks up the uplink signal, converts it to the downlink frequency,
and returns it to the receiver with a certain attenuation. This allows to check the
performance and integrity of the RF chain without a satellite in the loop.

Antenna Control Unit (ACU)

The ACU is the system that directly controls the antenna motor drives. It allows to set
the pointing direction and the tracking mode. It also returns the actual angle readings
to the operator. For test and maintenance, it allows manual control of the antenna. It
may support the setting of linear polarization.

Time and Frequency Reference System

External frequency references are needed by the IF baseband subsystem Cortex CRT
(command ranging and telemetry), downconverters, upconverters, ACU, tracking
receivers, spectrum analyzers, signal generators, TLTs (test loop-translators) and the
Siemens PLC (programmable logic controller). GPS-based external time references
are additionally required by the Cortex CRT and the ACU.

11.5 Telemetry, Tracking and Command Operations

Support operations are divided into three phases: pre-pass, pass and post-pass. The
term pass is derived from the passage of a LEO satellite over a ground station. For
geostationary satellites the term support is more common, but the activities are the
same.

In pre-pass operation, the station is set up for a specific mission. The mission
parameters include, but are not limited to these parameters: data rate, type of pulse-
code modulation (PCM) signal, type of modulation, error-correcting channel codes,
ground station equivalent isotropically radiated power (EIRP), polarization, down-
link frequency, uplink frequency, IF frequency, mode of tracking, TM frame length,
type of ranging and ranging parameters. Ranging and Doppler calibrations are
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performed during the pre-pass phase. It is also a common practice to perform TM/TC
and line tests and a pre-pass briefing with the mission control center in the pre-pass
phase.

The pass operation starts with reception of the downlink signal, known as AOS
(acquisition of signal). In the case of a station handover, the previous station or the
mission control center has to confirm that no other uplink is ongoing before the carrier
signal is started. Then the carrier is started and uplink sweep operation commences.
The sweep frequency range and rate are according to the CCSDS standard (CCSDS
401.0-B-29 2019). The uplink sweep operation is complete when the spacecraft
receiver is locked. This information can be extracted from the downlink data stream
at the ground station without the need for complex processing. The state of the
spacecraft receiver is contained in the TM frame. It is described in CCSDS 132.0-
B-2 (2015). After the sweep operation, the station is ready for TC, for two-way
ranging and Doppler. At the time of AOS and when the station is ready for uplink,
announcements should be made to the mission control center. In some cases, the
uplink sweep is not successful and has to be repeated. In critical spacecraft situations,
it may also be necessary to stand by for immediate changes in the configuration on
the request of mission control.

The pass is finished when the signal is lost (loss of signal—LOS), either due to
the spacecraft vanishing behind the horizon or when the service is handed over to a
different ground station. After taking the carrier down, all processing can be stopped
and connections may be terminated. If products were generated (e.g. ranging data or
data dumps), they shall be provided to the end users, e.g. by placing them on a file
pick-up point. A briefing with the MCC ends the post-pass activity.

The Weilheim ground station is designed to use standard baseband equipment for
different antennas and applications. This concept has been implemented by building
up a pool of TT&C baseband units connected to the different antennas by means of
switch matrices (see Fig. 11.1). This solution allows flexible and cost-effective usage
of equipment in conjunction with a high grade of redundancy. The scheduling of the
antennas, i.e. deconflicting and prioritizing between missions, is performed by the
scheduling office at GSOC in Oberpfaffenhofen (see Sect. 10.4.3).

The TT&C Baseband unit performs the following:

Telemetry Processing

e [ow rate and high rate telemetry processing

e Video demodulation (phase, frequency or amplitude modulation (PM, FM or
AM)) for low rate applications

e PCM demodulation (PCM/PM, PCM/FM, phase shift keying (PSK) in several

variants) for high rate applications

Carrier identification: automatic or manual acquisition

Pre-detection and post-detection diversity combining

Sub-carrier demodulation (PSK, PCM/PM or PCM/FM)

Bit synchronization

Viterbi decoding

Frame synchronization
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Fig. 11.1 Overview of the Weilheim ground station complex with a link to the mission control
center (MCC)

Descrambling

Reed Solomon, Turbo and low-density parity-check (LDPC) decoding
Telemetry storage on the hard disk and playback

Frame (or raw data) time-tagging

Real-time graphical display of TM Frames.

Satellite Telecommanding

e Reception and checking of telecommand messages from the telecommand clients
(at the mission control center)
PCM encoding
IF modulation (PM or FM or suppressed carrier PSK/PSK)
Compliance to CCSDS recommendations (command operations protocol COP-1).

Satellite Tracking (Range and Doppler Measurement)

Reception and checking of ranging requests from the ranging clients
Ranging tone or code generation, tone phase tracking

IF modulation (FM or PM) and Doppler compensation

Phase-shift measurement

Ambiguity resolution and distance computation
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e Range data time-tagging and transmission to the Ranging Clients
e Doppler measurement and time-tagging.

Simulation and Testing
Simulation capabilities for functional and performance test purposes:

e Simulation of a PSK or PCM telemetry signal from TM formats stored on the
hard disk or received over data network from a remote simulation client
IF modulation
Automatic bit error rate (BER) measurement
Real time IF spectrum analysis.

The functional block diagram of the baseband unit which performs the above
operation services is depicted below (Fig. 11.2).

RF Compeatibility testing is often performed for spacecraft to be supported by the
ground station TT&C operation. These tests are conducted at the ground station to
ensure compatibility between the station and the spacecraft at RF level (as described
in Sect. 11.6.1).

11.5.1 Tracking the Spacecraft

In order to acquire the signal, the ground station has to know the expected track
across the sky. This data is provided in the form of a time series of predicted pointing
values from the flight dynamics experts at the spacecraft control center. Software at
the ground station may also allow the calculation of this data from orbital elements.
The antenna is oriented into a waiting direction shortly before an overflight and starts
the programmed movement at the expected time or as soon as a carrier is detected
(AOS). This mode is called step track.

If a tracking receiver is available at the ground station, the angular offset of
the downlink signal direction against the antenna centerline can be measured. Three
different methods are in use: four-horn static split system, higher order modes system
and conical scan systems. Their output are delta signals for azimuth and elevation.
These values can be used to set the antenna control unit into auto-track mode, which
means that the system minimizes the angular offset and the antenna points more
directly to the satellite. The delta values or the actual antenna pointing values can be
stored into a file as a new time series. Depending on the project, this data can then
be used to update and improve the orbit determination. This method was dominant
for low Earth orbiting spacecraft but is usually replaced by GPS measurements in
modern spacecraft. For the first orbits after launch and during contingencies it remains
important.

If the system loses the signal in the middle of a track, the step tracking needs to
be re-enabled in order to find the spacecraft again.
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Fig. 11.2 Functional block diagram of the baseband unit Cortex CRT. Adapted from Cortex CRT
Quantum user manual

11.5.2 Ranging

Geostationary satellites are not permanently stable at their position over a ground
station. Their behavior needs to be monitored closely. The dominant method is to
measure the distance to the spacecraft and its radial velocity. On ground this is done
with the ranging unit described in Sect. 11.3, sending special tones and analyze
the return signal phase. The satellite in most cases also needs equipment to support
this process. For good results, it shall be avoided to have telecommanding activities
during ranging. Therefore, it is usually organized in ranging sessions of five-minute
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duration every 30-60 min. A permanent ranging also has no advantage for the orbit
determination over interval ranging. The ranging has to be coordinated with the
activities of the mission control center. During LEOP campaigns, it may be difficult
to find suitable gaps in flight operation. During routine operations, this is usually no
problem.

Depending on the mission, a coherency in frequency between uplink and downlink
has to be achieved by the on-board transponder during the ranging session. Some
transponders need ground commanding by the mission control center to start this
coherent mode after a loss of uplink signal or a handover from a different station.

11.5.3 Monitoring and Control of Operations

The monitoring and control (M&C) of the different subsystems is usually done
centrally from a control station. An operator has full access to the complete commu-
nication chain and all antennas and devices for all projects. Some ground stations
may be controlled remotely from the spacecraft control center or from a different
ground station.

The pre-pass procedure includes a mission configuration that is particular for
each satellite mission. A mission configuration means setting up the station with the
mission parameters. The M&C sends all these parameters to the different devices as
part of the pre-pass procedure.

11.6 Measurement Campaigns

In addition to the routine TT&C support, different measurement campaigns are also
performed at the ground station. These measurement campaigns include RF compat-
ibility test for TM, TC, ranging and Doppler. This test usually takes one week to
complete all the tests. A LEOP could take weeks depending on the mission, as well
as an IOT campaign. An IOT campaign requires a thorough rehearsal before the test
campaign begins.

11.6.1 RF Compatibility Test

The objective of the RF compatibility test is to demonstrate the design compati-
bility between the satellite and the ground stations at the RF levels of the telemetry,
telecommand and ranging signals. The compatibility tests are performed between
representative models of the satellite’s RF system (e.g. an engineering model or also
the flight model for small satellites) and the ground station (see Fig. 11.3). A common
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Fig. 11.3 RF compatibility test configuration Weilheim ground station S-band system with
TerraSAR-X as the device under test

alternative name of this activity is “suitcase test”, because in some cases only the
necessary subcomponents are transported to the station in a large box.

The RF system in the test room (RF shielded measurement chamber) interfaces

with the station equipment via coaxial cables (hardwired) to reduce RF interferences
from outside. All measurement devices have to be calibrated before the tests are
done.

A compatibility test has five main topics:

Spacecraft radio frequency tests

Telemetry tests

Telecommand tests

Ranging tests

Earth station antenna tracking system tests.

The spacecraft radio frequency tests include the following:

Spacecraft output power and its stability

Spacecraft output frequency and its stability

Spacecraft receiver signal threshold (minimum required uplink power for space-
craft receiver lock)

Spacecraft receiver tracking bandwidth.

Telemetry (TM) tests include:

TM carrier suppression
Ground receiver TM threshold
TM bit error test (BER vs. Eb/Ny)
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e Uplink signal effect on TM
e TM signal spectrum plots.

Telecommand (TC) tests include:

e Spacecraft receiver TC threshold (minimum required uplink power for TC
reception)
e Uplink modulation index variation.

Ranging tests include:

Ground equipment ranging delay

RF suitcase ranging delay

Overall ranging delay and signal threshold
Ranging downlink spectrum

Ranging downlink modulation index.

The antenna tracking system test determines the minimum required downlink
signal level for tracking receiver signal acquisition.
There are essentially three phases of an RF-Compatibility test:

e Test preparation (test planning, resource planning, provision of equipment and
measuring equipment; this is documented in the test plan and procedure)

e Testexecution [documentation of the test results in a test report and documentation
of deviations via non-conformance report (NCR)]

e Test follow-up (creation of the test report and mission-specific parameter lists).

The RF compatibility test plan and procedure were developed based on previous
CCSDS Green Book (CCSDS 412.0-G-1 1992), now a silver book; CCSDS historical
document available at CCSDS website.

Doing an RF compatibility test is a costly effort for the customer. It may be
tempting to omit it. Experience has shown, however, that in many cases incompati-
bilities between ground and space have been uncovered only in this test, as in other
ground tests the RF equipment cannot be involved or is not fully comparable.

11.6.2 LEOP

LEOP supports vary in duration from a few days (LEO) to a few weeks (GEO).
During that time TM, TC, ranging, Doppler and tracking data measurement may be
requested.

Using the auto tracking system is very important in LEOP, as the actually measured
elevation and azimuth angles of the antenna (tracking data) are requested by the
mission control center as input for orbit determination and also because in the first
orbit or following orbit maneuvers the track may differ from the prediction.

The activities of LEOP TT&C are similar to the routine TT&C, as described in
Sect. 11.8, except that the LEOP is a continuous support. The orbit of the spacecraft
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changes during LEOP support. Hence, it requires more attention than the normal
TT&C support for LEO missions. Also, because the spacecraft is new in orbit, it
may take some time for the operators in the control center and in the ground station
to become familiar with the peculiarities of the system. In situations where the RF
contact is not stable, intensive interaction with the control center may be necessary.

11.6.3 In-Orbit Test (10T) System

After the LEOP, there will be two phases of testing. The first is the IOT test, carried
out to confirm that the spacecraft is fully functional and achieving nominal perfor-
mance (platform IOT). The second is the overall system test to determine the system
performance and quality of service aspects (payload IOT). The platform IOT is done
by the spacecraft control center using mainly the same services as in routine opera-
tions and is not covered here. However, both test campaigns may overlap in order to
reduce the necessary time.

For GEO satellite missions, the payload IOT determines the in-orbit performance
of the communications payloads by direct measurement from a main anchor station.
The IOTs will be started immediately after the defined IOT orbital test position has
been reached.

The tests can be done with any ground station that has the necessary equipment
available. It can be provided by the customer, the satellite control center or a third-
party ground station that is located at a suitable latitude (Figs. 11.4 and 11.5).

Fig. 11.4 10T system in Ka-band with 13 m diameter antenna at Weilheim ground station
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Fig. 11.5 The Weilheim IOT system and the basic budget determination steps for an IOT

The main IOT test bench elements are:

Spectrum analyzer

Signal generator/synthesizer
Power sensor

Microwave system analyzer
Communication server.

The payload IOT measurement includes the following:

Spacecraft EIRP measurement

Spacecraft EIRP stability measurement

Spacecraft G/T measurement

Spacecraft G/T stability measurement

Transponder group delay measurement

Transponder frequency response measurement

Transponder phase noise measurement

Spacecraft transmit receive antenna pattern measurements

Third order intermodulation distortion (IM3) caused by the non-linearity of power
amplifiers.

The tests should be prepared in full detail with the customer well before the
launch, as failures and repetitions or incorrect duration estimations can prolong the
test duration considerably. The test conduction is done in close cooperation with the
control center. The ground station staff advises the flight team in the control center
about the progress and completion of the test steps.

For LEO satellites, in-orbit tests are considered part of the commissioning and
are typically not an extended ground station activity.
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11.7 Space Link Extension (SLE) Services

A space link is the data transfer between a ground station and the spacecraft. The SLE
protocol extends this link to the control centers. It is an international standard devel-
oped by the CCSDS community and is widely supported by many space agencies
worldwide. In that way, ground stations are able to cooperate with different control
centers and agencies world-wide for offering real-time mission support.

11.7.1 Online SLE Service

An SLE service provider software is the interface between the baseband system and
the data network. It should support the following SLE services:

e Forward command link transmission unit (CLTU) to forward TC to the Cortex
for the uplink. All TCs are received in sequence and can also be configured to be
sent time-tagged to the baseband equipment.

Return all frames (RAF) to return all TM from a space link.
Return channel frames (RCF) to return TM for specific virtual channels from a
space link.

The return frame services are supported in two modes:

e Online complete: all TMs are delivered. During network congestion, TMs are
queued and sent later.

e Online timely: TMs are delivered in real time. During network congestion, TM
are discarded at the provider side to maintain the real-time quality of the link.

The service provider software should be able to provide concurrent support for
multiple spacecrafts, and each spacecraft will have its own dedicated service sessions,
identified by the service agreement id. As Fig. 11.6 shows, the service session can
be seen as a container for the actual service instances. If uplink is required, a single
spacecraft will then have two sessions—one “forward service session” for the uplink
service instance, and one “return service session” for the downlink service instances.

By integrating the service provider into the antenna M&C system, it allows the
operator to configure SLE services for a spacecraft mission via a central monitoring
and control console. This greatly reduces the configuration time and makes a solid
step towards the future station automation.

11.7.2 Offline SLE Service

SLE services can be provided also when the space link is not available. This can be
used to fill the TM gap due to the timely limitation of the online service or to replay
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the TM in the case of possible data loss that might occur during online data transfer
(see Fig. 11.7).
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Fig. 11.7 Ground Station Weilheim SLE offline service provider
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11.8 Summary

Ground stations are a central element in the access to spacecraft. Their technology
and capabilities are tightly coupled to the spacecraft they can connect to. Larger,
multi-purpose and multi-project oriented ground stations are profiting enormously
from using standard equipment and standard protocols. Initiatives like CCSDS
have established a world-wide commonality between ground stations that provide
interchangeable services for spaceflight.
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Software and Systems ez

Markus Hobsch and Michael Schmidhuber

Abstract The monitoring and control system (MCS) is the heart of a control center.
In this chapter, we focus on the description of this system, since other important
software (SW) systems of a control center are described in other chapters of this
book. After clarifying some basic MCS terms, the data stream exchanged between
the spacecraft and the MCS is explained in more detail. Using the German Space
Operations Center (GSOC) as an example, it is shown which SW modules make
up the MCS and which SW modules can usefully supplement the operations. An
outlook on SW development and maintenance within a control center concludes the
chapter.

12.1 Introduction

There are many software (SW) systems in a space mission, varying in scope and
purpose. For this reason, the book devotes separate parts to mission planning (see
Part V) and the flight dynamics system (see Part IV). In this chapter, we focus on
the heart of a control center, without which no space mission can be carried out:
the monitoring and control system (MCS). A characteristic of mission control work
is that satellites are highly complex and expensive technical systems which, once
in orbit, are not directly accessible. Only a thin “umbilical cord” of radio signals
connects the spacecraft to its operators. Before a command can be transmitted to
a spacecraft, it must be parameterized and tested by the MCS. Telemetry data sent
from the satellite is processed by the MCS and made available to the engineers on
ground. The engineers need to get an idea of the spacecraft’s condition in space.
They must anticipate and solve problems and keep the mission alive. The MCS helps
these engineers to interpret the data and translate them into readable units. It can also
display the data in a readable way and identify trends, for example.
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The following section describes the software that makes up a core MCS and
the functional and non-functional properties it must fulfill. In addition, other soft-
ware tools are included to facilitate the operational tasks of the engineers. These are
also briefly addressed and described. In order to keep up with technical innovations
or increasingly complex requirements for the MCS, existing tools of the MCS are
continuously improved or completely new software is developed. The last section
discusses how to build a software development regime for operational systems.

12.2 Fundamentals

The subsequent explanations of terms should help you to find your way around the
subject of mission control systems and to get a first idea of what is important for
software in such systems (see also Chap. 19). For the position of the MCS software
within the control center network, please also refer to Chap. 9.

12.2.1 Telemetry Parameters

The elements that contain information about the spacecraft to be transmitted to the
ground are called telemetry parameters (sometimes also called telemetry points).
They may contain status information (like ON/OFF flags), numeric data (like temper-
atures or counters) or binary data (unstructured). Their value or meaning must be
encoded into a binary format. In most cases it is important to save bandwidth (Evans
and Moschini 2013) and therefore the smallest possible coding is used: Flags can be
1-bit values, the length of the bit pattern of integer numbers depends on the value
range of the corresponding parameter. Measured values either use an interpolation
table or a standard real number format like IEEE 754. The used encoding is described
in the spacecraft telemetry and telecommand (TM/TC) database.

12.2.2 Telecommands

Telecommands are the instructions that enable control of the spacecraft from the
ground. They are also defined in the TM/TC database of the spacecraft. A telecom-
mand has an identifier and may have a set of command parameters that modify or
specify its behavior. Commands can switch devices, set values in registers or transport
binary data segments.

An important part of the commands is the “address” part that describes which part
of the on-board data handling (OBDH) system should receive the command. This is
described in Sect. 12.3.5. The remaining part of the command is the command data.
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It is composed of the previously mentioned command parameters and the command
identifier.

12.2.3 TM/TC Database

The definitions of telemetry parameters, telecommands and their associated calibra-
tions, limits and identifiers are stored in a TM/TC database. The relevant informa-
tion needed for communication must be available for the spacecraft itself and for
the counterpart, the MCS. Only if both have the identical knowledge anomaly-free
communication can be established. Therefore, a change in the database can result in
an update both on ground and in space. There may be much more information in the
database, such as parameters that are only used on ground.

12.2.4 Monitoring and Control System (MCS)

Monitoring and control systems should provide users with the most up-to-date infor-
mation and the ability to effectively, efficiently, and reliably operate and manage
systems for which they are responsible on ground and in space. At the German
Space Operations Center, which serves as an example, there is a unit responsible for
the design, construction, testing, maintenance and further development of the MCS
and associated software (Fig. 12.1).

Mission Control Center

Monitoring &
Ground Protocol — Control
Station Conversion System

Fig. 12.1 Monitoring and control system
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12.3 Space-to-Ground Data Streams

12.3.1 Data Transport

In both, the uplink and the downlink, the data is transported in transfer frames.
We will explain the principle mainly using telemetry as an example. Telecommand
transmission works in a similar way.

All data streams consist of very long rows of bit values. This stream is divided
into successive pieces of equal length called transfer frames. All transfer frames
start with an invariant “sync pattern” that allows the receiving station to recognize
the beginning of a transfer frame even after interruptions. The transfer frames also
contain header information indicating the size of the transfer frame, a frame counter,
and a virtual channel identifier (Sect. 12.3.5). The frame trailer contains a cyclic
redundancy check (CRC) that allows detection of transfer errors. Typical examples
are shown in Fig. 12.2. Standard sizes are 1115 bytes for telemetry and 256 bytes
for telecommand streams.

12.3.2 Frame-Based Telemetry

This type of telemetry is sometimes also called pulse code modulation (PCM)
telemetry format.

The telemetry parameters are assigned and distributed to a set of several different
“minor frames”. These have a fixed length and completely fill a transfer frame. The
different minor frames are transmitted one after the other and repeated cyclically.
Each minor frame has a header containing the frame ID to allow identification. The
complete set of minor frames is called the “major frame” or “format”.

Figure 12.3 shows an example of a minor frame. Telemetry parameters are
assigned to specific positions within the available data space as defined in the space-
craft database. The encoding of the parameter values depends on their use and can
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Fig. 12.4 An example for frame telemetry. P1 and P2 denote parameters that are transmitted in all
15 minor frames. Parameters PA-PP are defined only once per format (or major frame). Parameters
P10 and P20 are placed in every second minor frame

occupy any number of bits. Most often, parameters are grouped and aligned in data
blocks of 16 or 32 bits, referred to as words or double words.

If each telemetry parameter is assigned to only one minor frame, all values are
transmitted only once per major format. However, it is possible to assign important
and particular dynamic parameters to several or even all minor frames as shown in
Fig. 12.4. In that way, an attempt is made to match the importance of the parameters
within the available bandwidth. However, this rigid scheme may not be sufficient
for all operational situations. To overcome this, it is usually possible to dynamically
redefine some ranges during the flight, thus changing the selection and sampling rate
of telemetered values, resulting in various improved methods and concepts such as
dwell, dump, pages, oversampling and subsampling.

Frame telemetry is a basic method that allows data to be transmitted in a simple
way. It has been used since the early days of spaceflight, but has been superseded by
packet telemetry (ECSS 50-04C 2008) and, since the late 1990s and early twenty-
first century, by packet services (ECSS 70-41A 2003), which are discussed in the
following sections.
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12.3.3 Packet Data Structures

The increasing demand for higher data rates and more telemetry parameters, as well
as the general tendency to include more software features in spacecraft design, led
to the need for more flexible and efficient data transport methods. A prominent
example is the Consultative Committee for Space Data Systems (CCSDS) packet
telemetry and command standard (CCSDS 133.0-B-1). This standard implements
many modern mechanisms of data transfer.

In this concept, parameters and commands are grouped into logical packets. Any
number of packet definitions can be stored in memory. Their size can vary up to 216
= 65,536 bytes (octets) (Fig. 12.5).

The packet header contains information that allows identification of the packet
and its length.

The data stream itself is still organized in frames of fixed length which basically
act as containers for the packets. As shown in Fig. 12.6, each frame contains a small
element called segment, which can be considered as a management layer for the
packets. It allows multiple packets (or packet parts) of any length to be multiplexed
into the frame structure, thus distributing the bandwidth capacity to multiple target
devices. The telecommand segment layer may include a sublayer for authentication.
In this case, an authentication trailer is added after the segment, reducing the packet
size. Authentication is performed by the TM/TC board of the spacecraft. It protects
against illegal commanding of the spacecraft.

Telemetry packets can be organized to be generated at a fixed rate or on demand,
or when an event occurs. For example, confirmation (or rejection) messages for
command execution are generated on event. The processing of packets is performed
by the on-board computer and places a relatively heavy load on it. It must provide
the mechanisms for buffering and organizing the telemetry stream. The frame and
segmentation layers are handled at the hardware level within the TM/TC board.

Pk-Hdr | P1 | P2 | .. |16 |16 | 16 [ 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | Pn
Packet A = 128 words = 2048 bits

Pk-Hdr | PA|PB| ... | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | Pm

Packet B = 64 words = 1024 bits

Fig. 12.5 Two example packet definitions. Typical data packets are 16 bit and are also called words.
They contain telemetry parameters at defined positions

PktA  PktB
= ,Unsegmented”
Transfer Frame

Pkt C First

= ,First part of packet”

Transfer Frame

Pkt C Continued

= ,Continued packet”

Transfer Frame

Pkt C End

= ,End of packet”
Transfer Frame

s B

Fig. 12.6 The segmentation layer allows the transfer frames to be filled with parts of large packets
or several smaller packets
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Telemetry packets can be switched off or on, they can be sent at different data
rates, depending on the current operational situation, which makes this telemetry
concept very flexible and efficient, but also complex and not very transparent.

Again, the definition of the various packets is included in the TM/TC data base,
which is also called mission information base (MIB).

12.3.4 Packet Utilization Standard

So far, we have described how information is transported, but not how it is handled
on application level. To achieve a unified approach to spacecraft control, the concept
of service types was defined by ECSS in the Packet Utilization Standard (PUS),
ECSS 70-41A (2003) and updated to ECSS-E-ST-10-41C (2016). The idea is not to
randomly write data patterns into (TC) and read others out of (TM) on-board registers
and interpret the result in a mission specific manner, but to rely on standardized
services.

These defined services are much more far-reaching than the classic TM/TC tasks,
which may be summarized (a bit impudently) as.

Sending a telecommand to a destination
Loading telecommands to the time-tag buffer
Sending telemetry to ground

Configuring telemetry.

The services defined in the PUS now cover a vast field of data management
functions, reaching from memory management to time distribution. However, not
only standard services are defined in the PUS, but there is also room for mission
specific definitions.

This approach ensures that the S/C manufacturer or the mission can tailor the
standard for their implementation. A possible negative result is that it may happen
that manufacturer-specific solutions of basic tasks are implemented in private services
and are effectively undermining the standardization.

The list of defined services in Table 12.1 shows that on the one hand the tasks are
now grouped into various aspects, and on the other hand, it becomes clear that very
advanced concepts are also included that were previously only fragmentarily or not
present at all. An example would be service 4 that allows statistical information about
on-board data to be requested in a formal way. The service defines the necessary data
structures and functions. In this way manufacturers and operators are “persuaded”
towards thinking about advanced concepts. The hermetic art of spacecraft control
now has an open language. However, as before, the implementation of advanced
services can be a major development effort for the manufacturer and may therefore
be avoided, or tailored. Standardization will facilitate the reuse of ground systems,
and in the long run for space systems as well.
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Table 12.1 The currently

defined standard PUS Service type Service name

services (ECSS 70-41C 2014) 1 Telecommand verification service
2 Device command distribution service
3 Housekeeping and diagnostic data reporting
service
4 Parameter statistics reporting service
5 Event reporting service
6 Memory management service
7 Not used
8 Function management service
9 Time management service
10 Not used
11 On-board operations scheduling service
12 On-board monitoring service
13 Large data transfer service
14 Packet forwarding control service
15 On-board storage and retrieval service
16 Not used
17 Test service
18 On-board operations procedure service
19 Event-action service
20 Parameter management service
21 Position-based scheduling
22 File management service

12.3.5 TM/TC and Security Management

Flow Control Mechanisms

This function is used to assure safe operations by protecting against faulty trans-
mission of data. The first measure is to include error control and forward correction
information. This is done on low level (coding and transport level) and cannot be
modified during operations. The keywords are cyclic redundancy checks (CRC)
(cf. Section 12.3.1) and randomization (a deliberate coding of data to assure bit
synchronization).

Operational tasks are limited to configure the MCS on ground to accept or reject
faulty telemetry frames for diagnostic purposes and to monitor the uplink frame
quality that is reported in low level telemetry generated by the TM/TC Board.

The second measure is the introduction of a quality of service (QOS). This is used
to recognize and recover data lost during transmission. The basic means for this is
counters. Frames and packets carry counters that are tracked and checked for gaps.
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In the uplink channel this can be a closed-loop process by using the COP-1 protocol
as described in ECSS 50-04C (2008). This mechanism is implemented on transfer
frame level. The control center can choose to transmit either in AD (“acceptance”)
or in BD (“bypass”) mode. Simplifying a little bit, in AD mode the commanding
process waits until it receives the uplink confirmation of the previous command
before it transmits the next one. Some MCSs allow an automatic retransmission of lost
commands. Apart from synchronization tasks the command link is not necessarily
slowed down compared to the BD mode if the “sliding window” mechanism is
applied where a settable number of frames is uplinked before the confirmation is
received. Obviously, the AD mode can only work if telemetry is available. For blind
transmissions or unstable connections the BD mode must be selected.

This mechanism is called frame acceptance and reporting mechanism (FARM,
ECSS 50-04C 2008) and is done on low level in the TM/TC Board. No such mecha-
nism is standardized for telemetry. A possible retransmission must be done on MCS
application level or manually initiated by the control center personnel.

Routing Mechanisms

The established standards allow to precisely address source, destination and the route
of telecommand and telemetry data units. ECSS (ECSS 50-04C 2008) defines the
following qualifiers:

e The spacecraft ID (SCID) is a world-wide unique number that protects against
uplink signals intended for another spacecraft (SANA n.d.). It is important to
note, that simulation systems, engineering models etc. usually have separate IDs.
Correct selection can be a source of problems when switching from simulation to
the mission.

e The virtual channel (VC) ID in the uplink path distinguishes if a signal is intended
for the prime or the backup decoder (TM/TC Board). Only the addressed decoder
will forward the command. Note, that this flag is set in the ground command
system. Usually it is independent from the spacecraft database and should be easy
to change. In the downlink, the VC allows to interleave different data channels that
may be processed by separated ground systems. The low-level implementation
allows separating the channels without knowledge about the spacecraft database.
This is commonly used for data dumps (see Sect. 19.3.5) that are processed on
ground in different ways or by different control centers.

e The multiplexing access point (MAP) ID is analyzed within the TM/TC Board
and directs the command to different devices. Usual destinations are the command
pulse distribution unit (CPDU), the authentication unit, and the prime and backup
OBC. Most telecommands will be accepted only at a specific destination, but in
the case of OBC MAP IDs this can be used for addressing the backup OBC over
cross-strapped connections.

e Like for the virtual channels, this parameter can usually be set dynamically in the
MCS. Alternatively, backup commands can be defined in the spacecraft database
for this purpose.
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e The application ID (APID) is used to specify the destination on packet level. It is
evaluated by the OBC.

Authentication
Another mechanism that is located inside the TM/TC-Board is the authentication.
This is used to ensure that only the legitimate control center can control the spacecraft.
The uplink stream is usually not encrypted, but encrypted signatures are attached
to the segmentation layer. The signature includes an encrypted counter to protect
against replays. A set of secret emergency keys is implemented into the on-board
authentication device, and it is possible to upload more keys for daily usage. Special
telecommands are available to control the mechanism.

Flow control, routings, high-priority commands and authentication mechanisms
are nicely described in MA28140 Packet Telecommand Decoder (2000).

Encryption

For military spacecraft, but also increasingly for civil applications, it has become
common to encrypt either all or parts of the data transmission. There requires an
encryption device and a set of keys to be on board. To enhance the protection, the
keys must be changed in regular intervals. It depends on the implementation how
this is exactly handled and even where the encryption device is located inside the
OBDH. Two main usage cases are common:

e Encryption of the complete data stream. The en-/decryption on ground side takes
place in the control center.

e Encrypting only payload data. The en-/decryption on ground side can take place
in the user center. This may even be done with multiple users where each user has
their own set of keys and can only extract their own data.

12.4 Monitoring and Control System (MCS) Software

In principle, satellite operations require only one tool that can process and send TM
and TC, a generic mission control system (MCS) for spacecraft mission control.
This does not even have to be a ready-made tool. Scripts or simple commands via
a command line tool may be a sufficient approach for certain types of satellites and
missions, e.g. very low-cost missions. Besides TM/TC processing, all other tools are
optional at first. However, they make life easier and lead to a more comfortable and
secure operation. Using the software (SW) modules used at GSOC as an example, it
will be shown which tasks during operations and preparation should be covered by
SW.

At GSOC, the multi-mission approach is also applied to the SW. The same binaries
are used for each mission. Mission-specific properties are configured. This simplifies
the maintenance immensely.
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12.4.1 TM/TC Processing

TM/TC processing takes a central role within each ground segment to control commu-
nication to the vehicle in space. While the ground stations perform the physical
uplinks and downlinks of communication data—telecommand (TC) data in uplink
and telemetry (TM) data in downlink—the MCS processes the information within
these data streams: It compiles each telecommand from the spacecraft into the appro-
priate bytecode, which is routed to a connected ground station and radiated to the
spacecraft’s TC receiver. In turn, the MCS also receives incoming telemetry data from
the ground station and processes this data for monitoring or archiving purposes. For
all of this, it must know the data structure and protocols necessary for communica-
tion, i.e. the Packet Utilization Standard (PUS, ECSS-E-ST-70-41C 2016). It is also
essential that the satellite bus and the central MCS speak the same “language” or
use the same “vocabulary”. Therefore, identical TM/TC databases (see Sect. 12.2.3)
must be loaded on the ground and on the satellite in space.

This central component of an MCS also handles the archiving of TM/TC data
and flow control with ground stations, performs calculation, validation and the limit
checking of parameter values, verifies and validates outgoing and incoming data, and
presents this information to the user.

GECCOS (GSOC Enhanced Command- and Control System for Operating Space-
craft, Stangl et al. 2014) represents such a generic mission control system at GSOC.
It occupies the aforementioned central role within the GSOC ground segment.
GECCOS is also the appropriate tool to make all operational data accessible to
other connected or offline tools within a typical mission operations system, e.g. the
“ProToS” automation tool, the Satmon display tool, or to external GSOC subsystems
such as flight dynamics or the mission planning system (see Fig. 12.7). All processing
must be real-time, stable and reliable on a 24/7 basis. To meet the requirements of
modern spacecraft control centers, GECCOS is continuously enhanced, not only on
the user side (modern graphical user interface), but also “under the hood” with a
modernized architecture and automated tests.

GECCOS is based on ESA’s MCS development SCOS (Spacecraft Control and
Operation System. The history of GECCOS started in 1999/2000 at DLR GSOC
to become the leading multi-mission satellite monitoring and control system. The
goal was to start an in-house development to replace various legacy systems with a
single system suitable for current and future missions. Following this approach, many
customizations for missions have been incorporated along with other enhancements
and modernization approaches. So far, it supports as one generic “multi-mission
MCS” a wide range of scientific and commercial satellite platforms (CHAMP,
GRACE, Spacebus 3000, TerraSAR-X, TanDEM-X, PAZ, TET, BIROS, H36w-1,
Eu:CROPIS, EDRS-A, EDRS-C).

In addition, GECCOS has the capability to act as both an MCS and a central
checkout system (CCS) to support space projects from the earliest possible project
phase. When the spacecraft manufacturer starts with the assembly, integration and
test (AIT) phase, the spacecraft is typically controlled by the CCS. The MCS then
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Fig. 12.7 TIllustration of an MCS system at GSOC

takes over this task during the operational phase after the vehicle has been handed
over to the control center. The advantage of combining CCS and MCS is not just
having one system for both tasks. Rather, their combination in terms of their data
handling kernels is an important paradigm that has been demonstrated in the missions
TerraSAR-X, TanDEM-X, PAZ, TET, BIROS, and Eu:CROPIS. The key advantage
is the inherent validation of the upcoming MCS tasks during early mission phases:
It ensures the compatibility of the MCS and CCS with the spacecraft database as
well as with the flight control procedures (FCP), both of which have already been
validated during the early AIT and checkout phases of the spacecraft and are ready
to work with the MCS in the control center (Fig. 12.8).

At ESOC (European Space Operation Centre, Darmstadt) and GCC (Galileo
Control Center), also antenna control is performed by a SCOS-based MCS. This is
not the case at GSOC. This is done by SW of the ground data group (see Chap. 10).

The European standard MCS, SCOS, was developed around the millennium and
is therefore older than 20 years. It is still the basis for many MCS used worldwide
(including GECCOS). Among other things, the impending obsolescence and lack of
interoperability between the various MCS led ESA to the idea to develop a new MCS,
the European Ground Systems Common Core (EGS-CC). This is a European initia-
tive to develop a common infrastructure to support space systems monitoring and
control in pre- and post-launch phases for all mission types. The goal is to harmo-
nize between the monitoring and control system (S/C operations) and the central
checkout system (S/C assembly, integration, and test—AIT). EGS-CC provides a
software basis for monitoring and control operations throughout all mission phases.
Its component-based and service-oriented architecture enables easily extensible func-
tionality fitting the specific scenarios it is used in. As the EGS-CC is the result of
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Fig. 12.8 Graphic user interface of GECCOS

collaboration between space agencies and industry across Europe, one of its goals is
to increase the interoperability between partners through its standardized interfaces.

While the EGS-CC is currently under development, GSOC is taking on the role of
integrator. This role involves integrating and validating the EGS-CC in scenarios that
reflect realistic mission setups, including simulating data and interfacing to GSOC
infrastructure and tools (EGS-CC 2013).

12.4.2 Display System

Most available TM/TC systems provide some integrated way to view telemetry
data. However, a dedicated tool with the core display functionality better meets
user requirements and simplifies maintenance and development.

The task of a display system is first of all to display data and prepare them
adequately for the engineers. However, when we talk about data, we do not always
mean measured values. Other information such as limits, minimum and maximum
or even the command events can also be part of the data and are important for the
engineer. Presentation is possible in various ways. For example, current values can
be displayed in an alpha- numeric display (AND) page, in a time-dependent plot
or in a visual graphic display, i.e. synoptics page. Decisions made by the operation
engineers can only be as good and timely as the underlying information is fast, clear,
unambiguous and complete. Therefore, displaying satellite telemetry must have these
characteristics.
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The display system receives the information and data from the TM/TC system.
There should be only one source for processed telemetry: the MCS. Any coincidences
must be avoided. The display system must correctly display the values from the MCS.
Corrections or calibrations are made in the MCS. The display system is ignorant in
this respect. Other data sources can be orbit data or pending ground station contacts.

At GSOC, Satmon is the telemetry visualization software suite for monitoring
satellites developed together with Heavens-Above GmbH (Peat and Hofmann 2004).
Featuring a client—server architecture, it provides users with incoming telemetry data
in real time and offers fast access to archived and offline data (see Sect. 12.4.3).
The client provides many options of displaying telemetry on configurable digital
display pages, such as lists, aggregated parameter pages, purpose-built overview
pages, procedure pages, and interactive plots. As it interfaces with the core monitoring
and control system, it also allows the visualization of additional information like
command history and MCS events. An integrated editor allows users to prepare
project-specific display pages as well as to customize displays for personal needs.
The server component features user authentication, encrypted connections, data flow
control, a highly efficient telemetry database optimized for high storage density
and low retrieval latency, and many admin tools for diagnostics and maintenance
(Fig. 12.9).

Fig. 12.9 Graphic user interface of Satmon including different types of display pages
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12.4.3 Offline Data

In addition to the data transported in real time from the satellite to the MCS, there is
telemetry data, especially for low-flying satellites, that is generated and accumulated
between the ground contacts. This data should be inserted into the MCS and made
available to the engineers just like real-time telemetry. The data packets differ from
the real-time data. During a ground contact, the data can be dumped to ground in
parallel while telemetry is generated and directly transmitted at the time of contact on
the spacecraft. One second of generated data is loaded into the MCS in one second.
The offline data can be downloaded either in this contact or in other contacts. But
data generated over a long period of time have to be loaded into the MCS in a few
seconds.

To avoid disturbing real-time data, many satellites can separate the real-time and
offline data streams, for example by using different virtual channels (see Sect. 12.3.1).
Although GECCOS can process this data, in some projects this data is processed by
different processor for historical reasons (Fig. 12.10).
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12.4.4 Automation of Mission Operations

Automation in the field of mission control is usually associated with the following
needs:

Higher speed of operational activities

Relieving people from monotonous work

Savings in personnel costs

Improvement of operational process quality
Reduction of manual errors

Safe and efficient execution of operational processes.

The capabilities of hardware and software on ground have grown immensely
compared to the pioneering days of space travel, but the complexity of on-board
systems has also increased accordingly. Modern satellites are sending higher amounts
of data that needs to be processed on ground. In the other direction, the increas-
ingly complex tasks performed by spacecraft also require the transmission of longer
command sequences. Automatic commanding helps to create and send complex
sequences. Automatic analysis of telemetry can help engineers to detect anomalous
behavior that cannot be seen through limit violation monitoring. Furthermore, an in-
depth, algorithm-based analysis can detect correlations between various telemetry
and events, or even predict probabilities of anomalies occurring. Predictions of
degradation can serve as a basis for preventive maintenance measures.

Automation should relieve users of routine tasks without hiding processes behind
the scenes. Many cases of human error can be explained by insufficient situational
awareness. As a result, technical or organizational measures can be introduced that
increase situational awareness or prevent the loss of situational awareness, thereby
increasing overall safety in the human—-machine system. Thus, every decision made
automatically must remain traceable and modifiable, because responsibility cannot
be delegated to machines. Only humans can react appropriately to the unexpected.
The interface between man and machine must be constantly improved.

At GSOC, two approaches for automated commanding are followed. A very
simple approach is to send command sequences without large if-then-else or
telemetry queries. This is mainly used in S/C projects operating LEO satellites. Due
to their low orbit, LEO satellites usually have contact times of around ten minutes.
The main objective is to send as many commands as possible. Simpler tasks can be
taken over by automation, but more complex operations cannot. The basic procedure
is described in Fig. 12.11. Satellites in geostationary orbit, however, communicate
continuously with the ground station. Here, it is possible to command iteratively
and to react to certain conditions or to wait until they occur. The automation tool is
connected to the MCS. It receives telemetry and can release telecommands based on
validated command procedures (see Fig. 12.12).

The automation of operational processes in addition to commanding and moni-
toring are just as natural and worthwhile. The majority is provided by suitable SW
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Fig. 12.12 Process for automated commanding for GEO S/C missions at GSOC

solutions, which on the one hand support the users in manual work, but on the other
hand take over monotonous, recurring or manually not feasible tasks.

The automation of operational processes at ESOC is realized with the framework
MATIS (Calzolari et al. 2006). EGS-CC will support this functionality, too.

12.5 Ops Support Tools

There are many tasks that have to be performed by the MCS and the engineers
besides commanding and monitoring, whether in preparation of the mission or while
the satellite is already in space.
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For commanding a satellite, prepared, verified and validated command sequences
or procedures (see Chap. 7) are used. Using ProToS these can be edited, instantiated
and executed.

In operations, it is critical to share information, provide documentation and data
products in a simple way. Operational workflows must be supported. The OpsWeb is
a web-based platform that simplifies the exchange of information within operations
at GSOC.

12.5.1 Procedure Tool Suite (ProToS)

ProToS is a multi-mission application package developed at the German Space Oper-
ations Center (Beck et al. 2016; Beck and Hamacher 2018) to support the creation,
instantiation, execution, and management of software-based satellite flight control
procedures (FCPs) by satellite operations engineers or ground operations procedures
(GOPs) by ground engineers. It utilizes high-level procedures that encapsulate indi-
vidual TM/TC checks in order to increase the efficiency of satellite and ground
operations in highly complex scenarios. ProToS integrates with GSOC GECCOS or
ESA SCOS-2000 mission control systems and serves as their command front end
for its high-level procedures. It automates the execution of procedures and directs
their control flow based on incoming TM. It is an eclipse RCP (rich client platform)-
based application and can be integrated as a server/client architecture or can run in
standalone mode.

The editor module enables the engineers to view and edit procedures and to
validate them against the TM/TC database. Integrated version control, user and
mission management, and access rights control ensure safe and secure procedure
development. ProToS can be used for manual and, via various interfaces, for auto-
matic instantiation. Parameter values can be imported and validated on-the-fly. The
executor module can trigger automatic or manual execution of procedures through
its direct connection to the MCS. Therefore, it is used for automatic commanding
(see Sect. 12.4.4).

Procedures can be also viewed and instantiated remotely by configuring a file
server location (remote procedure access). After a successful login, ProToS automat-
ically synchronizes its database with the definitions from the file server. Procedures
can be viewed and instantiated. File-based export products can then be generated
and eventually be sent back to the control center (Fig. 12.13).

12.5.2 Operations Support (OpsWeb)

OpsWeb is a web-based platform for sharing information, providing documenta-
tion and up-to-date data products (e.g. timelines, procedures, calendars, intra-project
messages). OpsWeb helps operations engineers comply with and optimize mission
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Fig. 12.13 ProToS graphic user interface

operations procedures and workflows. One of the key features of OpsWeb is a dedi-
cated issue-tracking system. It provides the framework for controlling process flows
based on digital signatures, supported by flexible user management. Among other
requirements, this enables the implementation of a two-man rule, meaning that two
flight directors must sign any form of ticket or report. OpsWeb’s web interface is
accessible from the control center’s internal network, but also from the internet.
Therefore, operations from home is also supported. The functionality of the OpsWeb
pages displayed on the internet can be restricted to meet the security requirements of
individual satellite projects. All important information can be displayed at a glance
in a dashboard that each user can configure. The responsive design also supports the
display of the OpsWeb on mobile devices. With all this, the OpsWeb is the central
platform for collaborative operations at GSOC (Fig. 12.14).

12.5.3 Predictive Maintenance

Predictive maintenance by definition refers to a maintenance process based on the
evaluation of process and machine data and is found primarily in the context of
Industry 4.0. The processing of underlying data makes forecasts possible that form the
basis for needs-oriented maintenance and consequently the reduction of downtimes.
In addition to the interpretation of sensor data, this requires a combination of analysis
technologies and in-memory database to achieve a higher access speed to the data
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compared to hard disk drives. If everything works out, it will be possible on the
operations side to assign a fix of an anomaly even before it arises. After all, economic
goals can only be achieved if systems, machines and processes are working properly.

The Automated Health Monitoring System (ATHMoS) uses machine learning
algorithms to find unrecognized features in data. It detects outliers by comparing the
behavior of telemetry parameters to a model built on previously collected nominal
data. Multi-parameter correlation is possible, where multiple parameters can be
examined for known or unknown correlations (Schlag et al. 2018; O’Meara et al.
2016) (Fig. 12.15).

12.6 SW Development and Maintenance

Further advancement of mission control systems must compensate the additional
workload of experts who cannot be multiplied at will due to the constantly growing
satellite fleets and their complexity. The engineers on ground must have all necessary
information available quickly and reliably. Ergonomics and efficiency are the key
words here.

The SW for mission control is subject to constant development and dynamics.
New technical standards, new operational processes and methods are created and
implemented. Each mission implements operational aspects differently and software
can become obsolete, which can quickly lead to obsolescence problems in long-
running projects. Thus, new components or adaptations of the existing SW are always
required.
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12.6.1 Multi-Mission Approach

Even though satellites will remain expensive one-off products, as they always aim for
the unexplored or make available the latest in communications or sensor technology,
the aim on the ground is to reduce costs by reusing components as far as possible.
In order to make this possible, standardization is being promoted in international
committees. But also within a control center it is intended that the system engineers
can fall back on a modular system of existing optimally tested and practice-proven
components. This serves to reduce the time and risks involved in setting up the MCS
for new missions.

At GSOC, all MCS software components are developed largely mission-
independent and modular. Project specific characteristics and implementations are
determined by configuration. The advantage is obvious: There is only one binary
that needs to be maintained—no matter in which mission a bug is found or a change
request occurs. Maintenance for a huge number of different project versions of
software is not necessary any more.



234 M. Hobsch and M. Schmidhuber

12.6.2 Standards and Standardization

Whether own development within a control center or SW development for third
parties and for commercial use, international space and SW development standards
and processes should be applied. In most cases the standards to be followed are
specified by the projects or customers themselves and adapted to the project. Self-
imposed and strictly defined standards and processes help to keep the quality of the
software high. International standards help in this respect and may even dictate a few
things. Not always all requirements of the standards are applicable to the project or to
your own organization. In this case it is worthwhile to analyze the requirements and
to tailor the application of standards to the real-life situation. The adapted standard
can be presented to customers. More stringent standards or conditions that deviate
from the in-house standards should be discussed with the customer and reflected in
the price.

The international standards continue to develop and are reviewed again and again.
If necessary, they are expanded or adapted. This is done in the appropriate committees
of international standardization groups. As a large space agency or space company,
it is worthwhile to participate in such committees. You can look beyond your own
nose and find out how other organizations develop SW and what new technologies
they may be using. Standards that are applied in the European space industry are for
example:

e ECSS: The European Cooperation for Space Standardization is an initiative estab-
lished to develop a coherent, single set of user-friendly standards for use in
all European space activities (ECSS n.d.). For every software that is part of a
space system product tree and developed as part of a space project the standard
“ECSS-E-ST-40C-Software” (ECSS-E-ST-40C 2009) shall be applied. Quote
from the homepage: “This standard covers all aspects of space software engi-
neering including requirements definition, design, production, verification and
validation, transfer, operations and maintenance”. They defined for example the
Packet Utilization Standard (see Sect. 12.3.4).

e ISO: The International Organization for Standardization is an independent,
non-governmental international organization that develops voluntary, consensus-
based, market relevant international standards that support innovation and provide
solutions to global challenges. In the context of the SW development for space
systems two standards are mentioned, which are used in a control center:

(1) ISO/IEC 27001: Information Security Management
(2) ISO 9000 Family: Quality Management.

e CCSDS: Founded in 1982 by the major space agencies of the world, the Consul-
tative Committee for Space Data Systems is a multi-national forum for the devel-
opment of communications and data systems standards for spaceflight (CCSDS
n.d.). They defined for example the MO Services or the standard TM frame and
the space data link protocol.
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12.6.3 Software Procurement

The decision which parts of a SW system in a project will be provided internally
or externally is made by the project manager in close cooperation with the system
managers. House policies, financial and strategic aspects shall be considered. Third-
party SW, commercial off-the-shelf (COTS) SW or modifiable off-the-shelf (MOTS)
SW can have benefits compared to in-house developments. For each individual SW,
a trade-off must be made at least between the following:

Availability
Maturity
Specialization
Scaling
Interfaces
Customizing
Documentation
Maintenance
Training

Costs

Innovation
Feature coverage
Flexibility
Acceptance
Access to source code.

Thus, rapid availability and a certain maturity are arguments in favor of COTS
and MOTS, as are the pure procurement costs in most cases. However, very often
the limits of specialization, customization, flexibility and maintenance are reached.

If a SW development task is awarded as a contract to an external provider, at least
the following points must be considered:

Definition of range of functions (including security functions)

Scope of services and costs

Delivery dates

Scope of delivery

Changes to former releases

List of changed components

(Regression) test reports

User manual, installation guide, configuration setup, test data for acceptance tests,
if needed: test tools and test pattern

Configuration control

Payment plan

Scope of liability

Description of technical modification service, non-conformance handling, engi-
neering change handling, maintenance

e Statement to operational aspects like on-call service.
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Incoming inspections shall be performed for all delivered releases and patches.
If a delivery does not meet the expectations, it must be reasonably and formally
rejected. Afterwards, the solution can be found in dialog with the SW provider.

12.6.4 Software Development

To steer SW development activities and to unveil delays as early as possible the entire
SW development is divided into seven phases. This process is applied at GSOC and
leans on the approach as in ECSS-E-ST-40 and ECSS-Q-ST-80.

1. Feasibility Phase

As a prerequisite, the SW requirements of the mission project have to be defined;
the process is covered in the prescription requirements management. This phase
unveils the feasibility of requirements implementation. The investigation is based on
different SW architecture concepts to find out the most suitable solution for the SW
project.

2. Specification Phase

This phase maps all requirements to SW functions into requirements/specification
matrices (RSM) and determines the priority of each function according to the require-
ment specification. In parallel, a system test plan will be set up to verify testability
of all requirements to be implemented. This ensures that the system architecture,
describing roughly the single components and their interfaces, is reviewed critically,
especially if the development team and verification team are separated. As a result
of that, the SW architecture and the according system test plan are defined. For later
SW lifecycles, e.g. maintenance, new versions, etc., a regression test plan is set up
covering corrective and progressive regression test.

3. System Design

In this phase, the individual components and their interfaces are derived from the
SW architecture and RSM. Parallel to the definition of components, the integration
test plan must be defined in order to verify a reasonable partitioning of the system
and its testability. As a result, the component definition, the component interfaces
and the integration test plan are defined.

4. Component Design

This phase starts with the definition of component tests to guarantee the proper
partitioning of components and testability of all components. Coding of components
will start earliest after availability of test cases according to the requirements. The
design document is prepared serving as document for component implementation.
All components and their according source code management are defined.

5. Component Coding
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The coding of the SW component can begin. From the very beginning, all parts
of the SW development (source, configuration, setup, test case documents) must
be managed in a version-controlled repository (development and test repository)
managed by the SW developer. All parts of SW development in the repository are
compilable at any time.

6. Component Test

The component test is performed based on the component test plan. Considering the
cyclomatic complexity and lines of codes of the component, it has to be defined by
the software project leader whether this task is performed by the SW engineer or by
another person. Distributing this task to another person guarantees a more objective
testing and adds additional inspection know-how, resulting in more robust and stable
components.

7. Integration

This phase builds upon verified components a subsystem in the integration envi-
ronment and performs the integration test based on the integration test plan defined
in phase 2. Sources for integration will be managed in the integration and valida-
tion repository, managed by source code management. Anomalies will be assigned
as NCRs/DRs to the component developer. Necessary changes to the system are
handled in ECRs and forwarded to either system, subsystem, or component owner.

8. System Test

Based on verified subsystems, a system is set up in the integration environment to vali-
date the system in real mission conditions. Sources for system tests will be managed
in the integration and validation repository managed by source code management.
NCRs/DRs and ECRs are handled similar to phase 4.

9. Deployment

The validated system is set up in the operational environment. The repository serves
as documentation basis of any system deployment. In parallel, a SW maintenance
plan is set up covering the way how the SW is adapted in case of faults, changes in
SW environment or needed improvements or adaptations.

Validation activities may continue after phase 6, e.g. up to and including the
in-orbit verification phase.

This development method, following the waterfall model, is established for exten-
sive software projects with clear requirements and payment milestones. There are
also other models: The V-model, for example, is a process model that was originally
designed for software development. Similar to the waterfall model, it organizes the
software development process in phases. In addition to these development phases,
the V-model defines the procedure for quality assurance (testing) by comparing the
individual development phases with test phases. For smaller projects and/or projects
where the customer does not yet know the exact requirements on the other hand, an
iterative approach has proven successful. SCRUM or Kanban as the most widely-
known methods can give the development a methodical framework, if necessary.



238 M. Hobsch and M. Schmidhuber

Faster and more frequent iterations with the user or customer can be achieved.
Another result are very fast release cycles. This is exactly the goal of an agile or
iterative approach. Also, in the aerospace industry and especially in contact with the
customer, many wishes and requirements at the beginning of a long software project
cannot be foreseen or can only be formulated vaguely. Here, a pattern of constant
stopping of the development, checking the results with the customer until then, and
a retrospective is necessary. All described possible methods are only means to an
end. It is worth considering to what extent formal constraints are absolutely neces-
sary. After all, house processes or processes required by the customer still have to
be followed.

Although the prime goal in a project is to meet the mission requirements, it will
often be beneficial to start SW development based on already developed and tested
SW systems. Within a multi-mission concept, this approach is essential in order to
keep down costs and avoid repeating previous development errors. Additional or
slightly changed requirements must be described and defined in engineering change
requests (ECRs), and suitable test cases and test steps must be defined and docu-
mented in parallel. This evolutionary SW development process actually follows the
same phases as described in the section above, tailored according to the needs and
complexity of the software change in question. The decision whether SW develop-
ment can follow an evolutionary approach heavily depends on the complexity of
the planned SW and the extent of coincidence of requirements to the parent and
the new SW. This decision should be made carefully. Modifications estimated as
small changes to existing SW systems often influence other unconsidered parts of
the system resulting in major changes, efforts and unplanned long development times
with limited test coverage and multiple efforts for integration (Fig. 12.16).

Based on ECRs, existing software is adapted to new requirements or specifica-
tions. Multiple steps may be needed to fulfill requirements. ECRs have to be docu-
mented, for each iteration test definitions have to be concluded in advance to the
implementation, and test execution as well as test reports have to be documented.

Existing » Existing Y Existing > Existing
Systems Systems Systems Systems
Test Test Test
ECRs < ECRs < ECRs <
A A A

Mission & User
Requirements

Mission & User
Requirements

Mission & User
Requirements

Fig. 12.16 Evolutionary approach
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12.6.5 Maintenance

The handling of errors, anomalies, bugs, requests or other conspicuous features of
the software running in operation must follow a defined process (ECSS n.d.). This
process is ideally supported by a ticket system. A ticket opened by a user or a tester
is evaluated by the SW engineers and implemented accordingly after approval. The
development process described above is followed. After the appropriate tests and
release of the project, the patch can be applied.

GSOC’s own MCS team combines the knowledge of the self-developed MCS
software modules and is responsible for the maintenance. Although the multi-mission
concept has been continuously pursued for years, third party or commercial off-the-
shelf (COTS) SW may complement the MCS of the S/C projects, especially if they
perform project-specific tasks or tasks that are not part of the core business of a control
center. It is guaranteed that the core competences remain in house and very short
response times are possible. Short ways as well as direct participation in operations
ensure short feedback paths, very short response times and optimal results in an
iterative SW development.

A command system can be monitored and maintained in different ways. The
monitoring and control system and its associated software must run smoothly. Data
and information are exchanged within the system and transported to the outside via
interfaces. During critical (e.g. during LEOPs) and special operations, it may be
necessary to monitor the monitoring and control system in real time and respond to
anomalies as fast as possible. During routine operations, a help desk in combination
with oncall service may be sufficient. GSOC’s DataOps team (see Fig. 12.17) makes
sure that during operations the SW runs as it should, that it does what it should do

Fig. 12.17 MCS call sign
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and that the data gets where it should go. In critical phases, they take over the real-
time monitoring of the command system and, if required by the project, also on-call
duty during routine operation. The data operations engineers blend skills of software
and operation engineers. Their deep knowledge of MCS systems is combined with
great flexibility, speed of response and reliability. They monitor the system, analyze
problems and take care for all measures within an operational environment with all
standards and processes.

12.7 Conclusion

One of the most important SW systems in a control center is the monitoring and
control system. It processes TM and sends TCs to the spacecraft. Dedicated SW
tools with core functionalities, such as displaying telemetry or processing the TM/TC
database or editing command procedures, can usefully extend the portfolio and
increase usability. It also better meets user requirements and simplifies maintenance
and development.

Standards are a good way to ensure interoperability and a certain level of quality.
Therefore, standardized protocols are used on ground and in ground-space segment
communications. Standardized processes also lead to a reasonable level of quality
in SW development. Nevertheless, it is useful to evaluate whether processes can be
tailored to the daily routine and which ways are feasible. The new European moni-
toring and control system, EGS-CC, sets new standards and facilitates operability
between control centers.

The automation of control center operations will become even more important in
the future than it already is. As a result, topics such as the human-machine inter-
face and situational awareness will become increasingly important and need to be
discussed openly. Artificial intelligence and machine learning can help to manage
the increasingly complex tasks of a control center.
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