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Abstract. In this article we explore different issues and design choices
that arise when considering how to fully embrace timed aspects in the
formalisation of normative systems, e.g., by using deontic modalities,
looking primarily through the lens of monitoring. We primarily focus on
expressivity and computational aspects, discussing issues such as dura-
tion, superposition, conflicts, attempts, discharge, and complexity, while
identifying semantic choices which arise and the challenges these pose
for full monitoring of legal contracts.
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1 Introduction

If Alice is permitted to download a song from an online content provider, and
gets a bonus that allows her to download another one, everybody would agree
that now she can download up to two songs. Let’s add time to the equation
and consider Alice being permitted at 7am to download a song from 8am to
10am. At 9am she is granted another download permission, from 9am to 11am.
At 9:30am she downloads a song. Can she download another at 10:30am? In
other words, which of the two permissions did she exhaust? Is the permission
involved a conditional one? How do we specify and monitor for these kind of
timed normative specifications?

Reasoning about permissions and other normative modalities is the domain of
deontic logic, while reasoning about time is usually the domain of temporal logic
in the verification community. Verification and monitorability of temporal logics,
including ones with real-time, has been extensively investigated (e.g., [9,32,33]).
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We argue that normative concepts (e.g., obligations, prohibitions, and per-
missions/rights) are not appropriately modelled using existing monitoring logics.
For example, specifying in LTL a prohibition to never download songs illegally
is easy, however how can one specify that the specification may be violated
but repaired by paying an appropriate fine? The näıve approach would simply
use a disjunction between the two formulas, however this does not capture the
difference in priority between the clauses and the different levels of violation.

Deontic logics have been proposed instead for normative reasoning. Differ-
ent deontic languages have in fact been explored, with the ability to model and
monitor for violations and their repair (e.g., [6,7]). Such languages involve cer-
tain normative modalities, parametrised by some state- or event-based formula,
given some appropriate background theory. The difficulty and complexity of for-
malising untimed normative systems using deontic concepts have been studied
in [43], while the justification on why LTL, CTL, and process algebra might not
be sufficient to capture all the deontic notions has been presented in [18].

In this paper we want to focus on the monitorability of these logics under
extensions with timed aspects. Although the different modalities that arise from
adding time to deontic logic have been studied before, there are still many unan-
swered questions and no analysis of their monitorability. For instance, in [25]
Governatori et al. analyse permissions with deadlines but do not discuss the
issue of which one is discharged in case of temporal superposition nor what hap-
pens with timed permissions in the context of contracts. Superposition presents
challenges for obligations too. Hashmi et al. [30] extend previous work by Gov-
ernatori et al. [26] to deal with the temporal compliance of rules and present a
categorisation of many types of obligations (punctual, persistent, achievement,
etc.) based on the timing of their effect, enforcement and violation. However,
some issues remain unexplored:1 if O[0, 10](a) and O[5, 15](a) are two achieve-
ment obligations (meaning the obligation is discharged by the execution of a
single action a during the period) and a is not executed in the [0, 5) time inter-
val, does it need to be performed twice during the [5, 10] period?

Normative conflicts become more interesting and challenging in the pres-
ence of time. We would certainly consider F (a) to be in conflict with O(a)
in an untimed and punctual context, but what happens with F [0, 10](a) and
O[5, 15](a)? Is this an unresolvable conflict despite the fact that compliance is
possible? Should it be concluded that while there is a conflict in the [5, 10] inter-
val the contract requiring both is still valid?

In many cases it is interesting to talk about the moment a given obligation
(or right) is enacted, or whenever the action or state of affairs affected by such
modalities occur, and refer to them in another clauses. For instance, consider the
situation in which Alice has the right to download two songs, but the second one

1 In this paper we will use the notation O[b, e](a) to denote the obligation to perform
action a between time b and e. We use the same notation but with P to denote
permission and F to denote prohibition. Note that despite the formal syntax, we
are not committed to a formal semantics, since the paper is dedicated to explore the
family of such semantics one can choose to adopt.



On the Specification and Monitoring of Timed Normative Systems 83

may only be downloaded between 3 and 5 days after downloading the first. Later
on, an obligation to write a review on the songs is enforced, with a deadline of 30
days after having downloaded the second song. These kinds of (relative) timing
constraints for deontic norms are usually not treated in the literature, as there
is a need of having richer timed logics with, for example, freeze quantifiers [1].

In this article we continue the exploration of the different challenges that a
timed deontic logic presents. Compared to previous work, we discuss the issues
of timed superposition, timed deontic conflicts, discharge of deontic modalities
in case of conflicts and attempting. Integrating time as a first class citizen in a
logic brings not only expressivity concerns but also complexity and computability
issues. In the case of a deontic logic, many other subtle issues arise, which we
identify and discuss. We also discuss monitorability of deontic logics and their
timed extensions, and consider the challenges to monitor synthesis.

The next section discusses different timed logics used in computer science
and the trade-offs their represent in terms of expressivity and complexity, and
briefly introduces deontic logic. After that, Sect. 3 digs into the different inter-
pretation challenges presented by the inclusion of time in deontic logic. Section 4
discusses the monitorability of deontic logics and their timed extensions, and
suggestions for monitor synthesis of the timed case. References to related work
are made throughout the article. Section 5 concludes the paper with some final
observations.

2 Background

2.1 Temporal Logics, Timed Logics and Complexity

Computer scientists have studied different temporal and timed logics, including
their expressiveness, properties and decision procedures for their satisfiability,
monitorability, and validity.

Temporal aspects appear in many different ways in real life, be it in computer
systems or the legal domain. The simplest are probably situations related to the
frequency on the occurrence of certain events, and the order between events, be
it sequences, ordering or causality. Temporal logics have been around for a while
and have been successfully used for specifying reactive and other computational
systems, and also in combination with deontic logic (e.g., [24–26,29]). In practice,
as much of this work has observed before, any non-trivial normative document
contains temporal aspects.

Temporal logics allow for reasoning about the ordering and causality between
events, and come in different flavours, depending on whether time is discrete
or continuous, whether there is a single future (linear) or it captures different
possible futures (branching), whether it is possible to talk about the past or only
the future, whether the logic talks about points in time or intervals, whether
there is a global notion of time or only relative time, etc. Timed logics may be
propositional or have quantifiers. Expressiveness and decidability are of course
very much dependent on a combination of the different choices made on all the
dimensions mentioned above (and others).
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There is extensive work on the use of different timed logics, and we will
not give details here as this is beyond the scope of this paper. That said, we
will briefly describe the expressive power of three timed extensions of temporal
logics namely time-bounded operators, freeze quantification, and time variables
as presented by Alur and Henzinger [1], due to their relevance in what follows.

The first, and possibly least expressive, way to add timing constraints to
existing temporal logics is to have bounded temporal operators where the classic
temporal operators are enhanced with (integer) intervals. In this logic you can
express properties like “every event e1 is followed by another event e2 within 7
time units”, written as �(e1 → ♦[0,7]e2). The bounded-operator notation can
only express properties relating adjacent temporal operators and cannot express
non-local properties of the kind “every event e1 is followed by a response e2,
which is followed by another response e3, such that the delay between e2 and e3
is no more than the delay between e1 and e2”.

For that there is a need of a more expressive logic, one containing freeze
quantifiers. This second variant of timed logic allows for quantification over time
variables, which may be used to compare with other time variables. The non-local
property given above would be expressed as follows in such a logic: � x.(e1 →
♦ y.(e2 ∧ ♦z.(e3 ∧ z − y ≤ y − x))), where x and y are time variables associated
with the corresponding states defined by the formula in its scope (x.ϕ(x) holds
at time t iff ϕ(t) does).

A third, and more expressive, way to write timing constraints is by using
explicit clock variables, based on first-order temporal logic and explicit (global)
time, thus allowing to existentially and universally quantifier over clocks (see
[35] for examples).

Expressivity, however, comes at the price of complexity or even undecidabil-
ity. This is specially pressing when some type of tool is used or envisioned. For
instance, encodings using timed automata may require one clock per variable
(e.g., [16]), but the verification complexity depends on the number of clocks—
and is exponential in the case of Timed Computational Tree Logic (TCTL).

Extending temporal logics with time-bounded temporal operators increases
their complexity, in some cases yielding undecidability. For instance, the model
checking problem for Metric Temporal Logic (MTL) is undecidable. Nevertheless,
some interesting fragments of MTL, such as Metric Interval Temporal Logic
(MITL) are decidable but EXPSPACE-complete [10].

For more examples and more details about expressiveness of these logics and
other variants we direct the reader to [1] and the references therein.

2.2 Formalisation of Normative Systems: Deontic Logics

Deontic logic is the study of deontic modalities—mainly obligation, prohibition,
and permission, meant for the modelling of legal and moral notions [22]. Ini-
tial deontic formalisms in the philosophical field (e.g., Standard Deontic Logic
[23,39]) faced certain paradoxes, e.g., the inability to express what should happen
to make up for an obligation being violated without introducing contradictions.
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These paradoxes have remained problematic and the subject of debate [28]. How-
ever different approaches have been recently proposed to solve these problems
(e.g., [16,44,45]), that have made deontic logic more useful in practice. We intro-
duce the main concepts based on existing deontic formalisms briefly, but to keep
our discussion general—we do not commit to any particular formalism for this
paper.

A distinguishing feature between deontic formalisms is whether they are
event/action- or propositional/state-based. One may be obliged to perform a
certain action (e.g., pay a certain fee), or to reach a certain state (e.g., the state
of having no pending payments to make). These approaches are dual, reaching
different states typically requires performing actions (or, in a timed context, the
passing of time), while actions may cause changes in state. For simplicity and
without loss of generality we continue the discussion in this section by referring
solely to action-based logics.

An obligation to do some action a requires a to be performed. This is often
represented as O(a). Similarly for permissions, P (a), and prohibitions F (a).
These three can often be defined in terms of each other, e.g., a prohibition
not to do an action is the obligation to not do it (O(a) = F (¬a)), while a
permission to do an action is often the lack of an obligation to do not do the
action (P (a) = ¬O(¬a)). Here we go beyond this and focus on the strand of
work that views permission as a right to perform an action, as suggested in von
Wright’s seminal work [22], where permission includes an implicit obligation for
the other parties to allow the permitted party to perform the action.

Variants of these modalities can also refer to a party, i.e. Op(a) where p is
the name of the obliged party (e.g., [5]). Without these notational variants there
may be underlying assumptions about which party or parties are associated with
each action.

An important aspect of deontic formalisms is how they handle contrary-to-
duty norms, or reparations. These are clauses that come into effect when there has
been a violation, allowing some action/s to repair the violation, e.g., the paying
of a penalty. The ability to handle these clauses is of utmost importance for
practical applications of normative systems, e.g., for the monitoring of contracts
or laws that use these kind of clauses routinely. We represent this, e.g., for
obligations with OO($10);O(b)(a) where a 10 dollar penalty must be paid if a is
not performed, and b performed after.

For more extensive and in depth material about deontic logic in general see
[20] and references therein.

The combination of deontic concepts with (real-)time has been considered in
an ad hoc manner in the literature, with different interpretations chosen without
justification or contrasted with other possible ones. The effects of adding time
to specific deontic operators was discussed in [25,26]. Note that those, and other
similar work by Governatori et al., do not address the general more complex
issue of getting a fully-fledged logic (or formal language) where many timed
operators co-exist. C-O Diagrams [13,16,38] is a formal (visual) language (not a
logic) featuring deontic concepts and timed constraints, with a timed automata
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semantics. The language has interesting features but does not address many of
the issues discussed in this paper. No monitoring techniques has been studied
for any of the above languages and logics.

3 Interpreting Timed Norms

In this section we resort to small examples to discuss different issues and design
choices, that need to be taken into account when thinking about a deontic logic
that is able to fully embrace all aspects of time-related expressions.2

State- vs. Action-Based Deontic Operators. The duality between contracts
regulating events vs. regulating the state-of-affairs is also reflected in the deon-
tic modalities themselves when taking into consideration time. On one hand,
one may have pointwise modalities—for example, the obligation to perform an
action at a particular point in time. Such pointwise modalities are frequently
encountered when considering a system with discrete time events. For example,
if the service-provider gives priority to a particular user at time point ti, they are
obliged to give priority to another user at the next time point (when an event is
received) ti+1. However, when one considers continuous real-time clocks, deontic
modalities are typically over intervals of time. For example, an obligation with a
deadline might oblige the service provider to ensure that a service is continuously
available over the coming hour; or a user accessing a digital asset management
system, may be prohibited from requesting the download of a file twice within
a second of each other.

If we consider interval-based deontic modalities, there lies a duality with the
event- vs. state-based view of the world. Does one identify the points in time
when a modality starts holding and when it terminates, or does one identify
the interval over which the modality holds? The most common approach one
finds in the literature is the state-based approach (e.g., [26,27,29,30]), follow-
ing the approach used in interval temporal logics such as Interval Temporal
Logic (ITL) [41] and duration calculus [14]. This approach correlates closely
with natural language clauses expressing concepts such as deadlines: “The user
is prohibited from transferring funds to a third party in the first 7 days of the
creation of an account” or “The bank is obliged to refund a user within 15 days
of a request to redeem an account.”

However, there is also work which takes the action-based approach (e.g., [17]),
in which the key is to signal the start and end of a modality e.g.,

←−
O p(A) indicates

the beginning of a time interval over which there is an obligation on party p to
perform action A, while

−→
O p(A) would be the end of this obligation. Such an

approach corresponds to when these moments are identified in a legal text in
separate ways, for instance “The student has the right to upload a new assignment

2 It is worth noting that different interpretations of normative statements go far
beyond the assignment of a formal semantics. Such differing views frequently cor-
respond to views different parties may have of a normative text, e.g., a contract,
including possibly in court.
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from the first day of term” and “If a student unregisters from a unit, he or she
automatically loses the right to upload assignments.”.

The latter approach lends itself to a trace-based semantics, in which each
event or time progression updates the clauses in force. However, this inherent
state of active clauses makes compositional reasoning over contracts more diffi-
cult, and the former approach typically yields cleaner semantics.

A Plethora of Timed Deontic Modalities. What time should the logic refer
to? Absolute time, i.e. a universal and always accessible clock that is referred to
in every time-related expression, might be relatively inexpensive from a compu-
tational point of view, yet equally unrealistic from a legal perspective. Many legal
expressions also require relative time, as in “warranty period should be at least
3month from the time of purchase”. Is this just syntactic sugar to an expression
like “let U be the universal clock, let p be the time of purchase (according to
the universal clock), and the warranty period is of w, then the purchased item
is still in warranty as long as U ≤ p + w”? Complexity usually grows with the
number of clocks, so it is in general desirable to reduce the number of clocks.
This might be possible in some cases, for instance whenever what is needed is
only the time-stamp associated with a given event but not how time evolves for
such event (e.g., to compute duration). In some other cases, clock reusability is
possible, although this kind of optimisation is usually handled under the hood
by the tools.

Some use cases do require more intricate expressions of time. Consider for
instance “license can be renewed during 10 days after expiration if the expiration
cause was A, or 15 days if the expiration cause was B”, an expression where
the deadline is relative to occurrences of events in the past, or “if the item under
warranty is taken to reparations, the warranty period is extended by the amount
of time the item is being repaired, each time it is repaired”, where the deadline
needs to be computed. Such expressions seem to call for an algebra of time
intervals, another threat to computability when real-time is involved [31].

To complicate things further, deadlines can sometimes be expressed in rela-
tion to an event still to happen (e.g., “service should be provided until the user
disconnects”), or as a boolean expression involving many time references (e.g.,
“service should be provided until the user disconnects, with a maximum of one
month of service, not surpassing the calendar year”).

Once deontic clauses have an explicit duration, the issue of possible multiple
violations during that period arises. Should multiple violations trigger multiple
reparations? Also, one should be able to distinguish between multiple violations
vs. one violation that has a duration. Think of trespassing: if entering a facility
is forbidden during the night, is trespassing twice for 1 h each the same as tres-
passing once for 2 h? As timed logics allow to measure the duration of an event,
duration of violation should also be available as a parameter to the reparation
clause. For example, an obligation to provide food and water to passengers dur-
ing a flight might be redressed with a fine, possibly proportional to the duration
of the flight.
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Obligations with duration present challenges of their own: how should be
O[0, 10](a) read? If a is an event or action, should it be sustained during the
[0, 10] period, or it is only mandatory to do it at least once during the period?
Again both cases are reasonable and may be required in different contexts, with
the modalities allowing for the expression of the two. Even limiting our view to
the variant to oblige the performance of the action once during the period, how
should O[0, 10](a)⊕O[5, 15](a) be interpreted? Does the performance of a during
the interval [5, 10] satisfy both obligations, or are two occurrences required?
Although the latter may appear to be more reasonable, it is worth noting that
this would mean that conjunction is no longer idempotent, with O[0, 10](a) ⊕
O[0, 10](a) being different from O[0, 10](a). Actions differ on the nature of their
effects. Ensuring the door is open is idempotent, but paying or buying are not.

Part of the issue at stake in the previous example is whether modalities
are dischargeable or permanent. Dischargeable modalities cease their effect once
they are fulfilled, while permanent ones do not. For instance, prohibitions tend
to be permanent. That is, a prohibition is still enacted (and in force) even when
somebody has violated it. Furthermore, a prohibition is still in force even if
a violation triggers its corresponding reparation. Note that a prohibition (and
actually every modality) can be at the same time permanent and time bounded
(e.g., it is forbidden to enter the pool during the night).

Dischargeable obligations are also common. Consider having ten days to fill
in a report. The obligation is discharged with the execution of one instance of
the action (the filling of the report), and gets violated when the deadline is met
without the action happening. If the obligation were permanent (e.g., behave
nicely during school time, or do what your boss asks during working hours),
when the deadline is met there is no violation. In this case, violations occur
within the interval when the obligation is active.

Governatori et al. [25] have characterised different types of obligations with
deadlines, for instance distinguishing between achievement obligations (corre-
sponding to the obligation to perform an action before the deadline), and main-
tenance obligations (corresponding to the obligation to ensure that a state holds
until the deadline elapses). The variety of types of obligations with deadlines
the authors present encompasses many common types of obligations even if not
necessarily complete (in that not all forms of obligations over intervals are cov-
ered) already indicates the variety of choices one can adopt from when designing
a real-time deontic logic with connections between our discussion above and the
formalised notions in [25].

Permission and Time. In the case of an action-based logic, being permitted
to do something within an interval can mean several different things, from having
a continuous permission to repeat the action as many times as one wants (e.g.,
permission to enter the facility during daytime) to a one time permission, i.e. a
dischargeable one.

In that last case it also seems to make sense to have some type of algebra of
dischargeable permissions, as being granted a one day permission to download
a song is not the same being granted the same permission twice. While it seems
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clear that meeting the deadline puts an end to every instance of the permission,
what happens with the combination3 of permissions P [0, 10](a) ⊕ P [5, 15](a) if
at time 6 the action a is performed? When time reaches 11, is there still one
permission left over? Is it always the case that the discharged permission is the
oldest one? If so, why?

Another conflicting case can arise if we consider a one-time permission to use
a service for half an hour. Now suppose another similar permission is granted.
Can the bearer of the two half-hour permissions use the service for a full hour?
In some cases there might be no difference while in others the granter of the
permission may not consider them to be equivalent because a gap in between
may be required (e.g., riding a horse or using a machine which might overheat).

Now consider the same example in the context of contracts, where one party
can violate the other’s permission to execute an action by not providing the
proper synchronisation. Suppose party p has two permissions to execute synchro-
nised action a: PO($10)[0, 10](a) ⊕ PO($20)[5, 15](a), the first having a reparation
fee of $10 and the other a fee of $20. If at time 6 party p is not able to execute
the permitted action because of lack of synchronisation by the other party, what
is the fee applicable as reparation? Is it $10, $20 or even $30?

Permissions with intervals, both permanent and dischargeable, present chal-
lenges to clearly define time-based conflicts. As an example, think of a permission
to present a form in a government office until midnight on a specific date, yet the
office is available only in working hours. Common sense states that the permis-
sion is for presenting during working hours until the midnight of the given date,
and that there is no conflict involved. However, finding a formulation where this
can be expressed naturally in a formal language is challenging, because of the
chain of logical relations that need to be established to link the action of ‘hand-
ing in the form’ with the ‘office being open’ predicates. Furthermore, in some
cases, limitations on time windows are made with the specific goal of discour-
aging the performance of the action (in this case the presentation of the form).
If the intersection of the deadline and the working hours only left a small time
frame available, should this situation be detected? This may indicate that the
notion of conflict may, in some cases, be a fuzzy rather than crisp predicate.

Attempted Actions. As was mentioned before, in action-based timed deontic
logics hitting a deadline without fulfilling an obligation is considered to be a
violation. Think of the case of a contract, in which party A agrees to sell to
party B at a discount price because party B agrees to buy at least 200 kg of
goods during a one week period. During the first few days a transaction is made
and B buys 100 kg at a discounted price. Then the week goes by with no other
transaction being completed. The case goes to court, where A is claiming that
B took advantage of the discount price without reaching the minimum agreed
volume. Party B argues that she did attempt to buy several times yet on all the
occasions party A’s shop was either closed or out-of-stock. B even mentions one

3 From this point onwards, we will use the notation C ⊕ C′ to denote both C and C′

being enacted. We avoid the use of symbols typically used for conjunction e.g., ∧ or
& in order to avoid implicit assumptions of idempotency of the operator.
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occasion where she emailed A to arrange for a purchase and A took so long to
respond that she had to get the goods from another supplier.

How should a logic handle such a case so that the attempts became observ-
able? If buying and selling are separate actions, then that would mean parties can
execute them independently, which is not the way a buy-sell agreement should
be modelled. Effectively, it makes more sense to think of a synchronised buy-sell
action that both parties need to agree to execute. The problem is that in most
action-based logics when one party tries to synchronise on a shared action and
the other party does not handshake, there is no trace of attempt in the result-
ing execution. Other logics, specifically those where events are timestamped, do
leave a trace and the resulting execution has two events, close enough in time,
and probably a third acknowledgement message, all of which can be abstracted
together as a single transaction, or a high-level synchronised event.

Deontic logics usually do not allow for such a two-level interpretation: one
where individual events can be seen (B trying to buy without being responded
by A) and another where a successful sequence of a buy attempt and a proper
response are abstracted as a single buy-sell transaction. This is common in net-
work protocols where a ‘connection’ is a high-level event with an initiator and
a completer. Being an initiator is a role: any of the parties can be the initiator
just by sending first the proper connection initiation message. A deontic logic
should probably allow for a more complicated scenario: it should let any of the
parties attempt the transaction, but without a single initiation message, i.e. a
buy-sell transaction can be started either with a buy or a sell attempt.

Going back to the discount-per-volume case, B’s obligation of buying should
be regarded as discharged because either a high-level buy-sell action took place,
or a low level buy attempt was issued by B without a response from A within a
proper time-frame, which may not be formal defined. Actually, whether two buy
and sell messages separated by t time units are to be considered to correspond to
an acknowledged request or not may be a controversial issue among the involved
parties. What tools should the logic provide to ground this discussion?

Timed Conflicts. Conflicts due to time expressions are also a topic of interest.
Although F (a) ⊕ O(a) is clearly a conflicting sentence, how should we interpret
F [0, 10](a)⊕O[5, 15](a)? Is this an unsatisfiable conflict? Should it be concluded
that while there is a conflict during the interval [5, 10]—at the beginning of which
F [0, 5](a) ⊕ O[0, 10](a) is in force?

If action a takes time to perform, does the interval specify when the action
should commence, finish or all the performance time? If, for instance, we take
the time of commencement, O[5, 10](a) means that the action must start in the
interval irrespectively of when it ends (as in ‘the shipment should be sent to their
the destination during the next 24 h’ ), but should the time instant be the same
for a prohibition as in F [5, 10](a)? Is there a violation if action a starts at time
3 and finishes at time 6?

We have already discussed the issue of having overlapping time intervals for
obligations, permissions and prohibitions. The situation is of course even more
complex in the presence of CTDs (contrary-to-duties) and CTPs (contrary-to-
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prohibitions) clauses. Timed CTDs and CTPs may be problematic also if their
triggering is conditional to some relative notions of time, and of course in case
of normal delays not necessarily due to the fault of the involved parties.

For instance, a company working regulation might state that all employees
must answer company email within 24 h of receipt. If they will not be able to
answer within this time-frame, they should then send a standard mail at least
one hour before the 24-h deadline saying that they will not be able to answer in
time and state by when an answer is to be expected. In the absence of both an
answer and the canned response, the company automatically sends a message
with a reprimand to the employee (after the 24 h deadline) and decreases the
employee’s bonus by 2 points. A concrete situation might be that Alice sends her
answer exactly 23 h after having received an email but a system problem causes
her answer to arrive after the 24-h deadline. The system then will produce the
automatic response and will decrease her bonus balance by 2 points. A solution
based on time-stamps might help here: every event should have a time-stamp
and all the norms should be explicit on whether it refers to the time-stamp of
attempting, sending or receiving something. This solution, however, might cause
inconsistencies as certain obligations will be triggered and might need then to
be recalled (similar to rollbacks in long-lived transactions). What is then the
meaning of recalling such obligations? Of course we should also recall all the
corresponding (eventually nested) CTDs (and similarly for CTPs).

In the above example one the main issues was caused by delays. Should we
allow for reasoning only for the ideal case, or should we include a model of the
delays? Which delays are acceptable and which are not (from the liability point
of view)?

Other Standing Challenges. Deontic formal languages can serve many pur-
poses such as conflict analysis, runtime verification, simulation, etc. Each of these
domains of application impose its own constraints. For instance, matching real
occurrence time of the events is an issue in run-time monitoring, specially for
distributed events. Thus, coping with rollback-able attribution of guilt for failed
deadlines (like the example given in Sect. 3) or fuzzy-matching of events [11]
(i.e. being able to deal with the fuzziness of timestamps of real-life events) might
become a requirement that is not really necessary for other types of applications.

Although there are purely logic-based approaches successfully dealing with
time (e.g., [30,36]), most of the existing tools are automata-based (e.g., [37]),
thus, if one wants to warrant tool support, one might want to use some kind of
underlying timed transition system with annotations on the deontic imperatives.

From the design point of view, the choice might be between starting with
timed automata, one of the most popular automata-based timed formalisms,
and add the deontic information, or start with the standard deontic logic Kripke
semantics and add time to it. This choice might be driven by different con-
siderations and we do not have a formal argument in favour or against any of
them.

A good example of how deontic modalities and timed constraints may be
combined, somehow following the first approach mentioned above (interpret-
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ing and encoding the deontic modalities into timed automata), is the case of
C-O Diagrams [16], for which a timed automata semantics was given (see [16]
for a first translation and [13] for a new optimised translation for an extension of
the original diagrams). The translation was implemented as Uppaal automata
and integrated into a toolchain called Contract Verifier [12].

4 Monitoring Norms and Timed Norms

In the previous section we introduced and reviewed different interpretations of
deontic modalities that arise in a real-time context. In this section, we continue
the discussion with a focus on monitoring of normative systems under these
different modalities and interpretations.

4.1 Monitorability

The appropriateness of a logic for runtime verification depends, amongst other
things, on its monitorability, that is whether for any finite execution we can even-
tually make a determination whether a specification is satisfied or violated [9,46].
For example, monitoring for linear temporal logic (LTL) has certain limitations,
e.g., the LTL specification Fa can only be monitored for satisfaction (if a occurs),
but not for violation (without some knowledge of the underlying system). We
discuss these standard notions of satisfaction- and violation-monitorability with
regards to deontic logics. Although one finds literature on the monitoring of
norms in specific logics (e.g., [2,21]), rather than focus on a particular logic in
this section we take a more high level view.

Consider an ‘obligation’ to eventually do a positive action, without any time
limit. Is this truly an obligation? Such an ‘obligation’ can essentially be post-
poned forever, and thus we cannot monitor for its violation. If we allow it, we
can however monitor for its satisfaction (similarly to Fa in LTL). On the other
hand, the obligation not to do an action (or prohibition) without any time limit
does have more meaningful normative semantics over finite traces—it is violated
if the prohibited action is done.

Similar to prohibitions, permissions (here the right to do something) do not
need to be bounded to make sense—the notion of perpetual rights is standard.
However, they differ to obligations and prohibitions with regards to satisfaction
and violation semantics. Permissions cannot be violated by the permitted party,
but instead they can be violated by others when the permitted action requires the
other party or parties to synchronise in their performance [8]. One interpretation
is that the parties always, at each time step, provide the required synchronising
actions, or at least at the time steps the permitted party wants to exercise the
permission [3]. Essentially this is a safety property when we can monitor attempts
to perform actions: just monitor for the attempt to exercise the permission and
if it fails then the permission has been violated [7]. This interpretation can be
relaxed to take into account that there may be real-world limitations on the
performance of the action, and only enforce the obligation on the other parties
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at time steps where it is possible for them to provide the synchronising actions,
or within a bounded time-frame, without any effect on monitorability. It is worth
noting that there are different types of rights identified in the literature [34], and
the interpretation of permission as the liberty of one party from other parties
interfering with that first party’s performance of the permitted action is but one
of them.

Another pertinent issue is that when monitoring deontic specifications we are
not just interested in trace violation. In deontic logic there are multiple parties
to a contract, and thus we are more often also interested in which party or
parties caused the violation. This kind of blame assignment may not always be
possible, for example when the specification is unsatisfiable, or is difficult when
the actions of a party in the past may force another party to violate the contract
in the future. Another aspect is that a party may still be in compliance with
a contract if they reasonably attempt to satisfy it but are prevented to do so
by the environment (the real world and the other parties). For example, one
may not be able to satisfy an obligation because another has not provided the
synchronising action, and thus the other is at fault. Capturing and analysing
this also requires the monitoring of attempts to perform an action (e.g., [7]),
otherwise this kind of compliance cannot be monitored for.

We have considered the monitorability of the different kinds of atomic
norms, however norms can also be composed together in different ways. Allow-
ing unconstrained logical combinations causes certain paradoxes and dilemmas
(see [28,43]), since normative modalities are not truth statements. However,
deontic logics with constrained interpretations of these combinations that avoid
these paradoxes also exist (e.g., [40]). Here we consider the monitorability of
combinations of normative modalities with unconstrained logical operators for
completeness.

Sequence and conjunction clearly both maintain monitorability given mon-
itorability of the sub-formulas (the resulting property remains co-/safety). A
clause can also have an associated reparation clause, which can be modelled
using a monitor for the first clause that upon detecting a violation of the first
clause triggers a monitor for the second.

Norms can also be guarded or conditioned on something happening. The
monitorability of the guards depends on the allowed expressions. If the expres-
sion is a regular expression or a past-time LTL formula then monitorability is
maintained. It seems unlikely that allowing unmonitorable expressions would
add anything to the logic, e.g., allowing future-time LTL to guard norms would
allow us to write [FGp]O(a) (if p is true infinitely often from this point on,
then you are obliged to do a), which seems counter-intuitive—the party cannot
reasonably be held to have violated a contract if the contract expects impossible
things of them, such as clairvoyance.

We also consider the remaining usual logical operations: negation, and dis-
junction. Usually, a negated prohibition becomes a permission, a negated obli-
gation becomes the permission not to do the action, and a negated permission
becomes a prohibition. In deontic logics the disjunction can usually be moved
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to the event/state parameter side given appropriate background theories (e.g.,
O(a)∨O(b) = O(a∨b)), or involves clauses with mutually exclusive guards (e.g.,
[p]O(a)∨ [!p]O(a) = [p]O(a)⊕ [!p]O(a)). The former is more difficult in the timed
case, e.g., O[0,5](a) ∨ O[4,10](b), but can be solved in the same way by moving
timing to the event side, i.e., O(a[0,5] ∨ b[4,10]). In the case of disjunction of more
complex clauses, e.g., with sequence O(a);P (b)∨O(b);P (a), guards can be used
to remove the disjunction, i.e., O(a ∨ b); ([a]P (b) ⊕ [b]P (a)) (assuming only one
action can happen in each time step).

Other deontic logics use the notion of defeasability, where certain clauses
may be in conflict with each other but have a priority function that resolves the
conflict (e.g., if the first rule does not hold then try the second) [27]. This has a
disjunctive nature that does not affect monitorability.

Then full monitorability here requires the ability to observe failed actions,
and knowledge about the synchronising actions made available by the parties.
Without these we are unable to talk about whether parties have fulfilled their
obligations with respect to a deontic contract.

4.2 Monitor Synthesis

One approach to monitoring deontic logics could involve their translation into
established runtime verification logics, however there are some features of deon-
tic logics that do not translate well. For example, the notion of reparations,
where a party may be obligated to perform a certain action, and failing that
they are in violation of the contract, but may perform certain actions as repara-
tions for this violation and return into compliance. The best attempt at writing
OO(b)(a) in LTL would involve disjunction, i.e., a∨ (¬a∧X(b)). However in LTL
this loses the priority implicit in the deontic logic representation. Reparations
are not simply other options, but imply recognition by the performing party
that they have violated a contract, an action which can have legal effect. More-
over, violation of certain clauses does not mean other obligations are not still
in effect—there are different levels of violation that are not captured accurately
by existing approaches to monitoring. They could perhaps be added through
certain meta-level considerations, but not at the level of existing monitoring
languages. Working at the level of deontic logic instead allows us to directly
take into account all these considerations that are required for legal contract
monitoring.

In previous work we have given operational semantics to different untimed
deontic languages (e.g., [7,19]) which can easily be used for monitor synthesis.
An automata construction could also be constructed, through a Kripke structure
where states are associated with the sets of norm clauses that must hold when
at that state. Contract automata [6,8] may be able to be re-purposed for this.

The timed case has different needs, as discussed previously. Effective and
efficient monitors for relative timing constraints are especially important in the
monitoring of normative systems. These often specify norms that activate at
the point another norm is satisfied, or penalties that start holding at the time
another norm is violated.
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Looking to LTL with (real-)time as inspiration we find different approaches
for monitor synthesis. Focusing on metric temporal logic (MTL), i.e. temporal
logic with until and since modalities holding over a certain interval, we find
translations to deterministic timed automata that can be re-purposed for mon-
itoring (e.g., [42]). Another interesting approach involves reducing the problem
to monitoring LTL with atoms corresponding to bounded (i.e., with bounded
intervals) MTL formulas [32]. Essentially the proposed algorithm uses dynamic
programming techniques to determine the value of the bounded MTL formulas
by collecting events appropriately depending on the associated time they occur
and the interval associated with the formula. The authors extend this work for
MTL with predicates that can refer to time points, allowing for monitoring of
specifications with relative timing [33]. This suggests that separately combining
monitoring of timing aspects and higher-level normative aspects may also be
effective.

One issue not considered in detail in previous work is that of the underlying
theory. One event/state parameter may correspond to the evaluation of a more
complex predicate. For example, in a state-based deontic logic we may want to
specify that at the end of each month there is an obligation that the average
number of transactions is below a certain number. Operationalising such speci-
fications can involve having a layer of monitors that compute these predicates’
values, which can be queried by the norm monitors. For a rich monitorable lan-
guage, forms of symbolic monitor automata (e.g., DATES [15], or [4]) can be
used to compute the values of these predicates.

The proposed solution for complex event predicates above may be combined
with an approach inspired by that of [32] for MTL—the bounds associated with
an obligation may be moved to the events: O[x, y](a) = O(a[x,y]). Thus we may
be able to re-use monitor synthesis for the untimed case by simply adding a
layer that transforms timed events into appropriate timed action atoms (e.g.,
if x ≤ z ≤ y then the transformation (a, z → a[x,y] can be applied, where the
event (a, z) denotes action a occurring at time z), which are then processed by
appropriate monitors for the deontic-level specifications.

5 Conclusions

In this article we explored the different issues and design choices that arise when
considering how to fully embraced timed aspects into a deontic logic, mainly from
a computational point of view. To do so we ask questions beyond those addressed
in prior work by others (e.g., [11,16,17,25,26,30]). We resorted to small examples
to discuss issues such as duration, superposition, conflicts, attempts, discharge,
complexity and tool support among others, many of which were not covered in
the literature.

In summary, we considered the state- and action-based approaches for
interval-based deontic modalities, which respectively require the identification
of the interval on which the modality holds, and the actions that identify the
start and end of the interval. We discussed choices with regards to underlying
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clocks (universal or relative), and different constraints required out of modalities
(that something must hold until a deadline, or within a certain interval). The lat-
ter allows for different interpretations—given two intersecting obligations, doing
one event may be able to satisfy both, or not. The issue of dischargeability and
permanence of norms was also discussed (a norm may no longer hold after being
first satisfied, or it may continue holding). Moreover, taking into account that
attempts to fulfil a norm may fail, through no fault of the actor, in a timed
context requires reasoning about synchronising actions not necessarily occurring
at the same time step. Finally, we discussed conflicts due to overlapping time
intervals, where a contract may have satisfying traces but other traces that exer-
cise the conflict. This can be a problem especially in the context of reparations
with some relative deadline.

One thing that many of the used examples have in common is that the differ-
ent interpretations proposed seem to correspond with interpretations that dif-
ferent stakeholders might sustain in case of conflict, even in court. One research
direction is to investigate a logic using nondeterminism to correspond to pos-
sible interpretations. What such a logic would provide is not settling over an
interpretation but rather coherence: one branch might flag violations for actions
that commence during the prohibited interval, irrespectively of where they end,
while another one might only flag violations for prohibited action that happen
entirely in the interval, but no branch would mix both interpretations. Thus,
legal arguments become arguments about choosing (or pruning) branches in the
logic.

Finally, we have discussed and analysed what are the main issues and chal-
lenges in the monitoring of (un)timed deontic logics. To the best of our knowledge
no work exists on the monitoring of such logics. This is an open research direction
for researchers in the RV community to consider. Though a successful approach
might first need to address all the issues discussed in this paper concerning the
extension of deontic modalities with time, we believe that existing approaches
for MTL can inspire monitor synthesis techniques for timed deontic logics.
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