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Abstract. Dialog systems have achieved significant progress and have
been widely used in various scenarios. The previous researches mainly
focused on designing dialog generation models in a single scenario, while
comprehensive abilities are required to handle tasks under various sce-
narios in the real world. In this paper, we propose a general Multi-Skill
Dialog Framework, namely MSDF', which can be applied in different
dialog tasks (e.g. knowledge grounded dialog and persona based dialog).
Specifically, we propose a transferable response generator pre-trained
on diverse large-scale dialog corpora as the backbone of MSDF, con-
sisting of BERT-based encoders and a GPT-based decoder. To select the
response consistent with dialog history, we propose a consistency selector
trained through negative sampling. Moreover, the flexible copy mecha-
nism of external knowledge is also employed to enhance the utilization
of multiform knowledge in various scenarios. We conduct experiments on
knowledge grounded dialog, recommendation dialog, and persona based
dialog tasks. The experimental results indicate that our MSDF outper-
forms the baseline models with a large margin. In the Multi-skill Dialog
of 2021 Language and Intelligence Challenge, our general MSDF won the
3rd prize, which proves our MSDF is effective and competitive.

Keywords: Multi-skill dialog -+ Knowledge grounded dialog -
Conversational recommendation - Persona based dialog

1 Introduction

Propelled by the acquisition of large-scale dialog corpora and the advance of
pre-training technology, dialog generation models have made great progress, and
dialog systems have been applied in various scenarios, such as chit-chat, knowl-
edge grounded dialog, and conversational recommendation. However, most of
the previous works only focused on modeling the dialog system within a single
scenario, which is difficult to be applied in other scenarios directly. It does not
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Fig. 1. Overall Multi-Skill Dialog Framework (MSDF). The response generator first
generates diverse responses through a sampling-based decoding algorithm conditioned
on the dialog history and optional extra information (e.g. knowledge, user profile and/or
machine persona). Then, the consistency selector selects the most contextually consis-
tent response as the final response.

satisfy the requirements of practical application in the real world, where the dia-
log model needs to generate responses in various scenarios. To handle different
tasks in various scenarios, multiple dialog skills are requested, such as knowledge
utilization, commodities recommendation, and persona understanding skills. It
is of great necessity to model a general multi-skill dialog framework that can be
flexibly applied in various scenarios.

How to model the general multi-skill dialog systems that can effectively use
information from diverse sources still remains challenging. On the one hand,
the model needs to use various information (e.g. structured and unstructured
knowledge, persona, conversation topics), and the previous works usually design
complex models [6,11] to utilize specific information in a single scenario, which
results in lacking universality. On the other hand, the previous works used com-
plicated data processes and training processes [9] to optimize models on specific
dialog corpus, thus, the model is difficultly transferred to other scenarios.

In this work, we propose the general multi-skill dialog framework MSDF
to address the above problems, which consists of a pre-trained dialog response
generator and a consistency selector. As depicted in Fig.1, MSDF generates
responses in two stages: 1) generating diverse responses as the candidate response
pool, via dialog history (and extra information); 2) selecting the final response by
consistency selector. Specifically, we first pre-train a universal and transferable
encoder-decoder based model on various diverse dialog corpora, including chit-
chat, knowledge dialog, and recommendation dialog, to obtain a general model
with multiple coarse-grained skills enhanced. Then, we apply multiple identi-
cal encoders to encode different source information and equip the decoder with
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the multi-source information fusion module, which can be flexibly transferred to
different application scenarios. Moreover, a dialog history can be mapped into
multiple acceptable responses, which is also known as the one-to-many map-
ping [13], especially in the open domain. Thus, we introduce a BERT-based
consistency selector to choose the most contextually consistent response with
dialog history from the response pool, which is trained via negative sampling to
distinguish consistent and inconsistent responses with dialog history.

Experiments are conducted to evaluate the performance of our MSDF in
knowledge grounded dialog, recommendation dialog, and persona dialog tasks.
The experimental results indicate that our MSDF outperforms the baseline mod-
els with a large margin in terms of F1 and BLEU scores. In the Multi-skill Dialog
of 2021 Language and Intelligence Challenge, our MSDF won the third prize,
with 6th rank in the human evaluation of the finals. Both automatic and human
evaluation results indicate that our MSDF is effective and competitive.

Our contributions are as bellows.

— We propose a general multi-skill dialog framework that solves various tasks in
different scenarios, namely MSDF, consisting of a dialog response generator
with multi-source information encoders and a consistency selector.

— We pre-train an encoder-decoder based dialog generation model on various
types of large-scale open-domain dialog corpora, which can be effectively
transferred into our MSDF to solve different tasks.

— The experimental results indicate that our MSDF outperforms the baseline
models with a large margin in knowledge dialog, recommendation dialog, and
persona dialog tasks, demonstrating the effectiveness of MSDF.

2 Related Work

The Multi-Skill Dialog of 2021 Language and Intelligence Challenge focuses on
three kinds of dialog generation tasks, including the knowledge grounded dia-
log, recommendation dialog, and persona dialog. The previous works always
modeled dialog systems to solve a single task in a scenario. For knowledge
grounded dialogs, the model generates responses conditioned on dialog history
and the given external knowledge. [8] employed posterior probability distribu-
tion of knowledge to guide the learning of prior distribution during training.
[6] proposed the sequential decision making method to select knowledge used in
response. And [12] modeled the knowledge selection as walking over knowledge
graphs. For the persona dialogs, the model is required to understand and utilize
the given persona to generate personalized responses. [9] improved the perfor-
mance of persona understanding through persona negative sampling. [22] trained
a VAE (Variational Auto-encoder) model to produce persona-related topic words
jointly generating responses. For recommendation dialogs, the model needs to
make recommendations through conversations, which is usually separated to two
tasks: recommendation and dialog generation. [4,27] incorporated the common
sense knowledge graph to improve the user profile understanding and recom-
mendation dialog generation. [28] incorporated topic planning to enhance the
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recommendation dialog. Following the work of [3], we also propose a general
multi-skill dialog framework that can handle various tasks.

3 Method

3.1 Multi-skill Dialog

The multi-skill dialog task aims to construct a general dialog generation model
with multiple skills to solve various tasks in various scenarios. In our work, we
focus on the dialog modeling task with multiple skills, including three sub-tasks:
1) knowledge dialog, 2) recommendation dialog, and 3) persona dialog. The
descriptions of the three sub-tasks are as follows! (Fig. 2).
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Fig. 2. Responses generation process in MSDF. The top-right corner is the detail of
decoder block, and the top-left corner shows the process of copy mechanism.

Knowledge Dialog. The inputs of the knowledge dialog include dialog goals
G = [g1,89,...,8], knowledge information K = [k;,Ks,...,ks], and dialog
history H = [x1,X2,...,X,], where g; is a description of dialog target or a
conversation topic, k; is the form of a triple or an unstructured sentence, and
x; consists of a sequence of words. The knowledge grounded dialog generation
task requires the model to use appropriate knowledge to generate the response
R = [r1,79,...,7m], where r; denotes the i-th word in response, m denotes the
length of response.

! Details in: https://aistudio.baidu.com/aistudio/competition/detail /67.
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Recommendation Dialog. The inputs of the recommendation dialog include
user profiles U = [uy,ug,...,w], conversation scenario S, dialog targets G,
knowledge information K, and dialog history H, where u; is an aspect of the
user profile in a key-value form. The recommendation dialog generation task
requires the model to make recommendations based on the user profile and the
scenario through conversation.

Persona Dialog. The inputs of the persona dialog include persona information
of machine P = [p1,po,...,P.], and dialog history H, where p; is a sentence
describing the persona. The persona dialog generation task requires the model to
generate natural, fluent and informative machine response in line with dialogue
history and persona information.

3.2 Overall Framework

We propose a general multi-skill dialog framework MSDF, mainly consisting of
a response generator and a history-response consistency selector, as shown in
Fig. 1. MSDF generates the response in two steps: response generator is applied
to generate diverse responses as the response pool, and then consistency selector
chooses the most consistent response from the response pool as the final output.

Response Generator. The previously proposed generation models, such as
GPT2 [14], PLATO2 [1], and BART [7], have shown their great generation per-
formance obtaining from large-scale corpora. To obtain a universal pre-trained
dialog model that can be flexibly transferred to the three sub-tasks, we pre-
train an encoder-decoder-based model, which consists of a BERT-based encoder
and a GPT-based decoder, and the optimization objective is to generate a tar-
get response conditioned on dialog history. The six large-scale dialog datasets,
including LCCC [19], Weibo [17], Douban [21], DuConv [20], KdConv [26] and
DuRecDial [11], are used to pre-train the model. Specifically, we process all the
data to a general dialog form: for the multi-turn conversations, we split them
into history-response pairs; for the conversations with extra knowledge or user
profiles, we ignore them during pre-training. Moreover, to accelerate the pre-
training process, we use the parameters of DialoGPT [24] to initialize both the
encoder and decoder. We find that the model pre-trained with all data tends to
generate short responses, thus, we additionally select the half of data with longer
responses to pre-train it in the latter part of pre-training phase. In each sub-task,
we duplicate the encoder of pre-trained model to encode specific information,
and equip the decoder with an information fusion module.

Denote HP | € RL4*4 ag the output of (I — 1)-th decoder block, where Lp is
the length of decoding sequence and d is the hidden size of decoder blocks, the
calculating process in each decoder block is described as follows:

H4 = Sel f Attention (Layer Norm(HP ,)) + HY |, (1)

FA . SA
Hl = Fusion (H[ 7Hhisto7‘y7 Hknowledgea Hpersona) P (2)
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HP = FFN (LayerNorm(H)) + HI 4, (3)

where Hpgtory € R™*4, Hinowiedge € R5*4 and H,ersona € R#*? denotes the
encoded information, HlSA € REexd denotes the result of self-attention, and
Hf A ¢ RLixd denotes the fused multi-source information. The Fusion function
is calculated in the following way:

(LayerNorm(HfA)WlQ> (HFWT

Ey _
A;(H”) = softmax NG

(HW)), (4)

HlFA = [Al (Hhistory); Al (Hknowledge); Al (Hpersona)]wlp + HZSA; (5)

where [;] indicates concatenation on the last dimension, WlQ7 W[ and W) are
learnable projection matrices and WlP € R34%4 ig a learnable attention fusing
matrix (we get W} € R24%4 when there are only two cross-attention to be
fused).

Finally, the hidden state HP € RE2*4 of the I-th decoder layer is output by
the FFF'N layer and residual layer:

HP = FFN(LayerNorm(HI4)) 4+ HFA, (6)

With the great performance of hybrid pointer-generator network [15] in
summarization, we utilize the attention-based copy mechanism to generate
knowledge-enhanced response. Decoder hidden states are put into linear lan-
guage model to get original vocabulary distribution Pgeqy € REPXEV,

Poocar = softmax(HDWLM), (7)

where WIM ¢ RIXLv ig the learnable language model head and Ly denotes
the vocabulary length. And then attention-based copy mechanism is utilized to
generate extra knowledge enhanced response. We obtain knowledge copy atten-
tion Acopy € REPXLK | via cross-attention of decoded hidden states and encoded
knowledge (or persona) hidden state:

Acopy = Softmax((HDWQ)(HknowledgeWK)T)7 (8)

where W@ and WX are learnable projection matrices, and Ly denotes the
length of the knowledge sequence. Then generation probability pge, € [0, 1] can
be calculated:

Pgen = Sigmo’id([Acopkanowledge; HD]wmlp), (9)

where W™P ¢ R?Ix1 is Jearnable matrices. We obtain the following probability
distribution over the merged vocabulary to predict word w:

P(w) = log(PgenPuocat(w) + (1 = Pgen)l(wi = w) Acopy (w)), (10)

where I(-) is an indicator function, and APY(w) is the element at w-th column
in the copy attention matrix.
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Consistency Selector. Inspired by the BERT next sentence prediction [5],
we propose a history-response consistency selector, since the response should be
the next sentence by dialog history. The consistency selector is a binary classi-
fier to distinguish the consistent and inconsistent response with dialog history.
We construct the consistency selector by a pre-trained model RoBBERTa [10],
plus a linear head layer. We first concatenate the dialog history and response
as the pre-trained model input to get context representation, and then put the
first token (usually known as [CLS] token) to the linear head to get a binary
classification score. The consistency selector is trained on positive and negative
sampling examples from training data, where inconsistent responses are ran-
domly sampled. During inference, we get the positive score from the consistency
selector output as the consistency score.

3.3 Data Processing

We separate different input resources into four categories: dialog history, knowl-
edge information, persona information, and current reply (or previously gener-
ated response during inference). The data preprocessing and reprocessing are
demonstrated as follows.

The knowledge dialog generation model consists of a dialog history encoder,
a knowledge encoder and a decoder. During data preprocessing of DuConv, we
reformat the knowledge graph to a pseudo unstructured knowledge sentences, by
concatenating the subject, predicate and object, and join all knowledge sentence
with special token “[SEP]”. Since the dialog topics are limited in movies and film
stars and there are at most two topics during a dialog, we introduce special tokens
to format the subject in the knowledge graph, including “[moviel]”, “[movie2]”,
“[starl]”, and “[star2]”, which will be restored in data reprocessing after response
generated. And we also add speaker tokens “[speakerl]” and “[speaker2]” to
distinguish speakers in the dialog history. We also reprocess personal pronouns
and figures due to the knowledge, such as outcome date of movies, and birthday
of stars.

The recommendation dialog generation model consists of a dialog history
encoder, a knowledge encoder, a persona encoder and a decoder. To facilitate
optimization, we make the knowledge encoder and persona encoder share param-
eters. The knowledge graph in DuRecDial is also reformatted in the same way as
DuConv, with all the candidate recommendation goal planning concatenated at
the end. Since the recommendation goal is labeled with each response, we intro-
duce a new special token “[goal]” as a separator, and join the golden goal with
response e.g. “[goal][A] User: Al [goal | FAZFRIFIEZ SE AL L1 (“[goal] Ask-
ing about the user’s gender [goal] Should I call you Mr. or MS”). This golden
goal prefix in the response performs as the semantic guidance, which is typi-
cally like conditional generation. The dialog situation is viewed as extra knowl-
edge concatenated before knowledge information. We also replace the user name
with a new special token “[uname]” and add speaker tokens. Personal pronouns
and figures will be corrected and goal information will be removed during data
reprocess.
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The persona dialog generation model consists of a dialog history encoder, a
persona encoder and a decoder. We trained a simple Word2Vec by open-source
gensim implementation?, on CPC sentences to estimate the similarity between
the response and persona by cosine similarity of average word vector, and ran-
domly drop training examples with persona information similarity less than 0.7.
It is observed that the generator prefers to generate longer sentences and there
are too many responses whose topic is about the user job, so we drop some exam-
ples with too long responses and “LA1E” (“work”) in dialog utterances. Consider-
ing that conversations in CPC are more like chit-chat than task-oriented dialog,
we abandon the copy mechanism in this generator.

4 Experiment

4.1 Experimental Settings

Dataset. For pre-training, we use the Weibo dataset [17], Douban multi-round
conversation [21], LCCC dataset [19], Emotional Conversational Dataset [25],
retrieval-assisted conversational dataset [2], and Kdconv dataset [26]. For fine-
tuning, we use DuConv [20] for knowledge grounded dialog, DuRecDial [11]
for the conversational recommendation, and Chinese persona chat (CPC) for
persona dialog. Statistics of all dataset are summarized in Table 1.

Table 1. Statistics of all datasets. ! denotes the datasets for fine-tuning, and the others
are for pre-training.

Train Dev Test
DuConv' [20] 19858 | 2000 | 5000
DuRecDial’ [11] 6618 946 | 4645
Chinese Persona Chat' 23000 1500 3000
Weibo dataset [17] 3103764 | 443394 | 886790
Douban multi-round conversation [21] 5000000 | 25001 1186
LCCC dataset [19] 11987759 | 20000 | 10000
Emotional Conversational Dataset [25] 899207 | 110000 | 110000
retrieval-assisted conversational dataset [2] | 5498480 |107332 | 156706
Kdconv dataset [26] 3000 300 2751

Implementation Details. For the response generator, the encoders and
decoder settings follow the DialoGPT [24], where the hidden size is 768 for
12 layers, the maximum input length is 512, and there are 12 heads in multi-
head attention. For all dropout layers, the dropout rate is set to 0.1. We adopt

2 https:/ /radimrehurek.com/gensim /intro.html.
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cross-entropy loss as our loss function, and the parameters are saved in term of
the minimum cross-entropy loss on the development datasets. The consistency
selector is implemented alike a NLI model as described in Sect. 3.2, which is also
optimized through cross-entropy loss function.

4.2 Evaluation

The competitive baseline models are compared with the proposed MSDF on
different quantitative metrics. We use BLEU-1 and BLEU-2 to evaluate the n-
gram lexical similarity, F1 to evaluate the Chinese character level similarity, and
DISTINCT1 and DISTINCT-2 to evaluate the diversity of generated responses.
The total SCORE for the automatic evaluation is calculated by averaging all
the F1/BLEU1/BLEU2 scores for the subtasks. To exhibit the improvement
of our MSDF, we also implement and test four baseline models: Seq2Seq [18],
HRED [16], DialoGPT [24] and BERT-GPT [23]. All these baseline models only
take dialog history as inputs, without aquiring extra information. Since test
datasets are not released, we evaluate all the models on LUGE platform®. The
performance of baseline models and our MSDF is presented in Table 2, including
ablation experiments.

With respect to the human evaluation, we refer readers to the competition
leaderboard? for the single-turn or multi-turn dialog evaluation results.

Table 2. Automatic evaluation of test set B on baseline models and our MSDF (ranked
by total score). All the results of F1, BLEU, and DISTINCT are average scores from
three sub-tasks.

SCORE | F1 BLEU1/2 DISTINCT1/2

Seq2Seq [18] 0.522 1 22.33 0.202/0.096 | 0.038/0.100
HRED [16] 0.565 | 23.66 | 0.220/0.108 | 0.038/0.105
DialoGPT [24] 0.373 | 17.05 0.141/0.061 |0.079/0.313
BERT-GPT [23] 0.573 | 24.51 |0.215/0.113 | 0.061/0.214
MSDF 0.934 | 38.62 0.333/0.215 0.057/0.183

-consistency selector | 0.872  |36.00 |0.314/0.198 |0.051/0.173
-extra knowledge 0.705 28.98 0.271/0.145 |0.049/0.162

4.3 Discussion

Our MSDF outperforms the baseline models with a large margin, even though
without extra information, which strongly presents the effectiveness. The con-
sistency selector preferred to select the most common response. It reduces the

3 LUGE: https://aistudio.baidu.com/aistudio/competition/detail /48.
4 Leaderboard: https://aistudio.baidu.com /aistudio/competition/detail /67.
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variance of generating performance and significantly improves automatic evalu-
ation results, without considering the limited diversity of responses in human
evaluation. Besides, the attention-based copy mechanism is of great impor-
tance for generating knowledge-enhanced response. According to our observa-
tion, DialoGPT and BERT-GPT still talk rubbish after fine-tuning, despite
resulting in higher DISTINCT scores. In the competition, our MSDF got 9-th
rank in automatic evaluation and 6-th rank in human evaluation. It increased by
3 ranks in human evaluation compared to the automatic evaluation. We attribute
this to the multi-skill pre-training, from which our model could generate more
human-like responses, in spite of the mismatch with the golden references in
automatic evaluation.

5 Conclusion

This paper describes our general multi-skill dialog framework MSDF, consisting
of a response generator and a dialog history consistency selector. We first pre-
train the basic encoder-decoder on diverse datasets and then fine-tune it on the
specific dataset to construct the response generator with a strong specific skill.
We won the third prize in Multi-task Dialog of 2021 Language and Intelligence
Challenge. Experiments are also conducted on several baseline models. The vast
improvement over the baseline models indicates that our framework is effective
and competitive. In future work, we will experiment with our MSDF on more
tasks to evaluate the comprehensive skills of our framework and further improve
its performance.
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