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Abstract. Multiple intent detection and slot filling are essential compo-
nents of spoken language understanding. Existing methods treat multiple
intent detection as a multi-label classification task. However, multi-label
classification methods focus on the correlation between different intents
and set the threshold to select the high probability intents. These meth-
ods will cause the model to miss part of the correct intents. In this
paper, to address this issue, we introduce Multi-Intent Attention and
Top-k Network with Interactive Framework (MIATIF) for joint multiple
intent detection and slot filling. In particular, we model the multi-intent
attention to obtaining the relation between the utterance and intents.
Meanwhile, we propose the top-k network to encode the distribution of
different intents and accurately predict the number of intents. Exper-
imental results on two publicly available multiple intent datasets show
substantial improvement. In addition, our model saves 64%–72% of train-
ing time compared to the current state-of-the-art graph-based model.

Keywords: Interactive framework · Multiple intent detection ·
Multi-intent attention · Top-k network

1 Introduction

Intent detection and slot filling are significant parts of spoken language under-
standing [13]. In an utterance, intents and slots always exist a strong correlation.
For instance, the slot of movie name “paris by night” and the intent “Search-
ScreeningEvent” correspond to each other in the query “Rate if tomorrow comes
and what time will paris by night aired”. To model the relation between intents
and slots, dominant models [4,5,12,16,23] adopt joint models to build the rela-
tionship between the two tasks. Though achieving promising performances, pre-
vious works only focus on the single-intent task. However, the utterances in
reality dialogue scenarios express more than a single intent [3]. For example, in
Fig. 1, the whole sentence corresponds to the intent “RateBook” and the intent
“SearchScreeningEvent”.
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Fig. 1. Prior works treat multiple intents as an entire intent (a) or use multi-label
classification methods to filter intents under the threshold (b). Our method discards
the threshold and uses the attention between the utterance and intents to determine
the final multiple intents (c).

To solve the problem of multiple intents in an utterance, the prior models
directly combine multiple intents into a single one, which is shown in Fig. 1(a).
However, these models do not guide each word to capture the features corre-
sponding to different intents [17]. To better perform multiple intent detection
and slot filling, [3] and [17] achieve promising performance by using multi-label
classification methods to consider two tasks jointly, as shown in Fig. 1(b). The
multi-label classification methods mainly utilize latent relevance among labels.
However, the core of multiple intent detection is to distinguish the irrelevance
of different intents. In addition, the method of setting the threshold can only
select intents with higher probability. Depicted in Fig. 1(b), the intent “Rate-
Book” which is above the threshold can be selected. In Fig. 1(c), these tokens
“paris by night” not only focus on the intent “SearchScreeningEvent”, but also
reduce the relevance on the intent “RateBook”.

There are two challenges in multiple intent detection: 1) How to distin-
guish the features of different intents. 2) How to predict the number of multiple
intents rather than setting the threshold. To solve these two problems, we pro-
pose a Multi-Intent Attention and Top-k Network with Interactive Framework
(MIATIF). In particular, we use an interactive framework based on the vanilla
transformer to improve the performance of both multiple intent detection and
slot filling. We introduce multi-intent attention to capture the relation between
the utterance and intents, which helps distinguish different intents’ features.
Meanwhile, we construct the top-k network to predict the number of intents
by encoding the distribution of different intents. This network can replace the
method of setting a threshold to avoid missing low probability intents.

To summarize, the contributions of this paper are: 1) We propose a Multi-
Intent Attention and Top-k Network with Interactive Framework to jointly solve
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Fig. 2. (a) Multi-label classification methods set the threshold to select high probability
labels. (b) Multiple intent detection methods pay more attention to the difference of
intents.

the problem of multiple intent detection and slot filling. 2) We introduce multi-
intent attention to distinguish the features between different intents. The top-k
network predicts the number of intents by encoding the distribution of different
intents. 3) We evaluate the performance of our model on two publicly available
dialogue datasets. Our model shows improve overall accuracy performance 3.1%
and 1.3% on two datasets and save 64%–72% training time compared to the
current state-of-the-art method.

2 Problem Definition

Current works treat multiple intent detection as a multi-label classification task.
Models select the intents which have high probability by setting the thresh-
old. However, this paper argues that multiple intent detection and multi-label
classification are essentially different tasks. As shown in Fig. 2(a), multi-label
classification exploits the association between two labels to improve label prob-
ability to avoid being filtered by the threshold. In most cases, there is not a
strong correlation between the different intents in an utterance. Therefore, the
model needs to focus on the features between different intents in multiple intent
detection. In this paper, we redefine the task of multiple intent detection.

We define an utterance U = (w1, w2, . . . , wL) consists of a sequence of
L words. Multiple intent detection needs to decide the multiple intent label
Y I = (Y I

1 , . . . , Y I
k̂

) with k̂ possible intents. We should learn a function fI :
U → Y I from sufficient training samples that achieve the mapping from utter-
ance to multiple intents. In most multi-label classification models, fI(U) =
{Y I |Sim(U, Ŷ I) > δ} will be derived, where Sim(U, Ŷ I) evaluate the relevance
scores of all intents and utterance, and δ is the threshold value. In multiple
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intent detection, we first learn a top-k function fk : U → k, which utilizes the
representation of the different intents in the utterance to predict the number
of intents. We set the function fI(U) = {Y I |Top(Sim(U, Ŷ I), fk(U))}, where
Top(Y, k) denotes taking the top k values from Y . We train the model to find
the best parameter set α that maximizes the likelihood:

arg max
α

P (Y I |fI(U);α). (1)

3 Model

The architecture of our model is shown in Fig. 3, which consists of the multi-
intent attention and the top-k network based on the interactive framework.

3.1 Interactive Framework

In single intent detection and slot filling tasks, the interactive framework
improves the performance by model the bidirectional connection between the
intents and slots [18]. We firstly perform an interactive framework based on
the vanilla transformer [20] to multiple intent detection. In the context fea-
ture encoder, We adopt the BiLSTM to encode each utterance U to produce a
series of hidden states H = (h1, h2, . . . , hL). We use HC to represent the out-
put of the context feature encoder. Then, we get the explicit multiple intents
and slots representation and put them into the interactive framework to make a
mutual interaction. We randomly initialize the parameters as intent embedding
matrix W I

F ∈ Rd×NI and slot embedding matrix WS
F ∈ Rd×NS ( d represents

the dimension of hidden states; NI and NS represent the number of intents and
slots, respectively).

In practice, we use W I
F and WS

F to obtain HI and HS , respectively:

HI = HC + softmax(HC · W I
F ) · W I

F , (2)

HS = HC + softmax(HC · WS
F ) · WS

F . (3)

Furthermore, we map the matrix HI and HS to queries (QI , QS), keys
(KS ,KI) and values (V S , V I) by using different linear projections. Finally, we
treat QS as queries, KI as keys, and V I as values and obtain new slot represen-
tations incorporating intent information. The new slot representations:

ĤS = HS + softmax(
QSKI

√
d

)V I . (4)

Similarly, we obtain the new intent representations:

ĤI = HI + softmax(
QIKS

√
d

)V S . (5)

The interactive framework enables sharing the features of intents and slots.
It can avoid the phenomenon of an utterance with correct slots and wrong intent
or correct intent and wrong slots.
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Fig. 3. The illustration of multi-intent attention and top-k network with interactive
framework (MIATIF). Multi-intent attention and top-k network distinguish the fea-
tures of different intents and accurately predict the number of intents.

3.2 Multi-intent Attention and Top-k NetWork

In this paper, the core contribution is the multi-intent attention and the top-k
network. Firstly, multi-intent attention can build the relationship between the
utterance and intents, distinguishing features of different intents by the text
semantics of utterance. Then, to predict the number of intents, we introduce
an independent encoder to encode the different distribution features. We take
the representations of different intents and the top-k to predict the number of
intents in the utterance.

Multi-intent Attention. The text of intents usually has specific semantics
[22]. To make use of the semantic information of multiple intents, we need to
obtain the intent embedding matrix EI ∈ RNI×d in the same latent d-dim space
with the words.

After obtaining the hidden states HC from the context feature encoder and
the intent embedding EI , we can explicitly determine the semantic relation
between each pair of words and intents. Attention weights are computed by
the dot product between HC , EI , and output AI ∈ RL×NI :

AI = softmax(HC · EI); ÂI = AI · EI , (6)

where ÂI ∈ RL×d is the relationship between each pair of words and intents.
The representation ÂI is based on multiple intents and words in an utterance.
Thus, we call it multi-intent attention.
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Top-k Network. In this paper, one challenge we focus on is how to replace the
threshold method to predict the number of multiple intents k̂ accurately. We
propose the top-k network to accomplish multiple intent detection by encoding
the distribution of different intents in an utterance. Unlike the method from
[10], we do not bother to predict some conjunctions to determine whether it
is a multiple intent problem. Therefore our method has universal application
scenarios for predicting the number of intents rather than focusing on some
special tokens. In particular, to avoid integrating the context features, we use an
independent encoder to encode multi-intent distribution. The same with context
feature encoder, we can get HM from the output of the independent encoder.

Then, we use a unidirectional LSTM as the top-k decoder, which predicts the
number of multiple intents. The intent distribution vector HM will be fed to the
decoder to predict the number of multiple intents. At each step i, the decoder
state sk

i is calculated by previous decoder state sk
i−1, the previous number of

multiple intents ki−1 and the aligned encoder hidden state hM
i :

sk
i = LSTM(sk

i−1, ki−1, h
M
i ); k = �

L∑

i=1

(Wn
i · sk

i + bi) +
1
2
�, (7)

where �·� indicates round down.

3.3 Decoder

In multi-intent attention and top-k network with the interactive framework, we
have obtained intent representation ĤI , slot representation ĤS , the multi-intent
attention ÂI , and the number of multiple intents k. In this section, we build an
intent decoder and a slot decoder, respectively.

Intent Decoder. We concatenate the intent representation ĤI and the multi-
intent attention ÂI as the representation of the final inputs:

H̃I = ĤI ⊕ ÂI , (8)

where H̃I ∈ RT×2d and ⊕ is an operation for concatenating two vectors.
We use a unidirectional LSTM as the multiple intent detection decoder:

sI
i = LSTM(sI

i−1, y
I
i−1, h̃

I
i ). (9)

Then the decoder state sI
i is utilized for multiple intent detection:

yI = σ(LeakyReLU(W I
1 sI + bI

1)W
I
2 + bI

2), (10)

where W I
1 , W I

2 are trainable parameters of the intent decoder, yI = {yI
1 , . . . , y

I
nI

}
is the intent output of the utterance and σ represents the activation function.

We use the number of multiple intents k in each utterance during inference
instead of setting a threshold. The final result OI is generated by intent output
yI and the number of multiple intents k. We get the top-k largest intent distribu-
tions as the final output. For example, if the yI = {0.7, 0.1, 0.3, 0.9, 0.5, 0.1, 0.2}
and the k is 2, we predict intents OI = {1, 4}.
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Slot Decoder. For the slot filling decoder, we similarly use another unidirec-
tional LSTM as the slot filling decoder. To ensure the performance of the slot
filling task, we leverage multiple intent features to guide the slot prediction. At
the decoding step i, the decoder state sS

i can be formalized as:

sS
i = LSTM(sS

i−1, y
S
i−1, ĥ

S
i ⊕ h̃I

i ). (11)

Similarly, the decoder state sS
i is utilized for slot filling:

yS
i = softmax(WS

d sS
i );OS

i = argmax(yS
i ), (12)

where OS
i is the slot label of the i-th word in the utterance.

3.4 Joint Training

Following [4,16,17], we adapt a joint model to consider the three tasks and
update parameters by joint optimizing. The intent detection, slot filling, and
top-k loss functions are:

LI = −
nI∑

m=1

(ŷI
mlog(yI

m) + (1 − ŷI
m)log(1 − yI

m)), (13)

LS = −
nW∑

i=1

nW∑

j=1

ŷ
(j,S)
i logy

(j,S)
i , (14)

Lk = |k − k̂|, (15)

where ŷI , ŷS and k̂ are the gold intent label, gold slot label, and the gold number
of intents, respectively.

The final joint objective is formulated as:

L = LI + LS + Lk. (16)

4 Experiments

4.1 Datasets

Since other single intent datasets cannot evaluate multi-intent models, we eval-
uate the performance of our model on the only two publicly available multiple
intent datasets, MixATIS and MixSNIPS. Both datasets are used in our paper
following the same format and partition as in [17].

MixATIS and MixSNIPS datasets are collected from the ATIS [6] and SNIPS
[2] which are widely used in SLU task, respectively. [17] utilizes conjunctions to
connect sentences with different intents. The number of intents in the datasets is
no more than 3, and the ratio between 1–3 intents is 3 : 5 : 2. MixATIS has 18000
utterances for training, 1000 utterances for validation, and 10000 utterances
for testing. MixSNIPS has 45000 utterances for training, 2500 utterances for
validation, and 2500 utterances for testing. In the training set, MixATIS has 17
different intents, and MixSNIPS has 7.
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Table 1. Slot filling and intent detection results on two multi-intent datasets

Model MixATIS MixSNIPS

Slot(F1) Intent(F1) Intent(Acc) Overall Slot(F1) Intent(F1) Intent(Acc) Overall

Attention BiRNN [12] 86.6 – 71.6 38.7 89.4 – 94.1 62.2

Slot-Gated [4] 88.1 – 65.7 38.9 87.8 – 96 56.5

SF-ID [5] 87.7 – 63.7 36.2 89.6 – 96.3 59.3

Stack-propagation [16] 87.4 79 71.9 41 93.2 97.6 94.6 71.9

Joint multiple ID-SF [3] 87.5 80.6 73.1 38.1 91 98.2 95.7 66.6

AGIF [17] 88.1 81.2 75.8 44.5 94.5 98.6 96.5 76.4

MIATIF 88.0 78.6 76.0 47.6 94.6 98.6 97.1 77.7

4.2 Implementation Details

The encoder and decoder hidden units are 256 and 128 in all datasets, respec-
tively. We use Adam to optimize the parameters in our model and adapt the
suggested hyper-parameters for optimization. For all experiments, we pick the
model which the sentence-level accuracy works best on the dev set and then
evaluate it on the test set. The epochs are 200 and 100, and the dropout rates
are 0.3 and 0.4 for MixATIS and MixSNIPS, respectively. Part of the code uses
the MindSpore Lite tool [1].

4.3 Main Results

Following [4] and [17], we use Slot(F1), Intent(F1), Intent(Acc) and Overall to
evaluate the performance of slot filling, intent detection and sentence-level accu-
racy. We adopt the top-k network to predict the number of multiple intents,
and the results are 98.6% and 99.6% in the MixATIS and MixSNIPS datasets.
Table 1 shows the other experimental results of the proposed models on the Mix-
ATIS and MixSNIPS datasets. Among the baselines, [4,5,12,16] are the classical
model for single intent, [3,17] achieve state-of-the-art on multiple intent.

We have the following observations from the results: 1) Our model outper-
forms baseline and achieves promising performances. On the MixATIS dataset,
our model achieves 0.2% and 3.1% absolute gains on Intent(Acc) and Overall,
respectively. On the MixSNIPS dataset, our model achieves the best results on
all metrics, where it improves 0.6% on Intent(Acc) and 1.3% on Overall. The
improvement indicates that our model successfully solves the challenge of mul-
tiple intent detection and improves the performance of both tasks. 2) The high
accuracy of the number of intents reaching 98% has been shown that the top-k
network can be relatively reliable. So it ensures that our model will not filter
the part of correct intents and only select high probability intents. 3) Compared
to the improvement in Intent(Acc), the improvement in Overall is more signif-
icant on both datasets. It is because we select the model which has the best
performance of Overall on the dev sets. Also, we use the interactive framework
to make the sentence-level accuracy perform better by fully interacting with
the features of slots and intents in the utterances. 4) The improvements of our
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model on the Slot(F1) and Intent(F1) are not significant. The reason is that
AGIF extracts intent features and builds a graph structure to guide slot filling.
Meanwhile, they use the threshold to select high probability intents, resulting in
higher Intent(F1). However, the graph structure is time-consuming. We use the
multi-intent attention to obtain an acceptable slight decrease of Slot(F1) while
improving Intent(Acc) and Overall performance.

Table 2. Comparison of training time

Model MixATIS MixSNIPS

Epoch(s) All(h:m:s) Epoch(s) All(h:m:s)

AGIF 207.5 5:45:50 473.3 6:34:27

MIATIF 74.2 4:07:10 131.5 3:39:14

To show the efficiency of our model, we compare training time with AGIF.
Table 2 shows the results on the two datasets, where Epoch(s) indicates the aver-
age seconds consumed in one epoch and All(h:m:s) represents the time required
to complete the full training. As every epoch, our model saves 64% and 72% time
consumption, respectively. Although our epoch is twice of AGIF, our model still
saves 29%–44% of the total training time consumption.

4.4 Ablation Study

In this section, we set up the following ablation experiments to study the impact
of our model. The result is shown in Table 3.

Effectiveness of Interactive Framework. For the first time, we apply the
interactive framework from single intent detection to multiple intent detection.
To verify the validity of the framework, we remove the interactive framework
from the model and replace HI and HS with HC . It means that we only get the
context feature from the encoder and directly input it into the decoder without
incorporating the features of intents and slots. We name it as without interac-
tion. From the result, Slot(F1) performances both drop 1.0%, and Intent(Acc)
performance drops 0.6% and 0.8%. It results in overall performances drop of
4.4% and 2.5%. The decline Overall is significant without the interactive frame-
work, indicating that the interactive framework plays a key role in sentence-level
accuracy. Slot(F1) drops significantly due to the lack of intent features. We intro-
duce multi-intent attention, so Intent(Acc) decreases insignificantly. It verifies
that incorporating the intent and slot features is useful for improving the per-
formance of both two tasks.

Effectiveness of Multi-intent Attention. We remove the multi-intent atten-
tion and utilize the output HI of the interactive framework to the intent decoder.
We name it as without multi-intent attention. From the result, Overall perfor-
mances both drop 2.9% on the two datasets. We believe the main reason is
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Table 3. Ablation experiments on the MixATIS and MixSNIPS datasets

Model MixATIS MixSNIPS

Slot(F1) Intent(F1) Intent(Acc) Overall Slot(F1) Intent(F1) Intent(Acc) Overall

W/o interactive 87.0 78.1 75.4 43.2 93.6 98.1 96.3 75.2

W/o multi-intent attention 87.1 78.5 74.6 44.7 94.0 98.1 96.2 74.8

W/o top-k network 87.8 80.3 74.7 44.2 94.5 98.7 96.7 75.9

MIATIF 88.0 78.6 76.0 47.6 94.6 98.6 97.1 77.7

the decline in Intent(Acc). Since the lack of multi-intent attention, the model
cannot distinguish features between different intents. Also, the interactive frame-
work will pass the error to the slot filling, which leads to the decline of Slot(F1)
slightly.

Effectiveness of Top-k Network. Instead of adopting the top-k network, we
utilize the threshold to predict the multiple intents. We define it as without
top-k network. This structure is similar with [3] and [17], which perform the
multiple intent detection as the multi-label classification. From the result, we
observe the overall performances drop 2.4% and 1.8% on the two datasets. We
attribute it to the fact that the top-k network can avoid missing useful fea-
tures of intents. Meanwhile, we observe that the Intent(F1) improves on both
datasets due to threshold replacement. Since setting threshold only selects high
probability intents, it leads to higher performance on Intent(F1).

5 Related Work

In the current works, intent detection(ID) is usually considered a classification
task and slot filling(SF) as a sequence labeling task. So traditional machine
learning methods are often used on these two tasks [9,19]. In recent years, various
neural architectures have achieved the state-of-the-art [5,7,12,13,15,21]. Due to
the strong correlation between the two tasks, the joint model is the currently
effective method. The initial works use loss function via backpropagation to
verify the parameter of the sharing encode module [12,24]. The later models
utilize the features of intent detection to enhance the features of slot filling [4,
11,16], and establish the connection between the two tasks using gate mechanism
or graph structure [5,14,18].

Although the above joint models have handled both tasks simultaneously, the
current single-intent scenario cannot represent the multi-intent scenario. [3] pro-
poses the task of multiple intent detection and introduces the slot-gated mecha-
nism based on token-level to capture the features between intents and slots. To
push forward the research of multi-intent SLU, [17] releases two large-scale multi-
intent datasets MixATIS and MixSNIPS, based on ATIS and SNIPS. Then [17]
introduces an intent-slot graph construction to model the relation between multi-
intent and slot filling tasks. Previous works treat multiple intent detection as a
multi-label classification task and achieve the promising performance [3,8,17].
Therefore, the above works ignore the differences between different intents. And
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the threshold only selects intents with high probability. This paper introduces
the multi-intent attention and the top-k network to accomplish multiple intent
detection and slot filling tasks jointly.

6 Conclusion and Future Work

In this paper, we propose Multi-Intent Attention and Top-k Network with Inter-
active Framework (MIATIF) for joint multiple intent detection and slot filling.
Our model first introduces an interactive framework based on the vanilla trans-
former in multiple intent detection. Then, to better exploit the features of dif-
ferent intents, we propose multi-intent attention. Furthermore, we utilize the
independent encoder to alleviate the mixed context features on multiple intents,
and the top-k predicts the number of intents. Our model improves performance
for overall accuracy on the MixATIS and MixSNIPS of 3.1% and 1.3%, respec-
tively. Simultaneously, our model saves 64%–72% of training time compared to
the current state-of-the-art model while achieving better results. In the future,
we also want to introduce pre-trained models to improve the performance using
MindSpore.
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