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Learning Objectives
• Illustrate the intuition behind machine learning
• Explain the different ML paradigms
• Provide an overview of ML algorithms
• Discuss areas of application in the field of tourism
• Understand the limitations and challenges of ML

1 Introduction and Theoretical Foundations

Machine Learning (ML) is undoubtedly one of the most significant and far-reaching
technological developments to currently shape our times (Jamal et al., 2018). These
technologies can be found in all areas of our lives, providing us with information and
knowledge derived from data, albeit in an inconspicuous way. They serve as the
backbone of voice assistants, such as Siri, Cortana, Bixby, or Alexa, are the
cornerstones of chatbots, support personalized marketing, and predict customer
behavior. They optimize processes of all kinds, filter and classify spam from our
emails, form the basis of fraud prevention, and also provide the foundation for
plagiarism checks. Additionally, ML technologies are constantly being employed
in the use of social media platforms without users even noticing or being aware of
it. For example, ML is used when photos are uploaded to Facebook and faces are
automatically recognized and suggested for tagging or when sentiments behind
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emojis are recognized on Instagram and auto-hashtags are suggested. ML provides
the central infrastructure for Artificial Intelligence (AI) and often lays the foundation
for data science projects, linking computer science and statistics in order to develop
algorithms and statistical model-based theories (Althbiti & Ma, 2020) with the
objective of high predictive performance and generalizability (Jordan & Mitchell,
2015).

Although the beginnings of machine learning date back to the 1950s, its potential
has only recently become apparent as the amount of data available today has reached
enormous proportions. ML is often mentioned in the context of “Big Data” (Kelm
et al., 2020), where it is true that its influence increases in parallel with the amount of
data available. At the same time, however, it must be mentioned—and this is
particularly relevant for scientific research projects—that one does not always
have to be in possession of several gigabytes of data in order to be able to
successfully apply ML. As will be exemplified later on, even smaller datasets
containing several hundreds or thousands of instances might be sufficient enough
to use ML approaches to automatically identify patterns in complex data. The
knowledge of these patterns can then help to predict future events and make complex
decisions with confidence.

There have been numerous attempts to define the term machine learning, like the
one from Arthur Samuel, who first coined the term “Machine Learning” in 1959,
describing it as “a field of study that gives computers the ability to learn without
being explicitly programmed” (the quote is often cited, but cannot be found in his
papers. It can therefore be seen as a gist of Arthur Samuel’s 1959 paper). Similarly,
Akerkar (2019b) defines ML as “computational methods using the experience to
improve the performance or to make accurate predictions. [. . .] It is the study of
algorithms that learn from examples and experience instead of hardcoded rules”
(p. 19). The term “experience” is used here to refer to existing databases and their
properties (the training data), which are used to learn and train a model (Mohri et al.,
2018). The aim is to identify patterns in the data that allow to either better describe
the data, increase performance, or perform the most accurate possible prediction
(Jamal et al., 2018). Let us first take a closer look at some general terms before
delving into the different parts of ML.

Datasets are a set of examples that contain features to solve a problem. If we
think of data in a tabular form, each row is an instance, and each column is a feature.
Features are measurable pieces of data that are fed into a machine learning algorithm
and help to understand the problem. The result is a model, which is to be understood
as the trained representation of what the algorithm has learned. For example, a
random forest algorithm can be trained with training data, and the output is a random
forest model. New, unknown data can now be fed into the model in order to obtain
predictions, classify the data, and much more, depending on the algorithm used.
Thus, a predictive algorithm creates a predictive model that, when fed with new data,
produces a prediction based on the data it was trained on (Kelm et al., 2020).
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Artificial intelligence, big data, and machine learning are frequently mentioned in
connection with the currently popular and (semi-)overused terms “smart tourism”

and “smart destinations.”According to Gretzel, Sigala, Xiang, and Koo (2015), what
supposedly makes destinations, cities, and tourism “smart,” generally speaking,
includes the various information and communication technologies (ICTs) integrated
into the physical infrastructure, smart experiences that attempt to optimize travel
experiences through personalization, contextualization, and real-time analysis
(Buhalis & Amaranggana, 2015) as well as the business ecosystem geared toward
smartness. Smartness thus requires the processing of big data, available as transac-
tional data, user-generated content, data provided by integrated devices and mea-
sured by sensors, etc. (Gretzel et al., 2015; Koo et al., 2016). All data types, i.e.,
image, audio, video, text, and metadata such as date and time values, geospatial data,
tags, and more, are of great relevance. For detailed information on analytics in smart
tourism design, it is recommended to read Xiang and Fesenmaier (2017).

In order to process data accordingly, recognize structures and patterns within a
dataset, extract new informative features, perform far-reaching analyses and fore-
casts, and personalize recommendations, among other tasks, various machine learn-
ing approaches can be implemented. An analysis of multiple publications containing
the search query “Tourism” AND “Machine Learning” in the article title, abstract, or
keywords revealed 390 papers in Scopus and 216 papers in Web of Science. As
Fig. 1 shows, increased ML use in tourism research can be observed, especially from

Fig. 1 ML-methods in tourism literature. Source: Author’s depiction based on Scopus and Web of
Science
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2018 onwards. Moreover, the treemap depicts the subject areas in which papers have
been published, with the field of “Computer Science Artificial Intelligence” still
containing the most published articles, followed by the categories “Hospitality
Leisure Sport Tourism” and “Computer Science Theory Methods.”

Among tourism-specific journals, the most noteworthy (as of June 2021) is
Tourism Management with 81 ML publications, followed by Annals of Tourism
Research with 30 articles and Tourism Management Perspectives with 26 papers.

1.1 The Machine Learning Process

Although the step-by-step procedure for ML projects can vary depending on the
chosen algorithm, the ideal-typical process looks more or less like the stages
presented in Fig. 2, starting with the collection of training data and concluding
with the interpretation of the data.

Since many people associate big data with machine learning, there is often an
attempt to use all the available data. However, Awad and Khanna (2015) point out
that this is sometimes counterproductive and unnecessary as it seems to be more
efficient to select only a subset of the data (features) that is useful for solving the
problem. This data can be either in structured or unstructured form and must be
prepared accordingly before being processed via an algorithm (Egger et al., 2022).
For example, the data must be presented in a uniform format, and incorrect and
missing data must be removed. In addition, it may be necessary to normalize,
discretize, average, smooth, etc. the data so as to be able to process it further
(Awad & Khanna, 2015).

Feature engineering and feature selection appear next and are of particular
importance in ML since the statement “garbage in—garbage out” holds especially
true; in other words, good features are the backbone of any machine learning model.
It is understandable that a model can only be as good as the data with which it was
trained on, and that fatal errors can occur if a model trained on bad data has been
used (Sanchez, 2003). Optimally, only those features that have an influence on the

Fig. 2 ML process
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quality of the model should be selected (Wennker, 2020). (See also chapter “Feature
Engineering”). The subsequent step is to train the algorithm. For this purpose, the
data is split into training and testing data, where the training data is used to train the
algorithm, and the testing data is used to measure its performance. In contrary to
supervised learning, unsupervised learning does not require the data to be split into
training and testing and, thus, does not call for cross-validation either.

Once the model has been trained, it must be evaluated. As we will show below,
this is not possible for unsupervised tasks in terms of calculated key metrics because
there is no ground truth label. In supervised tasks, the effectiveness and performance
of the algorithm can be evaluated, and hints for optimizing the data processing as
well as changeable hyperparameters are obtained. Each ML system contains
hyperparameters with settings that can be changed and, in turn, affect the algorithm’s
performance (Feurer & Hutter, 2019). Hyperparameter tuning is a sensitive process
and requires comprehensive knowledge of the effects of such a change. Thus, to
identify the settings that produce the best results, an iterative process between data
preparation, model fitting, hyperparameter tuning, and model evaluation takes place.
As a final step, the validated model should be applied to an actual task, for example,
performing a prediction, and the results then need to be interpreted and put into its
subject-specific context.

The “no free lunch theorem” states that, averaged across all optimization prob-
lems, each algorithm performs equally well when no resampling is performed (Adam
et al., 2019). In other words, no algorithm works optimally for all tasks; each task has
its own peculiarities and requires the correct choice of the appropriate algorithm
(Egger, 2022). Therefore, numerous approaches have been developed to cater to
specific tasks, and new types and forms of ML and their algorithms are constantly
being developed and improved (Edwards, 2018).

There are three main types of ML algorithms, with the first, unsupervised learning
algorithms, being covered in detail in chapters “Clustering” and “Dimensionality
Reduction”, and the second, supervised algorithms, being discussed in chapters
“Classification” and “Regression”. The third, reinforcement learning, has not been
added as a separate chapter due to its comparatively low relevance for tourism cases
(Jamal et al., 2018) (Fig. 3). Natural Language Processing (NLP), with algorithms
for text classification, topic modeling, or sentiment analysis, is an additional, special
ML case (Egger & Gokce, 2022) and will be discussed in detail in chapters “Natural
Language Processing (NLP): An Introduction” to “Knowledge Graphs”; therefore, it
will not be covered at this point in time.

ML approaches can be distinguished according to data type and availability of the
dependent variable’s label (Edwards, 2018). Thus, either continuous or discrete
dependent variables are given, which, if they contain a label, can be processed
with supervised algorithms, or, if no label is given, unsupervised methods are
applied (Table 1).
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In recent years, numerous ML paradigms have evolved (Fig. 4), and in addition to
the supervised-, unsupervised-, and reinforcement-learning types highlighted in
Fig. 3, model-based, memory-based, and deep-learning are also worth mentioning
(Skilton & Hovsepian, 2018b). In particular, deep learning with neural networks can
be viewed as a driver of the current ML renaissance, representing an entirely
independent subfield (Choo et al., 2020). Deep learning approaches can scale the
amount of data better and, subsequently, often deliver better results (Papp et al.,
2019). However, it is a misconception to assume that neural networks are always
superior to classical machine learning approaches (Choo et al., 2020). For a more
detailed discussion on neural networks and deep learning, refer to further literature,
e.g., Aggarwal (2018b) or Ekman (2021).

Table 1 Learning problems and algorithms

Supervised Unsupervised

Discrete Classification/categorization Clustering

Continuous Regression Dimensionality reduction

Source: Skilton and Hovsepian (2018a)

Fig. 3 Machine learning paradigms and application examples
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1.2 Unsupervised Learning

Unsupervised learning algorithms attempt to identify common elements (Mich,
2020) and recognize useful structures and patterns from input data without requiring
the data to be labeled. Jordan and Mitchell (2015) mention two main problems for
which unsupervised methods can be helpful: (1) when missing data leads to data
sparsity, affecting the model’s performance and accuracy, and (2) when data is
presented in high-dimensional spaces, resulting in the curse of dimensionality
phenomenon (Bernstein & Kuleshov, 2014). Overall, unsupervised algorithms take
a set of predictors and analyze the relationships between them (Ozdemir, 2016). On
the one hand, this can lead to identifying groups of observations that behave

Fig. 4 Machine learning paradigms and algorithms. (An interactive version of this figure is
available at: http://www.datascience-in-tourism.com/?p¼132). Source: Dobilas (2021)
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similarly due to their features, which corresponds to clustering, or, on the other hand,
to grouping features together in order to achieve dimensionality reduction.

A big advantage of unsupervised learning is that the data do not require labels,
which, in practice, makes it much easier to find suitable data material (Provost &
Fawcett, 2013b). On the other hand, however, the predictive power is lost since only
the response variable contains the information necessary for a prediction. Another
major disadvantage is that it is difficult to measure how well the model works or to
what extent it performs successfully (Dy & Brodley, 2004). Since there is no
response variable, the model cannot be evaluated with respect to its performance,
and the result ends in differences and similarities that require subjective human
judgment (Ozdemir, 2016).

1.2.1 Clustering

A very common method of unsupervised learning is clustering, to which the aim is to
identify distinct groups in the data. The data should be homogeneous within a group
and show similar characteristics, and the individual groups should differ distinctly
from one another, i.e., they should be heterogeneous. Thus, the goal, in this case, is
not to make a prediction but, rather, to learn something about the structure and
patterns inherent in the data (Arefieva et al., 2021) (Fig. 5).

Skilton and Hovsepian (2018a) list the following as information that a clustering
algorithm tries to determine when searching for subsets: What is the number of
subsets, and what is their size? Since there is no labeled data in unsupervised
learning to specify the number of groups, this is often a nontrivial task. While
there are indeed metrics to help the researcher determine the number of clusters, it
ultimately boils down to a decision that must be made individually by evaluating the
data. Furthermore, the question arises as to what common characteristics and

Fig. 5 Clustering
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properties the members of a group have and whether these subsets themselves
exhibit structures and patterns. Typical questions could be, for example, “can
tourists be divided into natural groups in terms of perceived risk with regard to
COVID-19? (Neuburger & Egger, 2021)” or “into which spatial units can a city be
divided in terms of its tourist use?” As shown in Fig. 4, there are many different
clustering algorithms available, each developed for specific problems, which should
be chosen carefully based on the intended application.

A special form of clustering is known as community detection. These are graph-
based approaches in which similarities are not identified based on the data’s features
but, instead, on the relationships between the data. In contrast to clustering methods
that process tabular data, community detection (Ghosh et al., 2018) algorithms (such
as Louvain, Leiden, or Markov clustering) use networks as a data source. They
process a matrix of edges and nodes and detect commonalities based on membership
features in networks (Fortunato & Hric, 2016). The question, therefore, is how to
represent the relationships in a graph in a compact way. According to McAuley
(2017), a community can be defined in cases where the members are connected to
each other and where there are few edges between the communities, a high density
inside and few corners outside, and a sense of “cliquishness.”

Clustering methods have always played an essential role in the context of tourism,
especially to typologize tourists and their behavior, but also to group photos,
reviews, destinations and their characteristics, etc. into homogeneous groups. Up
until now, hierarchical clustering and k-means methods have primarily been applied.
Hierarchical clusterings have been used, for example, by Neuburger and Egger
(2021) to group travelers according to their perceived COVID-19 risk, Derek,
Woźniak, and Kulczyk (2019), who created a typology of outdoor tourists, Batista
e Silva, Barranco, Proietti, Pigaiani, and Lavalle (2020), who developed a new
systematic classification of EU regions based on the predominant location of hotels,
or by Del Chiappa, Atzeni, and Ghasemi (2018) to analyze residents’ perceptions
and attitudes towards tourism development in Costa Smeralda, Italy. Less fre-
quently, one may also come across studies that have used k-means clustering to
investigate a tourism context. For instance, Srihadi, Hartoyo, Sukandar, and Soehadi
(2016) segmented the Jakarta travel market by creating a typology of tourists based
on their lifestyles, and Chua, Meng, Ryu, and Han (2021) used k-means clustering to
group tourists’ volunteering in terms of their life satisfaction and attitudes toward
volunteering.

The use of density-based clustering algorithms is still quite rare in tourism,
although these methods are particularly suitable for spatial analysis. Park, Xu,
Jiang, Chen, and Huang (2020) studied spatial structures of tourism destinations
by applying a trajectory data mining approach using mobile big data. The goal was to
better understand the spatial structures and interactions of tourist attractions, for
which they used density-based spatial clustering of applications with noise
(DBSCAN). This algorithm was also applied by Ma, Kirilenko, and Stepchenkova
(2020) to cluster Instagram photos of the solar eclipse. Community detection
algorithms, such as Louvain or Leiden, have also hardly been used in tourism thus
far. One example is Yu and Egger’s (2021) study, in which they analyzed the
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relationship between colors and user engagement of Instagram images. The Louvain
algorithm was used to categorize annotated images using Google Cloud Vision on
the basis of their labels. In this case, the network-based algorithm was applied to
cluster Instagram photos according to their interconnected nodes, where the labels
were considered as nodes.

See chapter “Clustering” for a more explicit discussion on the topic of clustering
and its different approaches.

1.2.2 Dimensionality Reduction

Oftentimes, high-dimensional data must be processed, and the so-called “curse of
dimensionality,” seen as an obstacle when using many methods, requires the com-
plexity of the data to be reduced through the act of decreasing the dimensions. This
can be achieved by identifying features that best represent the data, which, in turn,
results in a smaller, more efficient dataset. Obtained in this way, the smaller size of
the data is then easier to process and should help render significant information more
recognizable (Bernstein & Kuleshov, 2014). It is important, however, that the loss of
information associated with the reduction of data (in favor of gaining better insights
into the data) remains within a reasonable range (Provost & Fawcett, 2013a).

The best-known way of reducing dimensions in data is principal component
analysis (PCA). In recent years, however, algorithms that are better able to preserve
the local and global structure of the data and are used to reduce high-dimensional
data, such as t-Distributed Stochastic Neighbor Embedding (t-SNE) and Uniform
Manifold Approximation and Projection for Dimension Reduction (UMAP), have
emerged. In the context of tourism, usually the classical methods of dimension
reduction are preferred; in most cases, PCA is used, while t-SNE and UMAP still
rarely make their presence known. This is most likely due to the fact that most
studies work with survey data, which hardly produce high-dimensional vectors
unless they are generated during the process of feature engineering. These algo-
rithms are also often used for the reduction of high-dimensional data in order to
visualize them in 3D or 2D.

For example, Li, Li, Hu, Zhang, and Hu (2018) performed sentiment classifica-
tion paired with a topic model approach using a bidirectional recurrent neural
network. By applying lda2vec for topic identification, multidimensional word vector
representations were created. In order to observe and visualize the process of
sentiment classification in more detail, the data had to be reduced to a 2D projection,
for which they used t-SNE as a dimension reduction algorithm. Another example is a
study from Payntar, Hsiao, Covey, and Grauman (2021) in which high-dimensional
features of geotagged internet photos were generated by applying ResNet50 and
ImageNet, which are convolutional neural networks. In order to be able to map the
photos onto a map for interpretation purposes, a visual embedding with t-SNE was
performed afterward.
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Chapter “Dimensionality Reduction” deals with the different methods of dimen-
sion reduction in more detail, with a special focus on “rarely used” methods such as
t-SNE and UMAP.

1.3 Supervised Learning

In contrast to unsupervised learning, the target variable of a training dataset has a
label, i.e., a more detailed description that can be used to train the algorithm. This
makes supervised learning, especially suitable for prediction tasks. Depending on
whether the target variable is continuous or discrete, it becomes either a regression or
a classification problem (Fig. 6). In both cases, the attempt is made, by means of a
trained prediction model, to predict an output variable y by approximating a function
f(x) (Hastie et al., 2009). In this sense, the labeled training data is used to synthesize
the model function by trying to generalize the relationship between the input data
and the output data (Awad & Khanna, 2015). The choice of features is of particular
importance here because having too many features can confuse the learning algo-
rithm (Jamal et al., 2018). The goal is to train the algorithm, with the help of a labeled
training set, so well that it is able to predict the correct class labels for a new, unseen
dataset as accurately as possible (Awad & Khanna, 2015). Thus, the quality of a
model is highly influenced by the training data, especially when it comes to
supervised learning approaches. In practice, one may often be confronted with the

Fig. 6 Classification vs. Regression. Source: Adapted and expanded upon from Langs and Wazir
(2019)
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issue that such required labels are unavailable in the training dataset and have to be
created first. This can be solved partially with unsupervised approaches (semi-
supervised, self-supervised tasks) (Saeed et al., 2019), but if one wants to seriously
ensure data quality, then one also has to rely on human labeling, which can quickly
become a complex and expensive (time-consuming) task. On the other hand, one is
then able to measure the quality of the results accurately, provided that the aspect of
overfitting (see chapter “Model Evaluation”), where models fit too precisely to the
training data at the expense of generalization, has been taken care of as well (Provost
& Fawcett, 2013a).

Oftentimes in practice, it is not so straightforward or easy to decide whether a
situation is a classification or a regression problem, especially when the features are
taken from a typical Likert scale and, as in most cases, can be interpreted as both
ordinal and interval scaled data.

1.3.1 Classification

Classification is one of the most commonly used ML applications, most likely due to
the fact that a myriad of different use-cases containing classification problems exist.
The overall goal of classification is to divide similar data points into different classes.
The most commonly used approaches include decision trees, rule-based methods,
probabilistic methods, support vector machines (SVM) methods, instance-based
methods, and neural networks (Aggarwal, 2015). By using different classification
algorithms, various rules, depending on which of these classifications have been
applied, can be identified (Cleve & Lämmel, 2020). For example, customers can be
divided into classes according to their creditworthiness. For this particular case, the
basis for rule generation would involve a dataset consisting of customer data where,
in addition to numerous other features, the characteristic of creditworthiness would
be recognized as a label. The machine would then learn from the training data and
find the rules and patterns that expel the most errorless classification of the new and
previously unknown data. At first glance, classification and clustering methods seem
to appear very similar as they both try to segment different groups based on
characteristics. Yet, the vital difference is that, for classification, the structure of
the groups is determined by the given labels, while in clustering, the segmentation is
done on the basis of feature similarities, with the main objective being to reveal the
hidden structures in the dataset (Arabie et al., 1996).

Apart from regression cases, classification tasks can be seen as the most widely
used ML approach. In their study, Ramos-Henríquez, Gutiérrez-Taño, and Díaz-
Armas (2021) aimed to operationalize the value proposition of hosts on Airbnb.
From more than 250 variables, they first identified those that contribute most to
being classified as a “superhost.” The authors then used a SVM classifier for binary
classification and naïve Bayes and Logit models as baseline models when comparing
analyses. Moreover, Deng and Li (2018) presented an approach with regard to the
correct selection of photos for destination image communication based on classify-
ing them into affection categories. For this purpose, the authors trained a naïve Bayes
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model with numerous “content-emotion” pairs using Flickr images to predict an
emotion classification for new photos based on their content. In another study,
Martinez- Torres and Toral (2019) attempted to classify reviews using a text-based
ML approach by examining the content of online reviews from the hospitality sector.
The goal of their paper was to identify those features in order to successfully classify
reviews into either deceptive or nondeceptive reviews. For this purpose, the authors
determined the TF-IDF value from the words of the reviews and used them as input
data for the classification process. Keeping the “no-free lunch theorem” in mind,
they applied six different classifiers and compared their results. They trained k-NN,
logistic regression, SVM, random forest, gradient boosting, and multilayer
perceptron (MLP) classifiers for this task.

For more information, chapter “Classification” goes into detail on the topic of
classification and describes, together with an example, the different approaches.

1.3.2 Regression

Regression is commonly known as a set of statistical tools that models the relation-
ship between explanatory variables and a target variable, thus describing the average
relationship between numerical attributes (Shalev-Shwartz & Ben-David, 2014).
There are many different regression methods in machine learning, and, in contrast
to classification, continuous numerical values, rather than discrete features in the
form of classes, are predicted. If one divides the predicted numerical feature into a
defined number of intervals, any regression algorithm can also be used as a classi-
fication one (Akerkar, 2019b; Althbiti & Ma, 2020). Thus, regression analyses can
be used to solve both prediction problems and classification problems (Skilton &
Hovsepian, 2018b). An extension of linear regression is logistic regression; here, the
dependent variable has a categorical characteristic, typically with binary values of
0 and 1.

In tourism literature, regression is mostly used to explain one variable with the
help of a dependent variable. In contrast to this frequently used explanatory function,
regression in ML mainly involves prediction. An excellent overview of tourism
forecasting research using internet data is provided by Li, Law, Xie, and Wang
(2021), and chapter “Time Series Analysis” also deals with the topic of time series
analysis in order to forecast tourism demand.

Prediction models based on regression approaches are used in a wide variety of
areas. For example, in terms of sustainability, models for predicting the impact of
tourism on nature are highly relevant but widely missing. In this sense, Jahani,
Goshtasb, and Saffariha (2020) used different regression models to investigate
which ecological factors are associated with vegetation density regeneration and
how these can be predicted. For this purpose, they compared SVM, radial basis, and
multilayer perceptron models. Similarly, Han (2020) also investigated the relation-
ship between local tourism development and its impact on environmental resources
so as to develop a quantitative SVM prediction model for turnover development in
Chengdu, China.
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Some additional tourism examples in which different regression approaches have
been used come from, for example, Guerreiro and Rita (2020), who explored the
connotation of explicit recommendations based on Yelp reviews by applying logistic
regression, as well as Martin-Fuentes, Fernandez, Mateu, and Marine-Roig (2018),
who strengthened the efficacy of using SVM for multiclass classification. By taking
properties listed on Airbnb as the case context, the accuracy of SVM proved to be
higher than the logistic model in general. Moreover, to group a large number of
travel blog entries, Shibata, Shinoda, Nanba, Ishino, and Takezawa (2020) applied
ensemble learning using SVM with RBF kernel.

Chapter “Regression” provides further information on various regression
approaches.

1.4 Reinforcement Learning

The third approach, which will not be discussed further in this book, is reinforcement
learning, a form of automated, goal-directed learning and decision making (Akerkar,
2019a). Here, the focus is on the characteristics of the learning problem and not on
the learning algorithm itself. In this way, any algorithm can be selected to solve the
problem as long as it is suitable for solving that particular problem (Skilton &
Hovsepian, 2018a). The system is given a task, and it is supposed to learn and
evolve on its own based on positive or negative feedback in an attempt to maximize a
numerical reward value (Ngyuen & Zeigermann, 2021).

One of the very scarce examples of applying reinforcement learning in a tourism
context comes from Lu, Meng, Timmermans, and Zhang (2021). Using a deep
reinforcement learning model, random forest, and a multinomial logit model, the
authors investigated the hesitation of passengers to choose a connecting airport when
they have a large number of online sales options via several channels at their
disposal. Their results yielded that the reinforcement learning model achieved the
highest accuracy, followed by the random forest algorithm and that the multinomial
logit model performed much worse than the alternative approaches.

1.5 Neural Networks

Artificial neural networks (ANNs) take on a special role in ML in part because, while
other algorithms may have each been developed with a specific type of task in mind,
ANNs are highly adaptable and can, theoretically, learn any mathematical function
(Aggarwal, 2018a). Thus, almost all networks developed for ML are “Turing
complete,” meaning that they can simulate any learning algorithm, given they
have enough training data (Pérez et al., 2021). Generally speaking, neural networks
attempt to simulate the decision process of the neuron networks in the human brain
(Graupe, 2013) so as to produce artificial intelligence. While other ML approaches
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use highly complex mathematical functions designed to solve a very specific prob-
lem, ANNs work with numerous, yet elementary, computational operations, possess
self-organizing properties and solve complex, mathematically ambiguous, and
nonlinear or stochastic problems (Graupe, 2013). Additionally, ANNs are charac-
terized by high parallelism, a distributed memory, and adaptability (Adeli & Hung,
1994). Compared to other ML approaches, this renders ANNs particularly robust
and tolerant to error and noise (Palmer et al., 2006).

There are a variety of different network architectures that differ mainly due to
their net topologies and connection types (e.g., single-layer, multi-layer,
feedforward, feedbackward networks). For instance, since feedforward neural net-
works only pass signals from input to output, there are no cycles or loops in this
network. In contrast, recurrent neural networks (RNNs) have additional connections
between neurons in the same layer and previous layers. RNNs can, therefore, not
only learn from the input and weights but also from the previously learned so-called
hidden states.

As shown in Fig. 7, the basic structure of an ANN provides a primary input layer
in which neurons receive and process the weighted input signals, where the weights
reflect the strength of the connection between neurons. Each neuron has an activa-
tion function whose output is computed by functions, such as hard limit, threshold
logic, and sigmoid (Ebrahimpor-Komleh & Afsharizadeh, 2015). Suppose a certain
output value is reached, then the neuron “fires” and forwards the output to the next
neuron. The higher the forwarded output value is, the more significant its input
dimension was (Raschka & Mirjalili, 2018). The output dimensions are then com-
bined in the next layer (hidden layer) with new further dimensions, but this step is
hardly comprehensible and leads to black box models. The continuation of these
processes results in a complex network with multiple connections. As mentioned
before, ANNs are highly adaptable, and this adaptability threshold is reached by
providing the network with feedback based on its output. As such, the ANN can

Fig. 7 Elements and architecture of a simple ANN. Source: Adapted and extended from
Ebrahimpor-Komleh and Afsharizadeh (2015)
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make better predictions with each next step as it updates and adjusts the weights of
the connections. By repeating this “backpropagation” several times, with larger and
larger amounts of data, the system learns based on the rules it creates itself
(Moolayil, 2019).

More information on the role of the bias neuron, the different activation functions,
the error measurement of the forward pass, and details regarding backpropagation
are beyond the scope of this chapter. For the interested reader, Graupe (2013) or
Aggarwal (2018b) are recommended at this stage.

As with other ML approaches, overfitting or underfitting can also occur in neural
networks. In overfitting, the algorithm learns and memorizes the training data by
heart, so to speak, and processes new, unknown data inadequately. To solve this
issue, Wennker (2020) recommends reducing the complexity of a network by
removing neurons. However, the problem here is that one cannot know in advance
how many neurons need to be removed from the network. Mathematically, an L1
and L2 regularization can help. On the other hand, to counteract underfitting, new
neurons and weights should be included.

Deep learning is a subfield of machine learning, and deep artificial neural network
uses. The success of deep learning is based on the advancements of network
architectures such as RNNs and CNNs (Aggarwal, 2018b). As the name suggests,
deep learning uses multilayer neural networks in which more layers mean a larger
parameter space to be used for the learning process (Ba & Caruana, 2013). In
particular, deep learning is used in image recognition and natural language
processing.

Neural networks are also becoming increasingly important in tourism since, as
mentioned above, they can basically be applied to any task. Phillips, Zigan, Santos
Silva, and Schegg (2015), for example, used neural network analysis to examine the
determinants of hotel performance by investigating the relationships of user-
generated online reviews, hotel characteristics, and Revpar. Additionally, Palmer
et al. (2006) suggested an ANN for tourism time series forecasting, Bloom (2005)
applied a neural network to segment the international tourism market in Cape Town,
South Africa, and, similarly, Kim, Wei, and Ruys (2003) used an ANN to segment
the West Australian senior tourist market. Furthermore, Tsaur, Chiu, and Huang
(2002) analyzed the determinants of guest loyalty to international tourist hotels, and
Abubakar, Namin, Harazneh, Arasli, and Tunç (2017) used a structural equation
model and an ANN to examine the influence of favoritism/nepotism and supervisor
incivility on employee cynicism and job disengagement as well as the moderating
role of gender. These diverse examples show that neural networks offer a vast field
for application and can be used extensively in tourism contexts in order to perform a
wide variety of ML tasks.

100 R. Egger



1.6 Machine Learning Limitations and Challenges

Nonetheless, despite ML’s advantages, its uses and applications also come with risks
and challenges. Similar to classical statistics, there are numerous points that need to
be taken into account throughout the duration of the ML process in order to achieve
valid and satisfying results. This starts with the quantity and quality of the data. Most
of the time, data is unstructured and messy, and appropriate preprocessing is
required. In addition to the quality of the data, a corresponding quantity thereof is
also necessary for numerous procedures. Depending on whether the process requires
an unsupervised or supervised task, this can quickly become a significant challenge.
In the case of unsupervised procedures, their lack of evaluation capabilities calls for
high-quality data, whereas when it comes to supervised procedures, high-quality
labeled data is often not available in sufficient quantities.

In most cases, features that seem particularly promising for use as input data must
first be generated and then selected (see chapter “Feature Engineering”). Moreover,
during the actual ML process, the appropriate ML model must be selected, and the
correct hyperparameters have to be chosen (see chapter “Hyperparameter Tuning”),
which requires a good understanding of the setting values and their potential impacts
on the results. Another main problem is the overfitting or underfitting issue as well as
the evaluation of models (see chapter “Model Evaluation”). Finally, and importantly,
the results have to be interpreted correctly; since many ML algorithms have a black
box characteristic, making interpretation difficult, this is yet an additional hurdle that
must be overcome (see chapter “Interpretability of Machine Learning Models”).

1.7 Auto-ML

To make the benefits of machine learning available to a wider range of users and
shorten a human’s working time during the data science process, companies such as
Google, Amazon, Microsoft, and IBM are currently focusing heavily on developing
auto-ML approaches. Another aim thereof is to attract larger groups of customers to
their services. Although most of the steps in such a process are automated, a human
being is still necessary to provide and define the required training data for the input.
In most cases, only the dataset needs to be uploaded to the cloud, and the
corresponding categories need to be labeled. The system then prepares the data
accordingly, selects the right algorithm, and tunes the hyperparameters. Ultimately,
the result is a REST endpoint for using predictions (Janakiram, 2018). All of this
happens automatically “in the background,” with the entirety of the decision-making
being data driven and objective, and should, in turn, save the user both time and the
necessary expertise (Gijsbers et al., 2019). In addition, Auto-ML approaches are
mostly offered as a cloud solution, guaranteeing sufficient memory and computing
power. Hutter, Kotthoff, and Vanschoren (2019) summarize this by saying, “this can
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be seen as a democratization of machine learning: with AutoML, customized state-
of-the-art machine learning is at everyone’s fingertips” (p.ix).

In recent years, numerous Auto-ML solutions have been launched on the market,
with certain systems being named as leading solutions. For instance, H20 AutoML
was founded as a platform for nonexperts to experiment with ML (H20, 2017), and
Amazon offers a comprehensive package with AWS Sagemaker Autopilot (Das
et al., 2020). Other similar solutions include Microsoft’s Azure AutoML, Google
Cloud AutoML, and IBM’s AutoAI. Auto-WEKA (Hutter et al., 2019; Thornton
et al., 2013), Auto-sklearn (Feurer et al., 2019), MLBox Auto-ML (Romblay, 2017),
and TPOT (Olson & Moore, 2019) also exist as Auto-ML solutions but can only be
used locally with your own hardware and software environment since they are not
offered as cloud solutions.

For ML projects, Python, with its countless available modules, is the typical go-to
software, yet R or Julia (Bezanson et al., 2017) can also be considered alternatives.
For those who have no prior experience with scripting or programming languages,
numerous visual computing solutions, such as the Konstanz Information Miner
(KNIME), Rapidminer, or Orange3, are available. With these applications, analysis
pipelines are assembled in the sense of workflows via drag and drop, and these
solutions have a molar structure and are continuously expanded upon with new
components. In KNIME, for example, almost all WEKA methods are available
(Cleve & Lämmel, 2020). For more information on software solutions, see chapter
“Software and Tools”.

Further Readings & Other Sources

Dulhare, U. N., Ahmad, K., & Ahmad, K. A. B. (Eds.). (2020). Machine learning
and big data: Concepts, algorithms, tools and applications. Wiley.

Google’s Machine Learning Crash Course. https://developers.google.com/machine-
learning/crash-course

Ng, A. (2021). Machine Learning—Coursea Course with more than 4 million
participants. https://tinyurl.com/andrewng-ml

Nwanganga, F., & Chapple, M. (2020). Practical machine learning in R. Wiley.
Raschka, S., &Mirjalili, V. (2017). Python machine learning: Machine learning and

deep learning with python (2nd ed.). Scikit-Learn, and TensorFlow.
Theobald, O. (2021). Machine learning for absolute beginners: A plain English

introduction (3rd ed.). Scatterplot Press.
Venturi, D. (2019). Provides an extensive list of machine learning courses provided

on the Internet. https://www.freecodecamp.org/news/every-single-machine-learn
ing-course-on-the-internet-ranked-by-your-reviews-3c4a7b8026c0/
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