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Preface

Data science (DS), ambient intelligence (Al), machine learning (ML), and other
similar buzzwords found within this setting are used almost habitually in our
linguistic repertoires nowadays; as such, I found countless working titles for this
book to be insufficient, and the struggle to come up with the final title was a long-
standing dilemma. Data science is a “big word” that, for most people, at least I
assume, brings with it a high level of expectation. The term has an avant-garde feel to
it, and there is something mystical about it, most likely due to the fact that its
methods and procedures may appear complex, incomprehensible, and cryptic at first
glance.

It took me about two years to wrap my head around this project since I am not by
profession a data scientist myself. However, I would almost say that my not being a
data scientist is precisely why I started this book project in the first place. As a
non-computer scientist (I am a communication scientist with a strong background in
tourism education and sound statistical and methodological skills), I have tried to
acquire a solid knowledge base over the past few years, which has ultimately
motivated me to pass on the experiences of my learning curve to others. This very
fact has allowed me, at least I hope, to develop and design a book in such a way that
it may be of the greatest possible use to the readers, without overwhelming them with
the content or demanding too much from them. Of course, there are colleagues in my
scientific community who, you could say, are more apt to publish such a book; they
would be able to discuss the presented algorithms in a mathematically flawless way
and, thus, could, from a computer science or mathematical perspective, provide deep
insights into the subject matter at hand. However, DS also combines levels of
statistics and domain knowledge in addition to the computer science aspect of it. I
suspect most readers, who take the time to digest this book, will have expertise in
these areas as well, either coming from the tourism industry, in which case tourism-
specific expertise is their forte, or coming from academia, in which case they also
most likely have an abundance of prior knowledge in the area of statistics. I
personally only know a few people who are equally well-rounded in all three fields
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Fig. 1 Elements of data science

of competence (see Fig. 1), and if you are one of them, you can safely put this book
aside.

There is much to suggest that DS will not be the exclusive domain of a small elite
in the future. Currently, a democratization of DS is underway, and the numerous
visual programming tools, including RapidMiner, KNIME, Orange, or WEKA,
among others, have exemplified that extensive data analyses can be carried out
even without requiring relevant programming knowledge. In addition, the rapid
development of cloud-based auto ML solutions is making machine learning, text
and image analysis, etc., accessible to everyone. Nonetheless, it is important not to
be tempted by the act of simply loading data into one of these systems, pressing a
few buttons, and publishing the results. A basic understanding of what to do, when,
and how is an indispensable part of DS.

Purpose of the Book and Potential Audience

The purpose of this book is to provide a first comprehensive overview of DS and its
methods and procedures by presenting them in a well-structured and easy-to-under-
stand manner. The fact that this has been applied to the context of the tourism
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industry is almost incidental; everything you will read in this book is exemplified by
tourism, but can also be transferred to other industries without any problems.
Assumably, most readers of this book will be academics and practitioners in the
tourism industry with little or no experience with DS. It is therefore essential to
disentangle the individual topics, which is why you will hardly find any mathemat-
ical formulas or complex equations in each separate chapter. Instead, you will
receive the most important and necessary pieces of information/knowledge needed
to enable you to open the doors to the field of DS.

This book thus enables researchers to dramatically expand their methodological
repertoire by moving beyond the borders of traditional quantitative methods. The
amount of data available for analysis continues to increase dramatically, and the use
of appropriate methods opens up an entirely new world of possibilities for analysis
with far-reaching implications, also in regard to the research questions that can be
asked. Naturally, tourism students are not likely to become data scientists, but they
can, nonetheless, be taught individual procedures in a targeted manner. For me, it is
always truly amazing to see the enthusiasm with which my master’s students
approach the subject and their willingness to try out various methods. The feedback
from my students shows that they understand the relevance and the opportunities
these new methods can provide in their later working lives and recognize it as a
competitive advantage in the job market. As the Industry Insights from Data
Scientists (the Q&A Session at the beginning of the book) demonstrates, the
application of new forms of analytics poses major challenges to the tourism industry.
Larger companies, but also DMOs, have started to add data scientists to their market
research departments, or at least hire people who have the basic knowledge so that
they can work on an equal footing with external data scientists and agencies. Finally,
this book can also be seen as valuable reading for consultants.

What This Book Is Not!

The audience of this book is not particularly geared toward data scientists, and if you
mainly lack domain-specific knowledge in tourism, then this book will not help
much. In this case, tourism management literature would be better suited. This book
is also not satisfactory if your goal is to understand the individual algorithms in detail
since, as already mentioned, this book tries to avoid complex mathematical expla-
nations and formulas. Furthermore, the chapters do not cover the individual layers of
data platforms (hardware, operating systems, data storage, and resource manage-
ment) and data architectures, and the legal principles are restricted to data crawling
only. Overall, this book cannot and does not intend to cover DS in its entirety; such a
far-reaching and complex subject must be limited to merely its essential elements if
the aim is to present an introductory and rudimentary reading.
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Features of This Book

In contrast to most edited books, which often resemble a collection of loose
contributions to a topic, an anthology that pursues the task of introducing a topic
step by step must ensure a very clear and stringent structure with regard to the
individual chapters. As such, the first part of this book discusses some basic
theoretical foundations. Thereafter, from the second part (Machine Learning)
onward, each chapter contains two levels: the theoretical basics followed by a
practical demonstration and/or a research case. The idea behind this is that the
reader is guided through the analysis process by means of a practical use case in
tourism. Thus, in each of these chapters, an attempt is made to bridge the theoretical
background with a practical, comprehensible application. Corresponding accompa-
nying material in the form of the datasets that are analyzed, Python code, R code, or
other workflows, is simultaneously available on the book’s GitHub profile https://
github.com/DataScience-in-Tourism/. The reader is thus provided with a “play-
ground,” so to say, where he or she can gain initial experience and insights into
the practical implementation of a specific method. Jupyter notebooks are primarily
used for this purpose, providing executable code and, at the same time, explaining
the individual code elements by means of markdowns.

Generally speaking, each chapter begins with a list of Learning Objectives,
outlining the subsequent material, and concludes with a Service Section, intended to
give the reader a quick overview of the chapter (method), outline areas of applica-
tion, show advantages and disadvantages, and point out possible combinations with
other approaches. Further readings are also provided as literature recommenda-
tions in case one would like to deepen their knowledge of the subject matter. On that
note, without further ado, happy reading!

Urstein (Puch), Austria Roman Egger
August 2021
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Introduction: Data Science in Tourism

A Brief Introduction and the Structure of This Book
Roman Egger

Artificial intelligence (AI), machine learning (ML), data mining, big data, and smart
data are just some of the many buzzwords that have taken on a dominant position in
science, business, and the media (Papp et al., 2019) in recent years. Although these
key phrases may seem like merely a hype, there is, nonetheless, a certain magic to
them mainly because they have undoubtedly permeated our everyday lives, whether
it be in one’s private or professional sphere. The rapidly advancing digitalization of
our society has laid the foundations for this (Egger, 2007; Neuburger et al., 2018);
increasing computing power, greater storage capacities, faster Internet connections,
the rapid development of powerful algorithms, and the availability of vast amounts
of data for analysis purposes are just some of the driving forces that have and
continue to enable us to apply new analytical methods and generate useful knowl-
edge for science, business, and, ultimately, society in general.

The multitude of the respective names often causes confusion, and, in fact, the
individual concepts frequently overlap, making it difficult to distinctly separate one
expression from another in terms of definition. Artificial intelligence (Al) is gener-
ally regarded as an umbrella term to which all other subject areas are subordinated,
as can be seen in Fig. 1. Kok et al. (2009) define Al as an area of study that is
concerned “with the development of computers able to engage in human-like
thought processes such as learning, reasoning, and self-correction” (p. 271). As
such, the Al areas of research include rule-based reasoning, machine learning (ML),
with deep learning being a further layer thereof, subordinate ML techniques, natural
language processing (NLP), computer vision, speech analytics, and robotics.

Al can be seen as a key driver of innovative solutions for businesses of all sizes
and industries (Mich, 2020), including the tourism domain. Tourism is a highly
complex industry characterized by a multitude of service providers, intermediaries,

XXXI1
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Fig. 1 Artificial intelligence and its various research niches. Source: adapted and modified from
Vollmer (2018)

and customers, which requires a great deal of communication and coordination
(Boes et al., 2015; Hofstaetter & Egger, 2009). At the same time, the co-creation
of memorable experiences necessitates a comprehensive understanding of the needs,
requirements, and wishes of individual travelers to support them with personalized
recommendations in real time (Xiang & Fesenmaier, 2017). To try and cater to these
needs, a type of tourism known as “smart tourism” (Gretzel et al., 2015), in which
(big) data and the power of Al are used to enable new forms of (co-)value creation,
sustainability, and well-being through technology, has formed. Gretzel and her
colleagues define three levels of smart tourism where Al can fully exploit its
potential. In a world where data is continuously recorded by sensors, i.e., our
behavior is tracked and traced by the multiple devices we use in both the real and
digital spheres, technology can be understood as an infrastructure. Therefore, intel-
ligent technology, which should be able to grasp a certain situation and react
accordingly (Worden et al., 2003), comprises the backbone of smart destinations
and the first level of smart tourism. It bridges the physical and the digital world (Koo
et al. 2016), where the Internet is transformed into an Outernet (Neuburger et al.,
2018). The second level of smart tourism is that of smart experiences. This is where
Al can enhance technology-mediated tourism experiences by personalizing and
adapting the service to the guest’s preferences using context-sensitive and real-
time data. Lastly, the third level is concerned with the highly dynamic tourism
ecosystem in which data are collected, shared, harmonized, and synchronized
between all stakeholders in order to be processed via Al

According to a report by McKiney (2018), Al can be substantially beneficial to
those sectors of the economy where sales and marketing, in particular, are driving the
value. Tourism can indeed be viewed as such an industry, explaining why Al has
extraordinary potential for tourism (see Fig. 2 below).
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XXXiV Introduction: Data Science in Tourism

In the remainder of this book, the term Al itself will only be used in a very limited
way since, rather than referring to this umbrella term, specific reference to its
individual components will be made.

Data science (DS), as a significant aspect of Al, can be seen as a comprehensive
set of methods, algorithms, and systems that are applied to various sectors of an
interdisciplinary field. As depicted in Fig. 3, DS combines computer science,
mathematics and statistics, and domain-specific (tourism) knowledge to gain valu-
able insights from large sets of structured, semi-structured, and unstructured data
(George et al., 2016). This consequently helps to explain and understand phenomena
and processes in the present and, with its predictive power, to a certain extent, also
the future.

This data-driven approach is often criticized as undermining the meaning of
theory or making theory obsolete since researchers seem to no longer be dependent
on existing theories (Egger & Yu, 2022a). However, can research even exist without
theorizing and hypothesizing, and is looking at correlations and patterns in the data

Fig. 3 Data science—an interdisciplinary field
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enough to understand, explain, and predict? Over the past few years, there have been
heated discussions about possible epistemological paradigm shifts, and, indeed, a
certain potential for change in such a shift is observable. In Chapter 2 (Epistemo-
logical challenges), the fact that radical positions and black-and-white thinking
should no longer be expedient here and, additionally, that this touchy topic needs
to be viewed in a very differentiated and individual way will be explained in more
detail.

In any case, there is no doubt about the power of change that DS has brought, and
continues to bring, along with it (Steinberg & Aronovich, 2020). After all, the goal of
data science, the data-based improvement of decision-making capabilities, is used in
vast areas of modern society (Power, 2016; Provost & Fawcett, 2013). Seen from a
micro-level perspective, and encompassing the core topics of this book, DS is
concerned with big data, data mining, natural language processing, machine learn-
ing, image analysis, social network analysis, agent-based modeling, and data visu-
alization, among others (Egger, 2022a).

Data Science and Tourism

Tourism is an extraordinarily interdisciplinary field of research in which sociolo-
gists, geographers, economists, communication scientists, psychologists, computer
scientists, etc., come together in various ways. Each of these disciplines brings its
own repertoire of methods to the table, providing tourism research with a colorful
bouquet of methodological options for observing and analyzing a phenomenon from
a wide variety of perspectives (Egger & Yu, 2022b). Just as classical methods of
empirical social research have gradually professionalized tourism research, DS
methods are likely to be increasingly applied in order to further understand and
solve tourism issues. Each method has its individual strengths and weaknesses and is
predestined to add value to specific problems and issues. By opening up this treasure
chest of methods, tourism can discover previously unknown patterns and correla-
tions, analyses can be carried out in real time, and even deeper insights can be
revealed in order to better understand and explain phenomena, systems, processes,
structures, and behavior, to mention but a few. Above all, the predictive power of
some particular approaches makes it possible to answer future-oriented questions
(Weihs & Ickstadt, 2018). Examples of data science applications in tourism include
route optimization, predictive analysis and forecasting, personalization and recom-
mendation, opinion mining and sentiment analysis, alerting and monitoring systems,
and much more (Egger, 2022a). This leads to an improved basis for decision-making
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and better planning. Furthermore, services can be optimized and individualized
service provision becomes possible, resulting in better customer experience and,
consequently, to competitive advantages.

In addition to the existing methods, models, and algorithms, the quality and
quantity of data are of particular importance (Taleb et al., 2018). Tourism is an
information-intensive industry (Buhalis & Amaranggana, 2015; Egger & Herdin
Thomas, 2007), and, accordingly, a wide array of different data sources and data
formats are available. Since we as humans are tracked and traced in both the real and
the physical world, each and every individual produces vast amounts of data per day
without explicitly knowing it. The most diverse sensors continuously measure and
deliver data, and through our active participation in social networks, we contribute to
the growth of user-generated content (Nicholas Wise & Hadi Heidari, 2019). As
such, data from systems and processes are unintermittedly recorded and issued for
analysis in a wide variety of formats. They are available as numerical values, as text,
images, or videos, have geographical or temporal references, or describe, as meta-
data, other data (further details on the topic of data extraction and collection can be
found in Chapter 5). However, the fundamental question is what can we and do we
really want to extract from the data, which questions can we answer, and which
problems can be solved with the insights gained?

At this point, it is clear that a completely theory-free approach will never be
effective, and the importance of domain-specific knowledge becomes apparent.
Typically, raw data can rarely be used without preprocessing, and meaningful
features have to be engineered and selected to serve as input data (see Chapter 7).
Therefore, whoever decides to work in this area carelessly and without well-founded
preconsiderations will begin his or her analysis with bad data and, in turn, obtain
poor or wrong results. The same applies to the selection and tuning of algorithms.

In order to get an overview of the current research landscape, the Scopus and Web
of Science databases were searched by using the term “tourism” in combination with
those terms that are also central to this book: “machine learning,” “sentiment
analysis,” “topic modeling,” “network analysis,” “support vector machine,” etc.
This resulted in a total of 2,832 papers, which were then analyzed further with
VOSViewer (van Eck & Waltman, 2010). Figure 4 provides an overview of the
particular topics, along with their relevant size and importance, and shows how they
are related to each other.

ELINT3 ELINT3
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Fig. 4 Bibliographic analysis—data science in tourism

At first glance, we can clearly observe four major indicators in relation to tourism,
namely, “sentiment analysis,” “big data,” “machine learning,” and “forecasting,”
with “social media,” “natural language processing,” “gis,” and “(social) network
analysis” closely lagging behind. On the left-hand side, the significance of “(social)
network analysis” and its connection to terms like “tourism destination,” “destina-
tion management,” “tourism demand,” and “tourism forecasting” can be noted,
while on the right-hand side, “time series,” “forecasting,” “tourist arrivals,” etc.,
seem to be of large significance for tourism. Specific links to important terms such as
“big data,” “Google Trends,” and “seasonality,” but also to methods and algorithms
like “ARIMA” and “support vector regression,” can also be seen. Moreover, an
additional cluster on top mentions various NLP methods, placing a dominant role on
“sentiment analysis.” As expected, the topic “machine learning” also presents itself
as very central and powerful, with links to almost all other areas including “recom-
mender system,” “forecasting,” “smart tourism,” and “natural language processing.”
The field of “topic modeling,” in contrast, is rather underrepresented. Although it is
evident that topic modeling can be found in combination with sentiment analysis and
that “latent Dirichlet allocation (LDA)” is the preferred applied algorithm (Egger,

1)
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2022b), this analysis method still seems to have found relatively little use in tourism.
Similarly, in the lower left-hand corner, the term “gis,” despite being linked to
“social networks,” “climate change,” and “destination marketing,” among others,
is otherwise relatively isolated. Overall, one important aspect highlights the fact that
the close relationships of data sources such as “Tripadvisor,” “Twitter,” and “social
media” with other notable items suggests the preferential analysis of user-generated
content in tourism. Thus, keeping all these statements in mind, this book seeks to
present most of the relevant individual concepts mentioned above in a systematic
and sequential manner. A descriptive overview and structure of this attempt is
provided in the following section below.

Data Science in Tourism and the Structure of This Book

To start off this book, it is important to understand current problems in society along
with their relevance in research as well as to draw attention to these issues. By
interviewing data scientists from different areas of the tourism industry, the Q&A
Session aims to outline the true significance of the relationship between data science
and tourism, to address its challenges, and to capture a glimpse into the future of this
interdisciplinary field.

Chapters 1-5: Theoretical Fundamentals

The first group of chapters then goes on to discuss relevant fundamentals on a
meta-level. In Chapter 1, Luisa Mich dives into the topic of AI and Big Data in
Tourism and lays down the terminological foundations thereof, defining terms such
as Al, ML, big data, and DS and emphasizing their importance for tourism.

As such, it comes as no surprise that big data, the availability of powerful
hardware, and the rapid development of new algorithms have ignited a transforma-
tion within the entire research process. This paradigm shift brings about epistemo-
logical challenges, which are discussed in Chapter 2 by Roman Egger and Chung-
En Yu.

The successful completion of DS projects requires competencies in computer
science and statistics as well as a high proportion of domain-specific knowledge; yet,
rarely do organizations or individuals possess all three of these competencies
sufficiently and satisfactorily. Therefore, Roman Egger and Chung-En Yu call for
a higher degree of interdisciplinarity in data science, which they elaborate on and
justify in Chapter 3.
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New forms of data generation, processing, analysis, and interpretation also go
hand in hand with far-reaching ethical requirements and issues. In Chapter 4, Data
science and ethics, Roman Egger, Larissa Neuburger, and Michelle Mattuzzi
explore these challenges in more detail.

Every DS project requires data as a basis for analysis and, in contrast to classical
research methods which often use survey data for quantitative analyses, DS projects
primarily use the vast amount of data available online. Web mining and data
crawling is the first step for many DS projects to crawl user-generated content and
data from websites and retrieve data via application programming interfaces (APIs)
or from open data sources. Thus, in Chapter 5, written by Roman Egger, Markus
Kroner, and Andreas Stockl, an overview of the different types of data in tourism is
specified, legal aspects of web crawling are discussed, and tools and packages
available for web scraping are presented. Furthermore, a practical demonstration
illustrates the process of how to crawl and parse a website with Python.

Chapters 6—14: Machine Learning

As machine learning (ML) is one of the central elements of data science, the next
several chapters aim to zoom in on this field, outlining the ML process and
presenting and discussing the most important algorithms and methods in further
detail. Firstly, however, Chapter 6, Machine learning: a primer, is intended to
provide an introduction/overview of this area. Roman Egger thus illustrates the
intuition behind machine learning and discusses the different ML paradigms and
algorithms and their application in tourism.

Following up on this, Pablo Duboue explicitly addresses the topic of feature
engineering in Chapter 7. He shows that a “dialogue between the data scientist and
the computer” is necessary in order to implement domain expertise into the data and
its preparation. Pablo explains the procedural steps of feature selection, expansion,
and homogenization. Moreover, in the practical demonstration, he walks us through
a pricing example using Airbnb data.

Chapter 8 is the first chapter that deals with a concrete application of ML
algorithms. As such, Matthias Fuchs and Wolfram Hopken turn to clustering
approaches, which are a part of unsupervised ML. They first explain the conceptual
foundations of the most important clustering approaches and then apply clustering
methods to an example with tourism data in a step-by-step demonstration using
RapidMiner.

Besides clustering, dimensionality reduction is the second important category
under the unsupervised ML algorithms. In Chapter 9, Nikolay Oskolkov takes the
reader into the realm of high-dimensional data, explains the phenomenon of the
“curse of dimensionality,” and presents methods such as PCA, tSNE, and UMAP.
The practical demonstration uses annotated Instagram images of Austria that were
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posted by tourists and shows how to perform dimensionality reduction on the
100-dimensional Doc2Vec vectors.

Thereafter, Ulrich Bodenhofer and Andreas Stockl discuss the most important
supervised ML algorithms in the next two chapters. In Chapter 10, they focus on
classification, presenting the most relevant methods and explaining the evaluation of
classification results. In the practical demonstration, they apply different algorithms
to classification tasks based on tourism data.

In addition to classification, regression is one of the most commonly used
supervised ML approaches. In Chapter 11, once again Andreas Stockl and Ulrich
Bodenhofer present widely used algorithms such as linear regression, regression
trees, random forests, gradient tree boosting, support vector machines, and neural
networks. The chapter concludes with a practical demonstration of the application of
the algorithms on the basis of a tourist use case.

ML algorithms have so-called hyperparameters, settings that can be used to tune
the performance of the algorithms. In Chapter 12, Pier Paolo Ippolito describes the
intuition behind hyperparameter tuning and presents different tuning possibilities.
Using the “Flight Delays and Cancellations” dataset, he takes us through a concrete
example and discusses the requirements and challenges of hyperparameter tuning.

Closely related to hyperparameter tuning is the evaluation of ML models. Ajda
Pretnar and Janez Demsar present the possibilities of model evaluation, explain the
evaluation scores in detail, and point out the threats of overfitting or underfitting your
models in Chapter 13. In the practical demonstration, they present a typical model
evaluation workflow based on a hotel bookings dataset using Orange 3.

Indisputably, ML is significant for offering us far-reaching possibilities to gain
interesting insights from data. At the same time, the interpretation of machine
learning models often poses challenges as it is hard to understand how certain
results were obtained. Urszula Czerwinska addresses this problem in Chapter 14
and demonstrates how a machine learning model can be explained. Urszula also uses
the “hotel booking demand” dataset to demonstrate her theoretical explanations in a
practical example.

Chapters 15-20: Natural Language Processing

In addition to the processing of numerical data, natural language processing has also
emerged as a particularly relevant application area for data science. In this way,
Roman Egger and Enes Gokce present the basics of text analysis in Chapter 15,
Introduction to natural language processing. This chapter serves as a preface to
the following chapters, which deal explicitly with specific areas of NLP. Since all of
the methods presented in the following text analytics chapters require preprocessed
data, this chapter is primarily devoted to the preprocessing procedure.
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In many cases, one wishes to perform further calculations with text or apply
algorithms that require numerical values as input data. In Chapter 16, Roman Egger
discusses possibilities of such text representations and word embeddings and
illustrates how text data can be vectorized. He starts by presenting very simple, but
often sufficient, methods like BOW and TF-IDF, then moves on to more powerful
embedding approaches like Word2Vec, Glove, Fasttext, and ELMO, and concludes
with a discussion on BERT, the current state-of-the-art embedding approach.

Sentiment analysis is undoubtedly one of the most important methods when it
comes to text analysis as it tries to measure and quantitatively capture people’s
feelings of joy, anger, sadness, and so on. In Chapter 17, Andrei P. Kirilenko, Luyu
Wang, and Svetlana O. Stepchenkova present the most important approaches used in
sentiment analysis and illustrate typical applications in tourism. Finally, the individ-
ual methodological steps can be noted during the practical demonstration with two
research cases.

Topic modeling is another very commonly used text analysis technique. In
Chapter 18, Roman Egger discusses the main intuition behind the most relevant
topic modeling approaches. He contrasts classical methods such as latent
Dirichlet allocation and non-negative matrix factorization but also presents alterna-
tive approaches such as CorEX, Top2Vec, and BERTopic, which have hardly been
used in tourism research so far. At the same time, he points out the numerous hurdles
and pitfalls that can lead to poor results with topic modeling. In the practical
demonstration, different algorithms are applied in order to extract topics from a
dataset relating to Airbnb experiences.

A common problem in text analysis involves entity matching between multiple
data sources. Ivan Bilan describes the theoretical foundations of this approach and
the steps necessary to build an entity matching pipeline in Chapter 19. At the end
of this chapter, he additionally outlines how to engineer an end-to-end entity
matching pipeline.

The development of knowledge graphs has progressed enormously over the past
few years, making an increasingly significant mark on tourism. Thus, Mayank
Kejriwal illustrates the fundamentals of knowledge graphs in Chapter 20 and
discusses their growing relevance and possible application areas in the field of
tourism. In the practical demonstration and research case, he comprehensibly
describes the implementation of a knowledge graph.

Chapters 21-26: Additional Methods

After numerous chapters focusing on the topics of machine learning and natural
language processing, the next section pays more attention to methods that have been
developed for very specific analysis tasks. One of them being network analytic
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methods, which provide insights into complex systems by describing their structures
and characteristics. In Chapter 21, Rodolfo Baggio introduces us to the basic
concepts and methods of network analysis and shows which skills are necessary
to visualize networks and compute main measures. In the practical demonstration, he
illustrates how to perform a network analysis with the help of Gephi.

Time series analysis is an additional set of methods that has a high value in
tourism, for example, when it comes to analyzing and forecasting tourism demand.
Thus, Irem Onder illustrates univariate and combined forecasting methods in
Chapter 22 and demonstrates how the forecasting accuracy of time series models
can be evaluated. In the practical demonstration and research case, a step-by-step
time series analysis is provided.

Like other economic sectors, tourism is characterized by a high degree of
complexity, interactions, heterogeneity, nonlinearity, and uncertainty. Agent-
based modeling allows to analyze the complex interactions between people and
their environment. In Chapter 23, Jillian Student outlines the opportunities
presented by agent-based modeling and provides examples that guide the reader
through the entire analysis process, from developing the research question to
interpreting the analysis. Her practical demonstration and research case give the
reader a clear illustration of the entire process.

Spatial data play a special role and are, naturally, of particular relevance in the
context of tourism. In Chapter 24, Andrei P. Kirilenko describes different types of
data and the main functions of GIS analysis and discusses the most important
concepts of spatial data analysis. Using a practical example, Andrei exemplifies
how GIS data can be processed.

The visualization of data plays a significant role, not only for the presentation of
results. As such, Jonanna Schmidt describes in Chapter 25 why, when, and how
visual data analysis can be applied within the data analysis workflow. Moreover,
she also provides us with an excellent overview of the latest data visualization
libraries and software solutions.

Countless frameworks, software solutions, and tools are available on the market
to perform DS tasks, i.e., helping to process, analyze, and visualize data. Finally, in
the last Chapter (26), Roman Egger presents the most important solutions for
tourism cases. In addition, all authors have compiled the most important tools for
their topics in their respective chapters, which are presented in the form of an
overview table at the end of this chapter. Figure 5 provides an overview of the
structure and outline of the book.



Introduction: Data Science in Tourism xliii

Fig. 5 Structure and outline of the book
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While the first chapters focus on discussing the content in purely theoretical
terms, all other chapters (from the machine learning section onward) contain two
parts. On the one hand, the theoretical basis, where necessary background informa-
tion is conveyed, will always be established at the beginning of each chapter.
Thereafter, a practical demonstration and/or a research case with a complete step-
by-step walkthrough of the process will follow. Thus, the reader is not only provided
with specific knowledge of the topic but can also practice/go through the respective
methods and approaches using an example. In addition, most of the chapters come
with supplementary electronic material. For instance, sample datasets and
corresponding parts of code can be accessed at https://github.com/DataScience-in-
Tourism/. At the end of each chapter, a “service section” provides a quick overview
of the topic by outlining typical areas of application, comparing advantages and
disadvantages, and listing related and complementary methods.

Conclusion

Data science has brought marvelous opportunities to many industries, and tourism is
no exception. Although tourism is known as an interdisciplinary field, spanning
across sociology, economics, geography, psychology, and the communication sci-
ences, tourism researchers have long been constrained by the classical repertoire of
research methodologies (Egger & Luger, 2015). Besides the widely applied quanti-
tative and qualitative approaches, advancements, especially in quantitative methods,
could be observed as time passes. Nowadays, in this era of digitization, data comes
in new unstructured forms, and this, along with traditionally structured datasets, has
resulted in the rise of big data. Meanwhile, advancements in computing and the rapid
development of algorithms have led to the emergence of advanced analytics, going
beyond conventional business intelligence to gain deeper insights and make future
predictions.

All in all, data science is more than just a plethora of new methods and tools that
can elevate the typical ways of doing empirical research and allow researchers to find
answers to previously unknown questions; rather, it is a rich, interdisciplinary area,
aiming to obtain business-related insights on data and containing a unique set of
methods that can, in the future, most certainly be sufficiently utilized in tourism.
Nonetheless, DS is yet to be embraced by tourism scholars to its fullest potential, in
part due to the vastness, messiness, and unstructured nature of the data that fuels
confusion and uncertainty. At the same time, because DS has altered epistemological
foundations to a certain extent, the interplay between data science and theory
deserves much more attention and approval.
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Industry Insights from Data Scientists: Q&A
Session

Theory-based scientific research should be transparent and in close contact with
society so as to ensure that current problems and their relevance are thoroughly
understood, and attention is paid to these issues. For this reason, I decided to
interview data scientists with extensive experience in the tourism field. Their
responses should sharpen our view of the current state of data science in the industry
and provide us with the business perspective needed to serve as a framework for
academic research as well as allow us to ask timely and relevant questions. In order
to obtain such a holistic picture, I asked five data scientists, all of whom work in
different areas of the tourism industry (namely, a destination, an online travel
agency, a review platform, the hospitality sector, and an airline), some questions
regarding their work, experiences, and insights regarding the relationship between
data science and tourism. Their qualitative statements intend to outline the true
significance of data science in tourism, to filter out its challenges, and to capture a
glimpse into the future.

Interview 1

The first interview was conducted with Holger Sicking, head of the research
department at the Austrian National Tourist Office. He studied business adminis-
tration in Freiburg, Wisconsin, and Vienna and specialized in market research and
statistics. Before working for the Austrian National Tourist Office, he worked as
Head of Statistics for a Vienna-based market research agency and as a consultant for
price modeling in different industries, and he was also a lecturer for market research
at FH Wien, WU Wien, and MCI Innsbruck.

Q: Holger, you told me in a conversation the other day that the Austrian National
Tourist Office will become a “data-driven company.” What drives a DMO toward

this, and what effects will this have on the organization?

xlvii
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A: As we as a company are more like a creative agency and not, for example, a
telecom company, I think we won’t take this concept of a data-driven company to the
limits; but yes, we are heading in this direction. We are currently developing a data
strategy for our company including topics like data architecture, data management,
and data factory. The overall goal is to base our operative and strategic decisions on
data. We believe that using more data and better models (e.g., forecasting) has the
power to make us more efficient and more agile and can bring better value to the
tourism sector. We are not starting from scratch. For example, in the field of
marketing performance management, we have already built quite a comprehensive
system over the last two or three years. We are able to monitor the success of all our
worldwide digital communication activities through one central dashboard by
connecting more than twenty different data sources. In my opinion, the long-term
effects of the implementation of our data strategy will be a cultural one especially. It
changes the culture of work if you have absolute transparency with data. As an
employee, you might also need new skills when working with data.

Q: Within your research department, you have employed a data scientist for
several months who is technically a physicist (by training). How does physics
fittwork together with different tourism aspects, and what can you learn from having
a physicist in your department?

A: This is a very interesting question. The fact is that I was never actively looking
for a certain university background other than the qualification and job experience as
a data scientist. Hence, the applications are always quite diverse. Our data scientist
has a PhD in physics and is a specialist in complex systems and chaos theory.
Tourism is a complex system; there is not only one single product like in other
business areas. The holiday product consists of a complex set of tangible and
intangible parts. Therefore, he uses concepts like network theory to better understand
this complexity. I constantly learn from our data scientist’s new perspectives on
working with data or, more generally, speaking about problem solving. He has a
much broader perspective on problem solving than others and always tries to
understand complex connections, which I believe has to do with his background in
physics.

Q: Austria is a relatively small country, and our tourism industry consists almost
exclusively of non- and medium-sized businesses, which are mostly family-run.
Furthermore, tourism has a long tradition in our country and is internationally
known for having high qualities and being very professional. Why is the Austrian
National Tourist Office, with its small structured market, trying to be a pioneer in the
field of data science, and what do you believe are the biggest challenges resulting
from these old, grown structures?

A: We try to pioneer in the field of data and data science because, at present, we
do not see anybody else who would do it with the whole Austrian tourism sector in
mind. I guess this has to do with the situation you described, and this is also the
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biggest barrier I see. The sector in Austria is very atomistic with a long history of
family-run small and medium-sized businesses. They are doing a fantastic and
professional job but are mostly stuck in their daily operations. It is not always
very clear why it might make sense to invest money into data and algorithms, as
you might not see direct returns from investments for your business. Therefore, we
have the chance to showcase the value and future potential of data and data science.
To give an example: we are currently doing a prototype project with the idea of using
real-time mobile phone data at tourist hotspots in four regions in Austria. Tourism
managers in these regions can monitor in real time the visitor volume and, based on
this data, develop solutions for the management of visitor flows. Managers from the
prototype tourism regions play an active part in the project; they make sense of the
data, and we have joint workshops every three weeks to learn from each other. We
initiated and financed the prototype project because we see much potential in this
kind of data for the mobility and capacity management areas in tourism regions in
the upcoming years.

Interview 2

Thank you, Holger, for taking the time to answer these questions and for sharing
your insightful thoughts on data science in Austria. Much appreciated! Up next is
Dr. Liliya Lavitas. Liliya works as a senior data scientist at Tripadvisor and is
responsible for creating hotel lists that best match travelers’ needs. Since Liliya also
has a strong academic background, some questions will focus more on this aspect.

Q: Liliya, you earned your PhD in statistics at Boston University. Do you believe
that typical data science approaches like machine learning will become part of the
standard repertoire for academic researchers in the same way as statistics currently
is?

A: These days, machine learning research is still primarily concentrated in the
computer science field as implementation of a machine learning model requires
technical skills and qualifications that traditionally are not considered necessary for
statisticians. This being said, I firmly believe that advanced machine learning will be
playing a larger role in applied research in statistics as deep knowledge and under-
standing of probability and estimation theory will allow the development of new
generations of machine learning models.

Q: Auto ML, as discussed in Chapter 6 of this book, is becoming more and more
popular. Quite a variety of tools is available on the market, and developers are
trying to make them available to everybody, even those without programming
knowledge. Where do you think these developments will lead in the future?



1 Industry Insights from Data Scientists: Q&A Session

A: Auto ML is indeed very promising and can be shown to be useful in some
cases. Unfortunately, based on the tools that I’ve had a chance to explore, I still think
that the use of auto ML is somewhat limited at the time. My opinion is based on the
modeling framework that involves three stages: data generation, data exploration,
and the actual model building/tuning. Let’s consider how auto ML can be used for
each of these stages. First of all, any model is only as good as the underlying data.
I’'m not entirely sure how auto ML can effectively solve a problem relating to
training data generation; thus, data still needs to be generated by a subject matter
expert. In my personal experience, proper data generation that contains enough
signal to build a model is still the most time-consuming step of model building.
Even more, data generation frequently requires multiple iterations to ensure the
presence of all the signals that we are hoping to train the model on. I think that the
use of auto ML is limited for this step. For the second stage, data exploration, auto
ML tools are quite useful. Building insights for the generated data allows for the
most automation, in my experience. Powerful and flexible tools for extracting
insights from the data and for data visualization are indeed extremely useful in a
data scientist’s/ML engineer’s work. Proceeding to model building itself, auto ML
can be useful for benchmarking and comparing model accuracy across various
model types. This being said, the set of model types that data scientists/ML engineers
might consider is frequently limited by factors not related to the data itself. For
example, implementation constraints can easily dictate what model types can be
used. This leaves a data scientist/ML engineer with a pretty narrow choice of models
for consideration. Finding the optimal model that meets both accuracy and imple-
mentation constraints is less complicated. One can argue that model tuning can be
much easier with auto ML, and I think that this is a very solid argument for auto
ML. Indeed, an auto ML tool is expected to tune models quite well. This being said,
similar optimization results can be achieved by tuning the model “by hand” in a
comparable timeframe.

Q: In your opinion, do you think that at least the basics of data science
approaches like NLP or machine learning should be incorporated into the curric-
ulum for tourism studies in the future? How could/should we (better) prepare our
students?

A: I think that basic introductory interdisciplinary courses are extremely valuable
for all industries that are currently benefiting and will be benefiting in the future from
machine learning and data science. The main challenge I see is in building a course
that explains complex mathematical concepts of machine learning to students of
non-technical specializations. In my opinion, use cases and examples from applied
machine learning in the tourism industry can be leveraged. One can consider first
introducing examples of how machine learning and data science are being used in
tourism now and then moving toward explaining the mechanisms of these applica-
tions. Finally, covering what other problems can and cannot be solved using
machine learning and data science might be useful for students in tourism.



Industry Insights from Data Scientists: Q&A Session li

Interview 3

Thank you very much for these incredibly interesting remarks on machine learning
and data science, Liliya! My next questions are addressed to Mike O’Connor, a
senior data scientist at booking.com. Mike has much experience in the tourism
sector as he previously worked for Visit Baltimore and the Ritz-Carlton Hotel
Company as well. Therefore, I would like to take this opportunity to ask him
about his views on tourism as an industry sector in combination with data science.

Q: Mike, would you consider the tourism sector to be a special field for data
science? If so, how does it differ from other industries?

A: There is no hard line separating hospitality analytics from other industries, but
there are aspects in this business that are very different from other industries. In most
cases, there is no physical product that a person takes home with them and puts on a
shelf. The thing we sell is often intangible and ephemeral, and our customers’
satisfaction is reflected not by some directly observable metric but by things tied
to emotion. So much of hospitality is about ensuring that you sleep well after
checking in, how much fun you had while seeing an attraction, or how friendly
and helpful the flight attendants were. Our customers trust us to deliver an experi-
ence that lives up to their expectations, and they rely on us to build a relationship
with them that lasts long after any money is exchanged.

For these reasons, data science in hospitality is focused on finding ways to
measure the quality of those experiences and the depth of that trust, and it can be a
very challenging thing to measure. In the DMO world, that might mean measuring
the “value” of tourism in a way that is meaningful for lawmakers and local busi-
nesses. At a hotel, it could mean developing check-in and check-out processes that
lead to better guest satisfaction and loyalty. At Booking, we combine a/b testing with
our knowledge of guest preferences to pair users with travel products that make them
happy and keep them coming back.

Of course, these are not challenges unique to the hospitality industry, and many
others seek to answer the same questions. Music streaming, for example, strives to
deliver a tailored experience that caters to the tastes and preferences of the listener.
That relationship is cultivated by understanding what people enjoy and giving them
more of it. But unlike with music, where I might listen to thousands of songs, people
only travel a few times a year. The signals are faint and the stakes are high, especially
when money and sleep are involved, and while many industries have only just begun
embracing the “experience” as an opportunity to innovate, hospitality has been
thinking about it since the very beginning.

Q: You know the tourism industry very well from the hotel, destination, and OTA
perspective. Looking at each individual sector, which ones do you believe need most
improving or have the most catching up to do?
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A: None of the areas I’ve worked in have it totally figured out. I think they can all
learn from each other, although cooperation among them can sometimes be harder
than it seems. Hotels and OTAs have historically viewed each other with suspicion,
given the nature of their relationship. This friction is unlikely to go away, but I think
more cooperation is always possible and beneficial. In the DMO world, friction often
comes in the form of local government or business owners who are unsure what
return they get from their investment. Data has and will continue to play a very
important role in solving these problems, but cooperation must come first.

When thinking about opportunities in the OTA sphere, I believe a tighter inte-
gration with accommodation providers is important because we control very little of
the experience once a guest has checked in. This means thinking about products and
services from both perspectives and building alliances that are more than purely
transactional. In data science, it means putting ourselves in the shoes of the revenue
manager or the concierge and solving problems for those audiences using the wealth
of data we have available to us.

For accommodation suppliers, I can only speak from the perspective of a large
chain. At those brands, experience has always dominated the conversation, and the
brand identity is often built upon it. This has been a very valuable asset for hotel
owners and given them a lot of flexibility to tailor the traveler experience precisely
how they see fit. I do believe, however, that hotels may not be utilizing the “data-
driven” approach to its fullest extent. Most big hotel chains and countless indepen-
dent hoteliers have been operating since long before the Internet and so they may not
be capitalizing on the data they have available to them. This means investing in
digital platforms and the tools necessary to analyze them. Hotels should be building
a fully integrated view of each guest’s experience across every touchpoint, from the
reservation process to the stay to the review after checkout.

Of all the areas I have experience, I think the DMOs are the ones with the biggest
challenge ahead of them. Since the very beginning, they have been tasked with
proving whether the budgets and membership dues are worth it to their constituency.
To succeed, they must get a better grasp of the “impact” of destination marketing.
It’s monumentally difficult to get concrete numbers on the “value” of the hospitality
industry in a city. Most DMOs point at jobs, small businesses, or the tax revenues
collected by hotels as success metrics, but this is an incredibly complex attribution
problem, and the data is sparse. Even if you solve it, the task of explaining that
impact to lawmakers is equally challenging because DMOs are inextricably linked to
the political machinery of the destinations they represent. A data scientist in this
situation must be technically talented but also a very good communicator. Making
impact easier to see and understand (especially for legislators and local business)
will always be of paramount importance.

Q: Chapter 3 of this book deals with the need for interdisciplinary studies/
approaches. In your opinion, where will future data scientists for the tourism
industry come from, which competencies are they expected to have, and how
important will interdisciplinary teams be in the future?
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A: In my opinion, the ideal core competencies of a data scientist are less about
specific technical knowledge and more about problem-solving skills in a business
context. Data science itself is a rather broad discipline, and surveying a sample of
people in my department illustrates just how diverse the backgrounds and skill sets
are. I work with astrophysicists, computer scientists, biochemists, economists,
business school graduates, college dropouts, and experts in countless subjects. The
specific skills these people have aren’t often what makes them good at their jobs,
though; instead, they are those who see and understand an abstract problem and map
it to a quantitative solution. There are many ways to solve most problems but what
matters most is knowing how and when to solve them with whatever tools are
appropriate and available. That is why a diversity of skills and experience is
absolutely critical for any successful data science organization, hospitality, or
otherwise.

When I interview people for data science positions, I don’t tend to use esoteric
coding tests or math problems to measure ability because it’s not a good reflection of
my typical workload. My day involves product managers asking me how to best
measure customer loyalty, whether I can predict if a guest will cancel, or how to map
the best hotels to go for wine tourism. So when hiring data scientists, I look for more
than just technical knowledge; I want to know how well a candidate can solve the
problem in the right context and how they communicate their ideas.

I’ve been very fortunate to see tourism from several angles, and that experience
has helped me tremendously. With this in mind, I believe that successful data
scientists in hospitality will be ones who understand the nature of the industry itself.
This requires exposure to all aspects of travel, not just the narrow scope of a product,
project, or individual company. Cross-pollination of ideas is where real innovation
happens. But I also believe that data science in any field requires a mindset of
experimentation and continuous learning. Tools and techniques are constantly
evolving and improving, and the distance between raw data and actionable insight
is shrinking quickly. This is why I value and rely on the perspectives of my peers
from other disciplines. Data scientists are able to answer more complex questions
than ever before, so the challenge of the future is using broad industry knowledge to
choose which questions are worth answering and what guestions to ask next.

Interview 4

Great talking to you, Mike, thank you for your detailed responses! Data analysis is
also becoming increasingly important in the hotel industry, providing a basis for
decision-making in both operational and strategical aspects. I am therefore delighted
to interview Alex Gonzalez Caules next. Alex is a data scientist at Melia Hotels
International, a brand that operates over 390 hotels in more than 40 countries, and
has a scientific background with a degree in economics and a master’s in big data
analysis.
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Q: The hospitality industry is a very fragmented market;, whether it be leisure
hotels, city hotels, individual hotels, or hotel chains, they all depend on data as a
basis for decision-making. What questions does the chain hotel industry typically try
to answer using data science methods?

A: There are many areas where data science and machine learning models can
help uncover hidden insights. Often the questions that can be answered with these
methods take the form of “how can we do X best, given our knowledge of the
environment?”. Some examples would be the optimization of digital marketing and
advertising strategies (e.g., how can we reach our customers more efficiently without
spending unnecessary advertising budget?) or segmentation methods (e.g., how can
we best separate customers or products into groups so that we can find the product—
customer combination that will potentially create the most value?). These methods
help to homogenize the various fragments of the industry since it allows decision-
makers to view each segment under a different lens. It is also very common to try to
predict the probability of an event happening, such as a reservation or cancellation,
or to apply optimization techniques to revenue management, even though this area is
still quite underdeveloped, and there is a lot of room for research in dynamic pricing
systems.

However, there is still a large space to be filled with data science models as their
applications are nearly limitless due to the fact that such methods can be used in
many different areas and for several various needs. Tons of data are generated
everyday that might be recorded into databases but ultimately not put to profitable
use. This is another aspect of the data science role: to understand the business
environment and be able to reply with potential solutions should any stakeholder
have questions regarding how to address a business need. Finding new questions to
be answered with data is almost as crucial as being able to answer them.

Q: What types of analyses do you think hold potential in the future but are
currently barely being used in the hospitality industry?

A: NLP is, to my knowledge, very underused in the industry. While it is one of
the main techniques used in other sectors, such as finance, the hospitality and
tourism industry has not yet found a golden use case for this technique as it is
mostly limited to review and sentiment analysis. There are some chains testing
automated assistants, concierges, and receptionists, but none have reached maturity
yet. Al-powered voice and text assistants are starting to get traction as they can be
implemented in some businesses, such as hotels, with similar ease as implementing
one in a home. Deep learning techniques are also uncommonly found in the
hospitality and travel industry although some more complex models often borrow
concepts from this, such as deeply layered neural networks (convolutional or
recurrent) for personalization models.

Q: Alex, at what scale does it make sense for the hotel industry to get involved
with data science, and what recommendations can you give smaller companies?
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A: Data science, machine (and deep) learning, artificial intelligence. .. This is
what differentiates cutting-edge and innovative companies from others. An organi-
zation, whether big or small, will generate large amounts of data. With an IT team,
any company can gather these data and exploit it beyond reports and dashboards
with the use of data science methods. This is possible even with staff that are not
scientifically trained in statistics or modeling since many third-party vendors now
offer statistical software licenses that are easy to use for any individual with working
knowledge of computers. Thanks to this democratization of machine learning, it is
increasingly easy to prototype, triage, and discard models in various different
applications. As a result, the marginal cost of developing every new model continues
to decrease, making it a profitable endeavor for any company, regardless of its size.

Interview 5

Excellent, Alex! Truly appreciate your remarks and thoughts on the hotel industry.
Last but not least, I had a chance to sit down and talk to Jeroen Mulder. Jeroen
studied mathematics (PhD) at Leiden University and has worked for more than
twenty years as an operations research specialist and data scientist for Air France—
KLM, both in Paris and in Amsterdam. Currently, he is working for the technology
innovation office inside the Air France KLM branch, looking into emerging tech-
nologies and how these can contribute to a more sustainable data- and Al-driven
company.

Q: Jeroen, to initiate this discussion, could you please talk a bit about typical
analysis scenarios within the airline industry and where data science methods are
applied? What kind of questions do you ask, and which methods are mainly applied
to prompt an answer?

A: The airline industry has three types of business models, which, next to
passenger travel, are transporting cargo and maintaining aircraft. Each of those
domains has its own problem characteristics and its own responsibilities in solving
problems. However, each domain is closely linked to the others, resulting in, next to
the domain-specific types of problems, transversal and interdependent problems.
Hereafter, I will give a short sketch of each of these domains and will explain their
dependencies.

As an airline, we accommodate passenger’s travel. In order to be profitable, we
want to sell our passengers the right tickets at the right moment and for the right
price. In order to do so, we need to be able to accurately forecast the number of
expected passengers for the different destinations. Since we provide different types
of services at different prices, we need to differentiate these expected numbers by the
type of passenger, for example, leisure passengers vs. business passengers. As a
result, we need to be able to forecast the expected number of different types of
passengers together with the expected behavior of these passenger types. Such
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different behaviors can be seen in the moment tickets are booked: leisure passengers
will most likely book their flights long before their departure, once they booked their
holiday accommodations. Business passengers usually book their flights closer to
departure.

This different behavior also has to be taken into account when ensuring that there
are still enough available seats for business passengers closer to departure; the right
balance needs to be found between accepting all leisure passengers long before
departure with no seats left for business passengers and accepting only smaller
number of leisure passengers long before departure in order to have enough seats
left for business passengers. In the first case, you will have full flights but miss the
opportunity to serve your business demand; in the latter case, you might have
emptier flights because your leisure demand booked their flights with competitors.
In both cases, as an airline, you will have missed revenue, but, even worse, you
missed the opportunity to provide the best service for your passengers.

In all of the above cases, we need to analyze the historical behavior of our
passengers based on past data and enrich these with data from actual bookings that
have already been made. To learn as much as possible from the actual data, the
techniques used are traditional forecasting methods in combination with ML models.
These range from linear regression techniques through exponential smoothing
techniques and ARIMA and ANOVA modeling, where the focus lies on the
explainability of the results of such techniques, to ML techniques like random forests
and others, where one wants to discover as much behavior as possible from the
actual bookings so far. It is good to point out the different types of data used when
modeling: actual bookings are concerned with passengers that might still cancel or
not show up for their flight, and historical bookings involve “final data,” that is, data
that will not change anymore. These different types of data require different model-
ing techniques because of the range of uncertainty thereof.

Finding the right balance between the different types of passengers with respect to
the seats that are to be kept “available” is a classical optimization problem that needs
much computational power to be solved. Often more heuristic approaches are used
to ease computational efforts where more modern ML techniques are used. Here, it is
good to point out that, as an airline, you want to accommodate all types of
passengers, meaning that you will need to forecast and optimize for types of
passengers that you may have never seen before. As a result, optimizing the future
available seats for that many types of passengers becomes a huge performance
challenge; again, the right balance needs to be found between this computational
challenge (and its costs) and the risk that you did not anticipate for certain types of
passengers, leading to a lower service for your passengers.

Next to accommodating passengers, travel airlines also transport cargo. In
essence, this is the same problem or challenge as with passengers, only with different
characteristics. For cargo, other dimensions are relevant, like weight and volume.
The types of cargo are also more diverse; they range from live animals to pharma-
ceuticals to dangerous goods, and many others. The types of problems are the same
and require similar techniques and methods but with other dimensions, which from
time to time can make the problem more difficult to solve. There is one big difference



Industry Insights from Data Scientists: Q&A Session lvii

between passengers and cargo that should be mentioned. Passengers either show up
for their flight or they do not. Cargo is different in that the actual weight or volume of
the cargo is most likely to be different from what was booked, meaning that the cargo
measurements/dimensions can be more or less than originally planned. This means
that typical models used for forecasting passengers’ behavior can’t be translated one-
to-one for models that accurately forecast the “behavior” of cargo. The other big
difference between transporting passengers vs. cargo is their so-called booking
window; passengers can book their flight one year in advance, while cargo has a
booking window of approximately two weeks, rendering the modeling of the
underlying behavior a different game.

There is also a dependency between passenger travel and transporting cargo
because the aircrafts used are mostly the same. Some airlines use dedicated freighters
to transport their cargo, but many airlines also transport their cargo in the belly of a
passenger aircraft. Such dependencies between the passenger world and the cargo
world add additional complexity to the problems that need to be solved.

Maintaining the aircraft and improving the aircraft’s “health” requires a different
organization compared to transporting passengers and cargo. “Customers” can also
refer to other airlines for which we maintain their aircrafts or its components, with a
strong focus, of course, on preventing component failures and aircraft incidents.
Over the past few years, the emphasis has shifted toward preventing this type of
maintenance, resulting in so-called predictive maintenance. For predictive mainte-
nance, a combination of domain knowledge from aircraft engineers and data scien-
tists’ expertise on predicting relevant indicators that will signal component
deterioration is required. The main challenge there is that, due to current strict safety
regulations on aircrafts, there are not that many incidents, making it hard to detect
patterns within the data and to link them to the components’ unusual behavior that
led to these incidents in the first place. Here, data scientists rely heavily on the
domain knowledge of aircraft engineers, where their knowledge of the circum-
stances that can lead to the deterioration of components has to be translated into
relevant indicators. The holy grail is to find ML techniques that will detect from the
data what the best predictive models should be, so, more or less, relying on the
expertise of aircraft engineers.

One aspect here needs to be mentioned and stressed: aircraft maintenance is a
strictly regulated business, where there are clear regulations for how components
should be treated and are certified by independent regulators. Applying ML tech-
niques without the involvement of humans, like aircraft engineers, poses a new
challenge: how to certify such techniques according to existing regulations.

The domain of maintenance also impacts the other two domains of transporting
passengers and cargo. The more one flies, the more its aircrafts are utilized, which, in
turn, impacts the state of the aircraft and its components. In other words, better
service for your passengers and cargo feeders can conflict with the maintenance
service needed. On the other hand, improving your predictive maintenance skills will
improve the availability of your aircraft fleet. Again, the right balance between the
costs and benefits of predictive maintenance and the impact on your fleet needs to be
found. Incorporating predictive maintenance in your fleet scheduling in order to
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create more robust schedules with healthier and more available aircrafts requires a
cross-over between traditional optimization and state-of-the-art data science.

Q: What recommendations can you give to companies wanting to set up a data
science department?

A: Airlines have been here for a long time already, so the need for forecasting
techniques in order to predict the right number of passengers for your flight or the
right weight and volume of your cargo has also been present for many years. Most
airlines have been focusing on so-called operations research expertise to do
so. Profiles with such expertise are quite close to what we, nowadays, call data
scientists. Depending on the size of a company, it is sometimes better to have a
centralized organization of such experts or a decentralized organization, when a
central department becomes too big. What has not changed over the years is that all
organizations need to be agile and adapt to new developments, as we have seen from
the rise of big data and Al. Working together closely with researchers from univer-
sities and senior profiles from “niche” providers of data science and Al is the “best
practice.” For smaller companies, some advice would be to have a central organiza-
tion specialized in data science but with close links to other expertise like data
analytics and data engineering. The experience so far has been that working in a
multidisciplinary team with these different roles really helps organizations to move
forward. In case companies are too small to afford such a central organization, it is
worthwhile to work together with external providers of such expertise.

Q: Are there any specific processing steps when carrying out data science
projects that you consider to be particularly prone to errors?

A: Any successful data science project starts with good data. For any company,
this will be the main challenge. The first “easy” step is modeling your data science
model on a small and “fixed” data set. At that moment, a model needs to be
industrialized and to run in production; the troubles begin when new and unseen
data come in, causing inconsistent data, or even erroneous data, and leading to
models with unexpected and unwanted behavior. Most of the time, we define upfront
test cases that can be used to detect inconsistencies and errors in the data. However,
we often forget to define test cases that can be used to detect unexpected and
unwanted behavior. Especially with respect to ML techniques, we often fail to
prevent unwanted behavior like biasness. Therefore, the most important processing
steps that need to be secured are the industrialization of data feeds and setting up
tests to detect unwanted behavior in our models.

Q: Lastly, I would be interested in how ethical issues can be confronted and
ensured in data science projects. What are your thoughts on this?

A: There are many ethical aspects to be considered. Each airline has a huge
responsibility when it comes to securing the safety protocols for flying and
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maintaining an aircraft. This comes with a cost, whereas the objective of an airline is
to be profitable, leading to conflicting interests. One means to become more profit-
able is to rely more and more on Al and data science in our daily operations, which,
if not done properly, could increase the risk of missing unexpected and unwanted
behavior. One way to ensure safety protocols is to certify machine learning models
in a similar way as we train and certify our pilots and crew. It requires independent
protocols and standards, for example, as agreed with the SAE International (previ-
ously known as the Society of Automotive Engineers, a US-based, globally active
professional association and standards-developing organization for engineering pro-
fessionals in various industries).

Next to certification, an awareness of such ethical issues also needs to be raised.
For example, it is relatively simple to add fairness constraints to your ML models so
as to prevent overfitting, which can cause biased behavior; yet, if one is not aware of
such fairness constraints, the resulting models will still turn out biased and unfair.
Currently, we are thinking of implementing a code of conduct for our data scientists
and other data-related profiles, which should provide a minimal set of “best prac-
tices” to help create fairer and less-biased models. Our aim is to do so not only as an
airline, but together with other airlines and data science providers. Also an ethical
committee, who assesses all major projects dealing with data and looks at the
different ethical aspects thereof, could be another option.

Concluding Remarks

I would like to thank all the experts for their comments and the time they took to
answer my questions. I am certain that the interaction between employees with
domain knowledge/expertise in tourism and data scientists with their
mathematical-technical understanding will be crucial for the successful implemen-
tation of future data science projects in tourism. This requires a mutual understand-
ing of prerequisites, needs, and requirements. With this interview, I hope to have
provided a small glimpse into the “behind the scenes” that can serve as inspiration
for practitioners as well as researchers in the field of tourism.
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1 Introduction

Classical definitions of Artificial Intelligence (Al) date back to the 1950s (McCarthy
2007), all including the concept that Al can enable computers to accomplish tasks
and activities that are regarded as intelligent, i.e. requiring human-level intelligence.
Given the difficulties in defining human intelligence, a more operational definition
can refer to the abilities and capabilities Al aims to automatize:

— communication, in all forms and including all types of media (text, picture, audio,
video);

— perception, which has attracted a considerable amount of attention with recent
developments in new input and output devices (e.g., sensors, the Internet of
Things (IoT), and cyber-physical systems);

— knowledge, making it storable, retrievable, and processable for a variety of
applications;

— planning, as a backup for decision-making and responding (e.g., in robotics or
autonomous driving);

— reasoning, simulating human thinking and learning processes.

As all these capabilities are interconnected, so are the corresponding subfields of
Al characterized by different approaches and applications. A list of the traditional
core areas of Al research includes problem-solving, intelligent agents, natural
language processing (NLP), speech recognition, computer vision, robotics, knowl-
edge representation, and machine learning.

Despite its ups and downs, including the so-called Al winters (Lim, 2018), Al
progress is evident in all the above-mentioned areas. The use of Al technologies and
systems is so widespread that discussions about their applications, performances,
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and impact are quotidian. However, the question as to whether computers are indeed
intelligent remains to withstand a positive answer. For example, even in NLP, an Al
area with impressive achievements, computers do not really “understand” the con-
tent of a text. In fact, they cannot support fully fledged interactions in natural
language yet; existing conversational chatbots use large datasets (big data) of
exchanged sentences but do not actually “know” the content of such sentences,
nor could they explain their answers. The same happens in automatic translation
systems.

Without diminishing the significant progress that has been made in Al, the most
recent and realistic view is summed up in the term “Intelligence Augmentation” or
IA, considering Al technologies as augmenting human intelligence (Jordan, 2019).
According to IA, humans have to be kept in the loop of automatization processes,
adopting a semi-automatic approach whenever technologies are unable to fully
replace human intelligence. Such a vision has been embraced also by big companies,
as, for example, IBM, whose Al system, a.k.a. Watson, won Jeopardy!, a general
culture quiz, in 2011. The victory was sealed thanks to a combination of question-
answering, knowledge representation, and strategy-planning modules (Ferrucci
et al., 2010). Such an achievement, followed by some successful game-winning Al
systems—(AlphaGol), Libratus (poker) (Hsu, 2017), AlphaZero (chess) (Silver
et al., 2017)—have contributed to revitalizing Al industrial investments and research
funding. According to a McKinsey online survey, half of the responding organiza-
tions had adopted Al for at least one function in 2019 (Balakrishnan et al., 2020).
Other interesting data can be found using the Global Vibrancy Tool, which supports
cross-country comparisons for up to 26 countries across 22 indicators.”

Moreover, the 2021 Al index report from the Human-Centered Al institute at
Stanford University reports a major growth in Al projects. Unsurprisingly, global
corporate investments in Al have increased from US $12,751 million in 2015 to
nearly 68,000 in 2020. Another indicator of the success of Al involves the number of
Al patents published worldwide, which in the past two decades has steadily
increased from 21,806 in 2000 to more than 101,876 in 2019. The industry’s role
in Al development is also confirmed by an increase in Al Ph.D. graduates going into
industry: in North America, a 65% growth in 2019, up from 44.4% in 2010, could be
observed. In addition, governments are also defining their Al strategies. For instance,
Canada published its strategy in 2017, followed by more than 30 other countries and
regions as of December 2020 (Zhang et al., 2021). Investments in Al and big data for
the tourism sector can benefit considerably from such strategies.

! https://deepmind.com/research/case-studies/alphago-the-story-so-far
Zhttps://aiindex.stanford.edu/vibrancy
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2 Al Machine Learning, and Data Science

Many of the recent advances in Al are due to Machine Learning (ML) so that the two
terms are often used as if they were synonymous. As a matter of fact, ML is a
subfield of Al and its goal is to realize computational models that make computers
learn “what to do” instead of having to tell them “how to do” it. An essential step in
the history of computers is connected to the concept of stored programs, in which
instructions on how to solve a problem are registered in a memory and executed on
the input data in order to produce the output data. Thus, programs were the result of
the translation of algorithms using an (artificial) programming language. As such,
programs implement algorithms to automatize well definable activities or proce-
dures. ML, however, is based on a different approach, with the basic idea being that
of making the computers learn from examples. Consequently, instead of explaining
step-by-step how to solve a problem, the ML models learn which is the correct
output based on given input or an optimization procedure. A traditional example in
image recognition tasks is classifying cat and dog pictures; for the traditional
programming approach, this is a challenging goal. We could start with a (graphical)
model of cats and dogs, a textual description, etc., but achieving good results with
these types of methods is out of reach. On the contrary, in ML, a learning-by-
example approach would show a (large) number of cat and dog pictures, giving the
correct classification for each of them, and, in this way, training the “computer” to
recognize which animal is depicted in unseen pictures.

While the concept of learning by example is by no means new—as a teaching
method it was referred to by Pierce (1931-1958)—its realization and exploitation as
a new computational model has only been made possible thanks to the progress in
computer hardware technologies. The reason for this being that ML systems require
large datasets and large memories as well as processing resources (Mich, 2020a). For
example, the adoption of accelerator chips designed for ML reduced the training
time of image classifier systems based on ImageNet® from 6.2 min in 2018 to 47 s in
2020.* Besides learning by example, numerous other ML models or algorithms exist
and can be classified into three main categories: supervised, unsupervised, and
reinforcement based. Some ML systems combine models of different kinds or
include new ideas, like that of attention (Bollinger, 2021). Identifying which one
is most suitable for a given task is typically not a trivial problem; its solution does
require expertise and knowledge both in ML and the subject matter at hand (for more
details about ML, see chapter “Machine Learning in Tourism: A Brief Overview”).

One major incentive for ML research and its applications has involved big data.
The variety of input sources, storage devices and systems, the Internet and the Web,
faster networking services, and sensors have all contributed to the incessant creation
of large sets or reservoirs of data (see, for example, statistics given in Petrov (2021)).
Differing in format, type, quality, and structure, this data, or big data, has fueled the

3https://www.image—net.org
“https://mlcommons.org/en/training-normal-07
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need to mine and interpret them. Yet, traditional techniques for data processing,
database models, and information system functionalities face many challenges when
confronting datasets that are many orders of magnitude larger than usual.

Al and ML not only take advantage of big data, but also offer new solutions via a
bidirectional relationship. Through this, progress in Al and ML has contributed to a
new research and application area known as Data Science (DS) (Murtagh & Devlin,
2018). DS aims to interpret available data, uncovering hidden relationships and
patterns. As an interdisciplinary field, DS projects require a skilled approach in
statistics, mathematics, computer science, machine learning, data visualization,
communication, and presentation skills. Furthermore, all these capabilities must be
used in different domains, making domain expertise a mandatory aspect for any
sound and successful data exploitation and data management activity (Chauhan &
Sood, 2021). Another concept that helps to understand the critical role of domain
expertise is that of data vs. information vs. knowledge. To be used as input for ML
algorithms, data must first be pre-processed (e.g., classified or labeled), usually with
the help of domain information. Subsequently, the output of the ML algorithms can
be utilized to support knowledge-based processes, such as in business intelligence
systems, customer relationships management systems, or in many other applications
(Sarker, 2021). Classical principles of information systems suggest, just like other
advancements in digital technologies and applications, that ML and DS solutions
allow companies and organizations to improve their business processes, to transform
their business models, and to support new ones. The big tech companies, or the
so-called FAANGs (Facebook, Apple, Amazon, Netflix, and Google), are the
clearest examples of how data can be used to create business value. Many of their
recent successes are due to services that use Al and big data solutions.

3 Al for Big Data

In an effort to characterize big data, and to answer the question “how big are
big data?” a mainstream definition introduces three parameters: volume, variety,
and velocity. All of these parameters are relevant to understanding why Al models
and tools can be useful for leveraging big data.

— Volume A high volume of data can be collected from a variety of sources and
tools, including business transactions, smart (IoT) devices, industrial equipment,
mobile devices, radio-frequency identification (RFID) readers, wireless sensor
networks, social networks, etc. The size and number of available datasets have
increased beyond expectations, but storing it with new and cheaper storage
options and platforms has also become much easier now as it was in the past.

— Velocity Data are produced and used at high speed. Cyber-physical systems,
embedding hardware and software components in complex contexts (e.g., in
driverless cars, robotics), and many other widely used applications (e.g., chatbots
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or personal assistants) produce fast data streams and frequently require near real-
time processing.

— Variety Data comes in many types of formats. Only a small fraction of them
consist of structured data and can be managed with classical databases. The vast
majority of data are unstructured in the form of texts, pictures, videos, sensors and
ticker data, etc. A given input, e.g., a webpage, usually includes a combination of
different formats. In addition, there are no shared standards for many of the new
data types (e.g., for home automation systems), contributing to the complexity of
the processing problem.

Other models for big data include a wider variety of parameters. Among the most
frequently added is veracity followed by variability (also called volatility):

— Veracity Data have to be quality checked. Since the very first computer programs,
the relevance of the quality of data has been highlighted through the term,
“Garbage In Garbage Out” (GIGO). In fact, problems in the input data always
impact the output, and all the parameters characterizing big data make the quality
of data a difficult and multifaceted problem. The fact that there are many data
points, many sources, many changes, many formats, etc., challenges any appli-
cation using big data, but especially ML computational models that use such data
to self-train.

— Variability Data flows change often and vary greatly. This characteristic is
frequent in tourism related data; for example, tourist flows change, sometimes
dramatically, depending on events, weather conditions, daily or seasonal supply,
and demand. Such changes have to be addressed promptly to deal with peak data
loads as well as to extract valuable knowledge to guide companies’ subsequent
decisions.

Big data are also described using the term “Value” as a key dimension to
underline the fact that data have to be interpreted by taking their nature, i.e.,
statistical, hypothetical, etc., into account; but more importantly, Value means that
“having access to big data is not good unless we can turn it into value” (Marr, 2015).
According to the second definition, Value is not an intrinsic characteristic of big data
and, thus, had to be modeled at a meta-level, not including it in the Vs set. All the
“Vs” of big data involve challenges faced by companies. Big data can also be seen as
a moving target, depending on the available computational resources and capabili-
ties—a trend shared by any technological innovation: in other words, new technol-
ogies, and Al progress in particular, are continuously expanding the scope of big
data applications.

The synergy of Al and big data can be described based on the five main steps of a
general DS process model (even if not all DS projects require big data):

— Problem framing
— Data gathering
— Data cleaning
— Data processing
— Data exploitation
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Like any other process, the five steps can be completed linearly, one after the
other, or one of the life cycle models defined in software engineering can be applied
(Sommerville, 2018). AT models and tools may be incorporated in all the steps.

3.1 Al for Problem Framing

This step is arguably the most critical one, as results strongly depend on the initial
questions and stated goals. Big data by itself has no value unless you can extract
meaningful results—value—from it. To this end, it is first necessary to ask a
meaningful question, framing a business problem, or defining a company strategy
(from problem to Al-based solution). On the other hand, the discipline of informa-
tion systems teaches that, like any other technology, Al solutions can suggest new
ways of using big data to add value to a company’s products or services ( from Al
system to addressable problem or business strategy). In this way, some standard
questions could state the following: “How could
<name_of_an_AI_tool_or_models> be useful for gathering data and supporting
our strategies?” or “How can the company use new types of data for
<name_of_an_object_or_relationship>?" Lastly, Al techniques can also support
creativity in order to explore new and innovative ideas to state the problems to be
tackled using big data (Boden, 1998).

3.2 Al for Data Gathering

Data is, by definition, a representation of a fact or phenomenon; with the new
generation of Al technologies, such representations are also obtainable in terms of
big data. Al contributes to the “datafication” of the real world, i.e., to the process of
objects, people, and processes being “transformed” into digital data (Southerton,
2020). For example, online interactions allow for the gathering of data that is useful
to study behavior and social life. IoT and Industry 4.0 technologies create large
datasets due to the automatization of exchanges between machines and processes.
The process to download content from a website or from a social networking
platform is also called data scraping (see chapter “Web Scraping”), and some of
the available tools even apply NLP (Lane et al., 2019) or computer vision techniques
(Brownlee, 2019). In some cases, big data are owned by different organizations or
companies, which is the case for smart city projects. Legal property, but also privacy
issues and security, have: there are three subjects here! be properly addressed in
order to obtain and manage the needed data (Bartneck et al., 2021). In addition, more
often than not, Al tools are also used to this end (e.g., https://securiti.ai), in a loop
that, to be effective, has to take on humans—government, companies, people (Zhou
et al., 2020). Vice versa, for governments or large enterprises, the question to ask
should be “Who should own big data initiatives that affect the different
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organizations?” Lastly, although not quite as widespread, Al techniques can also
help in identifying legal or privacy requirements (Zeni et al., 2015) or look for
relevant data (i.e., search engine capabilities using n-grams: https://books.google.
com/ngrams/info).

3.3 Al for Data Cleaning and Preparation

The quality of data is a major concern in any automatic system and, therefore, even
more so when it comes to big data. Data cleaning includes errors and duplicated
elimination, a task requiring different methods for the different input formats and
dealing with different standards and access rules. In some cases, it is necessary to
filter, transform, or integrate available data coming from different sources and stored
across many systems. The entire collection of a company’s data—structured and
unstructured—is also named “data lake.” Usually stored in a cloud platform, data
lakes are types of “warehouses” collecting copies of an organization’s data; and, as
for warehouses, data lakes have to be adequately managed so as to be able to retrieve
the datasets that are useful for the next steps. Typically, cleaned data must be
prepared in order to be used as input for the analysis step; thus, this step is strictly
intertwined with the following step and is also described as part of a data wrangling
process (Lakshmanan et al., 2020). Al, and especially ML, can help in many of the
tasks related to data cleaning and preparation, e.g., by using pattern recognition
techniques to complete missing data (Ilyas, 2020).

3.4 Al for Data Processing

Data pre-processed in the previous step can be explored and analyzed using ML
algorithms and other Al techniques, for example, via network analysis (see chapter
“Network Analysis”) or agent-based algorithms (see chapter “Agent-Based Model-
ling”). In addition, depending on the type of datasets involved in the analysis and the
related Al areas, there are many various approaches that can be adopted. First of all,
data visualization techniques can be used to explore the data and look for outliers or
regularities, also with support from traditional statistical models. The final goal is to
define a strategy where valued information can be extracted from the data. For
example, if the input includes large sets of textual product reviews to be scored
automatically, a subset of them can be pre-processed using semantic networks,
conceptual models (Harmelen et al., 2010), or other linguistic methods. Subse-
quently, ML algorithms can be applied to define scoring rules corresponding to
identified linguistic patterns or conceptual relationships. If the dataset includes
images, on the other hand, then other areas of Al can contribute. The same applies
to IoT data streams, etc. Furthermore, Al can support analytical tasks of increasing
complexity, from descriptive to predictive and prescriptive. The problem, however,
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lies not only in the very choice of how the Al method or system can be applied, but
also in the complexity thereof. For this reason, experts in data analysis, Al, and the
application domain are all necessary, underlining the need for a multidisciplinary
and collaborative team for big data projects. On the plus side, many libraries and
platforms support handling big data and data science methods, including ML
(Krensky et al., 2021).

3.5 Al for Data Exploitation

Output obtained through big data analyses can be used to take action or decisions
(Sharda et al., 2021) and to define companies’ strategies, e.g., identify new target
markets, optimize production processes, reduce energy consumption, and forge
ahead with preventive maintenance and all the traditional information systems
(inventory management, production management, and supply chain, among others).
There is seemingly no limit to the applications of Al-based solutions, and each sector
and task could, in one way or another, be supported by intelligent systems using big
data. In healthcare, Al improves diagnostic accuracy and efficiency by using mil-
lions of cell phone and sensor data to support evidence-based medicine or virus
tracking, while in agriculture, Al enables growth monitoring through the use of
satellite systems or drone data. Moreover, financial analytics support trading and
data available through e-learning systems can be used to improve teaching activities
and to tailor it to individual students. Among the most recent and widespread
Al-based tools, recommendation systems (e.g., on Amazon), virtual assistants
(e.g., Siri, applying NLP and speech recognition systems), fraud detection systems
(e.g., those used for credit cards), and traffic visualization (e.g., on Google maps,
using different sources of data from smartphones or GPS) have made their marks.
Progress in NLP makes it possible to automatically generate news, support web
sentiment analysis, and automatically generate news to support web sentiment
analysis, reputation monitoring, and fake news detection. Augmented and virtual
reality also offer new ways to communicate, e.g., with 3D yourself or with wearable
devices that respond to your thoughts.” Additional examples include computer
vision that supports facial recognition, robotics that are applied to driverless auto-
motive systems, and so on.

However, having such a variety of uses highlights the need for operational
standards, and, thus, to this end, the ABOUT ML initiative has introduced trans-
parency guidelines. Other problems and risks are those related to explainability and
accountability issues as many ML algorithms fail to justify their output and, in turn,
to establish the responsibility of the involved subjects (Garigliano & Mich, 2019).
Lastly, another primary concern regarding the use of Al is algorithmic bias. All sorts

5 https://news.mit.edu/2018/computer-system-transcribes-words-users-speak-silently-0404
Shttps://www.partnershiponai.org/about-ml-2021
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of human prejudices and opportunistic behaviors can be found in Al systems and ML
applications (O’Neil, 2016), challenging researchers, companies, and governments
to form an ethical vision of big data (European Economic and Social Committee,
2017) and Al (https://digital-strategy.ec.europa.eu/en/policies/european-approach-
artificial-intelligence).

4 Al and Big Data in Tourism

Tourism is a complex and multidimensional sector, and all its features contribute to
making it an ideal space for the application of Al systems exploiting big datasets.
First, due to the large number of people, processes, and activities involved, tourism
data are often big data. Furthermore, there seems to be no limit when it comes to the
types of data sources and Al technologies that could be rendered useful in investi-
gating and improving both the supply and demand of tourism, including marketing
strategies and overtourism management. These technologies could even facilitate
recovery from crisis periods and much more. Consequently, despite the unfeasibility
of a review of all significant experiences and projects in this field, some guidelines
can be given:

— Al and big data projects can take advantage of “external” data sources, i.e., not
only those traditionally considered in tourism applications (Li et al., 2018). For
example, in addition to user-generated content (UGC), weather forecasts and
climate change data could be used to address the problem of seasonal tourism
supply. In addition, the two aspects of negotiation experience and data harmoni-
zation knowledge are as critical for successful initiatives as they are for smart city
projects.

— Innovative tourism strategies can only be designed with new visions and ideas.
Creativity techniques can subsequently be applied by considering insights gained
from analyzing big datasets. Alternatively, new ways to visualize them could be
used; among the most recent principles of circular economics, sustainable devel-
opment and environmental economics can give inspiration to government and
destination managers, local tourism boards, and tourism stakeholders in general.

— Regarding the many data gathering technologies, those which identify people’s
location, or equally, any kind of phenomenon are very relevant to tourism
geography. New (action-)tracking technologies and techniques, including GPS,
mobile, sensors as well as drone data, can be used to manage overtourism issues,
e.g., for route optimization, traffic management, customized guided tours, etc.
(Mich, 2020b).

— Al and big data could also help reduce the fragmentation of tourism (mobile) apps
as, often times, many apps are too specialized and not personalized enough. One
of the reasons for this being that each is based on a single dataset and is not
designed to satisfy actual stakeholders’ requirements.
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— A progress must be constantly monitored to improve any of the quasi-classic
applications of big data further. For example, systems analyzing UGC for cus-
tomer recommendations or web reputation monitoring can take advantage of
some of the advancements in NLP while also exploiting techniques for image
classification, face recognition, video analysis, and voice identification,’ in addi-
tion to the more recently developed emotion recognition.

— Given the central role of communication in tourism, on top of content analysis, it
is possible to apply the so-called generative everything Al systems to support
content generation. Texts, audio, and images created by these systems are not
easily recognizable as being automatically produced (and require new solutions to
copyright). In regard to content quality, Al can also use datasets to carry out fact
checking and deepfake detection.

— Finally, new and innovative Al and big data applications can also take advantage
of traditional (analogical) documents of any kind. There are large amounts of
documents that, when digitalized, could be integrated with existing datasets,
adding precious knowledge to tourism destinations, e.g., regarding their cultural
and historical heritage. Crowdsourcing initiatives, in this sense, could also help to
build up communities, which are key to tourism.

To conclude, it is essential to highlight that the hype around obtaining unexpected
results through mining big datasets via Al is prominent in academic and professional
sources. However, such results require considerable investment and specialized
knowledge as well as caution regarding social and political implications (see, e.g.,
Subirana (2020) for privacy risks of voice analysis) in a systemic and networked
sector such as tourism (Baggio et al., 2010).
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Learning Objectives

* Understand the difference between a knowledge- and data-driven approach

* Appreciate epistemological challenges of data-driven approaches

* Comprehend the significance of theory even in data-driven approaches

» Acknowledge epistemological challenges and pitfalls in order to success-
fully execute data science projects

1 Introduction

When applying data science techniques for scientific discovery, what is particularly
important, but often ignored, is the nature of theoretical knowledge (Rizk & Elragal,
2020). Epistemology, or sometimes also known as the theory of knowledge, is a
branch of philosophy concerned with knowledge, logic, and reasoning (Swan,
2015). Before diving deeper, however, it is equally important to get a glimpse of
what theories are and what they are for. In essence, theories consist of accumulated
knowledge constructed in a systematic way so as to provide guidance for practice,
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offer a (new) lens/perspective on interpreting a set of phenomena, develop testable
propositions for empirical research (Gregor, 2006), and, eventually, challenge state-
of-the-art knowledge (Simsek et al., 2019).

However, the existing ambiguity regarding whether tourism should be considered
an independent discipline, in addition to its fragmented knowledge construction
(Darbellay & Stock, 2012; Tribe, 2010), pushes tourism even further away from a
uniform explanation or a solid “theory of tourism” (Tribe, 2010). Instead, knowledge
and methodological approaches from a wide range of disciplines have come together
to try and explain the multifaceted phenomenon of tourism (Oviedo-Garcia, 2016).
As described in chapter “Data Science and Interdisciplinarity”, understanding tour-
ism as a cross-sectional domain requires the following: deep knowledge of the
various methods used in its sub-disciplines, research collaboration, and the devel-
opment and testing of suitable instruments to answer new types of questions. Akin to
the propositions of theories, they serve their purposes of analysis, explanation,
prediction, design, and action (Gregor, 2006). In particular, owing to the increasing
proliferation of online research in tourism, addressing questions in a new way is of
high relevance (Song & Zhu, 2016). Hereby, a discussion of the various methods
that are most likely to be applied in the upcoming years will provide further
information about the professional and correct use of the Internet as a data source
and survey tool.

The act of collecting and analysing the vast amount of information and data
available online, though not necessarily big data, has been viewed as data-driven
science (Kitchin, 2014), which, consequently, has decreased the value of theories in
general. Yet, some scholars hold opposite viewpoints by arguing that knowledge
construction is fragile in a theory-free context (Harford, 2014). For instance, when
looking at Google Flu Trends, the algorithm only provides one with the correlation
between influenza cases rather than trying to solve the more urgent and realistic
concern of what causes what (Harford, 2014). At an epistemological level, data-
driven research has led to a paradigm shift in knowledge discovery (Balazka &
Rodighiero, 2020) and offers new ways for us to make sense of the world (Kitchin,
2014). As such, understanding epistemological issues in data analytics is critical in
that they fundamentally influence research design and theory construction (Elragal &
Klischewski, 2017).

Distinct from traditional deductive approaches for testing theory, advanced
analytics, often in empirical research, lays the groundwork for entirely new episte-
mological perspectives, where insights are “born from the data” (Kitchin, 2014).
Nevertheless, there are ongoing debates concerning whether the rise of data science
is really a new paradigm or simply just an innovative way of adopting tools for
scientific enquiry (Rizk & Elragal, 2020). Some scholars claim that the spirit of
inductive reasoning remains in data science research by preserving experiential
knowledge (Mazanec, 2020), whereas others argue that data science research should
rather involve an integration of inductive and deductive approaches (McAbee et al.,
2017). These criticisms emerge from some of the epistemological challenges that are
inherent to research with data science techniques. For instance, although the ubiq-
uitous nature of user-generated content (UGC) eases the process of identifying data
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sources, the development of research questions might be tailored according to
“where” the data exists (Elragal & Klischewski, 2017). Moreover, other scholars
argue that the data-rich environment opposes the concept of sampling procedures
(Balazka & Rodighiero, 2020). Likewise, the data-driven paradigm shifts the focus
from causality to inductive reasoning and correlation (Mayer-Schonberger & Cukier,
2013).

Whilst acknowledging that epistemological reflections should go hand in hand
with knowledge generation, only about 0.5% of publications in the data science
discipline have explicitly mentioned/discussed epistemological issues (Balazka &
Rodighiero, 2020). The sophistication of data science itself is what makes it exciting,
yet it leads to researchers shying away from (or simply ignoring) the challenges
posed by data analytics. To adequately address the (potential) pitfalls that derive
from data science, interdisciplinary collaboration (see chapter “Data Science and
Interdisciplinarity”) should be highly valued and sought after (Symons & Alvarado,
2016).

As information and communication technologies continuously foster the devel-
opment of the tourism industry (Xiang, 2018), the purpose of this chapter is to
address the epistemological issues in the area of tourism research where data science
techniques are used as methods in the hopes of providing an overview of potential
challenges tourism scholars and practitioners may face. The remainder of this
chapter proceeds as follows: Sect. 2 outlines the paradigm shift in knowledge
discovery, whilst Sect. 3 discusses the epistemological challenges that merit atten-
tion for each step involved in the data science process. Finally, Sect. 4 highlights the
chapter’s conclusions and summarises the knowledge-driven and data-driven
approach for epistemological reflection.

2 Epistemological Evolution

In a nutshell, the epistemology of data science research has evolved from the
Petabyte Age, where data spoke for itself (Anderson, 2008), to the fourth paradigm
(Hey et al., 2009), to data-driven science (Kitchin, 2014), and, finally, to lightweight
theory-driven approaches (Elragal & Klischewski, 2017).

In the early 2000s, the rise of the digital economy aroused the interest of some
large companies, such as Google, Facebook, and Amazon, to act as leaders in
disentangling our lives based on a massive amount of data (Harford, 2014), thereby
opening the doors to the Petabyte Age (Anderson, 2008). For instance, Google,
which heavily relies on applied mathematics and statistics, believes that the accu-
mulation of knowledge, without tracing back to their root causes, is sufficient to
make solid assumptions and conclusions (Anderson, 2008). In this way, due to the
agnostic nature of dimensionality (Levallois et al., 2013), the only thing scientists
need to do is await statistical algorithms that search for trends and patterns within the
datasets (Prensky, 2009). Characterised by “the end of theory” (Anderson, 2008),
petabytes of data support the notion that correlation is superior to causal knowledge
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(McAbee et al., 2017). In practice, scholars explain this reasoning as causality being
too difficult or impossible to address; therefore, statisticians would rather opt for
correlations (Gregor, 2006). As such, typical scientific approaches such as
hypothesising, modelling, and testing data were rendered obsolete (Prensky,
2009). From an epistemological stance, although Anderson (2008) claimed that
the large volumes of data are enough to speak for themselves, interpretation always
goes back to human understanding (Hannigan et al., 2019). Such beliefs may also be
prone to the bigness bias (Lukosius & Hyman, 2019) as it does indeed hold true that
“n” could never be equivalent to “all” (Harford, 2014).

Since the enormous growth of data posed serious challenges in various disciplines
(Levallois et al., 2013), scientists subsequently proposed the postulate of a “fourth
paradigm” (Gray & Szalay, 2007). The fourth paradigm, which gives birth to data-
intensive science at a later stage (Kitchin, 2014), transcended the previous experi-
mental, theoretical, and computational approaches through the use of more advanced
database technologies and analytics tools (Levallois et al., 2013). Further elaborated
by Hey et al. (2009), whilst the fourth paradigm of science is detached from theories,
the paradigm goes beyond empiricism and simulation as it constitutes more complex
methods of data analysis (e.g. grid computing, visualisation, and other novel ana-
lytical methods). Nevertheless, there are ongoing debates concerning its epistemol-
ogy (Rizk & Elragal, 2020). Some scholars relate the fourth paradigm to the rebirth
of empiricism (Kitchin, 2014), whilst others criticise that it simply adds new
methodological approaches for scientific inquiry based on existing paradigms
(Miiller et al., 2016). More recently, social scientists have argued that the high
volume of data does not reflect idiographic knowledge, leading to an incomplete
representation of reality (Singleton & Arribas-Bel, 2021).

Despite the prominence of the fourth paradigm, most scholars to date support the
idea that data is not inherently meaningful (Balazka & Rodighiero, 2020; Kitchin,
2014; Rizk & Elragal, 2020), claiming that even if analytical processing could be
fully automated, data are neither theory (Gregor, 2006) nor can they speak for
themselves (Redman, 2014). Interpretation always requires the data to be framed
within specific business purpose(s) (Redman, 2014) and contextualised in particular
domain(s) for researchers to give meaningful insights and to avoid generalisation
bias (Gregor, 2006), confounding bias, and ecological fallacies (Rizk & Elragal,
2020), amongst many others. As data continues to revolutionise the humanities and
social sciences, using pure induction for theory generation or deduction for theory
confirmation (McAbee et al., 2017) is no longer adequate. In fact, theory does not
necessarily come before data (McAbee et al., 2017). Kitchin (2014) developed data-
driven science as a new paradigm for epistemology to further extract additional
insights based on a combination of inductive, deductive, and abductive research
principles. Abductive reasoning balances the two approaches and allows researchers
to move back and forth throughout the data analysis process (Hauer & Bohon, 2020).
That is, rather than solely relying on pre-defined conceptual or theoretical frame-
works (Symons & Alvarado, 2016), data-driven science is novel in that hypotheses,
insights, and relevant theories result from the data using inductive reasoning to guide
the research design, which can then be tested deductively at a later stage (McAbee
et al., 2017).
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Lately, scholars have noted that, although Kitchin (2014) emphasised the neces-
sity of taking theories into consideration, theories have been used mainly in the data
analysis process rather than tackling the initial framing of research projects and
overall directions (Elragal & Klischewski, 2017). Even though process-driven
approaches have been commonly adopted in information systems research, they
always have to be accompanied by consolidated theories for better prediction, and
vice versa (Ali et al., 2019). In fact, the aforementioned arguments rationalise the
notion that domain knowledge is the key to shaping research questions and reaching
goals in data-driven science (Canali, 2016). Since “humans cannot not hypothesise”
(Mazanec, 2020), even just out of curiosity in everyday life, researchers are always
bound to implicit assumptions or expectations. Akin to the lightweight theory-driven
approach proposed by Elragal and Klischewski (2017), it enables researchers to
move beyond pure quantitative analytics by incorporating different domain expertise
so as to answer the “how” of knowledge acquisition. With the use of theories to
guide research design and analysis, the quality of predictive analytics can be
improved and fine-tuned (Miah et al., 2017). As such, we argue the significance of
interdisciplinary collaboration for building a priori knowledge of the data to ensure
the robustness of the results and conclusions.

3 Epistemological Challenges: Data Science in Tourism
Research

Consequently, to overcome epistemological challenges (Canali, 2016) when apply-
ing data science in tourism research, attention should be paid to each individual step
involved in the multiphasic process. As discussed in chapter “Interdisciplinarity and
Data Science”, the key phases of data science projects include (1) topic formulation
and its relevance for academia and industry, (2) data access and data collection,
(3) data pre-processing, (4) feature engineering, (5) data analysis, (6) model evalu-
ation and model tuning, and (7) interpretation of the results. To ensure that each step
can be completed smoothly and successfully, this section discusses the potential
pitfalls, highlighting their epistemological challenges, that may emerge whilst
conducting a data science project. It additionally provides guidance for tourism
scientists and practitioners to improve the governance and trustworthiness of their
research when choosing to combine data science with tourism.

3.1 Topic Formulation and Relevance for Academia
and Industry

As in any research project, the data science process begins with formulating a topic,
which should be supported by its relevance for science and industry. At this point,



22 R. Egger and J. Yu

the question of whether a completely theory-free and purely data-driven approach is
at all possible and whether “the end of theory” (Anderson, 2008; Kitchin, 2014) will
take over in the near future arises. The answer would be a relatively simple and
straightforward “no”, if one assumes two premises: first, the analyst’s actions are not
random, and, second, questions can come about from a fundamental curiosity that is
based on rudimentary hypotheses (Mazanec, 2020).

Both the preface of this book and the introductory chapter mention the three
levels of data science, with domain knowledge being one of them. Domain knowl-
edge refers to the cumulative knowledge that one possesses and has built up over
many years based on experiences. Kim and Pedersen (2010), therefore, assume that
domain-specific knowledge also contains theoretical assumptions and that this
knowledge also encompasses hypotheses in the sense of a “well-founded guess”
(Klahr et al., 1993). If one assumes that the topic formulation and the problems and
questions are target-oriented, at least a minimum amount of domain-specific knowl-
edge must be present. Since this compiled experiential knowledge could be under-
stood as theory, it continues to have meaning, at least if one assumes that its function
is not to reinvent the wheel over and over again (Mazanec, 2020). According to this
logical conclusion, a basis of theory seems to be inherent in every (meaningful) data-
driven knowledge generation process.

Although the authors are not aware of any study that supports the following
assumptions, it does seem to be the case that data science methods are highly
welcomed in the review process. Time and again, certain methods become a trend;
a few years ago, papers with structural equation modelling (SEM) were in, and,
nowadays, machine learning (ML) approaches seem to be very popular. In principle,
such styles are more than acceptable as long as one main common consensus exists:
the method must be suitable for answering the research question or falsifying the
hypotheses, i.e. the choice of method is downstream.

However, the availability of new datasets tempts to reverse this paradigm, and it
often seems to be the case that data are collected in the first step without having a
utilisation context in mind yet. Thus, one runs the risk of not aligning topic
formulation with its relevance for society and the current state of research but, rather,
with the data that is available. This phenomenon has become known as the “street-
light effect” (Elragal & Klischewski, 2017), meaning that researchers study phe-
nomena involving a lot of available data (Rizk & Elragal, 2020) instead of focusing
on the truly important and relevant problems at hand (Rai, 2016). In this sense,
Rivera (2020) emphasises, “when it comes to Big Data Research, hospitality
researchers must avoid falling for the streetlight effect. That is, looking for answers
where the data is better and more accessible rather than where the truth is most likely
to lie” (p. n.a.).

3.2 Data and Its Access and Collection

As such, since the streetlight effect also seems to be a temptation within tourism
research, we have already found ourselves in the middle of the discussion on data,
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along with its access and collection. If one looks at recent publications involving the
analysis of big data, mostly the same data sources have been used. Popular ones, for
example, include the analysis of online reviews based on data from TripAdvisor, the
analysis of tweets, and studies based on Airbnb data. On that note, data from
TripAdvisor is relatively easy to crawl, and tweets are trendy as they can be retrieved
relatively easily via an API (Slota et al., 2020). As for Airbnb, data is provided, for
example, by “Inside Airbnb”, an independent, non-commercial initiative that crawls
Airbnb data and makes it available to download for further analysis (Egger et al.,
2022a). It is often argued that social reality can be captured and described particu-
larly well if the entire population were to be analysed. However, one must keep in
mind that only a certain percentage of the population is online, with merely a section
of it being active on individual channels and platforms, thus leaving traces to be
collected and resulting in biased data and limited representativeness/generalisations
(Hargittai, 2020; McFarland & McFarland, 2015).

The different types of data in tourism as well as the various possibilities of
accessing and collecting data are discussed in more detail in chapter “Web scraping:
Collecting and retrieving data from the Web”. Therefore, details on open data types,
APIs, and web crawling will be omitted here. However, it is important to mention
data monetarisation (Elragal & Klischewski, 2017) as a phenomenon. Companies
have understood the value of their data and are earning good money with it. Again
taking Twitter as an example, the social media platform offers its own Twitter API
“Firehose” for business and academic research, giving Master students, PhD stu-
dents, and faculty or research-focused employees access to global, real-time, and
historical data. The free basic version allows 10 million tweets per month, and paid
versions will be available from 2022 onwards. Selecting the right data can also
become a challenge as there is simply too much data out there, and preparing and
pre-processing it requires much time and many resources. It seems surprising, in the
context of big data, to talk about too much data being a problem; but, in fact, the vast
amount of data can, in some cases, also increase the noise in the data (Vargas, 2020),
making it difficult to identify valuable signals (Torabi Asr & Taboada, 2019).

In practice, researchers will need to depend on the way data can be obtained. This
may require technical skills that not everyone possesses and may, therefore, also be
quite limiting. Elragal and Klischewski (2017) point out that sampling is particularly
important in data collection, which raises epistemological challenges since goal-
oriented data collection and acquisition requires appropriate theorisation. Nonethe-
less, Mayer-Schonberger and Cukier (2013) argue that with big data, data can be
captured in its completeness and sampling; thus, concerns about the accuracy of the
data become obsolete. As the entire population is examined, the problems of
obtaining representative samples are eliminated (Mariani et al., 2018). Steadman
(2013) even talks about the fact that, nowadays, everyone can use big data “regard-
less of how comfortable they are with that situation”. Hence, the problems of
subjectivity raised by Max Weber more than a 100 years ago (the personal interests
and values of a scientist lead to a specific understanding of objects; knowledge must
be thought of as “knowledge from particular points of view”; the “criteria by which
this segment is selected” are inseparable from the cultural framework through which
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the final meaning is acquired) seem to be solved by big data (Balazka & Rodighiero,
2020). This epistemological way of thinking assumes that one can rely on data based
on the motto “let the data speak for itself”, in that raw data are seemingly indepen-
dent of human subjectivity (Barrowman, 2018), strive for consistency, and want to
replicate themselves (DuBravac & Shapiro, 2015).

Certainly, this way of thinking has its charm, and certain advantages cannot be
denied. For example, when data are collected in the context of classical empirical
social research, they cannot be considered “raw” because many factors influence
them. Are questions answered according to social desirability, i.e. are they biased in
favour of the respondents? Is there always a common understanding between the
researcher and the respondent regarding the research question? Were there incen-
tives to participate in a survey? Moreover, if a clear method for what should be
measured has yet to be established, then the question arises as to whether the
operationalisation was correct. How was the data collected and under what condi-
tions was it entered into a computer system? Was it stored correctly? Yet, even when
big data has been collected, the extent to which this raw data represents the “truth”
and is not subject to distortions, such as context, remains in question. Does user-
generated content truly represent social reality, or are online reviews, tweets, and
Instagram posts not also subject to social desirability and positive self-
representation? Are GPS based trajectories subject to noise, especially when people
move indoors and signals become inaccurate or are interrupted? Are data provided
by companies via APIs actually raw or perhaps preselected as they are gatekeepers to
the data (Schrock & Shaffer, 2017)? Ultimately, the selection and collection of data
are always subject to design-specific decisions (Seaver, 2017).

Barrowman (2018) outlines this naive way of thinking, i.e. relying blindly on
data, as follows: “Raw data, uncorrupted by theory or ideology, will lead us to the
truth; complex problems will be solved simply by throwing enough data at them. No
experts will be required, apart from those needed to produce the data and herald their
findings; no theory, values, or preferences will be relevant; nor will it be necessary to
scrutinize any assumptions” (p. 134). Balazka and Rodighiero (2020) also criticise
such an objectivist rhetoric of big data, i.e. viewing data as neutral, omni-
comprehensive, and theory-free, and argue that data collection is neither objective
nor neutral, exhaustive data collection remains mostly theoretical, and interpretation
of data is subjective and theoretically informed.

Big data is defined primarily by its volume, but its granularity is also of particular
importance. George, Osinga, Lavie, and Scott (2016) understand granularity as the
possibility of directly measuring the defining characteristics of a construct (Fig. 1).
Through data science techniques, more accurate and better results to test existing
theories can be obtained thanks to more precise estimates of effect sizes and their
confidence intervals. For example, by aggregating data, sensors can measure in real-
time not only when how many people are in a city centre but also how many of them
are tourists and how the context (weather, events, time units, etc.) affects their
behaviour. This provides a better understanding of how phenomena such as
overtourism emerge and how prognostic methods can support visitor management
and guidance strategies to avoid overcrowding (Such-Devesa et al., 2021).
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Fig. 1 Granularity and High
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Nevertheless, George et al. (2016) point out that newly obtained measures and
constructs need to be linked to existing theories in order to avoid a division into
literature with “small” and “large” data.

As long as data volume and granularity continue to increase, new questions can
be explored. Whilst new constructs can be introduced (again, the importance of
domain knowledge in the context of feature engineering should be highlighted here),
existing constructs can be operationalised in a fresh and innovative way (George
et al., 2016). When different perspectives in regard to a specific phenomenon are
linked to the corresponding data, a better and more coherent picture can form.
Accordingly, new data sources can give rise to new questions that can be derived
from existing theories and eventually further developed and improved upon.

To sum up this paragraph in one, the data that are ultimately selected and analysed
are highly dependent on a researcher’s epistemological mindset, the expectations of
discovering patterns and associations in the data (Mazanec, 2020), a researcher’s
personal preferences and technical capabilities, the streetlight effect, the impact of
data monetisation (Elragal & Klischewski, 2017), and current publication trends.

3.3 Data Pre-processing

The fact that pre-processing data is one of the most time-consuming steps in the
entire data science process also indicates that simply feeding raw data into algo-
rithms is not effective. During pre-processing, an attempt is made to ensure the
quality of the data; it is, therefore, a matter of having specific expectations
concerning the data, both in terms of quantity and, above all, in terms of quality.
Are the data consistent for the domain, are necessary attributes missing, are there any
outliers that need removing, which data should be included, which should be
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omitted, and should missing values be replaced, and, if so, how? These are just some
of the many questions that must be asked in order to harmonise the data and prepare
it for further processing. As described in detail in chapter “Natural Language
Processing (NLP): An Introduction”, text data, in particular, is sometimes subjected
to complex pre-processing steps or vectorised for further processing (see chapter
“Text Representations & Word Embeddings”). At this stage, a large number of
decisions need to be made, which, again, presupposes that the research purpose of
the data is known/has been well thought out in advance based on theoretical and
domain-specific knowledge.

3.4 Feature Engineering

Feature engineering, which is discussed in detail in chapter “Feature Engineering”, is
another intermediate step in data science. Datasets often contain a very large number
of variables, and it is not uncommon to have hundreds of them. Especially in
exploratory studies, where the goal is theory generation, a few variables that make
the largest explanatory contribution to a model have to be identified (George et al.,
2016). Often times, the available variables are not even the most informative data,
and only the combination and aggregation of data, generated metadata, or statistical
characteristics about the data represent the most significant features. Thus, data
science, again, requires extensive domain knowledge for which a theory-driven
approach can be helpful. For feature selection, however, numerous metrics are
available in order to evaluate the individual features so that domain expertise can
be coupled with statistical evaluations.

3.5 Data Analysis

Data analysis, the heart of the data science process, also involves numerous episte-
mological challenges and pitfalls. First, a shift from the typical search for causality to
correlations can be observed (Balazka & Rodighiero, 2020; Mayer-Schonberger &
Cukier, 2013). The analysis of large datasets leads to a loss of statistical significance
as even variables with the smallest effects will be significant. Meanwhile, spurious
correlations are likely to appear when a large number of features are considered. In
general, traditional statistical inference is said to be inappropriate for complete
population studies (Alexander, 2015) since they are designed to work with selected
samples. Instead, Allenby, Bradlow, George, Liechty, and McCulloch (2014) point
out that Bayesian statistical approaches can be a proper solution for analysing a
whole population since, here, the data are fixed and the parameters are random
(George et al., 2016).

Apart from that, the fundamental question of what methods to use and which
algorithms to apply for knowledge discovery remains. Furthermore, at this point, the
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discussion on how algorithms are created and whether they are able to quantify
social reality accordingly and accurately continues to be deliberated. Algorithms are
designed by humans to minimise human bias (Egger et al., 2022b), but, at the same
time, they are embedded in a social framework. For example, capitalist forces can
influence algorithm fairness and bias (see chapter “Data Science and Ethical
Issues”). According to Balazka and Rodighiero (2020), algorithms are understood
as “constantly changing, theoryladen, and naturally selective human artifacts pro-
duced within a business environment” (p. 4).

As not all software solutions provide hyperparameters for fine-tuning, and the
algorithms themselves end up changing from time to time (Leonelli, 2018), compu-
tational reproducibility embodies yet another challenge. Moreover, it can also be the
case that an algorithm had originally been trained on data that are no longer valid
today. As a result, a model trained on old data is applied to new data without taking
any necessary changes into account. For example, customer behaviour and economic
data naturally change over time, which can lead to incorrect predictions if models
trained on outdated data are still used for current situations (Egger et al., 2022b).

To appropriately address epistemological challenges in the analysis phase,
Elragal and Klischewski (2017) suggest that constructs used in analysis should be
grounded in accepted theoretical concepts, interdisciplinary data science teams
should be assembled, and a theoretical framework should be provided for the
selection of techniques or models.

3.6 Model Evaluation and Model Tuning

Data analysis, model evaluation, and model tuning usually tend to be iterative
processes. Depending on the algorithm, common evaluation scores such as
ROC/AUC or F1 (for classification) or mean average error and mean squared error
(for regression) are used, requiring cross validation or holdout methods as sampling
techniques to select the best model (see chapter “Model Evaluation”).
Hyperparameter tuning (see chapter “Hyperparameter Tuning”) tries to change the
tuning knobs of an algorithm in such a way so that the algorithm also achieves the
best possible result. However, due to insufficient available information on existing
machine learning systems, choosing a set of optimal hyperparameters for an algo-
rithm has never been an easy task (Zhou et al., 2017), especially for researchers
lacking a strong background in data science (Kraska et al., 2013).

This phase not only requires a comprehensive understanding of the available
hyperparameters, but the researcher’s interaction with the data is equally important.
Being able to obtain a value that determines whether results are good or bad is just
the first step; what is more significant for researchers is to have a full understanding
of why such results happen in accordance to the settings of certain hyperparameters
(Elragal & Klischewski, 2017). In case there is a gap in knowledge regarding
individual hyperparameters and what their changes can cause, default settings are
often applied. In this way, models are evaluated and assessed without even having to
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turn the adjustment screws. As such, it is crucial to bear in mind what one truly
wishes/aims to know, if the results meet these expectations, or if further tuning is
required. In the increasingly popular AutoML approaches, this tuning is done
without human intervention (Egger, 2022a), thereby assuming that a purely data-
based analysis can represent reality better than a theory-based analysis (Kempeneer,
2021).

3.7 Interpretation of Results

Interpreting data and results quickly becomes a challenge due to the fact that this step
is always subject to human bias (Symons & Alvarado, 2016), and, in many cases,
may even be a nearly impossible task to fulfil (Rudin, 2019). For instance, when it
comes to predictions in particular, ML algorithms such as random forests, support
vector machines, or neural networks are superior to traditional inferential statistical
methods because they can work with high-dimensional data (Arora & Gabrani,
2018), account for interaction effects between variables (Breiman, 2001), and
capture nonlinear relationships between variables (Miiller et al., 2016). However,
this accuracy comes at the expense of interpretability; although these models pro-
duce better results, it is extremely problematic to reconstruct and understand the
algorithms’ decisions. As a consequence, one has to trust “black box™ algorithms,
which also makes it difficult to justify the results (Ribeiro et al., 2016). Hence, the
majority of scientists opt for interpretability, supposing that the results are high
quality and are in line with their theoretical/domain knowledge (Miiller et al., 2016;
Sharma et al., 2014). To address the concerns of algorithmic decision-making,
currently, intensive research efforts are underway and interesting methods to make
black box models more transparent with “eXplainable Artificial Intelligence” (XAI)
are available (see chapter “Interpretability of Machine Learning Models”). Since
algorithms are ultimately intended to help humans make decisions, explanations
must be prepared in such a way that they are comprehensible to the relevant target
group (managers, authorities, etc.) (Barredo-Arrieta et al., 2020; Rudin, 2019).

Especially in the context of text analysis, which was originally qualitatively
oriented, the interpretation of results can quickly end up looking unclean, incorrect,
and unprecise. Interpreting topic modelling results, for instance, is a good example
thereof. Although Latent Dirichlet allocation (LDA) is technically a quantitative,
probabilistic topic modelling method, topic modelling in general is considered a set
of qualitative methods since it statistically preprocesses text data despite the inter-
pretation of the results always being qualitative (Egger, 2022b). This means that the
results include topic clusters, characterised by keywords, which have to be evaluated
and interpreted by humans. Depending on the method, there are different statistical
evaluation metrics, such as topic coherence, that can be applied; nonetheless, a
manual topic description always remains necessary and is, therefore, rendered a
subjective process (Hannigan et al., 2019).
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Another significant issue brought to light by Elragal and Klischewski (2017) is
the interpretation of “quick and dirty” patterns. As data scientists are able to run an
analysis easily and in a time sufficient manner, spending more time on interpreting
the data and looking at the results in detail (with regard to the pre-defined research
objectives) appears to be rather unattractive if there are other interesting and obvious
patterns that emerged from the data. In particular, recent advancements in data
visualisation tools, such as Voyant Tools, provide additional quick access to tourism
researchers (Nukhu & Singh, 2020), regardless of their background, for them to
draw conclusions based on the observations of raw data patterns.

Overall, since interpretation in data science projects is always accompanied by
human fallibility to some extent (Balazka & Rodighiero, 2020), researchers are
advised to develop and apply theoretical frameworks when making meaningful
conclusions, which, once again, echoes the prominence of theories in data-driven
approaches.

4 Conclusion

The expansion of data science methods in tourism has gained ground and is expected
to provoke even greater attention in the upcoming years. However, if one is only
attracted to the bright side of data science techniques and the idea of novel research
methods, then we lose sight of the spirit of social scientists as we turn a blind eye
towards its epistemological challenges and pitfalls (Bannister & O’Sullivan, 2021).

At bottom, data-driven analytics has never been a one-size-fits-all solution as it
comes with its own strengths and set of drawbacks. As discussed above, numerous
epistemological challenges can emerge, starting already in the initial phase, since, in
the search of new contexts and patterns driven by correlations, data-intensive science
often relies heavily not only on theories but also on the nature of datasets. Conse-
quently, so as to achieve optimal results, extensive computer science know-how
remains an essential element in data science research. On that note, major advantages
and disadvantages associated with data-driven approaches have been summarised in
Table 1.

Table 1 Advantages and disadvantages of data-driven analytics

Advantage Criticism

Reveals new contexts and patterns | Not theory-based

Accesses huge databases Driven by correlations

Works with real-time data Data does not represent social reality

Shortens the period of data Complex procedures; extensive computer science know-
collection how required

Minimises bias such as social Requirements for quality criteria are to be critically
desirability questioned

Predictive and prognostic Results highly dependent on hyperparameter tuning
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Knowledge-driven Data-driven
approach approach
Research Problem (Research Problem &
and Topic Definition and Topic Definition)
Literature Review & Theory Data Collection
Hypothethis Development Explorative Data Analysis
Data Collection (Literature Review & Theory) &
Data Analysis Hypothesis Development
Reporting Data Analysis
v Reporting
Trust in Theory ¢ — » Trustin Data

Fig. 2 The continuum between trust in theory and trust in data. Source: illustrated by the authors

As illustrated in Fig. 2, the transition between the knowledge-driven and the data-
driven approach can be understood as a continuum. For Kempeneer (2021), this
continuum spans between trust in theory and trust in data. Certainly, there is nothing
wrong with “letting the data speak for itself” (Anderson, 2008), yet, this should only
be valid for an intermediate step in the data-driven process. What merits the most
attention is the first phase of defining a research problem and topic. The act of
collecting certain data and applying specific data science methods implies that one
does have “something” in mind—this can be understood as a research question, a
hypothesis, or even just curiosity/an incentive towards a particular phenomenon. At
the same time, this suggests that one has an understanding of the field, which is
consistent with the nature of knowledge-based practices (even if the theory itself
may not be extensive at this point).

What typically follows next in knowledge-driven approaches, before collecting
the data, are reviewing previous literature and formulating a hypothesis. These steps,
however, are reversed in data-driven science (Hey et al., 2009)—based on having
relevant and logical objectives in mind, researchers applying data science methods
proceed with data collection first, as discussed earlier. As soon as some unknown
patterns arise, researchers then become curious and analyse the why (i.e. reasons
behind certain patterns and their correlations), which reflects our earlier claims that
data can speak for itself. At this point, at the latest, a link to existing theories must
also be established. When using data to search for patterns and correlations,
researchers implicitly know that a relationship exists. This claim can be supported
by Kempeneer’s (2021) study, arguing that correlations are sufficient to support a
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data-driven representation of reality notwithstanding that they do not explicitly
explain certain phenomena.

However, knowledge gain is simply a limited perspective, and, in science, the
question goes beyond whether something holds true. Only by knowing the why and
the how can we explain the world, and only through being able to explain the world
can we generalise the results. Consequently, inductive reasoning also comes with
some amount of theory, at least to the extent that we need to guide our research.
Furthermore, in order to generate new knowledge from huge databases, they must be
linked to theories (Rivera, 2020). In other words, one does perhaps have a light-
weight theory in mind, which allows us to identify patterns and use results as
“indicators” for further research rather than abruptly pausing at the step concerning
discovering patterns via exploratory analysis.

All in all, because of data being used in prediction or to support business
decision-making, the scientific community was, so to say, “thrown in at the deep
end” of the process, losing all control that it traditionally had a grip on. In this sense,
the fractures between business and science, on the one hand, and between business
methods and research ethics, on the other, combined with additional access issues,
have caused ongoing tensions at an epistemological level and continue to push
science outside of academia. To best leverage data science techniques and address
social inquiry in other research domains, it is important to ensure that digital
methods’ needs are “sustained by an abductive, intersubjective and plural epistemo-
logical framework that allows to profitably include big data and computation within
the different paradigmatic traditions that coexist in our disciplines” (Amaturo &
Aragona, 2021, p. 1). In addition to the epistemological challenges that have
emerged in data-driven science, these issues go hand in hand with understanding
an “appropriate” way of using data and interpreting the results (Mittelstadt & Floridi,
2016).
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connected to each other since they may have been developed and verified based on
pre-existing models with a discipline-specific background (Xiang, 2018). In order to
investigate tourism phenomena and to justify tourism science as an independent
subject, knowledge integration through an interdisciplinary approach is critical
(Leiper, 1981). Additionally, advancements in computational social sciences
Xu & Wu, 2018) have fostered a paradigm shift in knowledge creation from
traditional research techniques based on theory to the empirical-then-theoretical
approach (Lehmann, 2020). Since the era of digitalisation, this conversion can be
seen through the exceptional growth of tourism studies that have applied empirical
methods (Li et al., 2020; Xu & Wu, 2018) with a particular focus on data science
techniques (Li et al., 2013; Mariani, 2019; Oviedo-Garcia, 2016; Arefieva et al.,
2021). Hence, with the reinforcement of information and communication technolo-
gies (ICTs) and data science, tourism research is no longer limited to conceptual
frameworks rooted in other domains (Xiang, 2018). In fact, the interwoven disci-
plines of data science are also manifold, including computer science, mathematics
and statistics, and the respective domain knowledge.

One of the central questions for long-term development in a data-rich environ-
ment is how and with whom the corresponding levels of knowledge should be
connected. One such avenue can involve cross-disciplinary collaborations (Mariani
et al., 2018) between tourism scholars and data scientists (Arefieva et al., 2021).
Conventionally, tourism-specific domain expertise is paired with statistical knowl-
edge, which results in traditional research. Contrariwise, people specialising in
mathematics and computer science are capable of elevating traditional statistics to
computational statistics (Mariani et al., 2018). Since tourism experts in academia and
the industry in general often lack the necessary computer science competencies, and
vice versa, interdisciplinary teams are of crucial importance when applying data
science methods to tourism research. However, despite the increasing popularity and
interest in integrating multifaceted knowledge, a general framework that bridges data
science and tourism has yet to be developed (Mariani et al., 2018; Xiang, 2018). To
assist tourism scholars in identifying and using the appropriate analytical tools, this
chapter aims to bridge and theorise the importance of core competencies regarding
the data science process and, thus, to advocate for interdisciplinary collaboration in
hopes of delivering comprehensive and easy-to-understand scientific knowledge to
tourism.

Following this brief introduction, Sect. 2 will start off with problem identification.
Thereafter, Sect. 3 will theorise the interplay between statistical knowledge, domain
expertise, and computer science skills, whilst Sect. 4 will then outline the specific
procedures of data science research, from formulating topics and extracting data to
analysing and interpreting results. Finally, Sect. 5 will present implications for
tourism research projects and conclude with practical implementations.
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2 Problem Identification

Apart from the overall growing academic interest in data science, its increasing use
within the global tourism industry can also be steadily observed. For instance, ICTs
and data science are beneficial to alerting and monitoring systems, personalisation
and recommendation engines, and pricing and demand optimisation, amongst many
others. Furthermore, as the twenty-first century has brought about many environ-
mental crises (e.g., the Australian bushfires and the floods in Venice) alongside the
COVID-19 pandemic, data science plays a critical role in helping the industry to
adapt to the resumption of tourism. Since ICTs are ultimately the enablers of
collaborations and value co-creation between various stakeholders (e.g., tourists,
travel agencies, destination marketers, tourism technology providers, etc.) in a
determined ecosystem (Buhalis, 2015; Femenia-Serra et al., 2019), businesses
should explore solutions that comply with regulations and restrictions whilst
maximising the level of tourist experiences through processing and analysing
datasets. However, as such, a large volume of data would be undervalued if
researchers were unaware of the potential of advanced data analytics, had no access
to the data, or were unfamiliar with analysis processes.

Equipping researchers and practitioners with knowledge from data science is vital
so that they can process enormous data chunks to streamline the development of the
tourism industry. Typically, academia in tourism follows a linear direction of
generating hypotheses and research propositions followed by confirming and vali-
dating findings. Big data has shifted the process of epis<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>