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Abstract. The increasing collection and usage of data and data analytics has
prompted development of Data Labs. These labs are (ideally) a way for multiple
beneficiaries tomake use of the same data in ways that are value-generating for all.
However, establishing data labs requires themobilization of various infrastructural
elements, such as beneficiaries, offerings and needed analytics talent, all of which
are ambiguous and uncertain. The aim of this paper is to examine how such
beneficiaries can be identified and understood for the nascent Swedish space data
lab. The paper reports on the development of persona descriptions that aim to
support and represent the needs of key beneficiaries of earth observation data.
Our main results include three thorough persona descriptions that represent the
lab’s respective beneficiaries and their distinct characteristics. We discuss the
implications of the personas on addressing the infrastructural challenges, as well
as the lab’s design. We conclude that personas provide emerging data labs with
relatively stable beneficiary archetypes that supports the further development of
the other infrastructure components. More research is needed to better understand
how these persona descriptions may evolve, as well as how they may influence
the continuous development process of the space data lab.

Keywords: Data infrastructure · Data lab · Beneficiary · Data appropriation ·
Persona

1 Introduction

One vision that has motivated the early calls for open data efforts and mandates was that
making data accessible for all will enable data-driven innovation. Scholarly research has
investigated this vision and the means by which the openness drives innovation in the
public sector e.g. [1]. Since then, various governments and organizations in the public
sector are doing efforts of digitalization, data collection and standardization for open data
[2]. However, these are very complex and challenging tasks. Therefore, the efforts done
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to build the required data infrastructures, and corresponding data capabilities, towards
the realization of data-driven innovation and evidence-based policymaking have benefits
that are yet to be realized [3]. Organizations, both public and private, are also struggling
to identify and establish the data culture necessary in realizing those objectives, from
commitment to data-based decision making, to the improvement of their data analytics
processes and capabilities [4].

Data labs (also known as data hub, data factory, or policy lab) are currently being
established as a result to the increasing amount of these open data initiatives. Data labs
are initiatives that aim to help governments and other organizations make their collected
data easily accessible and usable for evaluation, research and innovation [3]. In the
United States, more than six data labs have been established over the past decade [3].
This paper focuses on a data lab initiative, which is situated in Scandinavia. In Sweden,
the Swedish Innovation Agency is funding data labs and data factories to act as national
resources in specific domain areas [5]. The objectives of funding theses labs range from
lowering the barriers to data use to the use of data analytics, machine learning and
Artificial Intelligence (AI) in to solve problems in said domains (ibid).

In order for data labs to be useful and value generating, it is crucial for these institu-
tions to ensure that the data products and services they offer are relevant and appropriate
for its intended beneficiaries. Beneficiaries are decision makers in organizations who
decide on, and expected to benefit from, the adoption of data products/services offered
by the data lab. Their buy-in is considered crucial for any data lab’s establishment and
survival [3]. Given the nascence of these initiatives, very little is currently known about
how to identify and understand those beneficiaries so that this form of appropriation can
be done [6]. In addition, in the early stages of establishment of data labs, there may be
some ambiguity around key elements such as the core offerings (i.e. data product/service)
and the talent required to deliver them [3]. With those ambiguous elements, the appro-
priation of data to the beneficiaries becomes even more challenging. Accordingly, we
address the following research question: How can the necessary appropriation of data
for beneficiaries of data labs take place when the beneficiaries are undefined?

We propose that developing personas can help us reach a preliminary understanding
of beneficiaries and their needs. Hence, we also address the sub-question: How can
personas help identify and define beneficiaries of emerging data labs? To address these
questions, we designed a qualitative study in which we use the persona method [7, 8]
in order to elucidate the beneficiaries of the Swedish Space Data Lab (SDL), as well
as their characteristics as data infrastructure beneficiaries. Thus, the paper starts with
reviewing related work on data lab initiatives, infrastructural challenges relevant to data
labs and the status quo of earth observation data in Sect. 2. Section 3 describes the
research method, followed by the findings in terms of persona variables and descriptions
in Sect. 4. Finally, we discuss the implications of the identified personas on the SDL,
as well as on the infrastructural challenges pertaining to data labs, before concluding in
Sect. 5.
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2 Background

2.1 Data Lab Initiatives

Data Labs are emerging in the public sector due to the need for data infrastructures that
can support the technological development and its many possibilities for data-driven
innovation [2]. The last decade’s increase in wholesale digitisation has brought more
citizens and organisations to make use of digital ways to connect with the public sector
and vice versa (e.g., the healthcare system, their local municipality etc.). These new
digital platforms have led to a vast collection of data on citizens’ and organisations’
preferences and behaviours, which are increasingly becoming more trackable and pos-
sible to access. Simultaneously, the developments in analytical techniques have created
possibilities for understanding this data and applying it for different purposes and to
varying actors [9]. However, despite the many promising possibilities for data analytics,
governments are struggling with developing the infrastructures necessary for multiple
stakeholders with varying interests to make use of relevant public data. These challenges
pertain to, in part, the lack of understanding on how data drives development and inno-
vation, as well as its associated mechanisms when such actors are from heterogenous
knowledge backgrounds [10, 11]. Data Labs are emerging as a means to address this
issue [3].

The Swedish Innovation Agency, who finances and supports national data labs, envi-
sions data labs as national resources for their respective domains; a resource through
which the domain’s data is available, developed and used (e.g. for AI), and where dif-
ferent actors are encouraged and supported to use it for data-driven innovation [5]. A
common goal of a data lab is “to improve public services using evidence-based decision-
making which, in many cases, leveraged [administrative] data.” [3, p. 7]. Various data
labs are already established and have been serving their respective beneficiaries for years.
California Policy Lab (CPL) provides analytics services that help different beneficiaries
- at city, county and state level - evaluate and improve their public programs. UK-based
Justice Data Lab helps organizations that work with offenders, gain access and make
use of re-offending data, so that they can optimize their rehabilitation programs, predict
and avoid re-offending. Even though these data lab initiatives have been ongoing for a
few years, the scholarly literature is extremely scarce on them. A clear exception is Lyon
et al.’s [12] evaluation of the Justice Data Lab.

Furthermore, more data labs are in the process of being established. At the time of
writing this paper, the Swedish Innovation Agency has funded 16 data labs [5]. The
Swedish Language Data Lab aims to develop the Swedish language reference dataset
and models for Natural Language Processing (NLP). On the other hand, the Ocean Data
Factory aims to “enable Sweden to be a global leader in sustainability and innovation in
the digital blue economy” through the applications of AI in areas such as shipping and
logistics, emissions both to air and water, and climate change [13].
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2.2 Lessons Learned from Existing Labs

Existing data labs differ in their models around lab ownership, who the beneficiaries are,
what services are offered, and the source of their analytic talent. Each dimension has its
tensions. For instance, the decision of lab ownership has implications on its governance,
data sharing agreements, the degree of buy-in required from various beneficiaries, and
what projects, services or problems to pursue [3]. Furthermore, the relevant talent, that is
able to generate insights and/or actionable recommendations from the analytical results,
moderates these aspects and is often challenging to find. The CPL director notes the
conundrum of data labs as follows: “Often the people most interested in research, do not
have the relevant data, and the people charged with stewarding the data do not have the
resources to pursue research.” (Evan White, cited in Dinesh, 2017, p. 8).

Fig. 1. Elements of a data lab

Accordingly, the four key elements (seen in Fig. 1) seem to be interdependent when
defining and establishing a data lab. While the literature provides insights on identifying
and the incentives to attract the relevant talent and build an appropriate data science
culture [4], much less guidance is offered on how to define prospective beneficiaries and
their needs. The current literature also assumes that the other three elements are fixed
and known. However, if the beneficiaries are diverse, their needs and competences are
unclear, it becomes problematic to define the other elements.

2.3 Infrastructural Challenges of Data Labs

The ability to share and reuse data can enable innovation [1]. However, it is a challenge
to understand how data should be made available when the coordination and social
practices pertaining to the data lab and its intended beneficiaries are at a very nascent
stage. As a way to address this key infrastructural challenge, we include related work
from the eScience and cyberinfrastructure streams to help us think about the emergent
SDL. The eScience community is well-known for design and development of soft-
ware pipelines that support data production, processing, and analysis within and across
different scientific communities [14].

Previous research has investigated the development and use of such software
pipelines and associated cyberinfrastructures, in particular with a focus on the organ-
isational work it takes to create and maintain such infrastructures [15, 16]. Star and
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Ruhleder [16] propose that infrastructure is inherently a substance for relations (i.e.
between things and people) rather than a substrate. For example, Bietz et al. [15] look
at how different stakeholders maintain the development of cyberinfrastructure. In this
case, they explore how developers work to preserve a path that ensures continuous devel-
opment of the infrastructure. The study shows that the developers do so by adjusting
their own work to certain domain science projects and funding streams [15]. With the
rise of the big data phenomenon, Demchenko et al. [17] proposed that we start con-
sidering the “data infrastructures” as distinct from the cyberinfrastructure due to their
different physical and logical representations. Moreover, Lee et al. [18] propose the
notion of “human infrastructure” which refers to different forms of organizing among
stakeholders that overlap, might change over time, and might be used simultaneously to
create and maintain a cyberinfrastructure. They propose several practical implications
that should be considered in the context of infrastructure development. For instance, they
argue it is essential to reduce the ambiguity and to embrace fluid organisational struc-
tures. Finally, the blurred perception of group membership among distinct stakeholders
demands efforts that help to ensure broad participation from multiple stakeholders [18].
In this study, we aim to reduce such ambiguity and capture the stakeholders’ perceptions
in order to facilitate the appropriation of data in the SDL.

2.4 Earth Observation (EO)

The lab in focus of this study, the SDL, is set up with the objective to make EO data
more accessible and usable for innovation, policymaking, and monitoring in Sweden.
This data is obtained through the Copernicus program. The program launched a family of
satellite missions, namely Sentinel-1 to Sentinel-6 [19], each containing two satellites in
order to fulfil the revisit and coverage requirements. Data from the Sentinel missions are
available in five cloud-based platforms, as well as in various download services. To be
able to efficiently exploit this data, the SDL uses tools from the Open Data Cube (ODC)
project [20]. ODC is an open source data management and analysis software project
originally based on the Australian Geoscience Data Cube [21], designed to organise vast
amounts of EO data into an efficient database structure. For the purposes of the SDL
project, the Sentinel-2 data of Sweden from years 2017 and 2018was batch-downloaded,
and new data is continuously downloaded during the operation of the project, and as
needed by the individual pilots.

Working with EO provides another dimension to this study, bringing the practical
component of the research problem. It is not uncommon for domain experts who are not
working with EO data to face challenges in making significant use of it for public benefit
[6]. During a Copernicus networking event in 2019, various domain experts (e.g., on
climate adaptation, forestry, etc.) expressed their interest to the Swedish space agency
- one of the SDL consortium partners - in using the SDL data. However, it was unclear
how and why they want to use it.

Taken together, these different perspectives highlight the challenges of emergent data
infrastructures in terms of its ambiguity and fluidity of its actors and relations. The SDL
can be viewed as an emergent infrastructure, and thus it becomes relevant to regard the
above-mentioned challenges and recommendations, in particular, that there is no “one
size fits all” solution. It is therefore important that the SDL takes into account the varying
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(data) needs of multiple different beneficiaries throughout the design process. We have
created persona descriptions as a design tool to support the design team in creating a
data lab that addresses the needs of various beneficiaries.

3 Research Method

The appropriation of data for the beneficiaries entails understanding the meanings they
assign to data, their current mental models, their usage needs, and their expectations.
As a way to develop a joint understanding of SDL’s beneficiaries, we chose a qualita-
tive approach to develop Personas, as this method is particularly useful for generating
recognisable and distinct fictional character of typical user groups [22]. In this section,
we first give a brief account on the Persona method, followed by a description of the
SDL, which constitutes the research setting. Finally, we elaborate on our development
of persona descriptions for this context.

3.1 The Persona Method

Developing a persona is a user-centred designmethod commonly used to understand user
characteristics, needs, and goals in order to condense valuable insights that can inform a
design process. The method emerged in the late 1990s as an attempt to communicate an
understanding of the users to support IT systemdevelopment [8, 23]. Personas constitutes
abstract user representations, or character archetypes, which are most often developed
by designers based on user data [8, 22].

“Personas are an efficient design tool because of our cognitive ability to use
fragmented and incomplete knowledge to create a complete vision about the people
who surround us. With personas, this ability comes into play in the design process,
and the advantage is a greater sense of involvement and understanding of reality”
[8, p. 24].

Nielsen et al. [24] propose that the advantages of personas can be divided in three
categories: mental models, data storage, and prioritization. The first category refers
to how personas can support the creation of joint mental models, which can help to
challenge assumptions, both on individual and organisational levels in design processes
[25]. The second category emphasises benefits of howpersonas (and the information they
hold) often are easy to access and communicate. Finally, the third category encapsulates
personas’ ability to prioritize audiences. Thus, as a design tool, personas aim to represent
current and/or potential beneficiaries and users. This is highly relevant in our case.
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3.2 The SDL Context

This study is conducted as part of the SDL project. The project was launched in June
2019 for two years. It aims to make EO data accessible and usable for public benefit and
innovation. Representatives from four organizations make up the project consortium:
the Swedish space agency, a university, a research institute and an NGO. When the
project was initiated, it was a major challenge to pinpoint for whom the lab is developed.
The project plan included five pilot projects with five different beneficiaries, however,
it was not clear who these beneficiaries are and what their needs are. Therefore, the
design decisions were informed as the project and pilots were ongoing, and the personas
method facilitated such discussions.

3.3 Developing SDL Personas

Overall, we followed Goodwin’s [7] guidelines to develop our personas. Eight indi-
vidual in-depth semi-structured interviews and one workshop comprised our primary
data collection. The interviewees were selected from current and potential pilot project
leaders (beneficiaries) and each interview lasted between 45 and 70 min. An interview
protocol was designed and guided the interviewers. Seven interviews were conducted
in English and one in Swedish, albeit with English notes. All interviews were recorded.
The workshop was conducted with five other prospective beneficiaries, in Swedish, and
coordinated by one of the project researchers. Theworkshop had two sections: onewhere
participants described their pain points when working with EO data, and the other where
they were asked to describe a typical user for the SDL. The workshop was documented
in notes organized by those sections.

The interview data analysis was conducted in four phases. First, two interviews were
listened to and analysed to extract the first set of persona variables. The analysis was
largely inductive where the interviewswere subject to thematic coding [26]. This yielded
9 continuous, 5 discrete and 3 demographic variables. Two of the researchers then read
all the notes and met to discuss the variables. This resulted in the addition of 4 continu-
ous, 2 discrete and the omission of one demographic variable. Second, all interviewees
were mapped along the variables by two researchers, followed by the analysis of vis-
ible patterns. This process yielded 3 clear personas. During the mapping process, use
case-specific missing data led to the exclusion of the following discrete variables (and
including them with demographics in an ongoing questionnaire study complementing
this one): user homogeneity and number of simultaneous users. Third, a description of
each persona was written down in terms of behavioural descriptions and persona goals.
The workshop notes provided triangulation and richness to the persona descriptions.
Each description was written by one researcher and cross-checked by another, going
back to the notes for consistency. Fourth, the personas were written in a résumé format
(see example in the Appendix).

4 Findings

The variables identified from the analysis could be organized in different ways. The first
categorization was structured according to whether they were discrete or continuous.
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Then, they were also categorized based on whether they described the persona as an
individual, their attitude in relation to a specific use case or scenario, or in relation
to their organization. In this section, we report them along those two dimensions and
describe the personas accordingly.

4.1 Persona Variables

These persona variables were identified and refined with the objective of pinpointing
the beneficiaries’ priorities and expectations engaging with space data and the SDL.
Accordingly, rather than focusing on the demographics of individuals, we focused on
their data needs, especially when it comes to spatial data and their (potential) use cases.
Throughout the study, their goals from space data and current pain points were of main
concern. Table 1 below summarizes the variables in focus that helped us develop the
persona descriptions further.

Table 1. Persona variables.

Continuous Discrete

Individual General technical proficiency
GIS proficiency
Attitude towards collaboration

Nature of role
Interest in space data

Use case Specificity of use case
Temporal/feature coverage
Temporal/spatial coverage
Spatial/feature coverage
Financial resources
Dependency on SDL

Motivation for collaboration
Anticipated benefits from SDL (with
regards to domain, and
data/information/knowledge)
Most valuable aspect of SDL

Organization Organizational/technical scope
Level of outward data sharing
Level of inward data sharing

Data sources
Types of analyses

4.2 Persona Characteristics

Three clear personaswere found among our beneficiaries. Table 2 shows the complete list
of different personas characteristics, and a summary is provided thereafter to highlight
the similarities and differences across the personas.
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Table 2. Characteristics of beneficiary personas in the SDL.

AB: the coordinator CG: the consultant ED: the GIO

Technical proficiency
(remote sensing)

Non-technical Technical Technical

GIS proficiency Basic to moderate Advanced Advanced

Role Coordination Operational Executive

Interest Brings opportunities
- explorative

Neutral
- business necessity

Must use it
- legal compliance

Collaboration Neutral Follower Leader

Use case specificity Ambiguous Clear Clear

Coverage priorities 1. Temporal
2. Spatial
3. Features

Exhaustive 1. Spatial
2. Features
3. Temporal

Financial resources Needs external
financing

Full financing possible Needs partial
financing

Dependency on SDL Direct service needed Minimum support
needed

Moderate support
needed

Motivation Exploration &
innovation

Strategic business
development & access
to infrastructure

Legal compliance &
operational efficiency

Anticipated benefits
(domain)

Monitoring &
responsiveness

Cost efficiency &
service quality

Cost efficiency &
service quality

Anticipated benefits
(DIK)

Outsourcing of skills Data quality & wider
coverage

Accessibility (e.g.
through SLAs)

Most valuable aspect
of SDL

Data products &
competence

Tools & infrastructure Data products

Organizational scope Geography- and
domain-specific

Technology-specific Domain-specific

Data sharing Outward conditional
Limited inward

Inward only Outward
Limited inward

Data sources “GUI Maps” - readily
computed models

LiDAR
Radar
National land survey
Ground measurements
Questionnaires
Aerial photography
Raster & vector

LiDAR
Aerial photography
Satellite imagery
DEMs
Land surveying
Vector models

(continued)
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Table 2. (continued)

AB: the coordinator CG: the consultant ED: the GIO

Analyses Temporal analysis
Forecasting
Change detection

Pre-processing
atmospheric
corrections
Time series
Fixing geometry

Pre-processing
Fixing geometry
Raster functions
Overlays

The first persona (AB) assumes a coordination role in a county administrative board,
mostly focused on specific phenomena (e.g., climate adaptation, flooding, etc.). Thus,
they are primarily interested in their county’s geographical area when it comes to data
coverage. They also workwithmonitoring and preparedness and are interested in change
detection and long-term temporal analysis for their respective phenomena. They often
have elements of critical infrastructure within their scope; hence, they believe the data
should not be entirely availed publicly. They have the least technical skills of all three per-
sonas, manifested in their ability to only work with readily computed “maps” accessible
via a friendly user interface.

The second persona (CG) is a consultant and business associate who identifies as a
“space actor”, meaning they are familiar with the space vertical from satellite technolo-
gies to their end-user needs. They are focused on technology and have themost advanced
technical (both on the programming and GIS) skills of the three personas. Their interest
in the data coverage is paramount - the more data the better. The interest in the SDL
and motivation for collaboration is strategic and regard the technical infrastructure as
the SDL’s main advantage.

The third persona (ED) assumes the role of a Geographic Information Officer (GIO),
who is responsible for the acquisition,management and dissemination of geographic data
for their agency. They also possess advanced technical GIS skills. The agency they work
for oversees the use and management of natural resources all over the country, owned
both by private and public entities. Thus, the GIO’s interest in data coverage is wider than
that of AB, but not as exhaustive as CG since they are interested in specific features. This
also means that the areas they cover may be subject to some degree of confidentiality
(for private owners) or protection (for certain protected areas).

5 Discussion and Conclusion

In this section, we discuss the insights which were generated through the development of
the three personas and the usage of the descriptions as a tool to facilitate the establishment
of the SDL, how the infrastructural challenge with its emergence is addressed, and
implications on the SDL design of offered products and services.

First, the personas have elucidated the difference between beneficiaries, who are
experts in specific technologies (e.g., remote sensing and space technologies) and appli-
cation domains (e.g., forestry, climate change and sustainability, etc.) in their mental
models, expectations and data needs, and motivations for collaboration. While the for-
mer group define themselves to be “space actors”, the latter are relatively technology
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agnostic. EO data and the SDL provide a common language by which those different
actors could communicate and a bridge between technology and domain. This presents
yet another relation in the space of relations complementing Star &Ruhleder’s [16] view
of infrastructure. However, it also reveals that EO data users (and resulting personas)
represent a continuum, rather than user/non-user distinction adopted implicitly in the
literature [6]. It is difficult to draw the line between users and non-users, since data rep-
resentations, granularities and media evolve from one user group to another, and from
one infrastructure to another (i.e., from Copernicus, to ODC to the SDL).

Second, in the absence of fixed organizational structures and practices, ambiguity of
products and services, and uncertainty of relevant analytical talent, the personas enabled
the SDL to focus on relatively stable archetypes of beneficiaries as a starting point to
address the other elements. In that way, the focus on the human infrastructure when the
former elements are ambiguous or changing supports the development of the technical
infrastructure [18], as well as the data infrastructure [17].

Third, the direct practical implications of the personas lie in the design decision
taken by the SDL to shape the data lab’s offerings. In the proposal to Vinnova, the SDL
described the aim of offering access to the ODC and tools for analysis and visualiza-
tion. These components were primarily designed for programmers. However, the design
evolved to include three environments through which the SDL can be accessed and used,
taking into account the skills and possible access to talent available to each beneficiary:
a) analysis lab that enables Python programmers take full advantage of machine learning
techniques and methods (most relevant to persona CG), b) a GUI that delivers readily
computed data models (most relevant to AB), and c) integration services to allow con-
necting EO data with other software solutions (e.g. GIS) - most relevant to ED. The three
environments are illustrated in Fig. 2 below.

Fig. 2. SDL infrastructural design.
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Another key implication is privacy and security measures related to EO data infras-
tructures. EO data is initially thought to contain no sensitive data, and thus should all
be openly accessible. However, with increasing granularity and resolution, this notion is
challenged. Personas AB and ED both highlighted the necessity to consider the implica-
tions of the open access on specific lands and properties that are critical in their respective
domains, such as specific forests serving long-term measurements, properties that are
part of critical infrastructures or locations that need to be protected for their biodiver-
sity. Having data about these locations as open data poses risks to them. In addition,
prioritization with regards to data selection, integration and selection of future pilots is
considered based on the developed personas.

This study provides early insights on the infrastructural challenges with emergent
data labs; in particular those of ambiguity of its various stakeholders, and how persona
development can help tackling these challenges. Applying the persona method in the
context of data infrastructures also revealed that the distinction between users and ben-
eficiaries (typically referred to as customers in the persona literature) is not clear, since
data usage represents a continuum of processing, analysis and use. The study also pro-
vides practical insights on how to identify beneficiaries of emerging data labs using the
persona method, as a step towards lowering the entry barriers for them to be engaged in
using its constituent offerings for public benefit [3].

However, the study has a few limitations. The personas developed are as represen-
tative of the interviewees as the selected variables, which were driven by their current
practices rather than their future use of space data. The current study also does not
account for the role of the different consortium members on the personas’ characteris-
tics, such as their motivation or attitude towards space data. Future work will address
these limitations by testing the persona variables through a questionnaire to a wider sam-
ple of beneficiaries. This will enable us to also develop the tools to keep the personas
as “live” representations of the beneficiaries. We will also observe how the inclusion
and usage of personas influences the development of the data lab into the future. Further
research is also needed to explore how the human, data and cyberinfrastructures notions
may relate to one another and interact in the context of data labs.
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Appendix
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